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Abstract

Loosely coupled interest groups, so-call@mmmunities of interestire valuable sources of knowl-
edge, which have become accessible to large audienceseviatéinet. The exchange of documents
via document catalogs is an important means of knowledgkagge among community members.
The individual community members often organize personalchent collections in personal cata-
logs, such as for example bookmarks. So far, the additidifatt ¢hat community members have to
invest for knowledge exchange, for example via a commuratalog, strongly impedes knowledge
exchange in communities.

Ouir first goal in this work is to design an application framekvfor supporting knowledge ex-
change via document catalogs in communities. We analyag@resgents for the framework, based
on psychological and sociological characteristics of thewdedge exchange process in communities.
We introduce the CAIMAN framework, which consists of knowledge exchange suppovicas that
fulfill the above requirements and a mediation infrastreeetrith which the services can be realized.
CAIMAN allows a community member to use one personal docuroatalog for all knowledge ex-
changes, independent the catalog choice of the exchantteeparhe exchange among the different
catalogs is delegated to the CAIMAN services and mediatifnatructure.

Our second goal is to provide and evaluate a concept for angecucatalog mediation infrastruc-
ture. Our mediation approach provides for semi-automattoal integration of document catalogs.
Conceptual catalog differences are resolved by a catalaghing component and issues of querying
heterogeneous document catalogs are taken care of by agcgtary infrastructure.

We introduce a novel catalog matching approach, which aatioally matches the categories
of two catalogs. Our matching approach uses the documedtshanstructure of a catalog for the
matching calculations, whereas the highly subjectivegmatenames are not used. The CAIMAN
matching approach is based on text classification and grapbhing techniques.

Our querying approach allows to jointly query heterogesedocument catalogs that are repre-
sented with different data models, using the same quergdtrficture. The approach requires the
conversion of all catalog data ®DF? as lingua franca for catalog querying. As a proof of concept
for our querying approach, we show hdwepic Mapshased document catalogs can be jointly queried
with RDFbased document catalog3DF andTopic Mapsare the most popular catalog representation
data models on the Web today.

We have implemented a catalog mediation prototype. Expgariah results show that our approach
provides for high-quality mediation, which is the basis$accessful knowledge exchange.

community knowledge exdknge \aMediAtioN of document catalogs.
2Resource Description Format
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Chapter 1

Introduction

“Real knowledge is to know the extent of one’s ignorance.”
Confucius (551 BC - 479 BC)

1.1 Document catalogs for knowledge exchange in communisie

The importance of knowledge as a factor of production is increasing and knowledge man-eve
tually become the most important factor of production intpodustrial societies. The evolution of
global communication networks has facilitated the exclkanigknowledge in many ways. Loosely
coupled interest groups use the global means of commumiic&ti exchange their knowledge in a
certain domain on a global scale. These self-spawned, tallynassembledommunities of interest
have quickly attracted research and economic interesguseccommunities have characteristics that
foster knowledge exchange. Early research in sociologhdinti1955] and psychology [Lave 1991]
described communities as a geographically constraineidlgozenomenon. The large potential of
electronically mediated communities (also callédual communitiesfor knowledge exchange sup-
port has been found and described in the field of social inddice and CSCW (Computer Supported
Cooperative Work) [Ishida 1998a; Schlichter et al. 1998¢#@&002]. Later, significantly influenced
by research in the field of Knowledge Management [Wenger anydl& 2000; Schmidt 2000], com-
munities have also been described as an organizationath@iotan be used to support the exchange
of knowledge in organizations. Communities of interesffiped greatly from the evolution of the
Internet, as it allowed people, who are interested in simdlpics, to globally exchange knowledge in
an almost effortless fashion. The exchange of knowledgeinneunities of interest is focused on a
domain of interest of the community members. This interesti$ has a number of advantages and is
also the reason why we specialized on communities of irterdkis work.

Communities often useshared information spacgBorghoff and Schlichter 2000] as a tool to sup-
port the community-internal knowledge exchange procesSeared information spaces hold infor-
mation that is of interest for the community as a whole, offays to structure the contained informa-
tion and provide mechanisms for information distributiorgtobally dispersed community members.
Information spaces that physically contain informatiorthe form of documents are often referred
to asdigital libraries, whereas information spaces that only refer to documemtsatedcatalogs
[N6hmeier 1998].Document catalogare ubiquitously used for information space organizatfon,
example in personal catalogs such as bookmarks, documeragemment systems or global catalogs
such as the Yahoo or Google directory. Document catalogsaibt lend themselves for knowledge
exchange in communities, although some special commuhé#yacteristics turn out problematic in

3



4 CHAPTER 1. INTRODUCTION

the exchange process. So far, document catalogs have rhestlysuccessfully used for knowledge
exchange in teams. However, the principles that apply therenot directly applicable to communi-
ties. Knowledge exchange in communities has differentasttaristics than knowledge exchange in
teams. Knowledge exchange via document catalogs meamsedédrt for the community members,
if not supported by means of automatic exchange. The exeharay come to a halt, if the effort that
has to be invested is disproportionate to the benefit of a ladiye exchange. Thus, what is required is
more automated support for knowledge exchange that restrecspecial community characteristics.

Heterogeneous information resources like different community document catalogs cannot eas-
ily be integrated for uniform access. However, uniform ascis what is required for automated
exchange of knowledge via document catalogs. Differermétion sources can exhibit various het-
erogeneities. The information can be stored in differemhfiis and moreover, it can be organized and
categorized differently. For example, two document casilcan refer to the same set of documents
and still have a completely different category structurey®of overcoming these heterogeneities in
document catalogs have to be found for automated knowleddeage.

1.2 Problem description

An example based on a case study, which has been presented in [Bonifaalo2000], illustrates
the problem field that this work tackles. The case study dessra group of consultants, which
could potentially generate great synergy from exchandiedy foroject experiences. The consultants
are with their clients most of the time and manage the doctsrtbat they create or read as part of
their work using their personal document catalogs. The fisoavers the great potential synergy that
could arise, if documents from the personal catalogs wee alailable to all consultants through a
central document catalog. Consequently, a central docuocagalog is designed and the consultants
are asked to store any documents or references they havenubechew central document catalog in
addition to their personal catalogs.

At first, the newly introduced common catalog is a huge suceesl a lot of experiences are
exchanged via the catalog. However, with a growing numbetadégories and documents in the
catalog, it becomes more and more difficult for the constdtémfind the right place to store or find
relevant documents. But not only the sheer amount of infiomdbecomes a problem.

As new categories are added by the consultants, the cagsgoe named in a way that is deemed
appropriate by the creator of the respective category. Mewéhe names considered meaningful by
one consultant may be completely counterintuitive to agmotionsultant, thus making it impossible
for the latter to find a desired category or document. Thecbefr the common catalog becomes
tedious and time-consuming and does not contribute to theess of a consultant on a project.

Moreover, even making a document available to peer comgsltda the central repository be-
comes a nuisance. First, if a consultant finds a documenistinalevant to her work, she categorizes
it into her personal catalog. In order to make the documeatlae to her peer consultants via
the central repository, she has to categorize it again heacentral catalog. In order to do that, the
right category in a potentially large and not easily undardable catalog has to be found first, which
may require considerable searching effort. Figure 1.%titates the core problem that this case study
reveals.

The catalog on the left hand side of Figure 1.1 is the conststawn personal catalog, which
consists of bookmarks. The categories of the central gatafothe right hand side of Figure 1.1,
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Personal Bookmarks Central Repository

Software
Engmeermg

Collaboration @

Communication

FIGURE 1.1: Different categorization schemes aggravate the lkedyd flow via document catalogs

which is a document repository in this example, may be cointtétive to her and prevent a flow of
documents between the two catalogs.

The case study we have described above illustrates mang @irtiblems we are going to tackle
in this work. Although the group of consultants is morecanmunity of practicéhan acommunity
of interest(see Section 2.2), the problem of lacking knowledge exchaamains the same. The key
guestion that puts the above mentioned problems into a conuotext is:

Consider a community of interest that uses document cat@eg medium for knowledge
exchange among the members. How can the exchange of knewleddpcument cata-

logs within the community, as well as with other communitiesther external entities

be effectively supported ?

This general problem entails a number of smaller more speggifiblems. In the following we are
going to describe some of those specific problems, alongseitie existing solutions.

Knowledge exchange via catalogs in communitiescan be supported in many ways. A large num-
ber of commercial so-calleddnowledge Management SysteiMsier and Klosa 2000] have attempted

to effectively support the exchange of knowledge via doauneatalogs. However, existing systems
have often neglected the social characteristics of comtiesras well as psychological characteris-
tics of human information processing and consequently matebeen successful [Whiting 1999].

Communities of interest are a social phenomenon that isosgénizing and largely resists external
pressure. If community support functionalities are notpield to communities, they are likely not to

be accepted by community members.

Moreover, providing the general possibility to exchangeuoents via a catalog is not specific
enough to address the needs of the community members. rigxistsearch prototypes that deal with
knowledge exchange via catalogs in one way or the othem oféglect the fact that the knowledge
exchange process is a complex process, which needs to besaeddrby support functionalities in
many aspects. More important than the fact that documemtbeaxchanged, is often the way in
which this exchange is enabled and how different aspecta@iledge exchange are supported. An
approach that neglects these issues is also likely to fail.

Knowledge exchange via document catalogs is limited tagekinds of knowledge. If the ex-
change support functionalities neglect specific kinds avedge or support the exchange in an
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insufficient way, the exchange as a whole is at risk. Low gudihowledge exchange will not be
accepted by community members and exchange participailbdegline.

Heterogeneity of document catalogs is an obstacle to knowledge exchange, as we have seen in
Figure 1.1. Every support functionality that aims to fdatie the exchange of knowledge via document
catalogs, has to overcome heterogeneities of documeribgatan some way. Heterogeneities in
document catalogs can be grouped into:

o Differences in the data formats that are used for catalogsentation.
e Conceptual differences, i.e. differences of the catalogcgire and categories.

The process of the resolution of heterogeneities is caflediation A component that solves the
problem of different data formats in the mediation processailed awrapper A wrapper converts
queries and query results between different data formatg. cbnversion has to consider syntax as
well as higher level semantics and is ideally loss-free.

A component that solves the problem of conceptual diffezeris called anediator A media-
tor has to have enough knowledge to integratentiegliateddata sources by overcoming conceptual
differences. A mediator can, for example, provide for awdttintegration of several heterogeneous
catalogs by transforming a query over one catalog into gaesver other catalogs. One way to re-
solve conceptual differences is to establish matches legtwategories, i.e. corresponding categories
in different catalogs.

Most existing work on the resolution of heterogeneities agnimformation sources is focused
on heterogeneous databases. Those approaches, howawven)ycpartly be transferred to document
catalogs.

1.3 Goals for this work

The overall goal of this work is to provide a comprehensimggrated and implementable concept for
supporting the exchange of knowledge via document catatbogemmunities of interest. Our main
focus is to provide a proof of concept for the technical migaleinfrastructure, on which higher level
functionalities are based. The proof of concept includestaildd description of the technical concept
as well as a prototypical implementation for parts for whachexperimental performance evaluation
is important.

The goals for this work on an application design level, whkiodlpursued in Chapters 3 and 4, are:

e Provide a systematic account of characteristics of comtiesnitypes of knowledge that can be
exchanged via document catalogs and aspects of the knavieghange process in a detailed
application scenario.

o Identify requirements for knowledge exchange supporttionalities based on the characteris-
tics of the application scenario.

e Provide general guidelines for community support apglces that integrate the knowledge
exchange support functionalities. As this integratioro imork processes and applications is
highly situated, the integration guidelines may be at arabislevel.

e Provide a concept for application functionalities that sapport knowledge exchange between
community members based on the mediated exchange of dotaisuesh other catalog data.
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The recommended functionalities should adhere to the rexpaints and characteristics of the
application scenario.

o Identify requirements for the catalog mediation infrastame with which the knowledge ex-
change support functionalities can be realized.

Having identified the requirements for the catalog medatigrastructure, we can focus on the
technical realization of mediation, which is the biggegttdbution of this work. Our goals concern-
ing this infrastructure, which are pursued in Chapter 5 @ax8;

e We aim to identify the most suitable mediation approachebtam the different approaches’
advantages and disadvantages with respect to our sceBased on the mediation approach,
we aim to define a mediation process that integrates the timdfanctionality into the knowl-
edge exchange support functionalities. Moreover, we aiidentify further components that
are required to realize the chosen mediation approach,asustappers, catalog integration and
query processing components.

e To realize our mediation approach, we need to design a cofaregutomated virtual document
catalog integration, i.e. the resolution of conceptuattmieneities of document catalogs. The
concept should adhere to the application requirementdtiresfrom the knowledge exchange
support functionalities.

e In order to solve the problem of heterogeneous data modealatafogs, a general concept for
guerying heterogeneous document catalogs is requiredg@aliis to provide a concept for a
general approach including a proof of concept for exampialag representation data models.
The proof of concept should include a detailed solution égafoblem of data model conversion.

e The mediation quality must be sufficiently high to provideeméfit for community members in
the knowledge exchange process. We aim to provide expet@ineridence that our mediation
approach can provide for high-quality mediation by impletirey a prototype of our mediation
concept.

1.4 Related work

On the one hand, several related fields of research providéasts, on which we rely in this work.
On the other hand, solutions provided in this work may bestiemed to those related fields for
application. We are going to give a brief overview of thosatesl fields and their relations to the
goals of this work. More detailed accounts of related work loa found in the respective chapters of
this work.

Communities have been examined as a social phenomenon and a useful tdoidwledge ex-
change in the CSCW (Computer Supported Cooperative WorkKawowledge Management field. In
CSCW, research on communities evolved frGmoupwareresearch, from which many principles can
be transferred to community support research.

Information exchange via document catalogs has been studied in many previous works from var-
ious fields such as digital libraries, information managenae information retrieval. Most existing
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approaches are either not targeted for information exahangommunities, do not support the knowl-
edge exchange process specifically, or do not support theege of different kinds of knowledge.

The exchange of documents via catalogs has been exploraddig time in the field of Informa-
tion Retrieval [Baeza-Yates and Ribeiro-Neto 1999; vamsiitijgen 1979]. Information Retrieval is
concerned with the approximate retrieval of unstructurata tbased on informal queries. Information
Retrieval techniques can be used for classification of decusiinto a catalog, for example, and for
document catalog mediation, as we are going to explain irptéh&. Moreover, we are also going to
use Information Retrieval techniques in the novel catalagcinng approach presented in Chapter 6.

In the field of digital libraries, a number of works have takthe problem of integration of het-
erogeneous document catalogs, especially the querytinfcasre [Borghoff et al. 1996; Borghoff and
Schlichter 1996; Melnik et al. 2000]. We can use the existipgroaches for querying heterogeneous
information sources as guidelines for the query infrastmacin this work.

Interoperation of databases is another important field that offers a plethora of solugiaoncern-
ing the integration of heterogeneous information sourd&smblems that have been investigated in
databases include general approaches and architectudetddntegration and querying of heteroge-
neous data sources (see for example [Wiederhold 1992; &skiwiina et al. 1995; J.Bayardo et al.
1997; Raghavan and Garcia-Molina 2001b]). The basis feraperation and integration of databases
is schema matching. A number of automated schema matchjprgaghes for databases have been
published (for a survey, see [Rahm and Bernstein 2001])rificiple, the schema matching problem
is closely related to the catalog matching problem, althosgutions cannot be directly transferred.
We are going to present an account of existing approacheh&ms matching in Section 6.2.

Mapping of conceptual structures onto each other has also been explored in Artificial Intetice.
So-calledontologiesrepresent formal conceptual structures, which can be usegfious reasoning
and information management tasks. On the one hand, numemarks on using ontologies for the
integration of heterogeneous information sources hava peblished (see [Wache et al. 2001] for a
survey). On the other hand, techniques for mapping ontetognto each other have been presented
(see [Madhavan et al. 2002]). A more detailed account ofedlavork in this field is also included in
Section 6.2.

1.5 Structure and results of this work

Our research approach in this work, is aconstructivist approach for the biggest part. First, we
specify the problem that we aim to solve. Then, we constrgaation to the problem, by motivating
the elements of the solution with existing research resultere necessary, such as for example
for the proposed mediation approach, we evaluate the gualibur proposed solutioempirically

by experiments We perform experimental evaluations, if the validity ofdusion is not directly
apparent from its construction.

Contributions of this work  are basically on two levels. The first level is the applicafi@mework
level, the second level is the technical infrastructurecfialog mediation. The application framework
level is concerned with:

e the detailed account of the characteristics of the apjphicascenario that are important for
successful knowledge exchange.
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e the systematic analysis of requirements for software fanatities that support knowledge ex-
change in communities.

o the application design of services that support knowledghange in communities and fulfill
the above requirements.

¢ the identification of requirements for a mediation infrasture that is required for the knowl-
edge exchange services.

The technical infrastructure level is concerned with:

e the construction of a general catalog mediation approaahftiifills the requirements intro-
duced by the knowledge exchange services.

¢ the construction of a catalog matching approach that cae serthe basis for catalog mediation.

¢ the construction of a query infrastructure concept thawalfor basic interoperation of several
heterogeneous document catalogs.

o the evaluation of the mediation approach to provide eviddnc its effectiveness concerning
knowledge exchange.

Figure 1.2 shows a structure overview of this work.
This work contains the following results.

The application scenario, in which the knowledge exchange takes place, is describEtapter 2.
We first define communities of interest and their charadtesisis the basis for the requirements anal-
ysis. Thereafter, we introduce our model of the knowledgiarge process and define the document
catalog model for this work. Finally, we describe among Wwhiknowledge exchange participants
knowledge is exchanged in our scenario.

Requirements for an application that can support knowledge exchange limpplication scenario,
are described in Chapter 3. We are going to apply a processlrfroch the Knowledge Management
field to divide the general knowledge exchange process irte rapecific steps (see Section 3.2),
for each of which we identify support requirements. Additly, we present requirements for com-
munity support applications in existing work and apply thenour scenario. Finally, we compare
different ways of using document catalogs for knowledgeharge. We show that using all available
catalogs for knowledge exchange works best in our scenadadentify further application require-
ments that result from this approach.

The application design of the CAIMAN framework (abbreviation fof Community knowledge
exchAnge Ta MediAtioN of document catalogss motivated in Chapter 4. First, we are going to
introduce the CAIMANKnowledge exchange servic@ghich directly support a community member
in the exchange of knowledge via document catalogs. We dng go motivate application require-
ments for the mediation infrastructure from the knowledgehange services. The functionalities of
the knowledge exchange services are designed to fulfilleégairements presented in Chapter 3. As
the CAIMAN services need to be integrated into a communifypsut application, we are going to
present an example for this integration.



10 CHAPTER 1. INTRODUCTION

Chapter 1: Introduction

/[ Problems & Goals ]\
Application framework Mediation infrastructure
Chapter 2: Scenario Chapter 5: Mediation

e “
C iti
ommim tes [ Mediation problem \
L Knowledge Exchange ) v \4
Chapter 3: Requirements ‘ Document Category
/- - N\ granular granular
Community Exchange mediation_) \ mediation
Characteristics Process
v v
v v Additionally required
Knowledge Exchange components
- Requirements J Chapter 6: | Chapter 7:
Chapter 4; Design ‘ \ Matching ‘ # Querying

Knowledge Exchange Services

Catalog
matching

Querying problem

Application integration

problem General query
approach
Theoretical +
background Proof of concept

CAIMAN
matching approach

Difference to
existing approaches

Chapter 8: Evaluation

Experimental Setup
v v
Document
Chapter 9: Conclusion granular CAIIIM‘?N
., mediation
Summary mediation
l v v
Performance

Future Work \ evaluation /

FIGURE 1.2: Structure of this work

The general mediation approach in CAIMAN is explained in Chapter 5. First, we structure the
catalog mediation problem by transferring a typical dasabmediation solution to the catalog sce-
nario. The structure includes a description of mediatidntwoblems and in which mediation phase
they are solved by which mediator sub-component. Then, wgaoe two principally different medi-
ation approaches with respect to their effect on the knogdexkchange serviceBocument granular
mediationcan be realized with state-of-the-art text classificatechhiques. Focategory granular
mediationthere are no existing directly applicable techniques, butiraber of closely related tech-
niques have been published. We show for both mediation aphes how they can be applied to the
catalog mediation scenario. We choose category granuldiatien as the approach that we want to
pursue, because it has more advantages in our scenaridlyRiveigive an overview of the media-
tion process in CAIMAN and how the different mediation subigems are solved by the CAIMAN
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matching and query components.

The catalog matching approach for category granular mediation in CAIMAN is presented in
Chapter 6. Our catalog matching approach is based on tedwmigr automated text classification.
We first motivate the three consecutive phases of the CAIMAtdlog matching approach. The con-
secutive phases - classification phase, category sinjilghidase and structural matching phase - are
explained in detail. The catalog matching problem is clpselated to the schema matching problem
in the database field as well as the ontology matching proliethe Al field. We review existing
approaches in those fields and explain what the differercd®tCAIMAN approach are.

The catalog querying approach of CAIMAN is presented in Chapter 7. We present a concept for
querying catalogs that are represented with different oettdels. Our concept is based on RS

the lingua francafor all catalog data sources. We provide a data model coimwveroncept, which
allows to model other catalog representation data moddts RDF. As a proof of concept for our
querying approach, we show in detail, how a Topic Maps baataday can be represented with RDF.
We present how two catalogs, one represented as RDF andhiyeast Topic Maps, can be jointly
queried with our proposed query infrastructure. Our foaushis chapter is on the general joint
querying approach and on the necessary data model conve@iber issues like query mapping are
discussed only briefly.

Experimental evaluation results of the mediation quality of the CAIMAN approach are presdnte
in Chapter 8. The experiments compare the CAIMAN approachdtate-of-the-art document gran-
ular mediation approach that is based on text classificagohniques. We define a performance
measure that resembles the quality of service of one of th& @A knowledge exchange services.
The mediation quality is evaluated automatically on twdedént document catalogs, which contain a
user catalog and a community catalog each. The results $tatvihe CAIMAN approach is superior
to the compared document granular approach and that thatioedguality is high enough to provide
a benefit to the user in the knowledge exchange process.

Summary and future work. A summary of the results and contributions of this work isspraed

in Section 9.1. Future work that can be a useful extensiomisfwork is presented in Section 9.2.
More requirements for the knowledge exchange services edound if all services are fully imple-
mented and evaluated through a user study for differenloggtén a real application context. Another
interesting aspect that can be examined is how the knowleggeange services could support col-
laborative catalog creation.

In order to include more catalog sources, additional wrappacepts for different catalog repre-
sentations are required. A useful extension would also @atitomatic wrapper generation, given a
high-level description of a data source format, as propasé@arcia-Molina et al. 1995].

The catalog matching approach can be expanded in several Wéyhave identified the automatic
detection of catalog perspectives, cross language catadching, the resolution of the problem with
different catalog granularities, as well additional hyprt indexing functionalities as useful future
extensions to this work.

Finally, we propose some first steps towards an agent baskiteature for the CAIMAN frame-
work along with a concept for integration of the CAIMAN framerk into an existing general com-
munity support framework.

!Resource Description Format
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Chapter 2

Application Scenario

2.1 Introduction

In this chapter, we give a detailed description of the appib;m scenario, to which the solutions
provided in this work are applicable. Our goal is to supgogtéxchange of knowledge in communities
of interest. Communities of interest, informally put, areups of people that are loosely coupled by
a common interest. The members of communities of interesinmanicate via the Internet, among
other communication media. One frequently used means aflealge exchange in communities of
interest are document catalogs. Figure 2.1 gives a coaesgiew of the application scenario.

¢—) Exchange of Information
<4 Knowledge Exchange

Community 1 f ['\\.J Community-

internal

Catalog
%
Global Catalog
ﬁ Community-

Community 2 internal
% Catalog

& o BB

FIGURE 2.1: Overview of the application scenario

It can be seen that a knowledge exchange between communitbene within a community
takes place. This is not a direct knowledge exchange buwtadsa knowledge exchange that is ac-
complished by an information exchange via document cagaluithin their respective community.
Moreover, community members can also exchange knowledtfeothier community-external enti-
ties via document catalogs that are globally accessiblalambt necessarily belong to any particular
community.

This chapter is organized as follows: we begin with detadeéinitions and descriptions of the
concepts involved in the application scenario shown in FEEidl. In Section 2.2, we define com-
munities of interest more specifically, we describe how thmmunity notion evolved over time and

15
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why community characteristics are important for our agglan scenario. We differentiate between
information exchange and knowledge exchange in Figure ZHe difference between knowledge

and information and how information can be provided in suetag that knowledge is conveyed is

described as part of a detailed description of knowledgbaxge in communities in Section 2.3. We
introduce and define document catalogs as a means of kn@vieddpange in communities in Sec-

tion 2.3.3.1. In Section 2.3.4, we describe in more detdil ¥he participants of knowledge exchange
are in our scenario. Finally, we look at some inherent catalgnd hindrances for the exchange of
knowledge in communities in Section 2.3.5.

2.2 The notion of community

The notion oicommunityas a loosely coupled group of people has its roots in sogidldiiery 1955].
However, the notion of community has become increasingputao in recent literature from different
backgrounds such as CSCW (Computer supported cooperatik® jishida 1998a] [Schlichter et al.
19938] [Koch 2002], KM (Knowledge Management) [Wenger angd&m 2000] [Schmidt 2000] and
e-business as well as Internet applications [Bullinged.e2@2]. KM literature in the early 1990ies
proposed a whole new perspective on businesses: the krgsvjetspective [Nonaka and Takeuchi
1995] [Probst et al. 1997]. With this new perspective, comities have been discovered as an ef-
fective organizational tool to support the flow of knowledgerganizations [Borghoff and Pareschi
1998] [Wenger and Snyder 2000]. However, the even biggerast in the community notion has
been created due to the advent of the Internet in the 1990iitls.the Internet came simple means of
communication and cooperation across geographical arshizational boundaries. These electronic
means of communication allowed for the first time the fororabf global communities around com-
mon interests and not only based on geographic proximitjyagismostly been the case before the
Internet. Due to the sheer size of such global electronicakkdiated communities, the positive ef-
fects in terms of knowledge creation and exchange can béphiedt Among the first to mention these
electronically mediated, so-calletttual communitiesvere [Rheingold 1993] and [Schuler 1995].

Under the broad and ambiguous teammmunity various more specific types of communities
have been identified and described. However, due to thereliffdbackgrounds of authors in this
field, the nomenclature is ambiguous and overloaded. InfKiO2], an overview of the community
nomenclature and the relationships between the undertongmunity concepts is presented. Here,
we are going to present a timeline of the evolution of thearotif community based on publications
from different fields.

2.2.1 Historic evolution of the notion of community

The notion ofcommunityhas first been described from a sociologist perspective asup @f peo-
ple who share a geographical environment and have some kisac@l interaction [Hillery 1955].
This notion has been picked up later in the field of psycholwgthe context of situated learning
[Lave 1991]. In [Lave 1991], the termommunity of practicéas been coined for a group of people
who share some spatial environment. Later, the positiveenfie of communities on learning and
knowledge flow in organizations has been recognized as lusefubusiness context. For the first
time, communities have been seen as an organizationaladoester learning and knowledge flow in
organizations [Brown and Gray 1995, p. 78]. Communitiesrgamizational tools have later been put
into the context of goal-directed Knowledge ManagemenWeriger 1998].

The first communities, in which communication among the camity members was electroni-
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cally mediated, have been termeadmmunity networki [Schuler 1994] andirtual communitiesn
[Rheingold 1993]. The community networks were mostly stdbgraphically restricted dial-in mail-
box systems with no connection to other networks around thddw The exponential growth of the
Internet brought with it easily accessible, cheap and kijgdlity means of asynchronous many-to-
many communication. The availability of these means of comigation allowed for an important
step in the evolution of the notion of community: the shifirfr the geographic definition of com-
munities to common interests as the defining characteristics shift is reflected in the very general
definition of community in [Mynatt et al. 1997] as adcial grouping which exhibits in varying de-
grees:. shared spatial relations, social conventions, aseesf membership and boundaries, and an
ongoing rhythm of social interactich.The definition of community given in [Mynatt et al. 1997]
even states that not necessarily all community membersthaugow each other. In [Ishida 1998a],
it is stated that even frequent interaction among membaerstisecessary to make a community. The
defining characteristics of a community according to [Iahl@98b] are 1) the existence of the oppor-
tunity for the members to communicate over a communicatlanoel and 2) the awareness of the
existence of a community. The interaction among communigmivers follows certain implicit so-
cial conventions that have developed over time. Howevéheresocial conventions nor relationships
among community members are codified administratively. & eoad definition of community can
be found in [Schlichter et al. 1998]. There, a community isrsas a loosely coupled set of people
thathave something in comm@&chlichter et al. 1998].

A number of works have overloaded the tecommunityby using it for technical infrastructures
that support communities. In [Mynatt et al. 1997], the teraetwork communitjs coined for a tech-
nical infrastructure thafosters a sense of community among the usArsInternet-based technical
infrastructure that provides a sense of community to the beeshas later often been referred to as
online communityln this work, we mean the set of people when we speak atmatnunity We call
an application that supports communite@snmunity support application

The notion of avirtual communityfrom [Rheingold 1993] has been picked up and elaborated in
[Carotenuto et al. 1999]. Communication in virtual comntiessiis mostly electronically mediated, al-
though members of a virtual community may interact on a faeface basis occasionally [Carotenuto
et al. 1999]. The categorization of communities given inrfi@enuto et al. 1999] will be the basis of
the notion of community for the remainder of this work.

2.2.2 Definition of community for this work

We have presented different attempts over time to define @tt@mmunity is. For this work, we
consider the following four conditions necessary for a camity:

e the existence of a commonality and a describing identityragrtbe community members.
e community membership awareness among the members.
e existence of means of communication among the communityleesn

e most of the interaction between the community members @trelgically mediated, i.e. via the
Internet.

The last point is the characteristic of a virtual communitynetwork community, as we have seen
before. Thus, although we do not explicitly mention it in the rest of tis work, we mean virtual
communities when we speak of communitiesThis is an important point, since most of this work
describes software for community support, which does nptyaip non-virtual communities. The
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above conditions are necessary but not sufficient in theesdrag groups of people characterized by
these conditions might as well be teams. There is a gradaagition from teams to communities,
as we will see in Section 2.2.6. However, a clear-cut diibncis also not required for this work,
as no harm is done by including community-like teams in ouniewnity definition. We make no
specific assumptions for the identification of our functidgaequirements in Chapter 3 that would
only apply to teams.

2.2.3 Categorization of communities

As we will show later in Chapter 3, community support apglmas need to be tailored very care-
fully to the specific characteristics of the specific comnuttiey aim to support. It is thus useful to
categorize communities along different criteria in ordebé able to derive specific support require-
ments for each class of community. As could be seen from thterigal evolution of the notion of
community, there have been several attempts to define d@iffé&dinds of communities. An impor-
tant community categorization for this work has been preskin [Carotenuto et al. 1999]. There,
communities are categorized firstly by whether they shamencon interests or common practices.
Secondly, communities are categorized by whether the fottlee community on the commonality,
which the community members share, is rather tight or mavadar In [Carotenuto et al. 1999], four
community categories are defined according to the intradigagegorization criteria. The quadrants
in Figure 2.2 are named after the four community categoridimeld in [Carotenuto et al. 1999].

Communities Communities
Common
Practices of of
Practice Practice
Communities Communities
Common
Interests of of
Purpose / Passion Interest
Tight focus Broad focus

FIGURE 2.2: Community portfolio derived from [Carotenuto et al999

The four different categories are defined in [Carotenutd. €i%99] as follows:

e Communities of interest (COlhave a broad focus on a set of shared interests. A prime mo-
tivation for participation is to gain awareness about whatdther community members know
[Ishida 1998c] and exchange knowledge.

e Communities of practice (COPhave a focus on common activities and practices. The focus
is tight in most cases but may be broad as well. The commorigeaanay also result from
shared spatial environments [Lave 1991] in the present tirérpast [Brown and Gray 1995].
For example, employees of a company that used to have tligie®bn the same floor in the
same building and stay in contact after the company has ma@tbtitute a community of
practice.

e Communities of purposehave a tight focus on a common interest. Members usuallyeshar
common desire to forward the interests of the community abaleyv
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e Communities of passionare a subset of communities of purpose. Communities of @assi
usually have a small group of members, which are especialigipnate about the pursuit of the
purpose of the community.

In practice, there are no strict boundaries between thesses$ of communities. For example, com-
munities of interest can be communities of practice and vasa [Wenger 1998]. However, the

classification remains useful to derive specific requireéor community support applications, as
will be shown in Chapter 3. In this work, we are going to focascommunities of interest, as they

are the most frequent kind of communities on the Internetraaceover knowledge exchange is their
primary intention for community participation. Commuaegiof employees of an organization, which
are spawned for the purpose of developing the company'malt&nowledge, are also mostly com-

munities of interest (see aldmisiness communitiés Section 2.2.4).

2.2.4 Community characteristics

Communities are ubiquitous in everyday life [Koch 2002] &ath develop in various environments.
Some characteristics of communities remain the same, @mlmt of the environment they grow in
and some characteristics depend on the community envinatame

Voluntary membership. An important characteristic of communities is that theimnbers assem-
ble voluntarily [Carotenuto et al. 1999]. The motivationa@immunity members for participation in
communities is purely intrinsic. The members of a commupdtticipate as long as they gain some-
thing from the participation. However, this does not meaat tommunity members always only act
in a selfish way while participating. Depending on the soctiventions that grew in a community
over time, the rewards for the single participant can be rffrddiyMynatt et al. 1997].

Trust. Another important characteristic of communities is, thhigh level of trust among the com-
munity members simplifies communication and exchange ofvledge. However, trust among com-
munity members is mostly restricted to the focus of the comitguFor example, members of a Java
Programming community trust their peers in programmingeassbut would certainly not trust each
other as much in health issues. Trust among community mendieselops from the social interaction
and exchange the community members engage in [Wenger am#iS2Q00]. This kind of informal
trust suffices for an effective interaction among the comitgunmembers, as the community members
are not directly dependent on each other for success [Cartotet al. 1999].

Pain / gain balance. A principle that holds in every community is what we call thedicatebalance
between pain and gainWwhat we mean by this, is that community members participathe com-
munity to gain something from the community. On the otherdhgrarticipation requires an effort
and compliance with the social conventions of a communitgoAmunity member would only stay
an active member, if the participation gain was higher thngarticipation drawbacks. Typically,
the social conventions in a community have evolved over timeugh the community members. The
balance between pain and gain is also the reason why coniesurgject external influences concern-
ing their interaction and social conventions. It is crud@lthe success of a community that social
conventions are not interfered with and participation & ¢thmmunity purpose is as easy as possible
(see also Chapter 3).
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2.2.5 Community environments

Communities can grow in different environments with vagyigroups of people as their potential
members. Community environments may have an influence omemity characteristics as we will
show here.

Personal communities [Wellman 1998] are communities that everybody, who is pgrditing in

a regular work life and social life, has around them. The menslpf a personal community of a
person are her friends, workmates and acquaintances. Msmbg@ersonal communities do not
actively decide to become part of a community, but becomelpeesrof personal communities through
their everyday life [Koch 2002]. Personal communities giovthe environment of a person and the
voluntary character of a community may become a little lesgartant. For example, you cannot
avoid forming some kind of community with your workmatesee\f you don't like them. The trust
level among members in personal communities may vary adgtending on whether they are close
friends or just know each other by chance. Personal comiaanitay not react as volatile as other
communities to the pain/gain balance, as they usually Hagecépacity to smooth out temporary
changes in the balance.

Group communities [Wellman 1998] are communities that are formed out of comrmberests.
Members of group communities can come from various enviemtsiand backgrounds. The commu-
nities that have been examined in [Wellman 1998], met anchzonicated in a free, publicly accessi-
ble space, be it virtual or physical. Group communities fevitihout external influence. We consider
group communities the typical communities, for which altloé above mentioned characteristics and
principles hold.

Business communities [Bullinger et al. 2002] are communities which contributesome way to a
for-profit organization. The core idea of business comniesit to deepen the relationship between
people more or less loosely associated to a company withaimpany itself. Typical examples are
communities for new potential customers to make them loyatamers, for employees to motivate
and qualify them to become high-potentials, and for looselgociated business partners to make
them close B2B cooperation partners [Bullinger et al. 2002]. The creatbbusiness communities
is principally different from other communities. Usuallspmmunities are created in a bottom-up
fashion by the community members. Business communitiesraeged and hosted by an organization
in order to bring a benefit for the organization. In businessmunities, there is a lot more top-down
influence of the host organization on the community. Thislmharmful to community participation,

if the influence is perceived as interfering with the commypurpose by the community members.
However, this problem does not occur, if the expectatioris@host organization comply well enough
with the goals of the community members. For example, a conitimof environmental activists
spawned by one of the big oil processing companies wouldyhbedsuccessful. On the other hand, a
customer service community, that the hosting company segslaeap source of product improvement
hints, may function very well, if the community members gaimough useful insights on how to work
around product problems from their participation.

!Business-to-Business
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2.2.6 Teams and communities

So far, we have characterized what minimum characteriatgup of people has to exhibit to con-
stitute a community. Now we are going to look at some aspéetisdifferentiate communities from
teams, the members of which are much more closely coupledctiramunity members.

Differences between teams and communities

Generally, teams can be seen as a subset of communities,tsamas also have the constituent com-
munity characteristics. However, when we speak about camtres in this work, we refer to the kind
of communities, which are not teams.

The main differences between teams and communities cotivedevel of connectedness of the
members and the amount of commonalities among the memblkeeseifferences are illustrated in
Figure 2.3. Figure 2.3 also shows that there is no cleandistin between a team and a community.

Organizational
connection

Common
artifacts, goals

Members know
each other

Common

Communities interests

FIGURE 2.3: Communities and teams (see also [Borghoff et al. 2001])

The members of a community are not bound together by a comasén but merely by common
interests [Schlichter et al. 1998]. In some cases, there eagn underlying common goal of the
community, like for example in communities of passion. Hegrethere is usually no common goal
in the sense that there are no external forces that pressuommmunity members to collaboratively
create common deliverables [Carotenuto et al. 1999]. Mesnbga team usually share common
artifacts, which is not necessarily the case in communifiée geographical distribution of members
is not a clear criterion for the distinction between teant@mmunities. Both teams (virtual teams)
and communities may be geographically distributed. Howeteam members usually know each
other, i.e. each team member knows all other team membemimDaity members, on the other
hand, usually only know a fraction of their peer communityrmbers. The members of a team are
tightly connected in their work processes, goals and delbles and their connection is governed by
the organization to which the team belongs. Community meshave no such tight organizational
connection.

Other criteria for a possible distinction between team asmraunity, which are not depicted in
Figure 2.3, are:

e Group size Teams are usually smaller than communities.

e Frequency of interactionTeam members interact more often than community members.
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e Focus Teams are focused on common goals, communities are foaumsesdmmon interests.

e Organization Teams often have fixed interior relationships, sometimesritten form.

Relation in a business environment

Communities and teams can co-exist within organizatiorts aamoss organizations. An individual
member of an organization can be a member of several teanie inrgjanization as well as sev-
eral intra-organizational and inter-organizational camities. In teams, a knowledge flow without
restrictions is usually desirable. In communities, on ttieep hand, restrictions regarding the dis-
tributed knowledge may apply. Figure 2.4 shows an examplhefelation between organization,
team and community.

Organization Organization

% R R
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o=
=,
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I( Member of Community X ﬁ Member of Community Y % Member of Community Z

FIGURE 2.4: Relation of organization, team and community

It can be seen that community X is an internal community ofanigation B within which a
flow of knowledge without restrictions is desirable. Comiityaty has members from organization
A and organization B, as well as unaffiliated members. In comitg Y, the members of the two
organizations will likely limit their flow of knowledge in ggific, mission-critical areas. Privacy will
also play an important role in community Y. Community Z is &ibess community, which involves
organization A's customers into customer service procggeeexample. In community Z, a free flow
of knowledge is desirable but privacy remains a concern.

As this example shows, there are issues, which may forcdrictem of a free flow of knowledge
in communities. For the rest of this work, we leave thesedssside and assume that an unrestricted
flow of knowledge in communities is desirable.

2.2.7 Example communities and community support applicabns

To make the description of communities and their chareattesi more concrete, we are going to
provide some examples for existing communities and how #neysupported. In addition to that, we
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are going to present a short overview over principal bugdiocks of community support.

An example for a successful business community is the Emsna@mmunity. The purpose of
the Epinions community is to allow members and visitors tohexge ratings about consumer prod-
ucts and services. Actually, Epinions could be called a canity of communities, since the number
of participants is very large, heterogeneous and dividedrbguct groups. Moreover, the Epinions
community is divided into members and visitors. Visitors garticipate in the community life, but
play more of a passive consumer role. The Epinions memberaciive product reviewers, who get
rewarded for their reviewing activity. The community memtb@e the Epinions community com-
municate mainly indirectly by exchanging product and servieviews and ratings of those reviews.
Community members can also actively choose trustworthinpes to build a web of trust. Most of
the members also publish their e-mail address for directhconication. Through the ratings and the
web of trust, a measure of the trustworthiness of reviewgecsiliculated. This measure makes it easy
for community members and visitors to pick reviews of the htiassted reviewers.

Another successful business community is the LEGO User Getwork (LUGNET?). The
LUGNET community serves two purposes: on the one hand it isskomer service community to
give customers access to resources related to the protegtbought. These resources can be online
education resources, help and frequently asked questwest calendars etc. On the other hand,
LUGNET is also a community of interest for Lego fans to previtiem with a forum to exchange
their ideas. Community members can exchange their ideaséméi-like forums which are focused
on specific design ideas for Lego.

The SIGMOD community of computer science researchers irfithe of databases is a very
successful non-commercial commufiityThe SIGMOD community is an example of a community
that is both virtual and also has regular face-to-face mgstof member subsets of the community
that strengthen the social ties between the members. THdSmembers have access to a mailing
list, a calendar of events and several common researchroesothat also give a status indication
about the research going in the community.

With the above examples, we have shown some basic commuipog functionalities, which
are being used in existing communities. An overview of @xistommunity support functionalities
categorized in seven categories is given in [Bullinger e2@02, pp. 323-346]:

e Navigation and help functionalities such as navigation bars and site maps heluser find
the community functionalities she is looking for.

¢ Information / Awareness functionalities provide a sense of what is happening in tha-
munity. Such awareness functions include newsletters, lmeewulirectories, calendars and the
provision of online status information.

e Communication functionalities include synchronous communication mesdieh as chat, in-
stant messaging (e.g. ICQ, AOL Instant Messenger, Trilllssenger, etc.) and Internet con-
ferencing using both audio and video (e.g. Microsoft Nettiteg. Examples for asynchronous
communication media are news groups, bulletin boards, ieamd guestbooks.

e Cooperationfunctionalities support community members that are waykagether more close-
ly. These cooperation functionalities, most of which aredum team support as well, include
shared information spaces (see also [Borghoff and Schlic@00]), document management

2See http://www.epinions.com/
3See http://www.lugnet.com
4See http://www.acm.org/sigmod/
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functionalities, application sharing functionalitieschuas a shared whiteboard, shared calen-
dars and project management functionalities.

e Participation functionalities allow the community members to shape thraroanity itself, for
example through home pages, ratings for community conteintentive systems.

e Transaction functionalities allow the community members to perform coencial transactions.

e Administration functionalities allow for administration of the communityember data as well
as content data.

e Recommendationfunctionalities have not originally been mentioned in [Buer et al. 2002],
however, we consider them an important functionality categRecommendation functional-
ities exploit the available information about community mieers and content ratings by the
community members to recommend resources to other comymaeinbers. Examples for rec-
ommendation functionalities are book recommendationg@2on.com, the Knowledge Pump
[Glance et al. 1997, 1998] document recommendation funality (see also Section 4.5), or
expertise recommenders like Referral Web [Kautz et al. L88d@ Yenta [Foner 1997, 1999].

Combinations of these functionalities are provided by caraial community support systems.
A comprehensive overview of commercial systems can be faufBlullinger et al. 2002, p. 359].

2.3 Knowledge exchange in communities of interest

In the previous sections we have given an overview of theonaif community and defined what we
mean by a community of interest in our application scendimw we are going to have a closer look
at what we mean by the exchange of knowledge in communitigderest.

2.3.1 Characterization of knowledge

First, we are going to examine what knowledge is. In [Davenpond Prusak 1998], knowledge is
defined as

a fluctuating mixture of structured experiences, valuesteddual information and do-
main expertise, which comprises as a whole a structured dvamnk for the evaluation
and integration of new experiences and information. Caratind application of knowl-
edge takes place in the heads of the knowledge carriers.

We draw two major conclusions from this definition. The firshclusion is that knowledge is a
complex composite of different things which all need to Betainto account when trying to have an
effect on processes of knowledge creation and applicalibis is why we perform a detailed analysis
of the knowledge exchange process in Section 3.2.

The second conclusion we draw for this work is that we comsks®wledge only to exist in
human beings. This contrasts other perspectives, e.g. thenfield of Knowledge Representation
research in Artificial Intelligence [Sowa 2000]. In Knowtgsl Representation (KR), knowledge is
considered to be representable in electronic form in kndgdebases. Later, in Chapter 7, we are
going to employ KR technigues for our purposes and thus alsdhe KR nomenclature concerning
knowledge. However, for the rest of this work we consideniiedge to exist in people only.
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Data, Information, Knowledge. In contrast to knowledge, we consider everything that camée-
aged by Information Technology (IT) data or information. ilfastrate the relation between data,
information and knowledge, we consider a small examplelishef network packet types that arrive
at a certain networked computer in a university represeats. df the packets are grouped by their
packet types and counted, an administrator can see thenafimn that exceptionally high traffic is
caused by a very small number of connections. Based on herierpe, the administrator now cre-
ates the knowledge that students are running data intepseto-peer file transfers, which should
be impeded. Figure 2.5 shows the abstract relation betwatn thformation and knowledge that

underlies this example.
Information & Knowledge

Unorganized Meaningful Funct.iunally
Symbols |:> Patterns |:> applicable

Organized, patterned, Context, relevance,
grouped, categorized authenticity, experience

Data

FIGURE 2.5: The relationship of data, information and knowledge

The transition between the different states data, infaonand knowledge is not always as dis-
crete as in the above example. More often than not the trams#t continuous [Probst et al. 1997].

Tacit and explicit knowledge are two important categories of knowledge that have beesepted

in [Nonaka and Takeuchi 1995]. The distinction of these types of knowledge actually reaches back
to [Polanyi 1974]. Explicit knowledge can easily be detatfrem the knowledge carrier, whereas
tacit knowledge is highly subjective and bound tightly te tknowledge carrier. The differences
between tacit and explicit knowledge are summarized infeigu6.

Tacit knowledge is bound to a person, whereas explicit kadgé can be transformed to infor-
mation, e.g. in the form of a document. In principle, taciblhedge can be transformed into explicit
knowledge and vice versa. However, the transformation nreagime very costly and lossy. Figure 2.7
shows the four transformation processes between tacit)gitie knowledge described in [Nonaka
and Takeuchi 1995].

The four transformation processes shown in Figure 2.7 camamacterized as follows:

e Socializationis defined as the exchange of tacit knowledge through dieeet-fo-face contact
in [Nonaka and Takeuchi 1995], if the knowledge can be sharedl.

Tacit Knowledge Explicit Knowledge

subjective objective

experience knowledge intellectual knowledge

practical knowledge theoretical knowledge

diffuse precise

bound to its carrier detachable from its carrier

hard to transform to information easily transformable to information

FIGURE 2.6: The differences between tacit and explicit knowledge
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FIGURE 2.7: The transformation processes between tacit and édpliowledge

e Externalization refers to the transformation of tacit knowledge of a persaa new explicit
knowledge, for example in the form of a document. An exampleekternalization is the
documentation and selection of new best practices amongaeruof existing work practices
in an organization [Borghoff and Pareschi 1998, p. 7].

e Combination of knowledge means creating new explicit knowledge thrazayhbination of ex-
isting bits of explicit knowledge. An example for combiratigiven in [Borghoff and Pareschi
1998, p.7], is the combination of a company’s patent dimgctath market research statistics,
to produce knowledge about possible future products.

o Internalization refers to the creation of new tacit knowledge from existirplieit knowledge,
for example by learning and training [Borghoff and Pared&88, p.7].

More detailed descriptions of the transformation processtween tacit and explicit knowledge can
be found in [Borghoff and Pareschi 1998, pp. 6-7] and [Noreahka Takeuchi 1995, pp. 73-87].

In this work, we are going to concentrate on the exchange pligixknowledge that can be
externalized in a document catalog.

2.3.2 Knowledge exchange model

We have stated in the previous section, that we consider ledge to exist in people only. Whatever
can be stored electronically is considered informatiormweleer, that does not mean that an exchange
of information does not lead to an exchange of knowledge. Ashave learned in the previous
section, explicit knowledge can easily be transformed intormation in the form of a document or
a database. And this transformation works vice versa as alling information in a document to
be transformed into explicit knowledge of a person again.

For our knowledge exchange model, we borrow a paradigm frarcomputer networking do-
main. The ISO/OSI model [Tanenbaum 1987] defines a stackroframication layers, the topmost
of which is the application layer. In this layered networkdah the communication between two
applications is presented as an exchange of information digect connection between the two ap-
plications. In fact, the connection between two applicaties of a virtual nature, the information is
handed down the communication stack and all the commuaitati electronic signals is physically
handled by the lowest layer in the stack, the physical caiometayer. Thus, although the physical
layer only transfers electronic signals, we can speak ofifamrnation exchange via a virtual connec-
tion on the application layer. Figure 2.8 shows how we trangfis paradigm to the domain of this
work.
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FIGURE 2.8: The model of knowledge exchange in this work

It can be seen in Figure 2.8 that we describe electronicadigiated knowledge exchange using a
stack of communication layers, just like in the networkixgmple. The top layer describes a virtual
knowledge exchange between two people. This knowledgeaexgehis not performed via a direct
connection between two people, but via a connection thatvalthe exchange of information in the
form of documents. The exchange of information in turn idized by an exchange of data between
two applications via a network connection.

The room for creative solutions in this model of knowledgehbange is in what is calleguality
of servicein the networking domain. Each of the networking layers rsffa certain service to the
layer above it, for example the T€Rayer in networking offers the service of reliable end-tae
transport of data to the application layer (see [Tanenba@®7]). What is meant by quality of service
in the networking domain are the quality guarantees for@cethat a layer commits to, such as for
example bandwidth guarantees, reliability, etc.

In the knowledge exchange model, an example for the qudlityeanformation exchange service
is the relevance of retrieved information with respect tauarg. Another quality of service example
for the information exchange service is the provision ofialoll context information that is delivered
and presented to the user together with a transferred datume

The higher the quality of service of the information excharthe more effective the virtual knowl-
edge exchange based on the information exchange will becdneeof our efforts in this work aims to
improve the quality of service of information exchange idarto ultimately facilitate the exchange
of knowledge in and among communities of interest. A moraitkt analysis of the knowledge
exchange process, in order to discover potential room fprawements, is presented in Chapter 3.

2.3.3 Supporting knowledge exchange with document cataleg

In [Bullinger et al. 2002, p. 246], two principal categor@&d T support for knowledge exchange have
been presented:

e Knowledge netg(also callecknowledge yellow pages knowledge resource mafiRrobst et al.
1997]) focus on supporting the exchange of tacit knowledgewledge netbelp community
members to identify and locate experts as knowledge ressuknowledge nets are essentially
an index to experts in a certain field of expeftis@nce the expert is identified, tacit knowledge
can be exchanged via personal communication or expliciiviendge can be exchanged via the

STransport Control Protocol
5See http://www.experts-exchange.com/ for example
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community means of communication, such as chat, newsgroupsmail. Knowledge nets
often include a system of incentives, e.g. a list that phbksthe most knowledgeable experts,
to motivate the community members to participate in the Kedge exchange. The kinds of
incentives offered vary, depending on the community caltur

e Knowledge warehousegalso calledknowledge structure maps [Probst et al. 1997]) focus
on supporting the exchange of structured explicit knowdedignowledge warehouses are re-
sources of explicit knowledge, which is stored in a strustiuway. Knowledge is exchanged
between community members via the knowledge warehousewlédge is first externalized by
one community member, stored in the warehouse and thematitegd by another community
member.

A document catalog is an example of a knowledge warehouse that is frequently asa means of
knowledge exchange in communities of interest. Informpily, a document catalog is an information
space in the form of a collection of documents. The documamrsategorized to allow for effective
navigation in the catalog and effective retrieval of docatedrom the catalog. Moreover, a category
structure provides a context for the stored documents [@ihakti et al. 1998]. The sum of all topics
of the documents in a catalog is called the domain of the agtdDocument catalogs do not neces-
sarily have to have a restricted domain. Document catalagseither physically store documents or
store document references, which point to the actual palydiscument location. The latter case is
the default in most document catalogs, thus we do not makashiemption that documents are phys-
ically stored in catalogs. Typical examples for documetdlogs are global catalogs like the YaRoo
catalog, the Researchindegollection of computer science scientific publicationsg #me personal
bookmarks of a user.

Related Concepts. The concept of document catalogs for document organizéidsnexisted for a
long time in computer science. It has originally been pickpdrom library science, where catalogs
have been used to categorize books by their content. Thaerobskeld ofdigital libraries has its roots

in library science and is concerned with the managementrgé leategorized document collections.
Commonly, the terndligital library is used for a document collection that physically storesidwents,
whereas a document catalog only references documents [@léh@®98]. Moreover, digital libraries
are usually considered large collections, whereas docucaggsilogs can be either small user document
collections or large document collections.

The category structure of a catalog is a conceptualizatfdheoreal world domain that is repre-
sented by the catalog domain. Formal conceptualizatioaknbwledge domain are calledtologies
[Gruber 1992; Noy and Hafner 1997]. On the one hand, simplelagies have also been used for in-
formation management, taking the role of catalog strust{ifeihns and Stephens 1999; Clark 1999;
Chandrasekaran et al. 1999; Pretschner and Gauch 1999heCnther hand, the category structure
of a document catalog can also be seen as a simple ontologyeudg we consider seeing a catalog
structure as an ontology not useful for the following reason

e The term ontology is used for many other formal conceptatibns and is thus too general for
our purposes.

’See http://www.yahoo.com/
8See http://www.researchindex.com/



2.3. KNOWLEDGE EXCHANGE IN COMMUNITIES OF INTEREST 29

¢ Ontologies have a formal logic definition, which is not theedor catalog structures. In fact,
the ambiguity and informal definition of catalog structuisea key advantage, as this informality
makes it easier for user to create and work with the catalogtsires.

In the following, we are going to give a more formal, howevet formal logic, definition of the
document catalog model in this work.

2.3.3.1 Document catalog definition for this work

We define a document catalog as a collection of documentghvere categorized according to the
catalog structure. The basic catalog structure consistatefjories and relations between categories:

e Categoriesrepresent a specific concept or topic of discourse and codtaiuments that are in
some way concerned with the category topic from the categ@ator’s point of view.

e Directed relations between categories signifysab-categoryelation.

e Perspectivegepresent a categorization criterion of a catalog. Petspsare mutually intersection-
free sub-catalogs of a catalog.

We model catalogs with only one relation type, isib-categoryrelations. In real-world catalogs,
other labels may exist in catalogs as well. However, for ati@log mediation approach, it is sufficient
to model thesub-categoryelations for the following reasons:

e Relations that are more specific sub-types ofdhb-categoryrelation can be subsumed under
the sub-categoryrelation. The additional, more specific semantics of refetiis mostly am-
biguous and hardly ever correctly formalized in almost edllrworld catalogs. After all, the
ambiguity of relation definitions is one of the great advgetafor the users of document cata-
logs. However, relying on ambiguous or incorrect relationa mediation approach would hurt
more than it would help.

e Relations that are not subsumable unsiglp-category like for examplerelated-category are
mostly relations between categories in differpptspective®f a catalog. Our mediation ap-
proach focuses on the mediation of individual perspectines catalog (see Chapter 6), and
thus relations between perspectives can be neglected gatalvg model.

Thus, a document catalog can be formally defined as follows:

Definition 2.1 (Document catalog) A document catalog is defined Bs= (G, r, P, D), whereG =
(C, E) is the catalog graphr is the catalog root category® = {Pi,..., P,} is the set of catalog
perspectives an@® is the set of documents in the catalog. The catalog g@mionsists of the set of
categoriesC and the set of edges = {(c;, sub — category, c;)|c;, ¢j € C}.

A documentd; € ¢; C D is not necessarily physically stored in the catalog, buteusidod as a
universally resolvable link to a document.

Catalog perspectives. A catalog contains severglerspectiveswhich represent a categorization
criterion by which the documents in the catalog can be caiegph A specific document may then
be categorized into several perspectives. The perspedive P are essentially sub-catalogs of the
original catalog with additional constraints:
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e The perspective root categories must be a direct sub-aé&egaf the catalog root category.
e No document may occur twice within one perspective.

Member categories of a perspective are defined as the tvansibsure of thesub-categoryedges
starting from the perspective root category. Categorigsardy be members in one perspective.
A catalog with several perspectives makes sense, since aidahknowledge can be categorized
according to different criteria. The example in Figure 2h8wss that a collection of documents about
software companies all over the world can be categorizedebgmgphic region (first perspective on
the left hand side) as well as by software application typ&ldie perspective) or by the industrial
branch of the company’s customers (right perspective).

Software
Companies
Catalog

Catalog Root Category

sub-category

N
sub-category
Documents

Industrial
Branch
Perspective

Geographic
Perspective

Application

Type
Perspective

FIGURE 2.9: Example document catalog with several perspectives

There can be categories in a catalog that belong to sevesggmives according to their seman-
tics, as illustrated with th&erman Word Processing Softwarategory in Figure 2.9. The category
is a sub-categoryof Germanyand thus belongs to the geographic perspective, but it ¢s atib-
categoryof Word Processingnd thus belongs to the application type perspective. ktipassible in
our catalog model that a category belongs to two perspactience we assume a copy of the category
to be assigned to each of the perspectives. In real worldoggtacategories that are common to two
perspectives are usually represented in one of two wayserdie respective category is kept in one
perspective and is linked to the other perspective wittlated-categoryelation, or the category is a
common sub-category of both perspectives.

In our catalog model, all category nodes, including the inmales of the trees in Figure 2.9 can
contain documents

Catalog differences. The structure of a catalog is highly subjective and reprssiie personal per-

spective of the catalog creator onto the domain of knowleddpich is conceptualized as the catalog.
Different catalog authors will usually create differentatags for the same domain of knowledge.
The differences can be in the catalog perspectives, thadamg (i.e. category names) as well as the

°For some nodes in Figure 2.9 this is not visualized in the éigur
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overall structure of the catalogs. These catalog diffexerare the reason, why it can become diffi-
cult to understand, search in and categorize new documentgalogs other than a personal catalog.
This work contributes to making the usage of heterogeneatalagys easier. This is achieved by a
semi-automatic mediation between catalogs as we are goiexplain in Chapter 4 and Chapter 6.

Different kinds of knowledge can be exchanged via document catalogs. For this knowledge e
change, the user who contributes knowledge has to exteenladéir knowledge into information and
store it in the document catalog. The knowledge recipietiterees the information from the cat-
alog and transforms it back into knowledge. This exchangeqss is analyzed in more detail in
Section 3.2. The following kinds of knowledge can be excleginga a document catalog:

e Document content knowledge Explicit knowledge that is storéflin a document. i.e. the
contents of a document.

e Document topic knowledge Knowledge about the topic of a document, i.e. meta infoionat
about a document. A document is assigned to a category, $ed¢he contributor considers
the document to be concerned with this topic. This knowledgeored in the connection of a
document to a category .

e Domain structure knowledge Knowledge about the structure of the domain of the docu-
ment catalog. This knowledge is stored in the relation betweategories, and the categories
themselves. In the catalog example in Figure 2.9, geogedgtiwledge and knowledge about
software systems is stored .

e Subjective document relation knowledge Knowledge about the relation between documents.
If two documents are in the same category, it means that tteegl@sely related. However, this
close relation may not be obvious from the contents of themsh@nts. We call this document
relation asubjective relationas it is based on the knowledge contributor’s subjectiviaiop.
The contributor’s otherwise exclusive knowledge about#hation between two documents can
thus be stored in the document catalog .

Types of catalogs. In and around communities of interest, catalogs are craatedrious contexts
and by various authors respectively author groups. Thevitig three kinds of catalogs are of rele-
vance for this work:

e Personal Catalogsare created by a single author for personal information gement pur-
poses. Typical examples for personal catalogs are boolanarfide system folder hierarchy or
a personal information space in a document managementrsyBtersonal catalogs cannot be
replaced by centralized community catalogs as the comguarémbers will want to keep their
privacy and control over the catalog for personal inforoatinanagement (see Section 3.4).

e Community catalogs serve information and knowledge exchange purposes in a coityn
[Staab et al. 2000a] [Staab et al. 2000b]. Community catadémg typically created and evolved
by a subset of the community members. Community catalogallysepresent a good concep-
tualization of the domain of the community interest. Typiegamples are the repositories of

Owe use this simplification here for brevity. Actually, knadye is transformed into information, which can then be
stored in electronic form.
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document management systems or the Researchihdebection of computer science scien-
tific publications.

e Global Catalogsserve as an index to large numbers of documents and are netefh®n a
special topic. Global catalogs are typically created araved by a group of expert editors.
Examples for global catalogs are web catalogs like Yahoo the Open Directory Project
Company-internal intranet catalogs which provide an intteall company resources can be
seen as global catalogs.

As the examples above have shown, no clear distinction leetwemmunity and global catalogs is
possible. Some document catalogs can be both community labdl gatalogs or parts of a global
catalog can again be community catalogs. The distinctidwden community and global catalogs
will only be made when of immediate relevance in the rest isf work. Also, the fact that the three
presented kinds of catalogs may represent different dawias not mean that references to the same
document cannot be stored in several catalogs. None ofithe inesented types of catalogs is limited
in the number of perspectives it can include.

2.3.4 Knowledge exchange partners

Our main objective for this work is to facilitate the exchangf knowledge between community
members in communities of interest. However, our derivgat@gch is applicable to the exchange
of knowledge within communities and between communities tie global group of Internet users
as well*. Figure 2.10 shows an overview over the different knowledgehange partners in our
application scenario.

Without loss of generality, we choose one community membéhe center of our considerations
and improve this member’s knowledge exchanges with the ledgye exchange partners depicted in
Figure 2.10. Exchange of knowledge among the other paaticigp partners in this scenario can be
supported analogousf, however is not discussed in detail in this work.

2.3.5 Knowledge flow in communities of interest

As the last aspect of our application scenario, we are goingnsider some characteristics of the flow
of knowledge in communities of interest. These charadiesisire inherent with knowledge exchange
in communities and are thus constraints that also applytajmplication scenario. Some of the issues
presented here are going to be reflected in the requiremanssipport functionalities in Chapter 3.
The rest of the issues must either be addressed in a broatenwdty support context or cannot be
influenced by software support at all.

The flow of knowledge has been defined in [Borghoff and Paies@®8, p. 5] as the exchange
of knowledge between different organizational knowledgeages, such as document repositories or
communities. The exchange includes the transformatiowdsst different representation forms of
knowledge in the respective storages.

115ee http://www.researchindex.com/

125ee http://catalog.yahoo.com/

133ee http:/www.dmoz.org/

YThe facilitation quality may not be as high for knowledge lege among communities, as it is within a community.
This will be explained in more detail in Section 4.2

5For knowledge exchanges, in which no community member véttplrsonal document catalog is involved, we assume
that a document catalog editor performs the interactiomigtware necessary for our solution. The necessary intenact
are explained in more detail in Section 4.2
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FIGURE 2.10: Knowledge exchange partners

2.3.5.1 Prerequisites for the knowledge flow

One prerequisite for the flow of knowledge in communitiestisvee all the willingness of commu-
nity members to invest an effort into the exchange of knogéedThis willingness depends on the
individual as well as the community culture and general camity characteristics.

Common language. Another basic prerequisite for knowledge exchange is tlmekchange part-
ners can communicate knowledge in some way. A means of coimatiom is required as well as a
representation form of knowledge that both communicatiarngrs can understand. In any commu-
nication of knowledge, the minimum requirement is that lmahtners understand the same language.
Theoretically, a common language is enough for knowledgbaxge between two people. However,
knowledge can be exchanged more efficiently, if both compatitn partners in addition to the same
language have a similar mental model of the knowledge dowrmadnthus use similar vocabulary for
communication. For example, two lawyers can exchange lexyd about a new law more efficiently
than a lawyer could communicate it to a computer programffilee common language requirement
applies to all different ways of knowledge exchange, e.gef@-face, via document catalogs or oth-
ers. In communities of interest, a common vocabulary is ldpesl over time by the community
members and used for knowledge exchange within communifiéés common vocabulary makes
knowledge exchange in communities very efficient.

Trust is another essential prerequisite for knowledge exchatiga.source of knowledge is not
considered trustworthy by the knowledge recipient, charare that the communicated knowledge
is not accepted. For example, one would usually hesitatedem advice from someone who has
given wrong advice in the past or from someone unknown whastives for giving advice are also
unknown or even assumed malicious. The same applies if thertise of the source of advice is
unknown. In communities of interest, the community memiigrdelps to build trust among the
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members. Trust that grows in communities has two aspectsust)in someone’s goodwill or shared
intentions, and 2) trust in someone’s expertise in a fieldwikedge.

Trust in someone’s expertise is the smaller problem in conities of interest, since most of the
members of a community of interest usually have a minimumatedge in the domain of interest.
Moreover, the expertise of a community member is openlycateid by the participation in the public
forums of the community. As a result, community members tertdust their peer community mem-
bers in terms of expertise. The same applies for the inelgiiel. The participation and interaction of
the community members on a regular basis increases peisosiahmong the community members.
However, not all community members know all other commumnigmbers and interact directly. Still,
the transitive nature of trust relationships between conitmumembers mostly suffices to build a web
of trust in communities.

Hindrances to the knowledge flow

Exclusion of non-members. Communities of interest support the flow of knowledge wail, there
are also some inherent hindrances to the knowledge flow inmzorities. Communities develop
their own system of values and a community culture over tifftee more elaborate the community
culture becomes over time, the harder it is for new membethe@tommunity to join in. A very
strong commitment to the community values can ultimatebndead to exclusion of hon-community
members from any kind of participation in the community.

Group segregation. If the coupling of community members is too tight, negatiffeas of group
segregation may occur. Group segregation in turn can leaditoinished knowledge exchange of the
community with the outside world. The shared cognition im tommunity leads to theot-invented-
here effect. This effect describes the situation that knowlefigen outside of the community is
not accepted by the community members, just because it $ddeuknowledge, however useful and
relevant it may be.

Harmful value systems. Another problem that can occur in communities is that theeena means
to enforce responsibility for knowledge that is distritwitgithin the community. This can lead to the
distribution of poor quality knowledge. Moreover, valuggldncentives in communities are mostly
such that only knowledge about successful experiencescizaeged. Mistakes and failures of the
community members are more likely to be kept secret.

2.4 Summary

In this chapter, we have presented a detailed descriptiomopplication scenario and the concepts
involved in the scenario description.

Communities of interest are the core concept in our application scenario. Comnasndf interest
have been defined in Section 2.2 as a loosely coupled grougoplg with the following characteris-
tics:

e Members have a broad focus on common interests.

e Members share an awareness of community membership.
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e The participation of members is based on intrinsic motbrati
e The community members are not directly dependent on eaeh fithsuccess.

e Any measures that interfere with social practices in comitiagare likely to restrict the com-
munity effectiveness.

For the rest of this work, we defined that communities of ggemare also virtual communities, i.e.
communication among members is electronically mediatedni@unities are fragile, self-motivated
social constructs, which usually grow in a bottom-up fashigase of fulfillment of the community
purpose is essential for the existence of communities.

We gave some examples for existing communities of interes$t{paesented an overview of com-
munity support functionalities that are used in existinghamunity support systems.

Knowledge is defined as a complex mixture of experiences, values, xtateinformation and
expertise, in our scenario. We consider knowledge to eristia people. To support the exchange of
knowledge, it is necessary to closely examine the kinds of@dge to be exchanged as well as the
process of knowledge exchange itself.

In this work, we focus on the exchange of explicit knowleddge document catalogs. Since
document catalogs can only store information in our scenave model knowledge exchange via
catalogs as girtual knowledge exchange that is conveyed by a high-quality m&tion exchange.

We presented four different kinds of knowledge that can lmbhamged via a document catalog:

e Knowledge represented by the document contents.

e Knowledge about topics of documents.

e Knowledge about the catalog domain structure.

e Knowledge about subjective relations between documents.

Document catalogs have been defined as categorized collections of documeniiskerto docu-
ments in our scenario. A catalog has the following charésties:

e The categories in a catalog are related to each othsubycategoryelations.

e A catalog can have several perspectives, which represeegarization criteria. A document
must be uniquely categorized within a perspective.

e Common categories are modelled by copies of the commonaré&segn each concerned per-
spective.

Document catalogs represent the catalog creator’s view ardomain of knowledge and are thus
highly subjective. The differences between catalogs nebde bvercome for an effective exchange of
knowledge.
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Knowledge exchange partners. In our scenario, knowledge exchange between a community-mem
ber and the following exchange partners is supported:

e For direct knowledge exchange with another community mentbe exchange takes place via
the personal catalogs of the two community members.

e For knowledge exchange with the community as a whole, thbamge takes place via the
personal catalog of a member and the community catalog.

e For knowledge exchange with arbitrary community-extepebple, the exchange takes place
via the member’s personal catalog and either another palrsmmmunity or global catalog.

Finally, we have shown that knowledge exchange in comnesis fostered by a culture of trust
and shared cognition among the members. On the other hasre, dhe a number of characteristics
of communities that make knowledge exchange more difficililhe relation between community
members may become too close, which makes a community ingadrisnto outside knowledge and
influences.



Chapter 3

Community Knowledge Exchange
Support Requirements

“Where is the wisdom we have lost in knowledge?
Where is the knowledge we have lost in information?”
From: The Rock, T.S. Eliot (1888 - 1965)

3.1 Introduction

We have defined our application scenario in the previoustehajVe can now analyze the require-
ments for functionalities that can support knowledge eRrgkain this particular scenario. Our ap-
proach for identifying requirements is based on princifilem the fields of Knowledge Management
(KM), Computer Supported Cooperative Work (CSCW), psyoeggland sociology, which we apply
to our community scenario. The identified requirementsater lused to design an application frame-
work that delivers the required support functionalitiebeBupport functionalities must be integrated
into a community support application to be deployed in comities. Therefore, we also provide gen-
eral guidelines for community support application desiihe community guidelines are important
for successful knowledge exchange support in communities.
Our goals for this chapter are the following:

¢ Identify requirements for functionalities of an applicatiframework that can support com-
munity knowledge exchange. The requirements should haeeirdstheoretical basis, which
includes psychological aspects involved in the knowledgdnange process.

e Provide guidelines for the general application design obrmmunity support application that
includes knowledge exchange support functionalities. s€hguidelines should consider the
sociological characteristics of communities as well asthek context of community members.

e Find out how the available document catalogs should be tsest for knowledge exchange in
our community scenario. ldentify application requirenseftr knowledge exchange via the
available document catalogs.

To achieve our first goal, we are going to apply a process nfoolel Knowledge Management
to divide the general knowledge exchange process into npweifgc steps (see Section 3.2). For
each step of the knowledge exchange process, we are goidgntify requirements for knowledge

37
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exchange support functionalities. We are going to refinesthpport requirements based on character-
istics of human information processing and knowledge treat

For our second goal, we are going to look at groupware requings that have been established by
empirical studies in the CSCW field. We are going to trandiesé requirements to our community
scenario as recommendations for community support apioicaesign. We are going to present
some additional requirements based on the charactergtimsnmunities presented in the application
scenario (see Section 2).

And finally, for our third goal, we are going to discuss theattages and disadvantages of various
approaches to knowledge exchange via document catalogzmimanities. Subsequently, we are
going to identify additional requirements for the best aah.

3.2 Requirements for supporting the knowledge exchange poess

3.2.1 Knowledge Management process blocks

The field ofKnowledge Managemegmerged in the mid-nineties of the 20th century from a bigsine
administration background. Knowledge Management diffieas existing management approaches
through a new paradigm: organizations are seen from the lkdge perspective and knowledge
is treated as an organizational asset just like financiakak estate assets. There have been many
attempts to define Knowledge Management [Beckman 1999] amdob the most cited is the one
given in [Probst et al. 1997]:

Definition 3.1 (Organizational Memory and Knowledge Managenent) Organizational Learning de-
scribes the change processes of the organizational kngevlease. Knowledge Management (KM)
comprises the formation and direction of these change psesein pursuit of new business value.

Knowledge Management became a big hype in the late 1990iekt &f previously well-known
techniques and approaches that dealt with knowledge in s@yé&ave then been labelled Knowledge
Management. As a result, the concept of Knowledge Managebesame somewhat diluted.

The Knowledge Management literature offers a plethoraexdties and case studies that deal with
varying aspects of knowledge and organizations, indiv&l[Reinmann-Rothmeier and Mandl 2000]
or society as a whole . For a survey on the state of the art oiauge Management primarily from a
business administration perspective, the interestecrésceferred to [Beckman 1999]. Some aspects
of the information technology perspective of Knowledge lsigement are presented in [Borghoff and
Pareschi 1998].

In this section, we use a Knowledge Management process ntodgfucture and analyze the
process of knowledge exchange between members of a conynudiitterest. Having analyzed the
structure of the knowledge exchange process, we can degppog functionalities heuristically. The
process model we are going to use has been presented intRtadls 1997]. The process model
resulted from the analysis and aggregation of experienoas fmanagement consulting on aspects
of Knowledge Management. The Knowledge Management prooeske! identifies basic classes
of processes of a Knowledge Management effort in an orgéoizaEach of the process blocks are
general solution approaches for problem blocks that mag @miorganizations as part of a Knowledge
Management effort. Figure 3.1 shows an overview of the @®béocks in [Probst et al. 1997].

The Knowledge Management process model consists of sixproeess blocks, which can be
seen in the lower two thirds of Figure 3.1. The two additidolacks in the upper third of Figure 3.1
allow a strategic management of knowledge in an organiza#idi of the process blocks can be seen
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FIGURE 3.1: Knowledge Management problem classes / process bilo¢Rsobst et al. 1997]

as possible fields for intervention in a management sensengtement Knowledge Management
measures in an organization. The core Knowledge Managgmecdss blocks are:

¢ Knowledge Awarenestescribes the organization-internal and -external tramesgey about avail-
able knowledge resources.

e Knowledge Acquisitiodescribes the acquisition of external knowledge when a letye gap
has been identified.

e Knowledge creation (and developmeigt}the intentional production of new capabilities in an
organization.

e Knowledge sharing and distributigorocesses assure that existing knowledge is distributed to
the right place in an organization.

e Knowledge Applicatiorprocesses ensure that the available knowledge is applidteipro-
cesses that require it.

e Knowledge Conservatigorocesses ensure that knowledge that is worth conservaumgerved
using appropriate media and is continuously renewed.

The two additional process blocks that complement the fixsbsform a strategic management feed-
back loop are the following:

¢ Knowledge Goalslirect the efforts of Knowledge Management processes inghédirection.
Knowledge Goals are very important, undirected Knowledgmdgjement efforts can be costly.
In [Probst et al. 1997], Knowledge Goals are further sulsdfigsl into normative, strategic and
operative goals.

e Knowledge Accountingneasures the success of the operative Knowledge Manageiffants
with respect to the Knowledge Goals.
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3.2.2 Application of the process blocks to the knowledge elRange process

In [Probst et al. 1997], for each of the process blocks, renendations based on example case studies
are given on what Knowledge Management support could Id@k These support recommendations
cannot be directly applied to the problem of facilitating taxchange of knowledge between two
community members. The approaches proposed in [Probstl&] apply to organizational entities,
which are subject to managerial intervention. There areesomcial differences of our application
scenario (see Chapter 2) to the organizational scenadog/tich the solutions in [Probst et al. 1997]
are targeted:

e Communities are not an organizational entity that is subji@ananagerial intervention in a
straightforward way. Culture, values and social practioe€ommunities are created and
evolved by the community members, i.e. in a bottom-up fashawer time. All these com-
munity characteristics represent a balance between tise loaupling of community members
on the one hand and the efforts that community members aliagvib invest for the pursuit of
the community purpose on the other hand. Thus, a commuxigr+eal attempt to change the
culture, values or social practices in communities as faatkonowledge Management effort,
is likely to fail.

e A second difference of communities to the organizationaities described in [Probst et al.
1997] is, that community members are not necessarily in #mesadministrative business
framework. This implies that community members have fewmmmon goals in their work
context and use fewer common resources than team membessc@dsequence, the process
blocksKnowledge GoalsKnowledge AccountingndKnowledge Acquisitiormre of very little
importance for community support.

These two differences are the main reason why we present-mtrasive software approach to
support knowledge exchange in communities instead of atiagito change sociological characteris-
tics of communities. We aim to support community knowledgehange with a software application,
which supports existing community practices while respgaxisting community culture and values.

However, there are exceptions to the differences betwesnmmumities and other organizational
entities, as stated in the list above. A managerial intereenwhich attempts to change sociological
characteristics of a community, has two prerequisiteshdiet has to be some way of issuing pressure
on the community members, if necessary, and 2) there hawefindncial resources available to sup-
port the managerial measures. Both prerequisites ardddIfit communities, in which all community
members are employees of the same company Balsiness communitiepresented in Chapter 2).
In this work, we do not consider these special cases of cortiesiand thus focus on non-intrusive
software support measures for community knowledge exahang

In contrast to the organization-wide approaches presantferobst et al. 1997], we focus on a
specific detail: the exchange of knowledge via documentiaggan communities. To see what the
remaining process blocks from [Probst et al. 1997] meanitopitoblem, we are going to define the
knowledge exchange process in a more specific way:

Definition 3.2 (Knowledge Exchange ProcessConsider a community in which a knowledgeable
member A has a knowledge advantage over another communifjpeneB. In the knowledge ex-

change process, A’s surplus knowledge is identified andllistd, made aware to B and re-created
in B.
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Figure 3.2 illustrates the knowledge exchange process Fefinto right. The figure shows that
distribution of knowledge from the source is the first stefplethe knowledge can be made aware to
the destination of the exchange process. The available lkdge can then be created at the receiver.

FIGURE 3.2: Steps of the knowledge exchange process with congedutowledge application

Knowledge sharing and distribution can be supported by many physical, organizational and tech-
nical measures [Probst et al. 1997]. Among the measure®gedgn [Probst et al. 1997], we focus
on the technical approaches. The goal of knowledge disiibus to assure that existing knowl-
edge is distributed to the right place without changes. ©@enisig whole organizations, it may not
be economically viable to attempt to distribute all knovgedo all people. However, we argue that
in communities of interest the interest focus is tight erffotm make a complete distribution to all
members useful. The basis of all electronic knowledgeiligion is, that the knowledge is uniquely
identifiable, accessible and represented in a processainhaf. It is suggested in [Probst et al. 1997],
that knowledge can either be distributed in a push or a putlantn the push mode, the recipient of a
knowledge exchange has only indirect control over the kadge that she receives, e.g. by means of
a subscription filter. It is thus crucial for the acceptanta knowledge push service, that the deliv-
ered knowledge is perceived as relevant by the recipieninfportant issue concerning the pull mode
is, that the effort to pull knowledge on demand must be lowughato sustain the motivation to pull
knowledge. With respect to the intrinsic motivation of tt@yomunity members, it is very important
that their personal and organizational privacy needs aected.

Knowledge awareness of the knowledge recipient has to be established, onceluison of knowl-
edge is taken care of in our knowledge exchange procksswledge Awareneder our scenario
describes the community-internal and -external transggrabout knowledge resources. Knowledge
awareness can be facilitated kiyowledge resource mapsdknowledge structure magpBrobst et al.
1997]. Knowledge resource maps are catalogs of knowledmrirees, such as for example skill yel-
low pages for people and document catalogs for externakmew/ledge. Knowledge structure maps
characterize the structure of a knowledge domain. Theselkdge maps have to be made available
to the community members in the context of their work proess3 he access to both maps is usually
based on a common taxonomy in the case studies presentesblis{let al. 1997].

Knowledge creation is the next step in the knowledge exchange process, aftentveledge recip-
ient is aware of the availability of new knowledge. Accoglio our knowledge exchange model (see
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Figure 2.8), the knowledge exchange between two commurétylpers is really a virtual knowledge

exchange that is based on the exchange of information inndeots. In order to make the knowl-

edge exchange complete, the knowledge has to be re-creatbd becipient. A lot of the measures

proposed in [Probst et al. 1997] again refer to cultural angéumizational changes, which are not ap-
plicable in communities, because communities resist atgrieal influence that interferes with their

social practices and culture. We are going to explore someéfsppsychological issues of knowledge
creation in Section 3.2.3.

Knowledge application is not part of the knowledge exchange process depicted im&R2. How-
ever, there is significant overlap between knowledge aerand knowledge application, at least in
our application scenario. Thus, some aspects of knowlegigigcation will be included in our further
considerations as well. Knowledge application is a broatibnpas it typically includes access to
knowledge at a knowledge source, request of knowledgereagtion of knowledge at the recipient
and finally acting according to the newly created knowledg®wledge application can be hindered
by a number of psychological factors and can be supportectonsic measures. Besides the many
cultural aspects concerning the application of new knogdeid an organization, there are some that
can be considered in an IT support infrastructure. In [Rrebal. 1997], it is stated that knowledge
sources should be easy to use, able to deliver their knowlgdsg in time and be ready to connect
in the sense that knowledge is stored in a processable famndatelevant knowledge is identifiable.
The application of knowledge can also be supported by dintegration of knowledge work into the
work context. Knowledge is more likely to be applied if it isqaired in an immediate acting context
[Forgas 1985].

3.2.3 Psychological aspects of knowledge creation

We are now going to examine some psychological aspects &hiwwledge exchange process on the
recipient side. The psychological aspect of Knowledge Manzent is very important, purely tech-
nically oriented Knowledge Management efforts failed foe bigger part [Whiting 1999], because
they left out other aspects. The aspects discussed hereyvagwannot be uniquely assigned to one
of the process blocks in Section 3.2. For this section, w@airgg to consider a situation, in which a
community member recognizes a need for new knowledge tomerd task and requests information
from the community.

Human information behavior

In [Heinen and Dietel 1991] a model about information regdifor the fulfillment of a task has been
presented (Figure 3.3).

The subjective information requiremeist the information that the community member considers
necessary to perform the task that started the informatinathd. However, the community mem-
ber may not be aware of all information she will require foe task. In the model in [Heinen and
Dietel 1991], it is assumed, that there is such a thing asbggctive information requirementvhich
describes what is the objectively required information ¢éofgrm the task. Ideally, the community
member would possess exactly the amount of informatiort;stiohjectively required to fulfill the
task. However, not all of the objective or subjective infation requirement may be available in
accessible information sources. Timformation availableis the information that the community
member can access at the moment. Depending omfitienation behavioiof the community mem-
ber, she may not consider it worthwhile to request all infation that is within her own subjective
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FIGURE 3.3: Information management model in [Heinen and Dietell199

information requirement. The information that is actuakguested, depending on the community
member’s information behavior, is thieformation demangdwhich is only a subset of what the sub-
jective requirement amounts to. After the information resjuhas been finished, what is left as the
actual level of informatiorthat arrives at the community member, is the small inteisecif the four
sets of information in Figure 3.3.

These constraints of human information processing learegoom for improvement by a tech-
nical knowledge exchange infrastructure. We identify tways/to increase the information level with
the user. One way is to make the user more aware of the infammavailable, and thus enlarge the
subjective information requirement. The other way is topbypnformation that has not been de-
manded, but is assumed to be of relevance. We do not thinkveswtlat the third way, determining
the objective information requirement for a task, is felasfbr an IT system.

Timing of information provision

When a community member requires knowledge for completitasl, it is very important at which
stage of the task completion process the required knowlsdgeeived by the user. Research results
from social psychology [Hacker 1983] showed that the plagmihase of a task is the decisive phase.
It is in the planning phase for a task, that people are mostptee for new knowledge. In [Hacker
1983], it is shown that new knowledge that is available inglening phase of a task, is taken into
account and used for the solution of a task. Thus, the moesaet knowledge is available in the
planning phase of a task, the more potential problems catdmtified, potential mistakes and double
work avoided and new knowledge can be continuously credtkshlly, knowledge is supplied pro-
actively for a task.

Information filtering

The knowledge that a community member already has, worksdlifilter for new information that is

received. A negative effect that can not be avoided, is fragw knowledge contrasts an established
belief of the user, it is most probably not internalized, iestablished as new knowledge. On the
other hand, the better knowledge is tailored to the usersopal context and preferences, existing
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knowledge and education, the better the knowledge is adkdged and internalized by the user
[Forgas 1985].

3.3 General Requirements for community support applicatims

We have derived some requirements for functionalities shaport knowledge exchange in our ap-
plication scenario. These requirements concern psyclualoigsues of knowledge processing by the
single community members. Furthermore, we derived somergerequirements from knowledge
processes in organizations, which we translated to remeints applicable to support functionalities.
In this section, we provide the missing link between the tgeneral requirements and recommenda-
tions for community support software. It has been pointedi{Grudin 1994], that the design and
deployment of software that supports groups, is subjectrionaber of specific constraints rooted in
the social dynamics of groups.

The first part of this section presents some conclusions fesearch on software that supports
teams within organizations in their collaborative actigaka groupwarg. Generally, these obser-
vations about groupware apply to community support soffw@akacommunitywargas well. The
reason for the applicability to communityware is, the ataepe and active usage of groupware is
mostly voluntary, just like in communities. The fact thaanes are coupled more tightly from an
administrative perspective may have an influence, e.g. wd®m members are forced to use a cer-
tain groupware application. However, since groupware tfanalities are typically not crucial for
the tasks of the individual team members [Grudin 1994], ifydeam members to use groupware
functionalities would be counterproductive in most cases.

The second part of this section presents some recommenslati@cifically for community sup-
port software, which are based on community charactesigiiesented in the scenario chapter (see
Chapter 2).

3.3.1 Experiences from groupware design and deployment

In [Grudin 1994], a number of crucial points for groupwaress, based on years of experiences in
implementation and deployment, have been presented. Wgoarg to focus on the implementation
issues and briefly survey the deployment issues. The isaigsirhere have been adapted from their
original groupware context in [Grudin 1994] to our commuirdontext here.

It is stated in [Grudin 1994], that achieving successfullofgment of software for group support
is a lot more difficult than that of single user software oramigation-wide large-scale information
systems. The design and deployment of single user softwaee ot have to take into account the
social and political factors, which play an important ralecommunities. In fact, communityware or
groupware design includes all the human computer intenacthallenges of single user software and
additionally the challenges that occur with the social dgita of groups [Grudin 1994]. In contrast
to communityware or groupware, large-scale informaticsteays often represent a major investment,
which has strong upper level management support. Thisgsopport mostly leads to an adaptation
of organizational processes to suit the functionalitieghef information system. Members of the
organization are virtually forced to use the informatiosteyn for its intended purposes and adjust
their respective work processes accordingly. As commuitg cannot be forced on community
members, the only way to avoid potential problems rooteaaied dynamics of groups is to develop
a thorough understanding of the work environments and densispects of software introduction to
the workplace.
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The challenges that arise with social dynamics in groupgsdascribed in [Grudin 1994] as fol-
lows. We have adapted some of the issues as well as the sgiutiposals to the community scenario:

e Disparity in work and benefit: This issue resembles what we termedtiatance between pain
and gainin Section 2.2.4. Communityware applications often regjaidditional work from
those community members, who do not perceive a direct bdrmfitusing the application. In
our scenario, the knowledgeable community members wouwle teecontribute their knowledge
for the benefit of new and inexperienced members. The probkembe addressed by reducing
the workload for those community members that benefit lebdlevkeeping the benefit of the
principal beneficiaries at a high level. In addition, prasss which simplify participation, can
be suggested to the community members for application isaheamunity.

e Critical mass problems: The benefits from using communityware depend on the fraaifon
community members who actively participate. Consideringammmunity scenario, if too few
community members participate in the knowledge excharigebénefits for the participating
members might be small. In order to avoid lacking parti¢gratthe workload for participation
has to be reduced, incentives should be connected withcipation and the individual and
collective benefits should be made apparent to the commuovdtpbers.

¢ Disruption of social processesCommunityware can lead to conflicts with existing sociatpra
tices or political structures or otherwise discourage lkayipipants. An example in our commu-
nity scenario is partly automated knowledge exchange. Witomated knowledge exchange,
the major contributors of knowledge may not receive as mueHitcfor their contribution as
in the case of a personal and active contribution of theimkkedge. Recommendations given
in [Grudin 1994] for addressing the problem are to developaaaugh understanding of the
workplace, where the software would be used, and involveesgmtative users in the software
design at an early stage.

e Exception handling: Communityware is often based on the underlying assumptidixed
standard work processes. However, group activity is ofterarcterized by exceptions and im-
provisation. In our community scenario, binding standdéodshe knowledge exchange process
or the document catalogs, can be a detriment to the ovengdbpa. Problems with exceptions
can be handled by making communityware customizable anibléesegarding varying work
processes.

¢ Unobtrusive accessibility: Communityware features are used relatively infrequerdiygared
to other workplace software features. Thus, access to camtymare must not obstruct more
frequently used features. On the other hand, communityastjigatures should be accessible
enough to ensure community participation. One way to satfigfse requirements is to integrate
the communityware or groupware features into more fredyeised features that are accessed
as part of the regular work processes.

In addition to the points mentioned above, which are corezmith the immediate features of com-
munityware and groupware, there are several general pnsbl@hich concern the design and deploy-
ment of groupware and communityware. It is stated in [Grud@4], that evaluation of groupware
can be very difficult. The fact, that the complex social cahté a groupware application is crucial
for its success and that this context is hard to model, madesrglization from evaluation experience
unreliable. Furthermore, intuitive design, which is a ®ssful approach in single-user application
design, is largely unsuccessful and can even incur additiask of failure in groupware design and
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deployment. In contrast to single-user applications, setpfor local deployment of groupware is
essential for its overall acceptance and success. Lockdydapnt support can include additional con-
sulting services, selection of pilot groups, the introtutof a task force to deal with early problems
quickly, before the groupware is rejected.

3.3.2 Special communityware requirements

In addition to the requirements above, which apply to groargyust as well as to communityware,
we identify some general requirements specifically for graare.

Firstly, following the definition of communities in Secti@?2.2, the basic characteristics of com-
munities should be supported by a community support agjgita The foremost requirement is to
provide means for the pursuit of the community purpose. lararaunity of interest, this translates to
means for knowledge exchange among the community membeansieFmore, means of communica-
tion among the community members should be provided as wethae indication about membership
in the community.

The intrinsic motivation of community members for partaiion is much more decisive than
in the case of groupware. The members of teams may be forcedabggement to adopt certain
work processes and the respective groupware, at least tteincgegree. Communities, however, are
more or less immune to outside pressure, since the commmueitgbers’ economic well-being is not
dependent on community participation and sucte¥hus, if the usage of some community support
functionality does not incur an immediate benefit for evengle community member, independent
of the member’s work environment, the functionality willtriee adopted by the community members.

Moreover, team members have a common goal, which is givehdiy work environment. The
common goals of community members are typically of loweonity than the goals given by their
work environments. Thus, participation in the communityl dime usage of communityware are at
risk, if these efforts obstruct the activities in the mensbevork environment. Specifically for the
use of document catalogs for knowledge exchange in comiagnthis means that 1) services for
knowledge exchange should be tightly integrated into thekywoocesses of the community members,
and 2) common catalog structures, which are forced ontodhenity members, are likely not to
be accepted.

The issue of catalog structures and coordination of vargatiglogs in communities is of special
interest for this work and is the focus of the following senti

3.4 Requirements for knowledge exchange via document catays

As the last part of our requirements analysis, we are goinggetatify requirements that directly result
from using document catalogs for knowledge exchange. Hewes there are a number of different
document catalogs available for knowledge exchange in aamities, there are also different principle
approaches of combining the catalogs for an effective kadgé exchange.

Thus, as a first step in this section, we discuss alternatass\ef using the document catalogs
described in our application scenario (see Chapter 2) fowlkedge exchange. Our aim is to identify
the approach that is most suitable for the community scemegidescribed.

This can be slightly different in Business communitieshi# tommunity members recruit from employees of only one
company, for example. However, even then the community neestypically recruit from different lines of business by
which they are directly held responsible.
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The second part of this section identifies further functisequirements for knowledge exchange
support that result from the chosen approach of using agdt knowledge exchange.

3.4.1 Comparison of different approaches to using catalogsr knowledge exchange
3.4.1.1 Centralized catalog only

First, we are going to examine a scenario, in which only araéiméd community catalog is used for
knowledge exchange, as presented in Figure 3.4.

Community-internal information exchange
Community
catalog

gy > B m—

Community member Community member

Information Exchange with Mediated Information Exchange

Community-external catalogs

Community-external
Catalog >

Community-external
knowledge exchange partner

FIGURE 3.4: One centralized community catalog - one centralizedgaetive on the domain

It can be seen in Figure 3.4 that knowledge is exchanged betwee community members
through an information exchange via a centralized cataldg community members may have per-
sonal catalogs, but these catalogs are not used for knowvkeddhange.

Since catalogs are conceptualizations of a domain, a t¢izettecatalog is a shared conceptual-
ization of the interest domain of the community. The paradignderlying the centralized approach
is, that there exists one objective conceptualization @ttimmunity domain, which is representative
for all community members.

Different community members may have different subjectiv@vever valid perspectives onto the
community domain. Thus, they may also have different idelaat\the taxonomy as well as the struc-
ture of the centralized catalog should look like. To makeidedge exchange possible, all community
members have to understand and adhere to the same pempettithe community domain, despite
their varying subjective perspectives. All community memsbhave to use the centralized catalog for
knowledge exchange.

This paradigm is dubbed tlgond's eye paradignn [Bonifacio et al. 2000], because of the under-
lying assumption that the author of the centralized catlfamyvs enough about the domain of interest
to make the centralized catalog suitable for all memberse ddntralized catalog paradigm is for
example used in standardized medical catalogs lik@tHEUMEDcatalod.

Advantages of knowledge exchange using a centralized catalog are shotke following:

2See ftp://ftp.ics.uci.edu/pub/machine-learning-dasas/ohsumed/
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e There are no ambiguities regarding the categorization ofis@nts. All community members
exchange knowledge using the same categorization schetrtexamomy.

e No complex technical infrastructure for catalog mediatiomequired. What is still required,
however, are basic knowledge exchange support functt@slike notification and retrieval
services.

e Through the constant usage of the centralized catalog ettspectives of the community mem-
bers can assimilate to each other. This may lead to anotbesaise in knowledge exchange.

Disadvantages of using only a centralized catalog for knowledge exchangeaa follows:

e For most domains, there is no such thing as one objectivght perspective along which the
domain can be conceptualized. Thus, in a centralized catallot of aspects of the domain are
always neglected.

e The personal perspectives of community members on a domainca represented in the cat-
alog. Thus, these personal perspectives cannot be made swather community members.
However, these subjective perspectives are often veryiuaatl can contribute to knowledge
creation in the community.

e A community member is typically a member in several comniesit Ongoing exchange of
knowledge via several centralized community catalogs midjuire more effort than the in-
trinsically motivated community member is willing to intesThus, the knowledge flow in a
community with a centralized catalog may come to a halt.

e A community member must learn and understand the centtadiatalog schemes of all commu-
nities that she is a member of. Community members may notagité the catalog structure,
but are forced to use the catalog for knowledge exchange.

e The level of distrust in and misunderstanding of the ceiziedl catalog scheme may decrease
the categorization quality of information stored in a cagadiramatically. The same applies for
the quality of information retrieved from the centralizestalog.

e A centralized catalog must represent the complete comsdainain and thus requires an
authority, which has enough expertise to create and maittiaiwhole catalog.

o If a community member discovers a new relevant documentyhesually categorize the item
in her own catalog. The effort to submit and categorize thmid@ent to the community catalog
is too high and there is no incentive for doing that.

e If a community member wants to discover new relevant docusnigna community catalog,
she will browse only through categories, the meaning of wislee understands or considers
to be the right categories from her perspective. Relevdatrimation in other categories is not
discovered.

¢ If a community member wants to retrieve new relevant docusieom the community catalog,
she will typically do that with a keyword-based search. ™h@ks well, if keywords are not
ambiguous and the right keywords have been picked. Reldeaniments, which do not include
the keywords will not be retrieved.
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Integration of personal perspectives. The complete neglect of subjective perspectives is a grave
disadvantage of the centralized catalog approach. Howakeattempt can be made to integrate the
various perspectives into the centralized community ogtalVe are not going to explore all possible
ways of integrating personal catalogs into the communityalog here. Our aim is to show that
integration can be a complex task and requires a human editor

We consider two different cases for the integration of a'sg@rsonal catalog into the community
catalog: 1) the catalog perspectives in the personal cptie pairwise intersection-free with the
community catalog perspectives in terms of categorizateond 2) the catalog perspectives in the
personal catalog partly overlap with the community catatogrms of categorization.

In the first case, the personal catalogs can simply be intsjiato the community catalog as
additional perspectives (see Section 2.3.3.1). Howevatinyy out whether or not the perspectives
of the personal catalog overlap with the community catalmg lmecome very difficult and definitely
requires a human editor.

In the second case, the integration is not so straightfawir order to maintain the community
catalog consistency, the overlapping perspectives habe foined with as little loss as possible. If
the perspectives have the same granularity and the same, dbepcategories will be virtually the
same in the personal and in the community catalog. Howehv&tppe or granularity of the personal
and the community catalog differ, a complex integration tiease performed by a human editor.

Both of the described cases require a human editor for tlegration of a personal catalog into
the community catalog. The integration of personal petsgEincurs the followingadvantages

e It is easier for the community members to use and understandentralized catalog, because
their perspectives onto the domain of interest are partBgiated into the centralized catalog.
Documents may be categorized more consistently and retreay yield more accurate results.

e Integration of the community members’ personal perspestimto the community catalog in-
creases the community members’ trust in and understanditige centralized catalog.

Thedisadvantagesof an integration of various personal perspectives are:

¢ Integration of different user perspectives in one comnyucéttalog is a very hard task [Lenat
1995] that may become too complex for only one central aitthd@e. one human editor. Even
if the integration can be managed, a significant level ofastwith the centralized catalog can
remain.

¢ Integration of different personal catalogs will make thetcalized community catalog more
complex and thus harder to understand for community membéies community catalog may
include details that are only of interest for a few communitgmbers and deter other members
from working effectively with the catalog.

e It is hard to integrate new or expanding personal perspectivat are created after the initial
catalog has been created.

Bottom-up catalog construction. A centralized catalog that is created by a central expehioaify
may create distrust in the catalog among the community menba alternative approach is that all
community members participate in the catalog construdtioa bottom-up fashion. This approach
also automatically leads to an integration of some of theqel perspectives of the community
members and further increases trust in the centralized amdpo the top-down approach. However,
the bottom-up approach also incurs the followidigadvantages
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e Since the centralized catalog is constructed by all comtpumembers, agreements for the in-
tegration are required. Chances are, that no agreementseciound among members with
different perspectives. Maoreover, any agreement foundabvilays render the catalog impracti-
cal for some part of the community.

e The distributed way of catalog construction may lead to lirsistencies in the centralized cata-
log.
3.4.1.2 Personal Catalogs only

An alternative to the centralized catalog approach is topessonal catalogs only for knowledge
exchange between the community members. This scenariowmnsh Figure 3.5.

Community-internal information exchange

Personal Catalog Personal Catalog

R L3y b £ B8

Information Exchange

Information Exchange with i i
Community-external catalogs <:>

Community-external Community-external
Personal Catalog Knowledge Exchange Partner

FIGURE 3.5: Using personal catalogs only for knowledge exchange

Most community members organize their documents in a pafsmatalog anyway, such that no
additional effort is necessary for catalog creation. Haveknowledge exchange in this scenario is
not straightforward. One way to achieve knowledge exchangihat each community member has to
manually map her catalog to the catalogs of the other comtsnm@mbers. The effort for this for each
community member would undoubtedly be too high and lead taltadi the knowledge exchange.
The alternative is a (semi-) automatic mapping of the cgtald he semi-automatic mapping requires
a significant technical effort to map the different persarathlogs onto each other. Using personal
catalogs with an automatic catalog mapping has the follguaiivantages

e For community members, knowledge exchange incurs no additeffort over the organization
of documents in their personal catalog.

e The community members can keep their perspective on thainmamity domain as well as on
all other community domains and even global domains.

e Together with the categorization of documents in the pescatalog, each community mem-
ber’s perspective onto the community domain is conservesiedls This perspective can be of
value for the whole community.

e The trust problem with centralized catalogs disappearsistTis essential for participation in
communities.



3.4. REQUIREMENTS FOR KNOWLEDGE EXCHANGE VIA DOCUMENT CATEOGS 51

e The browsing and retrieval precision of documents may beeased, because the community
members know their personal catalogs best and know besethargics of the different cate-
gories.

On the other hand, the personal catalog approach incurs disavantages as well:
e A complex catalog mediation infrastructure is required.

e The direct mediation of personal catalogs incurs the risk wfw quality of the mapping be-
tween catalogs [Takeda et al. 2000]. This low precision ie tuthe fact that the personal
catalogs may have too little conceptual overlap.

e The community knowledge is hardly accessible from outdigecommunity without a central-
ized community catalog.

3.4.1.3 Centralized Catalog and Personal Catalogs

Another approach to support knowledge exchange in comireanéto use both the personal catalogs
of community members as well as a centralized communitylaatgee Figure 3.6). If available,
community-external catalogs such as global catalogs ae as well. This approach combines the
advantages of the two other approaches while getting ridastt of their disadvantages.

Community-internal Information Exchange

Personal Catalog

Community Catalog
Personal Catalog :
Community Member Medmted Information Exchange Community Member
Information Exchange with Community-external Catalogs Knmfloe 'Z;"euE")tctcj;zztgee";’l;lrmer

Community / Global Catalog Personal Catalog

FIGURE 3.6: Using both personal and community / global catalogsippsrt knowledge exchange

It can be seen in Figure 3.6 that the community members seeesiteof the world from the
perspective of their personal catalog. The personal @atafla community member resembles a pair
of glasses, through which the other catalogs are seen. Thenoaity members store and retrieve
information from their own personal catalog. The persorsalogs in turn exchange information
with other catalogs within and outside of the community. ides to perform a meaningful exchange
of information between the participating catalogs, thehexge needs to be mediated, i.e. a mapping
between the catalog structures has to be found. Thus, in cmities, a component is required, which
performs a largely automated mediation between the cagttagtures.

Theoretically, some community members may choose to haxeralgersonal catalogs, one for
each community membership, for example. In that case, tbeledge exchange would be performed
via several personal catalogs. No changes, however, wautdduired for the mediation approach,
as several personal catalogs can simply be interpretedvasat@erspectives of the same catalog.
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However, as additional personal catalogs would incur efficat for the user to manage the catalogs
and have no substantial benefit, we assume that all commueitybers only use one personal catalog.

Using all catalogs for knowledge exchange combines therddges of the two other approaches.
The particularadvantagesof this approach are:

Through the ongoing exchange of information between thalags, a balance between the
catalogs can be achieved. Ideally, all documents from athtalogs that are of interest to a
community member will eventually end up in her personal logtdy some knowledge ex-

change functionality. This would render extensive seardbe information in other catalogs

superfluous.

Knowledge exchange incurs almost no additional effort fier community members over the
management of documents in the personal catalog.

The community members can keep their own personal perspeuathich is represented by their
personal catalog, for access to all document catalogs exfasit.

Membership in several communities does not incur extratefifo community members com-
pared to membership in just one community. No additional moimity catalogs have to be
accessed and understood, unlike in the other cases, iflrgattalogs are used.

Together with the categorization of documents in the pescatalog, each community mem-
ber’'s perspective onto the community domain is conservedledis This perspective can be of
value for the whole community.

The trust problem with centralized catalogs disappears.

The browsing and retrieval precision of documents may beeased compared to the central-
ized catalog approach , because the community members keiavpersonal catalogs best and
know best the semantics of the different categories.

All relevant documents from different catalogs are discedgif mediation of the catalog struc-
tures has been successful.

As the conceptual overlap between the personal catalogshancommunity catalog is high,
mediation precision can be expected to be high [Takeda 20a0].

The community knowledge is easily accessible through tihenconity catalog.

Thedisadvantagesof using all catalogs are the following:

A complex technical infrastructure for catalog mediatismaquired.

The construction of the community catalog requires exgeréind effort of an editor or the
community members.

Using all catalogs works best in our community scenario, because the advantages of thieagh
outweigh the disadvantages by far. Allowing the users t@Kkbeir perspective and use their personal
catalogs for all knowledge exchanges, is best suited toakibility and loose coupling that is required
in a community. Thus, for the rest of this work, we choose ®alkcatalogs for knowledge exchange
in our scenario.
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3.4.2 Requirements for knowledge exchange using all cataje

We have seen that using all available catalogs for knowledgbange in communities works best.
Now we can identify an additional set of requirements forddealge exchange functionalities in our
scenario:

e To support knowledge exchange, services are required hwigdorm an exchange of docu-
ments in a way that respects the community members’ pritheyconstraints given by the
sociological character of communities and the psycholdgispects of human information pro-
cessing.

e For a meaningful exchange of documents between the docurataibgs with minimum ef-
fort by the community members, a mechanism to mediate (3amdmatically between the
involved catalogs has to be provided. Mediation in this eghimeans, that related categories
in different catalogs can be identified and used for the kadgt exchange services mentioned
above. The mediation mechanism should exhibit a high enagghracy such as to provide
a benefit for each of the community members. In particulas, tieans that the required user
interaction for mediation or correction of the mediatioauks must be significantly lower than
if the mediation was performed manually.

e The minimum effort requirement for the mediation mechan&so leads to the requirement
that the different involved catalogs have to be accessibtemocessable by the catalog me-
diation mechanism. This should involve the ability to prexelifferent formalisms for the
representation of document catalogs.

3.5 Summary

In this chapter, we have identified requirements for fumalities, that can support knowledge ex-
change as part of a general community support applicatiouiimpplication scenario.

Supporting knowledge exchange. Using a process model from the Knowledge Management field,
we subdivided the knowledge exchange process into thrps ated included knowledge application
as an important additional step. We identified the follomieguirements for knowledge exchange
support for the four steps:

e Knowledge distribution
— Knowledgé should be uniquely identifiable, accessible and repredénta processable

format.

— Information that is pushed to a community member should gklfirelevant to the user’s
information requirements to ensure acceptance of the pa#fbdtion.

— Information pull should incur very low effort for the user.
— Personal and organizational privacy aspects should bectsh

e Knowledge awareness

3More exactly: information that represents explicit knatde
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— The awareness for available knowledge can be increasedgtitbe provision of knowl-
edge resource maps as well as knowledge structure mapsasect awareness leads to a
greater subjective information requirement and demand.

e Knowledge creation

— Provision of knowledge should be personalized to the reoifs personal context to in-
crease the acceptance of new knowledge.

— Knowledge required for a task should be supplied pro-agtivetime and assumed rele-
vance.

e Knowledge application is not part of the knowledge exchangeir exchange model. However,

since knowledge application is closely connected with Kedge creation, we have included
application here as well.
— Knowledge sources must be easy to use and ready to connect.

— Knowledge must be available just in time and in an immediateg@ context, i.e. just
when the knowledge is required for the accomplishment ofka ta

Community support requirements. In order to be deployed in a community, the knowledge ex-
change functionalities have to be integrated into a comtpsoipport application. Such a community
support application has to fulfill the following requiremgmo maintain community participation:

e The disparity in work and benefit that results from commupiyticipation has to be as small

as possible.

The benefit of community participation should be immediaggiparent to all community mem-
bers to avoid critical mass problems.

Social practices and motivational aspects have to be cedvay well as possible or at least not
interfered with.

The community support functionality should flexibly adaptdifferent work contexts of the
community members and not rely on standardized underlyioigk wrocesses.

A sense of membership and boundaries has to be provided totheunity members.

Means of pursuit of the community purpose have to be supplibé pursuit of the community
purpose has to be facilitated enough as to keep up the iictyrasticipation motivation for
members.

Means of communication among the community members have sujpplied.

Catalog usage. Our application scenario comprises personal, communidyghobal catalogs. We
compared different approaches to using the availableagggdbr knowledge exchange in communi-

ties:

e Using a community Catalog only does not require a compldxrtieal infrastructure and works

well, if community members willingly comply with the categgation of the catalog and invest
some extra effort for manual exchange of documents betweesopal and community catalog.
The latter is not the case in most communities.
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e Using only the personal catalogs of community members fomkedge exchange requires no
additional effort from the community members. Their subijecperspectives on the community
domain can be captured in their personal catalogs and stetedever, the mediation quality
for the personal catalogs may be low and community knowlaéslgery hard to access from
outside the community.

e Using both community and personal catalogs is the best ¢fwotlds. This approach has the
advantages of the personal catalogs only approach andosddly has good accessibility of
community knowledge from outside the community. Howevegmplex mediation infrastruc-

ture is required.

By choosing the approach of using all catalogs for knowleslggnange, we incurred some additional
requirements:

e Knowledge exchange services are required, which respecetjuirements identified here.

e A document catalog mediation approach is required as this bd&nowledge exchange ser-
vices. The mediation quality must be high enough to allowkim@vledge exchange services to
provide a benefit for all community members.

e A way of accessing and processing document catalogs repegsi different formalisms is
required.
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Chapter 4

Application Level Design of the CAIMAN
Framework

4.1 Introduction

This chapter describes the application level design of tAdMAN framework (abbreviation for
“ Community knowledge exéinge ta MediAtioN of document catalogg” CAIMAN is a concep-
tual framework that supports the exchange of knowledge mnaanities of interest via document
catalog mediation. We are going to introduce the CAIMAhbwledge exchange support services
which have been designed to fulfill the requirements idextifn the previous chapter.

We have the following goals for this chapter:

e Design knowledge exchange support services that suppoexthange of the different kinds
of catalog knowledge identified in the application scenario

e Show how the individual services fulfill the requirementsnfr Chapter 3.

e Show how the knowledge exchange support services can lggated into an existing commu-
nity support application.

In Section 4.2 we are going to introduce the general conddpive we aim to support knowledge
exchange in our community scenario. We use all availablalags for knowledge exchange. The
exchange of catalog information is then enabled by a pagrwisdiation of the catalogs, performed
by the CAIMAN framework components.

In Section 4.3, we are going to introduce the CAIMANowledge exchange support servicae
have designed the following services:

e Theinformation publication service supports the distribution of the user’s knowledge.

e Therelated information retrieval service supports knowledge awareness, creation and appli-
cation and is concerned with document knowledge.

e Thecategory discovery servicalso supports knowledge awareness, creation and appiicati
but is concerned with domain structure knowledge.

We are going to describe the CAIMAN functionalities and tesulting requirements for the technical
realization of the mediation infrastructure. We also pnéseser interaction concepts, because the
interaction design is an important part of the knowledgenarge support services.
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In Section 4.4, we are going to present an example for thgratien of CAIMAN services into
an existing community support application.

Section 4.5 concludes this chapter with an overview of ditaeneworks that support the exchange
of knowledge in communities. We are going to compare the ratdges of the CAIMAN framework
with the existing approaches.

4.2 CAIMAN knowledge exchange principle

The CAIMAN framework offers functionalities that can supptine exchange of knowledge between
a community member and her peer community members. The CAINtAmework is targeted for
our community application scenario, where document cgsase used as a medium for knowledge
exchange. We use all available document catalogs for kmimelexchange, since this approach has
the most advantages.

The basic idea behind the CAIMAN framework is to allow evargividual community member
to keep her personal perspective on the knowledge domaathef catalogs. The user catalog is like a
pair of glasses, through which the user looks at and intesaith other catalogs. To the user, it seems
as if all catalog contents were integrated into the usedagtarl hisvirtual integration of the other
catalogs into the user catalog is technically realized WithCAIMAN mediation infrastructure. The
mediation infrastructure ensures that for documents incat@log, the “right” categories in another
catalog are found, and a meaningful exchange of documentsaka place. Figure 4.1 shows a
conceptual overview of the CAIMAN framework.

Personal Catalog

B il i

* Knowledge Exchange Support

FIGURE 4.1: Conceptual overview of the CAIMAN framework

Knowledge exchange support services. The virtual integration of document catalogs is, at a first
glance, an exchange of information. However, the CAIMAN Wiamlge exchange support services
exchange and present information to the community membessich a way that a knowledge ex-
change is fostered. Each of the individual steps of the kadgé exchange process defined in Sec-
tion 2.3.2, i.e. knowledge distribution, awareness andtmn, is supported by the exchange services.
In addition to knowledge exchange, the services also pretkwdwledge application.

The knowledge exchange support services foster the exetadradl four different kinds of knowl-
edge stored in a catalog, i.éocument content knowledgiocument topic knowledgdomain struc-
ture knowledgandsubijective relation knowledgsee Section 2.3.3.1).
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CAIMAN is a conceptual framework and not a full-fledged community support application. Some
of the requirements from Section 3.3 can only be fulfilledh& CAIMAN services are integrated into
a community support application that provides catalog rgameent functionalities. It is essential for
the success of the CAIMAN functionalities in communitieattthe functionalities are integrated into
the existing work processes of the community members arglitibegrated into existing applications.
Introduction of a new proprietary “CAIMAN application” in@ommunity would likely be unsuccess-
ful. All CAIMAN services and proposals for their applicationtegration presented in this section
respect the general requirements of community support 8eation 3.3.

4.3 Knowledge exchange support services

We present the services in the order in which they appearerktiowledge exchange process (see
Section 3.2). We begin with a service that fosters knowlediggibution and afterwards present two
services that foster knowledge awareness, creation arlccapgn. For each service, we provide
a conceptual overview, a user interface design concept mrat@unt of the requirements that are
fulfilled by the service.

The user interface design concepts show a fictitious docuosalog management application
with CAIMAN functionalities. The design concepts serve ltastrate the user interaction design of
the CAIMAN services and to show how the services should egiated into an existing application.
Figure 4.2 shows the user interface concept for access tera personal catalog.

Personal Catalog Ontology mapping with PROMPT
Agents An Ontology algebra

Ontology

Generic Sche ma M atching with CUPID
4@ Representation
_’f j Ontology Mappin,
_’D Projects
Mediated Catalogs Community Catalog
v P ..
|7 Community Catalog l_ Facilitating the exchange of explici
|7 Open Directory Open Directory
l_ NEC Researchindex l_ Buffalo Ontology Site

FIGURE 4.2: User interface for the personal catalog (design study)

On the top left hand side of Figure 4.2, the hierarchy of usealog folders can be seen. The
example shows that the user categorized her domain of kdgelatoAgentsand Ontologyon the
top level, whereOntologyhas the sub-categori€®epresentationOntology Mappingand Projects.
The top right part shows the contents of the currently setecategory, calle@ntology MappingIn
the bottom left part, the user can choose catalogs thatgheulsed by CAIMAN for mediation with
the user catalog. In the bottom right part of the user intexféhe mediation results are shown. These
result are, for example, documents that are related to tirertly selected category.

Requirements that are fulfilled by all CAIMAN services are:

o All CAIMAN services can operate in eithguull mode, i.e. the user initiates the service, or
pushmode, i.e. the service is automatically initiated by theteys

1The category and document names in this example have beserchar illustration purposes only and have no special
importance for the service concept illustrated.
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e Thedisparity in work and benefis kept as low as possible by integrating the service func-
tionalities into the user’s work processes such that kndgdeexchange incurs no extra effort.
Moreover, all services have been designed to make the befiefiing them apparent to the
user.

¢ Integration of the CAIMAN services into existing applicais allows for flexible adaptation to
different work contexts.

e We claim that the CAIMAN services facilitate the exchangénéérmation and knowledge in a
community of interest enough to sustain the intrinsic pgrétion motivation of the community
members.

4.3.1 Information publication

Concept. Theinformation publicationservice allows a community member to publish a document
to the community document catalog or other catalogs simplgdsigning it to a category in her own
personal catalog. For example, if a community member booksnan interesting web page into a
folder in her bookmark collection, the new document will biblished to the categories in mediated
catalogs that have been chosen by the mediation componeapublication of the newly added web
page does not incur extra effort by the user.

Information exchange with Community-internal
ity-external catalog ﬁ information exchange
ﬁ Source

Community / global catalog

{@/ Personal catalog

Personal catalog Personal catalog

Community catalog

FIGURE 4.3: Conceptual overview of the information publicatiomvéee

The conceptual overview of the information publicationvess in Figure 4.3 shows the personal
user catalog in the center. The arrows from the currenthsehaiser category to categories in the
other catalogs signify the exchange of documents or docuratarences. The destination categories
in the mediated catalogs are calculated by the mediatioastrficture. It can be seen that documents
are published to community-internal user and communitalogs as well as community-external
catalogs.

A user interface design study of the information publication servicean be seen in Figure 4.4.
The upper part of Figure 4.4 shows the categories and dodsnrethe user catalog. The list of
destination catalogs as well as one destination cataldgstitarrently chosen for display are shown
in the lower part of Figure 4.4. The lower part also shows tlegliation result, i.e. to which category
in the destination catalog the documents from the curresfttysen user category are published. The
user can manually override the mediation result and chdesedédstination catalogs for the publica-
tion service. Not all of the categories in the user catalegaatomatically published. The user can

2In all CAIMAN services, the terndocumentactually refers to a valid document reference, for exampl®im of a
URL. Only in case a document is not globally accessible ihigsically transferred.
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FIGURE 4.4 User interface of the information publication servidesign study)

generally exclude categories or single documents fromigatibn or choose to be consulted every
time a category or document is published. Except for theaehof resources that may be published,
no extra effort is incurred by the user through using theipabibn service.

Requirements basis. Theinformation publicationservice has been designed to suppoxwledge
distributionin the knowledge exchange process. The user’s privacypectsd by letting her choose,
which parts of her catalog may be published and which musbegiublished. It is crucial that the
publication service maintains a high mediation accuratlyemvise the service will not be accepted
by community membefs The knowledge sources of the publication service are mabécp such
that the destinations can see, where the published docsrmemte from. Thus, frequent knowledge
publishers gain a reputation as an expert in the communftighwis an immediately apparent benefit
for publishers. Thenformation publicationservice supports the distribution of document content
knowledge, topic knowledge and subjective relation knogée(see Section 2.3.3.1).

4.3.2 Related information retrieval

Concept. The related information retrievabkervice finds related documents for a category in the
user catalog. The user chooses a personal catalog cataybigna or more source catalogs. The
related retrieval service then retrieves documents tleatoamd to be related to the chosen category.

Information exchange with Community-internal
community-external catalogs % information exchange

ﬂﬂestination

Category

C ity / global /f Community catalog

Personal catalog

Personal catalog Personal catalog

FIGURE 4.5: Conceptual overview of the related information retileservice

3We are going to show in Chapter 8 that the CAIMAN mediationrapph performs well enough to ensure that using
the CAIMAN services incurs a benefit for community members.
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The arrows in the conceptual overview of tiedated information retrievaservice in Figure 4.5
signify the document transfer from mediated catalogs toctiveently chosen user category. Which
documents from the source catalogs end up in which categaheauser catalog is determined by
the mediation infrastructure. In addition to document&rmation about the categories, from which
documents are retrieved, is transferred.

A user interface design study for therelated information retrievaservice can be seen in Figure 4.2,
which has served as an introductory example as well. Figreldbws the categories and documents
in the user catalog in the upper part and the chosen mediatetbgs in the lower part. On the
lower right hand side, the retrieved related documentsgaleith their source catalogs are shown.
The user can manually override the mediation result andideghich of the retrieved documents she
wants take over into her user catalog. Default permissiansbe given to accept all incoming related
documents or none. Except for choosing the documents thabmantegrated into a user category,
no extra effort is incurred by the user through using theteelaetrieval service.

Requirements basis. Therelated information retrievaservice supportknowledge awareness and
creationin the knowledge exchange process and additionally supgoawledge applicatian The
related retrievalservice increases knowledge awareness by providing theniewhat is called a
knowledge resource map [Probst et al. 1997]: the knowledge available in othealmys is made
available for navigation and access in the user’s own pafsm@talog. The creation of new knowledge
is facilitated by a personalized presentation of inforamatii.e. the virtual integration of mediated
catalogs in the personal catalog. Moreover, the retriewedithents can be provided in a pro-active
push fashion or in an unobtrusive pull fashion. All of the GMN services can be integrated into
any catalog management application that the user works anith day-to-day basis. Through this
integration into existing work processes, knowledge @afitbn can be supported. Given that the
accuracy of the retrieval service is high enough, the serbenefit is immediately apparent to the
community membefs

Therelated information retrievaservice supports knowledge awareness, creation and atipfic
for document content knowledge, document topic knowledgeedl as subjective relation knowledge
(see Section 2.3.3.1).

4.3.3 Category discovery

Concept. Thecategory discovergervice allows the user to discover the relationships betveat-
egories in her personal catalog and categories in mediatatbgs. While the user browses through
the categories of her personal catalog, closely relategjoaes and their neighborhoods in mediated
catalogs are retrieved and displayed.

The conceptual overview of theategory discovengervice in Figure 4.6 shows the user’s per-
sonal catalog in the center. For each category in the usalogathat the user selects, the mediation
infrastructure finds categories in the mediated catalogsate related to the user category. The ar-
rows connect a category in the user catalog with a relatesgjosat in a mediated catalog. In case no
sufficiently accurate relations can be found, no connestara shown. The shaded circles around cat-
egories in the mediated catalogs denote the category raighdds, which are also displayed while
the user browses through her catalog. This service doedfaotlre transfer of documents by default,

“We are going to show that the CAIMAN mediation accuracy isitégough in Chapter 8.
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FIGURE 4.6: Conceptual overview of the category discovery Service

as the purpose of the service is the discovery of the streictiia domain of knowledge. The retrieval
service can be used for document transfer, once a releveagarg has been discovered.

A user interface design study for the category discovergervice can be seen in Figure 4.7. The top
leftmost part of the figure shows the user’s personal catdhegrest of the figure shows the structure
and contents of the mediated catalogs. In the second colangnaphical display of sub-catalogs
of two mediated catalogs can be seen. The categories thaiaateclosely related to the currently
selected user category are highlighted. In addition to tlaghgcal structure, a category navigation
pane, which displays the category names, is shown in the ¢eiumn. The fourth column displays
the contents of the selected categories from the mediatatbga. The user can navigate both in her
personal catalog and the mediated catalogs - the respectiveerpart catalog display will refresh to
show the respective related categories.
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FIGURE 4.7: User interface of the category discovery service (gestudy)

Requirements basis. The category discovergervice supportknowledge awareness and creation
in the knowledge exchange process and additionally suppoxwledge application. Theategory
discoveryservice increases knowledge awareness with the user bigprgan overview of the struc-
ture of a domain of knowledge from different perspectivesis is called &nowledge structure map
in [Probst et al. 1997]. The creation of knowledge is supabhy the personalized presentation of the
knowledge structure map: categories in mediated catalagslaays presented together with their
connection to the user’s personal categories. Therebgethvice makes no difference between cate-
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gories that a user has already seen and new, previouslyruoatsgyories. The discovered information
is presented to the user in a pro-active, unobtrusive way ifitegration of the category discovery
service into the user’'s work processes can support knowlagglication.

The category discovengervice is the default service that is started along withapglication
within which the CAIMAN services are integrated. This wayete is a constant, pro-active but un-
obtrusive push of information about potentially relevambwledge that is available through mediated
catalogs. This increased knowledge awareness with thdasks to an increased subjective informa-
tion requirement and information demand as has been erplanSection 3.2.3.

The accuracy with which related categories are found by &ltegory discovery service has to be
balanced with the amount of categories presented by théser&ll very closely related categories
must be retrieved and it is no disadvantage, if some remodtdyed categories are retrieved, as this
further increases knowledge awareness.

The category discovengervice supports the exchange of domain structure knowl¢skee Sec-
tion 2.3.3.1). Moreover, the user can see how the otheraggtastructure relates to her own personal
catalog structure. Thus, unfamiliar categories in the comity catalog, for example, are “explained”
through correspondences with categories in the persotabga

4.3.4 Semi-automatic mediation

The user can manually override the mediation proposals made by the CAIMAN services. If the
user accepts or corrects what the services propose, thectegpdocuments are assigned to the desti-
nation category. If a proposed document or category istegedt only has the effect that none of the
proposed documents are actually categorized in the catégatrhas been proposed by the respective
CAIMAN service. We chose this semi-automatic approach deoto avoid patronizing the user too
much. Especially since the automatic mediation resulta@iabe expected to be perfectly personal-
ized to the user’s preferences, it would certainly not dbate to community participation to force
the system’s recommendations onto the user.

No new categories are automatically introduced. Similarly to why we avoid completely automatic
mediation, we also avoid patronizing the user in the creationew categories. New categories are
normally inserted by the user into her personal catalog gmégpective editors into the community
and global catalogs. Theoretically, the mediation resfltae CAIMAN services could be used as the
basis for automatic category creation, if the creation @f nategories seems adequate. The creation
of new categories may be adequate, for example, if the deistincatalog of a service is of coarser
granularity than the source catalog. However, as errorsigategory creation are possible, automatic
creation would likely have a negative effect on communitgtipgoation.

4.3.5 Application requirements for the mediation infrastructure

In the description of the knowledge exchange services we aen that the technical mediation
infrastructure has to fulfill the following requirements:

e The mediation infrastructure must be able to convey all fonds of knowledge in document
catalogs.

e The mediation quality must be high enough to bring an imntedienefit to the community
members.
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e Catalog contents and structures can change. The mediafrastructure must be able to cope
dynamically with changing catalog structures and contesite keeping up mediation quality.

e The mediation infrastructure must be able to scale well Veithe catalogs in terms of quality
and mediation performance.

4.4 An example community support application with CAIMAN ser-
vices

To provide an impression of the integration of CAIMAN semddnto an existing community support
application, we show an example integration concept herge d&ample application we chose is
the Community-Items-Tool (CITRoch et al. 2001], a shared bookmarks and bibliographieresfces
management tool, which is based on tBebricks community support architecture (see [Borghoff
et al. 2001; Koch et al. 2001]). The CIT has a web interfaceesy access from different clients.
The documents and references managed with the CIT are d¢aliad Items can be categorized in
community-global categories as well as in a hierarchiclaldiostructure individually created by each
user. These two categorization schemes can be regardedoasnauaity catalog and personal user
catalogs and thus the integration of the CAIMAN services meaningful way is straightforward. In
addition to general catalog management functionalitlestdol incorporates community services like
notification about newly added items. Two screenshots ovéle user interface of thEommunity-
Items-Toolcan be seen in Figure 4.8.
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FIGURE 4.8: The CommunityltemsTool [Koch et al. 2001] with CAIMAMtrieval service
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On the left hand side of Figure 4.8, we see the startup sciigbie Gommunity-ltems-TopWhich
lists the most recently added items. On the right hand sideignfre 4.8, we see how the personal
user folders can be browsed in the CIT. The CAIMAN framewoak calculate mediation results
for the different catalogs managed by the CIT and can integaa additional global catalog that
suits the scenario, like tHResearchindexatalod. The right hand side of Figure 4.8 shows how the
related retrievalservice of CAIMAN can be integrated into the CIT. The docutsefisplayed in the
ontologyfolder are shown in different shades of grey: documentsdhatalready contained in the
user’s personal catalog are presented in a dark shade. Rotsiftom other CAIMAN-mediated
catalogs are shown in a lighter grey shade. The other CAIMANises can be integrated into the
CIT in a similar fashion.

4.5 Related work

The Knowledge Pump system [Glance et al. 1998] aims to support effective andieffi knowledge
sharing in communities. Just like in CAIMAN, the medium fardwledge exchange is a document
catalog. However, document catalogs in the Knowledge Pwsigis are organized according to a
centralized hierarchical scheme of categories, which allecccommunities There is no possibility
for individual users to retain their personal perspectiv®@ domain. We claim that even though con-
cepts of incentives for participation in the knowledge exue have been integrated into the Knowl-
edge Pump, participation will likely suffer from lackingnsenalizability. The web based Knowledge
Pump application offers a service that recommends docwgrterthe user, which have been added
and evaluated by other users. Recommendations are givepeanrcategory basis based on predicted
document relevance calculated with collaborative filgralgorithms. There are no means for the
users to exchange subijective relations between documenksiowledge about the domain structure.
The Knowledge Pump allows to connect and access other ek@ogument catalogs such as web
catalogs. In fact, the concept of the Knowledge Pump exiligicludes the independence of spe-
cific document catalogs and stresses the applicabilitysaararious catalogs. Knowledge Pump users
can personalize the recommendations they receive by piackimer users as their advisors, such that
documents submitted by advisors are recommended prefertdbbwledge Pump is one of the few
document management systems, which have been explicgigred for communities, considering
participation and user motivation issues. The key diffeesto CAIMAN is that no personal catalogs
are allowed in the Knowledge Pump, which can lead to a somiethivaer flow of knowledge and
possibly decreased user participation compared to the @A NMoncept.

In the OBIWAN projecf, ways for personalized information retrieval have beenla®o. The
project goal was to increase precision and recall of webckear To achieve this improvement,
queries are expanded, search results are re-ranked aretfilbesed on result relevance with respect
to a user interest profile. The user profile is based on theduiey of the Excite web catalog. In
[Pretschner and Gauch 1999], it has been shown that searsbnpéization can increase search re-
sults quality. In contrast to CAIMAN, the OBIWAN applicatids targeted for an individual user and
not a community of users. Moreover, the user profile, whia@nigployed to personalize search results
is not created by the user, but instead based on a globabgat@he user interest is inferred by ob-
serving web page visits. The only service that is offerechiey@BIWAN framework is an information
retrieval service.

5See http://www.researchindex.com/
5See http://www.ittc.ukans.edu/obiwan.
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The Siteseer  project offers personalized navigation of the web [Rucketr Bolanco 1997]. Siteseer
is a web page recommendation system that uses an indivddoadkmarks and the organization of
bookmarks within folders for predicting and recommendiglgvant pages. The usage of personal cat-
alogs for knowledge exchange support services in CAIMANeis/\similar to the usage of the user’s
bookmarks for recommendations in Siteseer. In both systdowments are retrieved based on al-
ready existing documents in a category and not based onargitagme label similarity. However,
the information retrieval service is the only service thi&eer offers. Moreover, web page recom-
mendations are performed on a peer-to-peer basis onlyhviticirs a smaller domain overlap of the
user catalogs, thus risking a low query recall. The risk of fecall is increased even more by the
way in which related categories are found: through an ex&it bhatch of the contained documents.
This matching approach leads to low recall, because caésgaith documents with similar content
from different web pages would not be recognized as relaté@. community members with whom

a document exchange is performed are chosen on a per-gatsgis: the more common documents
two users have in one of their categories, the more reletasettwo categories of these two users are
to each other. The per-category approach prevents usensftchanging important knowledge about
the domain structure. Moreover, the automatic choice ofM@dge exchange partners in Siteseer
compared to the explicit user choice in CAIMAN creates ptiétproblems of trust and privacy. In
Siteseer, new users suffer from a cold start problem, asecammmendations can be given if there are
no existing contents.

In the Macadam project [Dourish et al. 1999b], a system that mediates betvwersonalized ver-
sions of a centralized community document catalog has bessepted. The Macadam prototype
makes use of the Presto document management infrastryBtoweish et al. 1999a], which has been
developed in the largétlaceless Documensoject. The Presto infrastructure provides a flexible doc-
ument and meta-data repository, which is the technolobiasiks for a centralized document repository
with a centralized categorization scheme. The Macadanesyptovides means of personalization
of the repository structure by individual users or commianit As a result, each user can have her
own personal perspective on the repository. Moreover, arogggh to mediate between different per-
spectives is proposed. Adaptations to the categorizattberse are not actually committed on the
centralized scheme, but recorded as so-called contexta/aydo make them re-applicable for other
users. Mediation between two user perspectives resolvasstmuence of backward and forward
applications of several such contexts. Although the Macasgstem also provides for personalized
perspectives, there are fundamental differences to CAIMMBIcadam requires a common reference
catalog to start with and personal catalogs can only be ekkifrom the reference catalog. This pre-
vents a dynamic turnover of members in communities, as afinsonity members would have to
begin working with the same catalog from the beginning ondifionally, there is no clear distinction
between private catalogs and community catalogs, whidhlemrivacy issues and is likely to dimin-
ish community participation. The Macadam system is momgetad for teams than for communities
as it violates additional community requirements, suchngegration into everyday work processes.

The Haystack system [Adar et al. 1999] is a personal information manageregstem that pro-

vides personalized access to information resources. Thstalzk system is integrated into the user’s
personal desktop, observing the user’s information managé behavior to use the collected infor-
mation for personalized information access. Haystackwlitihe integrated management of different
types of information like documents, appointments or eknfdie Haystack system has recently been
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Compared Systems
Feature | KP{ | OBIWAN | SiteSeer] M/PD} | Haystack| CAIMAN

Exchanged Knowledge

Document topic vV X vV Vv X V

Domain structure X X X X X vV

Subjective relation X X vV Vv X Vv
Exchange Peers

User Vv X Vv vV X Vv

Community vV X X V X V

Global Vv Vv X X Vv Vv
Community Design

Personal Catalog X X vV X Vv Vv

Work/benefit balance Vv Vv Vv X N vV

Privacy X Vv X X vV V
Knowledge Exchange Support

Knowledge publication Vv X Vv N X vV

Knowledge awareness vV X vV Vv Vv Vv

Knowledge creation vV vV vV Vv Vv V
Heterogeneous catalogs Vv Vv X X X vV
Cold start immune X Vv X vV X vV
Different Information types X X X X Vv X

1 Knowledge Pump I Macadam / Placeless Documents

TABLE 4.1: Related Work compared to CAIMAN

re-implemented based on a repository of semi-structureB’RBta [Huynh et al. 2003]. The flexible
data management architecture allows for the creation @iopat and dynamically adaptable catalog
structures. The focus in [Huynh et al. 2003] is on simple ss@nd management of information
through semantically rich user interfaces and a specalizda modification language. As aspects of
collaboration have been completely left out and are meatdas future work for Haystack, CAIMAN
and Haystack complement each other.

A summary of the differences between the presented systetnSAIMAN is shown in Table 4.1.

4.6 Summary

In this chapter we have presented the application leveydeaxfithe CAIMAN framework. CAIMAN
supports the exchange of knowledge among community memizedocument catalogs. CAIMAN
differs from other existing concepts in that the CAIMAN ftionalities have been systematically
based on characteristics of the knowledge exchange ptaCA¢81AN supports knowledge exchange
for the following knowledge types and knowledge exchangklimg blocks:

e Knowledge types:Document contents, document topics, catalog domain stestsubjective
document relations.

"Resource Description Format
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Knowledge exchange process building block

Knowledge type || Distribution | Awareness| Creation| Application
Document content P RIR RIR RIR
Document topic IP RIR RIR RIR
Domain structure CD CD CD
Subjective relation IP RIR RIR RIR

IP: Information publication, CD: Category discovery, RRelated information retrieval

TABLE 4.2: Assignment of support services to process blocks and/leaige types

e Knowledge exchange process step&nowledge distribution, knowledge awareness, knowl-
edge creation and additionally, even though not includeithénexchange process, knowledge
application.

We introduced the CAIMAN knowledge exchange support sessievhich support the exchange
of the different knowledge types mentioned above. All of @&RIMAN services have been designed
for community support, i.e. respect the requirements frdrapgfer 3. We have introduced the follow-
ing three knowledge exchange support services:

e Theinformation publication service allows the user to publish documents from her paison
catalog to other catalogs without additional categorimagffort.

e Therelated information retrieval service retrieves related documents from mediated catalog
for a given category in the personal user catalog.

e Thecategory discoveryservice allows the user to discover new relevant categorieediated
catalogs by browsing through her own personal catalog.

A summary of which building blocks of the knowledge exchapgecess are supported for which
types of knowledge by the respective services can be seeabie 7.2.

The key enabler of the CAIMAN knowledge exchange is a sertoraatic mediation of community-
internal and -external document catalogs.

We also presented a first concept for the integration of CANVBErvices into an existing shared
bookmark management application for scientific researahneonities.

The CAIMAN framework concept presented here has a numbeahairdages over existing related
concepts. We reviewed systems that provide for the exchahigeowledge via document catalogs
and summarized the key features and differences to CAIMARNainie 4.1.
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Chapter 5

CAIMAN Document Catalog Mediation
Principle

5.1 Introduction

In this chapter, we are going to motivate the CAIMAN catalogdiation principle, which is the basis
of the knowledge exchange services presented in chapterediakibn in our scenario refers to the
virtual integration of document catalogs. We refer to whatpresent in this chapter asraediation
principle, because we describe a mediation approach in an overvitofashich does not include
all details involved in catalog mediation. Based on exgstiechniques that can be used to calculate
the virtual integration of catalogs, we differentiate nadidin principles by how the virtual integration
is performed:

e Document granular mediation performs mediation on a per-document basis, without regard
to the categories in which the documents were contained.

e Category granular mediation performs mediation on a per-category basis.

We compare both mediation approaches with respect to thelekdge exchange services. We show
that a category granular approach has more advantages scenario. The, we describe the category
granular CAIMAN mediation principle. Among the various esfs of mediation, we focus on a
catalog matching approach (see Chapter 6) and a queryingagbpfor heterogeneous catalogs (see
Chapter 7) in this work. The mediation principle briefly déses other aspects of mediation, how the
different CAIMAN components work together and what role tiser plays in the mediation process.

5.1.1 Specification of the mediation problem

As a basis of the services, a way to query the user cataloghenti¢diated catalogs in an integrated
fashion is required. The mediation problem is illustratedrigure 5.1. The mediated catalogs on the
right hand side of Figure 5.1 have a different category stinecand are represented with different data
models than the user catalog on the left hand side of the figDomsider, for example, thelated
information retrievalservice, invoked on a categoty. The service needs to retrieve all documents
in categoryc; from the user catalog and all related documents from the atesdliicatalogs. First, we
have to find out, which documents in the mediated catalogdearonsidered related tg. Second,
the mediated catalogs may be represented with a data madakthot compatible with the query
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language and data model of the user catalog and we have toviag 80 overcome these differences.
Finally, the query results from the different mediated kggs have to be integrated.

A virtual integration of the involved catalogs, i.e. prowvig one integrated view on all involved
catalogs, allows the knowledge exchange services toyoiutery and updateall catalogs. Thus, we
refer to virtual integration of catalogs here, when we spafakediation.

5.1.2 Application requirements

The CAIMAN mediation principle has to fulfill the followingpglication requirements of the knowl-
edge exchange services:

e Knowledge types:The mediation approach should allow for an exchange of tiéréint types
of knowledge that can be exchanged via a catalog: documenl&dge, topic knowledge,
domain structure knowledge and knowledge about subjedtieeiment relations.

e High quality mediation: the mediation quality should be high enough to bring an alwio
benefit for the user in a semi-automatic mediation process.

e Dynamic mediation: the mediation approach should allow for a dynamic mediagioviron-
ment with changing catalog structures and contents.

e Large catalogs:the mediation approach should allow for mediation of larg&logs, even up
to the size of existing web catalogs, while keeping useraation fluent and mediation quality
high.

The usefulness of the CAIMAN framework depends on the midtiajuality provided by the me-
diator. This leads to an additional application requiretnémcalculate the virtual integration result,
i.e. which documents from a mediated catalog are relatedhtchacategory in the user catalog, we can
theoretically use all data that is available in the catalégrong these data are category name labels
and name labels of relations between categories. We argtientbur application scenario, category
and relation labels in catalogs can be highly subjectivetand misleading. This argument is backed
by a case study in [Bonifacio et al. 2000]. There, it is sutggbthat in document catalogs created by
different people, category and relation names vary too nable useful for finding correspondences.
In order to maintain a high mediation quality, we add thisiaoldal application requirement:

¢ No category or relation nhame labels can be usefibr calculating the catalog matchings in the
mediator.
5.1.3 Investigated problems

In this chapter, we provide an overview of the CAIMAN mediatiprinciple. We investigate the
following sub-problems concerning the mediation pringipl

e How can the mediation problem be broken down into smalleli-eefined problems that can
be solved by the components of the CAIMAN mediation infrasture (Section 5.2).

¢ We investigate whether a document granular or a categonutzaapproach is better suited as
mediation approach with respect to the knowledge exchagrgess in CAIMAN (Section 5.3).

Since updates are symmetric to queries in all cases thaekent to our scenario, we are not going to differentiate
between the two in the rest of this work.
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¢ We want to find a coarse mediation principle that describ@sthe different mediation compo-
nents interact with each other, with the knowledge exchaegéces and with the user to solve
the mediation problem in our scenario (Section 5.4).

5.2 Document catalog mediation principle

Mediation in a database scenario

Related work on mediators has mostly been published in théexbof heterogeneous databases.
Mediatorshave been defined in [Wiederhold 1995]‘demain-specialized components, which bring
source information into a common form’In [Garcia-Molina et al. 1995], this definition is picked
up and refined toA mediator is a system that refines in some way informatiemflone or more
sources and embeds the knowledge that is necessary fordhessi. In [Borghoff and Schlichter
1996], mediators are defined ‘a®mponents, the main functionality of which is the setattdf the
information source, which can satisfy a queryAs can be seen, the definitions vary, depending on
the context, in which mediators are used. What is commonltmedliator definitions, however, is
the scenario of heterogeneous information sources, thealintegration of which is achieved by the
mediator [Borghoff et al. 1996; J.Bayardo et al. 1997; Gaidolina et al. 1995].

The virtual integration of heterogeneous databases carggnbe achieved in two phases:

e Preparatory mapping phase:

— A schema for the integrated database is created.

— Correspondences between the integrated schema and theascbé the heterogeneous
source databases are identifisd{ema matchings The process of finding these schema
matchings is calledchema matching process

— Views that map the integrated schema to the schemas of thbenheous source databases
are created. This process is calkhema mapping

e Integration phase:

— Queries over the integrated schema are mapped to querietheveeterogeneous source
schemasdquery mapping) and the query results are integrated lyugry processor

— The individual queries over the heterogeneous source sthare converted between dif-
ferent query and data representationsmMogippers.

The schema matching and mapping as well as the query mappioggses are typically integrated
in a centralmediator component along with the query processor. Toaversion of query and
data representations is typically performed by deceatrdlivrappers at the heterogeneous source
databases.

Mediation in a catalog scenario

To structure the catalog mediation problem, we transfed#tabase scenario to our catalog scenario.
Just like in the database scenario, catalog mediation isratwbd in this work as a virtual integration
of catalogs under a common catalog structure. Specificattyjal integration of catalogs in the user
catalog means that for a query over the user catalog, theatoedéeturns all relevant document results
from all mediated catalogs.
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In a catalog mediation scenario, the common schema is mess by the user catalog struc-
ture. The mediator maps queries over the user catalog téeguarer the mediated source catalogs
and integrates the results. Catalog wrappers convert ffezatit catalog data representations into a
representation that is queryable by the mediator. A cone¢iverview of mediation in our catalog
scenario can be seen in Figure 5.1.

Mediated Catalogs

Mediator

9%

Matching

Community
Catalog

Wrapper

N

Mapping

User Catalog

Personal
Catalog

Wrapper

FIGURE 5.1: Mediation scenario for heterogeneous document gatadarces

In the left part of Figure 5.1, we see the user document agtateder which the virtual integration
of the different heterogeneous source catalogs is perfiiriviediation in our catalog scenario has the
same phases as in the database scenario:

¢ In the preparatory mapping phase acatalog matchingis calculated by a matching compo-
nent. The catalog matching is used to preparecttalog mappinginformation that is later
required to map queries over the user catalog to queriestlowenediated catalogs.

¢ Intheintegration phase a query that is posed over the user catalog is sent to theatoedl'he
mediator performs guery mapping of the query to a new set of queries that are posed over
the mediated catalogs. Since the different mediated galway additionally have different
guery and data representation languages, the conversimedae the different representations
is performed bywrappers.

Thus, to make catalog mediation feasible in our scenarioneesl to specify the following com-
ponents and how they work together:

e A matching component, which calculates a catalog matching as the bésistual catalog
integration.

e A mapping component, which prepares the required catalog mappimgniation and maps
the queries posed over the user catalog to a set of querieshevether mediated catalogs.

e A query processingcomponent, which can process catalog queries and intepeatesults.

e Wrapper components, which can provide access to document catatogsviay that makes
them queryable by the query processing component.
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5.3 Comparison of mediation approaches

5.3.1 Document granular mediation

Document granular mediation is an atypical mediation apgipbecause the categories of the differ-
ent catalog sources are not matched. We have included dotygranular mediation here, because
a document granular approach can be realized in a straiglatfd way using existing techniques for
automated text classification.

Mediation principle. Document granular mediation approaches take advantadpe éd¢t that the
documents themselves contain a lot of data that can be usakiet@ shortcut approach to mediation.
Instead of matching categories and creating mapping irdtiom according to the catalog matchings,
we can simply take an individual document from a mediatealegtand categorize it over the user cat-
alog. The categorization result is the mediation resulttia@ specific document, which is calculated
independently of the other documents from the same comgnoategory. We call this a document
granular approach, because the integration decision éntbde each individual document, indepen-
dent of the categories. A document granular mediation ampratill requires all components of the
mediation infrastructure, but the mediation process fatifig all documents related to a categery
is somewhat different from the approach suggested in Sebti

1. In thepreparatory mapping phase the mediation result can be pre-computed by retrieving
and categorizing all documents and storing the resultdlyoaa document meta-data.

2. In theintegration phase all documents that have been categorized into categdrgve to be
retrieved from all mediated catalogs. If the mediation tesas not been pre-computed, the
complete set of documents from all catalogs has to be rettiéw categorization.

Existing approaches. There are many existing text classification techniques ¢hatbe used for
document granular mediation in our scenario (see [Seloa&2] for an overview). Foautomatic
text classification, a text classifier needs to be trainedn the destination catalog and can subse-
quently classify previously unseen documents from a socat&log into the “right” category in the
destination cataldg Most published text classification results consider dfiassion into a flat list of
classes, without any hierarchical structure. Among thetqmogular text classification techniques are
Support Vector Machines [Joachims 1997] and the Naive Bappsoach [Lewis 1998]. Very good
classification results have been reported for hierarchuleasification in [Koller and Sahami 1997].
However, these results applied for a very small catalog wiitly 10 very distinct classes.

In [Agrawal and Srikant 2001], another document granuladiat®n approach has been pre-
sented. The approach in [Agrawal and Srikant 2001] uses apted Naive Bayes text classification
technique, which takes documents in the same source cgtggoraccount for classification. The
adapted Naive Bayes classifier is used to achieve a very haghification accuracy on synthetically
created catalogs. The catalogs that are mediated areddetttieach other with the difference that
in one catalog some random noise documents are added. Fotegeation of existing large cata-
logs on the Web, the achieved accuracy has been signifidamtyr than for the synthetic catalogs.
Still, a significant improvement compared to generic Naiagds classification could be achieved in
all cases. However, for the experiments in [Agrawal and&@ikk001], no internal document cate-
gories in the catalog tree have been considered and instedataments have been joined into leaf
categories. This results in a somewhat unrealistic diginh of documents in categories.

2See Section 6.3 for details on how automatic text classificatorks.
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High accuracy. The performance results for classification techniquesdhatbe used in document
granular mediation indicate a high classification accui@ee [Sebastiani 2002] for an overview).
However, the techniques have often been tailored to theiapends of catalogs, which have been
used for evaluation. Performance results for real worlélogs look a lot less encouraging. We
have shown that classification results on real world caslsgch as for example the Researchifdex
collection of research papers, are not sufficient for ancéffe semi-automatic mediation approach
[Lacher and Groh 2001].

Structural independence. Since no category matching is performed in document graméai-
ation, the document matching accuracy is not susceptibtbg@xistence of structural differences
between the mediated catalogs. For a document granulaoagprthe granularity of the different
catalogs, i.e. how many categories there are and how thardous are distributed among them, is
virtually irrelevant.

Asymmetry. Document granular mediation calculates a mediation réguleach individual doc-
ument of a catalog, which makes the mediation result inhigresymmetric. If we consider, for
example, the related information retrieval service (sedi@®4.3.2), we see that for each individual
document from all catalogs that function as sources of ttreeval process, the “right” destination
category in the user catalog has to be calculated. This ti@disolution for the retrieval service is
not of any help for the publication service, though. For thbljgation service, we need to calculate
the “right” categories in all destination catalogs for adleu documents, independently of the previ-
ous calculations. Thus, for document granular catalog atiedi, one mediation solution needs to be
calculated for every catalog that serves as a destinatitatogaof one of the knowledge exchange
services.

5.3.1.1 Information publication service

To start the mediation process, the user chooses a set tdgstaith which documents should be
exchanged. The information publication service then ghiels those documents from each user cate-
gory ¢;, for which the user allows publication.

Costly classifier training. Using a document granular mediation approach for documeiliga-
tion, one classifier has to be trained for each of the degtimatatalogs. One possibility to train the
classifiers for the destination catalogs, would be to temall documents from all destination cata-
logs to the user’s workstation and train the classifiersethérhis option can be ruled out, because
the amounts of data to transfer would be too large and theoapprwould not remain scalable. The
other option is to assume that the classifiers are trainelealbtations of the involved destination
catalogs. On the one hand, this may be a realistic assumpticause the destination catalogs benefit
from the publication service. On the other hand, not allfioftommunity or global catalogs may be
willing to spare processing time for classifier training ataksification for all users accessing the cat-
alog. Hence, all knowledge exchange services, for whicli#istination catalog is a non-cooperative
catalog, can not be realized with a document granular mediapproach.

3See http://www.researchindex.com/
4With the exception otontext aware classificatiofsee Section 6.5.3.1).
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High user workload. We proposed in Chapter 4 that all knowledge exchange sergiceuld be
designed to perform a semi-automatic mediation, allomrguser to correct or reject recommenda-
tions of the services. With document granular mediatioa,dbrrection of the mediation results has
to be performed for each individual document and may thusrisgnificant workload for the user.
However, this problem may not be significant in the publmaitase, as the user is likely to have little
interest in correcting the destinations of documents ieotatalogs.

Loss of subjective relations among documents from the same source category is anothenigth
document granular retrieval. The creator of a catalog pset @f documents into the same category
because she sees a relation between the documents. Tlastsgbjelation may not be reflected in
the document text. Document granular approaches cannmférathis relation to another catalog,
thus this potentially valuable piece of knowledge is losthie mediation process (see example in

Figure 5.2).
@ User Catalog Community Catalog @

Engineering

Process
Synchronisation

......

»  Document granular

-~ a
== == Category granular S

FIGURE 5.2: Subjective relations among documents and mediatmntreith document granular vs.
category granular matching

Figure 5.2 shows an example for the loss of subjective melativith document granular catalog
mediation. The user catalog on the left hand side conceéptisathe domain o€omputer Supported
Cooperative WorKCSCW). The user knows th&etri Netsprovide a useful theoretical background
for Workflowsystems. Consequently, she categorizes a document akiulNets in theWorkflow
category. The relation between the document alfetiti Netsand the rest of the documents about
Workflowsystems is what we call a subjective relation. As the suibggtrelated documents have
different topics, the relation cannot be seen from the takise.

Now we consider a scenario, in which the two catalogs in Eidu2 are mediated and the infor-
mation publication service publishes new documents fragruer catalog to the community catalog.
The document about Petri Nets has just been newly added hys#reand is thus subject to publica-
tion. A document granular matching approach will take ttdiviilual document and classify it into
the community catalog, using text classification techniguehich rely on document term statistics.
As can be seen in Figure 5.2, tRetri Netsdocument will most probably be assigned to Brecess
Synchronizatiorcategory, which holds other documents abBetri Netsand the subjective relation
is lost. A category granular matching approach would irsteatch the wholéVorkflowcategory
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in the user catalog to théoordinationcategory in the community catalog. Along with the category
matching, all documents from thigorkflowcategory would be assigned to tGeordinationcategory
and the subjective relation could be conserved as well icdinemunity catalog.

Cold start problems. The phase, in which a catalog has just been created and tstayés filled
with documents is called cold start phas# the catalog. If one of the destination catalogs of the
publication service is in its cold start phase, the catalbgle assumed to have an insufficient number
of documents for text classifier training. Thus, the putiia@maservice will likely deliver low quality
results and make little sense. A classification confiden@stiold may increase the service precision
at the cost of its recall. If the source catalog instead offésination catalog is in a cold start phase,
the results quality will not suffer.

Another constraint is that a document must not be assigneduttple categories within one
catalog perspective. Thus, documents that already exésti@stination catalog are removed from the
set of matching documents.

5.3.1.2 Related information retrieval service

We assume the user chooses a categarythe user catalog. The related information retrieval iserv
then recommends documents from different remote souredogatthat are related to the documents
in categoryc;.

Using a document granular mediation approach, only onaifilxshas to be trained for the user
catalog. The decision whether a document should belorg @0 not, can only be taken locally by
the trained classifier. Thus, all documents from all of th®lved remote source catalogs have to be
transferred to the user’s workstation first. Only then cay the checked for relevance to the category
¢; by the classifier. This may cause large network and proagésad at the user’s workstation.

The correction of recommendations of the information estil service is of much more impor-
tance for the user than for the publication service. Howewéh document granular mediation, the
correction of the mediation results has to be performed dohéndividual document and may thus
incur significant workload for the user.

Documents are retrieved independently of their categoriEsus, just like for the publication
service, the subjective relations of documents are losb@uohent granular retrieval (see example in
Figure 5.2).

In the user catalog cold start phase, the catalog can be adgonhave an insufficient number of
documents for text classifier training. This leads to theesanoblem as for the publication service.
Again, only a classification confidence threshold may ireeghe service precision a limited amount
at the cost of its recall.

To avoid double classification, only documents that are meaey categorized in the user catalog
are retrieved.

5.3.1.3 Category discovery service

The category discovery service can be realized in two diffeways: either the documents retrieved
by therelated retrievalservice are taken as indicators for category matches, arategory matches
are calculated the same way as in a category granular apprdtithe first option is adopted, the
category discovery service inherits the problems of thateel retrieval service introduced above.

5The termcold startis often used in groupware and communityware in a collaberdiltering context.
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Moreover, the only way to find related categories is to carsall those categories in mediated
catalogsrelated that are source categories of documents retrieved by thtedeletrieval service.
Given that one document is enough to establish a relatiowdsst two categories, this document
granular approach is very error-prone in addition to thadiiantages incurred by using tredated
retrieval service.

5.3.2 Category granular mediation

Category granular mediation is a mediation approach thatpigally used with databases and is
reflected in our motivating problem scenario in Figure 5.k a&nsider category granular mediation
especially interesting, because it has a number of advesitager document granular mediation and
successful applicable matching techniques have beenspellin related fields.

Mediation principle. In a category granular mediation approach, categorieseagetl as atomic,
indivisible entities and catalog integration is perfornueta per-category basis. Thus, either all docu-
ments from a source category are integrated into the déstinzategory, or none. A catalog matching
of the user catalog with each mediated catalog is requirdaedsasis of category granular mediation.
The goal of the matching process here is to find matching odesyin mediated catalogs for
every category; in the user catalog. Text classification techniques can bd imscatalog matching
approaches for category granular mediation. The clasdfitaesults can be used as an indicator for
the similarity of categories. The CAIMAN matching approades text classification techniques (see
Section 6), thus in the following comparison, we assume ssiflaation based approach as well.

Existing catalog matching techniques that can be used for category granular mediation are es-
sentially solutions to concrete instances of an abstrastlem class: the problem of matching two
conceptual structures. Conceptual structures consisieodiefinition of abstract classes and their re-
lations on the one hand and instances of the defined clasghe other hand. In document catalogs,
the categories represent classes and documents represierih$tances. Another example for con-
ceptual structures other than document catalogs are dambahere the schema entities represent the
classes and data tuples represent instances. Furthemmmtogies[Gruber 1992], which are also a
more general form of conceptual structures. A number of hiagcapproaches have been presented
for databases [Rahm and Bernstein 2001] and ontologiesnbbal. 2002]. However, most of them
use category name labels and name labels of relations betagegories and instances, to establish a
catalog matching. As name labels cannot be used in our soghacause of their subjective nature,
a large fraction of the existing matching approaches camadairectly applied in our scenario.

5.3.2.1 General characteristics

Symmetry. Matching techniques that are used in category granularatiediestimate the similar-

ity between categories. The notion of similarity of two cgges is inherently symmetric: we can
generally say that if category is similar to category:;, then category:; is also similar to category

¢;8. Category similarities are calculated based on text dlaatibn techniques and training of only
one classifier can be sufficient due to matching symmetry. é¥ew due to the requirements of the
knowledge exchange services, a matching may still becoyrarastric. Consider, for example, a
user category;, for which the publication and the related retrieval sexace started. For the related

5There are exceptions to this assumption, but we claim thaiirscenario, this is a realistic assumption
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retrieval serviceg; may have several matching categories in one mediated gafaton which doc-
uments are retrieved. For the publication service, howeliere can only be one matching category,
because any document can only be in one category in a catateggztive. We can see that training
one classifier for all catalogs can be enough, but the majstiave to be calculated individually for
each service.

Category subset transfer. In a category granular mediation approach, once a categatghnis
established, we know the mediation solution for all corgdimlocuments. Unlike in the document
granular case, not all documents have to be transferreadebtife mediation solution can be estab-
lished. However, depending on the specific matching apprdhe transfer of some documents from
remote catalogs to the user’'s workstation may be requineakder to establish a category match.

Choice of classifier training catalog. There are two options for training the required classifier in
a category granular approach. Training the classifier orctimemunity catalog or other mediated
catalogs would incur the same potential problems with nmoperative catalogs, as presented for
document granular approaches. These problems can be dumideaining the classifier on the user
catalog. However, classifier training requires a minimunoam of training documents to work
correctly and may thus lead to cold start problems.

Structural dependency. In contrast to document granular mediation, differentlogtgranularities

do have a significant influence on category granular appesach two catalogs with different cate-
gory granularities are matched, the categories will notchmaactly. Depending on the direction in
which the knowledge exchange service exchange documdifiesedt granularities have more or less
influence as we will see in the discussion of the servicesikbih a document granular mediation
approach, the mediation result has to be recalculatedwifaadegories are created in a catalog, due
to the dependency of category granular matching on theogpsatucture.

Conservation of subjective relations. As the documents in one category are always kept together,
when using a category granular mediation approach, silgeslations among documents are con-
served and can be transferred by the knowledge exchangeeserv

Low user workload. The user workload for correcting mediation results is ndiigsa problem as
for the document granular case: the corrections can be madeper-category basis instead of on a
per-document basis, which reduces the user workload signify.

5.3.2.2 Service-specific characteristics

Information publication service. After the catalogs for mediation have been chosen, therirder
tion publication service publishes those documents frooh eser category;, for which the user
allows publication.

We have mentioned that different catalog granularitieelestrong influence on a category gran-
ular mediation approach. If the user catalog has a finer ety several user categories will likely
be matched to an individual destination category, which é®mect solution. However, in case the
destination catalog has a finer granularity, a user categitirgossibly match with several destination
categories, among which one final match has to be picked. Mér category is picked among the
match candidates, the choice will be wrong for a significaattfon of the documents in the user
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category. This disadvantage cannot be avoided and has tkée into account for catalogs with
granularity differences.

Related information retrieval service. The related information retrieval service for a chosen user
categoryc; recommends documents from different remote source catdhag are related to the doc-
uments in category;.

Again, granularity differences in the catalogs have a gtiaofluence here. If the user catalog has
a finer granularity, several user categories will possibitah with one source category and one final
match has to be picked. Again, independent of the categatyigtthosen, the choice will be wrong
for a significant fraction of the documents in the sourcegmate However, in the case that the source
catalog has a finer granularity, a user category will likelgtoh with several source categories, which
is a correct solution.

Category discovery service. A category granular mediation approach can take advantfegeore
accurate category matching for tbategory discovergervice: the category matches are not based on
single documents, as in the document granular case.

5.3.3 Summary and discussion

We have illustrated the advantages and disadvantages wfrgot granular mediation with respect to
the requirements of the knowledge exchange services.

e Document granular mediation has the followingadvantages

— A high accuracy has been shown for classification technithetscan be used for docu-
ment granular catalog integration. However, these rekalie been achieved on small or
special purpose catalogs.

— The mediation accuracy is not susceptible to structuré&mihces and different granular-
ities of mediated catalogs.
e Document granular mediation also incurs the followinglisadvantages
— One classifier has to be trained for each involved catalogs @dn impede knowledge
exchange with non-cooperative community or global catlog

— Significant network and processing load is incurred by theegsary complete transfer of
the source catalog of a service to the destination.

— Significant workload for the user is incurred in the semicaudtic mediation process.
— Subjective relations among documents are lost.

— If the destination catalog of a service is in a cold start phéise mediation quality will
be low. However, if the source catalog of a service is in a stédalt phase, the mediation
quality will not suffer.

With regard to the application requirements, we can saydhaing regardingdocument gran-
ular mediation:

e Knowledge types:Only document content knowledge is exchanged; topic krigdeand sub-
jective document relations are lost. Exchanged domaictstrel knowledge is likely erroneous.
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e High quality mediation: The accuracy of integration on certain catalogs has beerolem
strated to be high enough to bring an obvious benefit for tke us

e Dynamic mediation: Structure and granularity independence allow for dynamédliation.
However, the required complete transfers of large catatogstrain dynamic mediation.

e Large catalogs: Insufficient scalability with large catalogs due to the riegh complete trans-
fers of large catalogs.

We have further illustrated the advantages and disadvesitaigcategory granular mediation with
respect to the requirements of the knowledge exchangecsstvi

e Category granular mediation has the followingadvantages

— For a matching approach that is based on text classificaiidp,one text classifier for the
user catalog has to be trained.

— Only a fraction of the documents in each category of the ntediaatalogs needs to be
transferred to the user catalog to establish the matching.

— The workload for the user to correct or adjust matchingsvis lo
— Subjective relations among documents are conserved.
— The cold-start problem can be avoided by switching the tessification training catalog.

e Category granular mediation also incurs the followinglisadvantages

— The matching accuracy is very susceptible to differencéisdarcatalog structures. Assign-
ing documents from a coarse granular catalog to a finer grapatalog will likely result
in errors.

With regard to the application requirements, we can saydhaing regardingcategory granu-
lar mediation:

e Knowledge types:All four types of knowledge can be exchanged.

e High quality mediation: There are no published evaluations for existing categoaygar
catalog integration approaches that are applicable tocmmnasio.

e Dynamic mediation: Structure and granularity dependence can hinder dynamdiatien.
However, no large catalog transfers are required for magchi

e Large catalogs: Good scalability with large catalogs due to the fact thay @altalog fractions
need to be transferred and user interaction effort can bieskegll.

Community membership cold start. None of the two presented approaches are influenced by a
community membership cold start situation, i.e. if there ot many members in a community yet.
There may be fewer documents to exchange between commusitybers, but the quality of the
knowledge exchange depends on the quality of the mediatidmat on the number of participating
community members.
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Influence of domain overlap. We have assumed, that both document granular and categonylgr
approaches are based on techniques for automatic texfickatésn. As text classification techniques
are in turn based on term statistics, a text-classifierébasediation approach will deliver more accu-
rate results with increasing overlap of the domains of thdiated catalogs. To show what mediation
quality can be expected, we consider examine the situati@is user catalog is mediated with:

e a catalog in the same community.As members of a community of interest share a common
interest by definition, we can arguably assume that withioraraunity, the catalogs have suf-
ficient domain overlap to achieve a high mediation quality.

e a world catalog. By definition, a world catalog has a large domains of interasd thus it is
likely to have some domain overlap with the user catalog. élmx, the catalog granularities
and vocabulary may differ and thus a medium mediation guedin be expected.

e a catalog in a different community. Catalogs from other communities are likely to have little
domain overlap with the user catalog. Even if there is ogeg@anularity differences are likely
as well. The expected mediation quality is going to be lowantfor the previous two cases.

An overview of the expected mediation quality for differeattalogs can be seen in Figure 5.3.
Experimental evidence that our assumptions about medigtiality are correct has been presented
in [Takeda et al. 2000].

High Mediation quality Low Mediation quality

i
B — 8 © Q

Community  Knowledge Same World Other
member exchange Community Community

FIGURE 5.3: Mediation quality depending on the catalog used foriatizsh

Conclusion. The only existing approach that is directly applicable to scenario is a document
granular mediation approach based on text classificatiamweder, we have shown that a document
granular approach does not fulfill a number of the applicatemuirements of the knowledge exchange
services. Thus, we consider a document granular approdctuitable for our purposes.

The category granular approach fulfills the applicatiorunemments much better than a document
granular approach. Thus, the CAIMAN mediation infrastauetuses a category granular mediation
approach.

5.4 Overview of the CAIMAN mediation approach

The CAIMAN framework follows a category granular mediatiapproach that employs text clas-
sification techniques to establish catalog matchings. Rercalculation of catalog matchings, no
category or relation name labels are used. Other aspectgdiaition can for example be found in
[Garcia-Molina et al. 1995; Borghoff et al. 1996; J.Bayasd@l. 1997].
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5.4.1 Preparatory mapping phase

Catalog matching. Catalog matches are calculated by the CAIMAN matching camept The
CAIMAN matching approach is based on text classification doés not use any catalog structure
name labels for the matching calculation.

As we have described in our catalog model in Section 2.38datalog can have several per-
spectives under which documents can be categorized. Itgniate sense to try and match two
perspectives that represent different categorizatidaraiin the mediation process. In CAIMAN, the
user has to manually pick the catalog perspectives thaldheumatched.

One text classifier is trained on the user catalog and a sab® documents in each category of
each mediated catalog is transferred to the user, suchhthatdssifier can classify them with respect
to the user catalog. The classification results serve asphu for the category matching calculations.
The final catalog matching identifies for each category irutber catalog a set of matching categories
in the respective mediated catalog. Depending on the kmigelexchange service, for which the
matching is calculated, there may be more than one matchitegiary. Consequently, one matching
has to be calculated for each knowledge exchange servieeCAMAN matching approach will be
described in more detail in Chapter 6.

Training the text classifier on the user catalog only can teaa cold start problem. We avoid
the cold start problem by temporarily delegating the cfegsiraining to the mediated catalog sites,
if they are willing to perform the training. As soon as theusatalog cold start phase is over, the
classifier training is performed at the user catalog siténagadisadvantage of swapping the training
catalogs is that the matching is calculated based on cksstfiained on a community catalog, and
thus resembles the perspective of the community insteatieofiser’'s perspective. However, this
disadvantage is by far outweighed by the advantage that@agpnakes a matching possible that
could otherwise not be calculated or would be erroneous.

Catalog and query mapping. In order to be able to prepare the mapping information thatjsired
for later query mapping, the user has to supply some infoomabout the involved catalogs.

In our catalog model in Section 2.3.3.1, we have defined thtgories are linked to their sub-
categories by means alub-categoryrelations. However, in different real life catalogs, thab-
categoryrelations may have different name labels, suchusclassfor example. In order to able to
query the mediated catalogs, the mediator needs to knowhvédiiel the sub-category relation has in
the mediated catalogs. Moreover, the mapping componedsned&now how documents are assigned
to categories in the respective data models. This infoondias to be supplied by the user as well.

Preparing the mapping information for categories is shtfdgward in our case. A category is
simply mapped to its matching categories according to theutzded catalog matching.

Finally, using the collected mapping information, rules flole mapping of queries have to be
generated. In the CAIMAN mediation principle, we consideis tmapping generation in a simple
way that serves as a proof of concept only.

5.4.2 Integration phase

Knowledge exchange takes place in the integration phatiee ifser invokes one of the knowledge ex-
change services, the respective queries over the useogata mapped to queries over the mediated
catalogs using the mapping information gathered in thegvegpry mapping phase. The mapping
of queries and the integration of the query results is paréat by the CAIMAN query processing
component using pre-defined mapping rules. The generafiomapping rules and query mapping
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is discussed in this work in an overview fashion. We providgnaple proof-of-concept solution for
query mapping, but a full-blown query mapping solution i$ within the focus of this work. The
mapping of queries and related issues have been extendigelyssed in [Halevy 2001].

All queries and query results are represented in RBEEAIMAN. However, the various mediated
catalogs may be represented in other data formats that taeneandled by the CAIMAN query
processing component. A wrapper converts between the CAlNtAernal data format RDF and
other data formats. The query processing and wrapper agipEeaare described in more detail in
Chapter 7.

After the query has been processed, the integrated resaltg@sented to the user by one of the
knowledge exchange services. The user can now manuallptacoerect or reject the recommenda-
tions made by the knowledge exchange services.

5.5 Summary

The problem that has to be solved by a mediator in our sceigtiiee problem of virtual integration
of document catalogs. We transferred a database mediaiioeigbe to our scenario and identified
the necessary components of a mediatamadchingcomponent, anappingcomponent and guery
processingcomponent. Additionally, variousrrappercomponents are required to convert between
source catalog data formats. In addition to the applicatemuirements from Chapter 4, no name
labels of the catalog structure can be used for the calounlati matchings in the mediation process.

We have shown that catalog mediation can be realized withdifferent matching approaches:
document granular matching and category granular matctidmgument granular mediation can be
realized with state of the art text classification techngjuA large number of matching techniques
for database schemas and ontologies have been publishbdugh principally applicable to catalog
matching, most of these approaches use name labels for inmqtctWe compared the two general
approaches with respect to the knowledge exchange sekefound arguments in favor of each
approach:

e Document granular: high mediation quality can be assumed, catalog structtiierelices are
irrelevant.

e Category granular: only one text classifier to train, fewer document transfarmsr dhe net-
work, less user workload, subjective document relatiomsgnved, cold start problem can be
completely avoided.

In terms of the overall fulfillment of the application regeiinents, a category granular mediation
approach is superior to a document granular approach.

We introduced a coarse category granular mediation pitecifye have described the consecutive
steps of the mediation process and which roles the differeatiation components as well as the user
play in the process. Among the different aspects involvezhialog mediation, we focus on matching
and a querying principle. Query mapping, however, is nofdleas of this work.

"Resource Description Format
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Chapter 6

CAIMAN Document Catalog Matching
Approach

6.1 Introduction

In this chapter, we present the novel CAIMAN matching apphofar document catalogs, as required
for category granular catalog mediation. The matching @ggr is the basis for a matching compo-
nent in CAIMAN, which is one of the components required far #olution of the mediation problem
introduced in Chapter 5. We begin with a specification of ta@log matching problem that our
matching approach solves. The catalog matching problenosely related to the schema matching
problem in the database field as well as the ontology matgtviolglem in the Al field. We review ex-
isting approaches in those fields and their applicabilithhtocatalog matching problem in Section 6.2.
Since our catalog matching approach is based on techniquesifomated text classification, we in-
troduce the necessary theoretical background in Secti®in I8. Section 6.4, we give an overview
of the principles and different consecutive phases of théM?¥N catalog matching approach. The
individual phases of the matching approach are the docunaegorization phase (Section 6.5), the
category correlation phase (Section 6.6) and the strdanaching phase (Section 6.7).

6.1.1 Specification of the catalog matching problem

We have described in Chapter 5 that category granular dauucagalog mediation requires a catalog
matching component. We have informally defined the catalatshing process in Section 5.2, which
we are going to formalize here. In the process of catalog mradc we calculate, which categories
from the user cataloff” match with which categories from the community catalégin the sense
that they can be considered to represent similar topics.ciiment catalog has been formally defined
in Section 2.3.3.1. The outcome of the matching processllisdcamatching. For the rest of this
section, we assume the community catalog to be the matchiriggr catalog of the user catalog.

Based on the catalog matching, the knowledge exchangecesrtiansfer documents from a
source catalog to a destination catalog. Figure 6.1 shows/arview of the relation between the
mediated catalogs, the matching process and the cataladhimgitas the outcome of the matching
process.

*Our definition of amatchingis different from definitions in existing graph matchingeliature. However, this choice of
terminology was a necessity to avoid other more confusingitelogy overlaps.

89
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Source Catalog

I.

Document

Destination Catalog

Document

FIGURE 6.1: Catalog matching process in CAIMAN.

Figure 6.1 shows that the result of thatalog matching process a catalog matchingwhich
consists of matching pairs of related categories from thichnea catalogs. The catalog matching
process calculates for every category from the user catkeg of best-matching categories in the
community catalog. The service direction is the directiowhich documents are transferred between
matching categories by the respective service. Note teagmtling on the service (see Section 4.3),
either the user catalog can take on the role of the sourctogaiad the community catalog can take
on the role of the destination catalog or vice versa. Theutatled catalog matching is also service-
specific, as we are going to explain later in this section.ofmalize what a category matching is, we
need to define a category similarity measure:

Definition 6.1 (Category similarity function) A category similarity functiow : CV x C¢ — [0, 1]
is a measure for the similarity of category paiis”’, ¢©) with CU the set of user categories add’
the set of community categories.

Now we can define a catalog matching generally as:

Definition 6.2 (Catalog matching) A catalog matchingV/ is defined as\/ C ¢V x C©, such that
for all m; € M, the value ot (m;) is defined and can be calculated.

We have mentioned above that the characteristics of thgagtenatching depend on the respec-
tive knowledge exchange service, for which the matchingbees calculated. The characteristics
of a matching are enforced by a service-specific categorghnfdter function. The service-specific
characteristics are expressed as constraints of the folipiypes:

e Cardinality constraints on the number of matching part¢egories for a category.
e Minimum similarity constraints for a match pair.

e The Stable Marriage constraint, which enforces that thecimpairs are picked in a globally
optimaPway.

The constraints are explained in more detail in Sectior36.We are first going to define the filter
function in a general way.

2There can be several valid notions of optimality for this chitig problem, and Stable Marriage optimality is just the
one we use here.
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Definition 6.3 (Category match filter function) A category match filter functiofFX : P(CY x
CcY) — [T, F] for a knowledge exchange serviéé and a catalog matching/ has a value of
F(M) = T ifthe constraints of the servid& hold for M € P(CY x €®) and a value ofF (M) = F
if the service constraints do not hold.

P(CY x %) symbolizes the power set 6f x CC. Using the category match filter function, a
final catalog matching for a specific knowledge exchangeiseman be picked from the set of all
possible matchings. Thus, we define the final catalog majcsn

Definition 6.4 (Final Catalog Matching) Given two catalogsI'Y and I'C, a similarity functiono
and a match filter functio¥X for a knowledge exchange serviég a final catalog matching for
the serviceK is defined as a best effort matchidg C CV x cC, for which]—"K(M) = T and the
following holds:

VYm; € M, Vm; e (CY xCY\ M : a(m;) > o(m;) (6.1)

Definition 6.4 basically says that a final matching is a maugtor which all the service-specific
constraints hold and that includes the category match pairs (cV, ¢ : ¢V € ¢V, ¢ € ¢ with
the highest similarity values(m;) among all category match pairs. The filter function take car
that the catalog matching makes sense for the respectiviesand that no constraints of the catalog
are violated. For the publication service, for example, t@alog matching with several destination
categories for one source category would violate the caimstthat a document must be uniquely
classified in a catalog. We are going to explain the servicsttaints in more detail in Section 6.7.3.

Categories, that are not included in a match pair of the fiat@llog matching are also not included
in the document transfer that is initiated by a knowledgeéharge service.

The CAIMAN matching approach is concerned with estimathgdimilarity functions in a way
a human would do it and picking the right category matchingafénowledge exchange service.

6.1.2 Optimal catalog characteristics

Theoretically, the CAIMAN matching technique can be apmplie all kinds of document catalogs.
However, due to the fact that we use text classification tigctes and that we treat categories as an
atomic entity, the CAIMAN approach works best on catalogthwertain characteristics. All other
related work referenced in Section 6.2 relies on the sanadogatharacteristics.

e One perspective the matching approach works best, if each of the involvadiogs consists
of one single categorization perspective. To ensure thasletvthe user manually choose per-
spectives for mediation.

e Same perspectivethe matching approach works best, if each of the involvedlags is cate-
gorized along the same perspective.

e Similar level of detail: the matching approach works best, if the involved catalodsbit a
similar category granularity.

e Domain overlap: the domains of the involved document catalogs should é@xaibignificant
amount of overlap, otherwise matching makes no sense.

e Similar vocabulary: the vocabulary used in the document collections in differeatalogs
should have a common subset in order to make statisticattassification techniques applica-
ble.
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e Language All documents in the catalogs have to be written in the saanguage.

The CAIMAN matching approach is still applicable to catapgvhich do not adhere to the above
characteristics. However, the matching correctnesse$ylito deteriorate in this case.

6.2 Existing matching techniques

Catalog matching is a special case of matching of conceptuattures. The matching of conceptual
structures plays an important role in the database field dswm Al. In the database field, elaborate
solutions have been published for the matching and intiegraf relational database schemas or other
structured or semi-structured data sources. We are goigiyecan overview of existing approaches
to schema matching in Section 6.2.2. In Al, an equally langmlper of solutions foontology match-
ing have been published. Ontologies are formal conceptuattates, which often have a formal
logic definition [Gruber 1992]. We are going to present anraesv of existing ontology matching
approaches in the following section.

6.2.1 Ontology matching

Ontologies are defined as‘fmrmal specification of a shared conceptualizatiomni [Gruber 1993].
This very general definition allows almost every formal ceptaal structure to be understood as an
ontology. Consequently, there are many different apptioat and application-specific definitions
for ontologies. Further details on different definitionsamitologies can be found in [Gruber 1992;
Noy and Hafner 1997; Chandrasekaran et al. 1999; Clark 13@@&b et al. 2000c; Noy and McGui-
ness 2001]. Ontology based applications are describedngumiters, in [Huhns and Singh 1997;
J.Bayardo et al. 1997; Fensel et al. 1999; Huhns and Sted89% Pretschner and Gauch 1999;
Staab et al. 2000b]. For our purposes here, we considerogigsl| to be definitions of classes, which
resemble categories in a document catalog, and theiraeato each other. Ontologies may include
instances, which resemble documents in a document cataamt. A more formal analysis of the
connection of ontologies and document catalogs has besargezl in [Welty 1998].

Ontology matching approaches are largely based on namis labelasses. The reason for this
is that not all ontologies necessarily have instances amanttching process still has to generate a
result. An ontology without instances would resemble antgrogtalog structure without documents
in the categories. Since class labels in typical ontologiestly consist of one word, the choice of
which is highly subjective, it is hard to generate accuratéamngs. Class label based matchings are
often subject to low accuracy.

The SMART [Noy and Musen 1999] and PROMPT [Noy and Musen 28§6lems are based on
class names and use a simple structural matcher which mtgsagatches in the ontology graph.

The objective of FCA-Merge [Stumme and Maedche 2001] is tmyméwvo ontologies. A prereg-
uisite of FCA-Merge is the availability of a set of documetitat are known to be relevant to both
source ontologies. FCA-Merge extracts instances of caacegnich are common to both source on-
tologies, from the set of documents. Based on the commoarioss, a merged ontology is generated.
It is assumed that it is already known which documents asvaek to both source ontologies. In the
case of catalog matching, it is the objective to find this $elocuments.

In [Mitra et al. 2000], theONION toolkit for graph-oriented ontology matching is presented
In ONION, the formal logic definitions of concepts are usedexpress concepts in one ontology
through the use of concepts in another ontology. The cartstinat defines the relations among the
two source ontologies is called amtology articulation The articulation is created in a process,
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in which a domain expert plays the most important role, buy miso be supported by automated
matching techniques [Mitra and Wiederhold 2002]. The aw@igth matching is generated by concept
label based techniques and simple structural matchingnigeds. Moreover, a corpus of documents
is collected for each source ontology. The corpus is thed tsa@ttempt to extract descriptions of
the concepts in an ontology from the corpus, using the cdrabpls. The descriptions are matched
to retrieve a basic similarity measure. In our scenario, amnot use these label based matching
techniques, since label based matching has been excludezhfmns we have stated in Section 5.1.2.

Other ontology-based approaches for the integration effbgeneous information sources in gen-
eral are presented in [Wache et al. 2001].

6.2.2 Database schema matching

A large number of approaches for automated schema matchihgntegration has been published.
Here, we briefly look at the approaches with respect to thmgilieability to the catalog matching prob-
lem. More details about the techniques proposed for majataém be found in [Rahm and Bernstein
2001].

Cupid [Madhavan et al. 2001], DIKE [Palopoli et al. 2000] an@®MIS [Bergamaschi and Ben-
eventano 1999] use a purely structural approach to mat@ndgntegration. The structural matcher
of Cupid [Madhavan et al. 2001] employs bottom-up propagatf similarity between classes in
the schema tree. In catalog matching, we cannot rely on dypstreictural approach, as the catalog
structure alone does not say much about the meaning of eocateg

SEMINT [Li and Clifton 2000] and DELTA [Clifton et al. 1997]3¢ instance data only for in-
tegration. However, database instance data, i.e. databples are not comparable to documents.
Moreover, we claim that relying exclusively on instanceadatll not allow for sufficiently accurate
matching results.

The LSD [Doan et al. 2001] system uses a complex multi-gyasgproach to integration. The
LSD system operates on structured instance data, wherea®tuments in a catalog constitute un-
structured data. LSD also requires some manually mappedhigadata, i.e. documents for which the
mediation result is already known. We cannot generallyrassiinat this training data is available in a
community scenario.

None of the existing matching techniques is directly agflie to our catalog mediation sce-
nario. We are going to introduce the novel CAIMAN catalog chétg approach in Section 6.4. The
CAIMAN approach is based on text classification techniqwasich is why we are first going to
present some theoretical background of text classification

6.3 Text classification techniques used in CAIMAN

In this section we introduce the theoretical backgrouncheftext classification techniques applied
in the CAIMAN catalog matching approach. We are going to lsetérmstextanddocumeninter-
changeably. More specifically, we considedl@umento containtextthat is enriched by additional
(meta-)information. However, the difference between the ts not of interest for us in this sec-
tion. Also, the termglassificationand categorizationare used interchangeably in existing literature
[Sebastiani 2002].

Information Retrieval (IR) techniques are models and algorithms for retrievixgua information
from document repositories [Manning and Schiitze 1999]. olmtrast to data retrieval, the data re-
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trieved by information retrieval techniques does not aele®r fixed structure like a database schema.
IR techniques determine which of the documents from a doatinepository are relevant with respect
to the query. Some IR techniques deliver only exactly maghésults, whereas others deliver ranked
lists of results ordered by relevance. For large documetsieories, ranked lists have proven to be
more useful than exact matches for most applications, afirthledecision of relevance is up to the
user.

Ad-hoc queries are queries entered by the user in an ad-hoc fashion wheeghieas information.
Ad-hoc queries are difficult to answer, as the amount of mfaion supplied in the query is usually
very small. More information can be supplied in the quergadie example results of the query are
already known in advance. The characteristics of these kiregults can be learned and posed as a
query. A field that is closely related to IR, which learns eéeristics of known query results, is text
classification or text categorization.

Text categorization approaches take advantage of documents that have beenysigvassigned
to a set of categories. Taking the information retrievakpective, each category can be seen as a
query with the document contents as the query descripticaw, ldreviously unseen documents are
only assigned to a category, if they are relevant to the qtleay is represented by the category’s
document contentsFiltering and routing are closely related to text classification, for cases with
only two categories [Manning and Schitze 1999]. Filterimchhiques decide, which documents are
relevant and which are not, whereas routing techniquesettedi ranked list of results in order of
relevance. In the CAIMAN matching approach, we use textgmieation techniques that deliver
both binary relevance feedback as well as ranked lists. Mereeral theoretical background of IR
is discussed in detail in [van Rijsbergen 1979], [Baezae¥and Ribeiro-Neto 1999], [Manning and
Schitze 1999] and [Sebastiani 2002].

We can apply text categorization techniques to the catalediation problem, since catalogs
with pre-categorized documents are available. With thélpro specification from Section 6.1.1 in
mind, we are going to present an overview of how automatit ¢ategorization can be performed
with machine learning techniques. This section is largelgda on [Sebastiani 2002], [Manning
and Schutze 1999], [Baeza-Yates and Ribeiro-Neto 1999][emd Rijsbergen 1979]. We define
automated text categorization in a way that has been adaptadSebastiani 2002]:

Definition 6.5 (Automated text categorization) Consider a Boolean functiod : D x C — {T, F'}
over a domain of documenf3 and a set of predefined categori€sthat describes how documents
ought to be correctly classified. Automated text categticimaapproximates the unknown target func-
tion ® by means of a functio® : D x C — {T, F'} called classifier, such thab and & coincide as
much as possible.

The function® maps a document-class-tulé;, c;) to a truth value, which signifies whether the
respective document; belongs to class; or not. How the coincidence of the classifierand the
correct classification is defined and measured, is desclitedin this section, when we talk about
performance measures. A document may be assigned to seatrgbries, i.e. the classifier function
may have a truth value df for several tuple$d;, c; ).

For semi-automatic application scenarios like ours, aedrist of class candidates is preferable
over a boolean value of class containment as a result of #ssification process. In practice, most
classification techniques calculate a meas{i{ze, c;) for how likely it is that a document; belongs
to a classc;. In order to be able to interpret this measure as a probgbii¢ need to make some
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further definitions. First, we assume that each docunigatD belongs to exactly one class, as given
by ®. Now we can interpret the classification of a documgrds a random experiment witti as the
random variable for the chosen category @nak the discrete density function. We define:

¢(di,0j) = P(C = Cj‘dz‘) (62)
1 if ®(dj,c;)) =T
P(C = cldy) = G 6.3
(€ =cild) {O otherwise ©3)
We can now say that E‘jc:'l 5(di, c;) = 1, theng(d;, c;) approximatesy, (c;) and thus
o(di, c;) = P(C = ¢jldy) (6.4)

We interpretgz@(dz-, c;) as the probability that documetit belongs to class;.
Different techniques have been applied to construct dless® for automated text classification:

e The Knowledge Engineering approach is based on manualyerteules, the creation of which
is labor-intensive and inflexible with regard to changinguloent corpora.

e Machine learning approaches automatically induce classifrom a set of pre-classified train-
ing examples. Even if a set of pre-classified training doausés not available and has to be
manually created by an expert first, machine learning tegles are less labor intensive than
knowledge engineering approaches [Sebastiani 2002].

Automatic evaluation of machine learning approaches

Machine learning approaches to document classificationine@ne corpus of pre-classified exam-
ple documents in order to be able to learn the characteyistiche classes from these examples.
Moreover, for performance evaluation of the effectivenafsthe trained classifier, another corpus of
pre-classified documents is required to be able to compareldissification decision of the classifier
to the actual classification. These two document sets hale #irictly intersection free in order to
avoid unrealistically good performance results if the siléear is tested on the same corpus on which
it has been trained.

To put it in a nutshell, we need a corpi®y C D for which all values of®(d;, ¢;) are known for
every pair(d;, ¢;) € D, x C. This pre-classified corpus is divided into a training Bgt C D,, and
atest seD;, = D, \ Dy.. The classified is trained onD,, and the test seb,, is classified using
the trained classifier. An effectiveness measure is cakailbased on how often the classification
predictions of the classifiab on D;. match the known values @ onD,.. After having evaluated the
performance of the classifier on the test set, the class#fiesually retrained on the complete &t
to improve its performance. The calculated performancesoreas thus always a lower bound of the
actual performance of the classifier.

This approach, to divide the pre-classified corpus intanteaid test set is calletlain-and-test
approach. An alternative approach, the performance estiofavhich is closer to the actual perfor-
mance of the fully trained classifier is tlikefold cross validatiorapproach [Sebastiani 2002]. In the
k-fold cross validation approach, the pre-classified cefylis divided intok disjoint test set9:. .
The train-and-test approach is then iteratively applisthgithe document s&,\ D;, for training and
D;, for evaluation. The performance results of theifferently trained classifiers are then aggregated
to result in an overall performance measure of the approach.

Many machine learning approaches have parameters whichec&med for classification of a
certain corpus. For parameter tuning, the original trajrsetD;,. is again subdivided into a parameter
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tuning training se;, and a tuning validation s&®;.. The classifier can then be trained Bf). and
its performance be evaluated &), repeatedly with different parameter settings until goddes for
the parameters are found. The parameter tuning cannot femped on the original training and test
set, because in that case the parameters would be tuneddartieedocument set they would later be
evaluated on. To yield more realistic performance resatis,would like to evaluate the performance
on a corpus that has not been previously seen by the classifier

Next, we are going to introduce the three sequential stegisatle performed in machine learning
approaches to text classification: 1) corpus indexing, &sifier construction, and 3) performance
evaluation.

6.3.1 Document corpus indexing and feature weighting

In order to make machine learning techniques applicablataral language text documents, the text
has to be transformed to a representation that can be useld$sifier deduction. This transformation
process is callethdexingin IR terms. For text classification purposes, documentsisually repre-
sented as vectors in a term space, in which the differentsteepresent dimensions. A document is
thus represented as a vector of ternfeature weightScT; = (W1, - - -, w7)3), WhereT is the set of
terms that occur at least in one of the training documents fiee training corpu®;,.. The weights
0 < wi; < 1 represent how much terim; contributes to the semantics of documénp{Sebastiani
2002]. This document vector scheme is common to all indeapuyoaches we consider. The different
schemes only differ in the understanding of what a term istenvdthe term weights are calculated.

The simplest way to define terms is to associate them with svofidhisset of wordsapproach
completely disregards any compositional semantics of svorédsentences. However, more complex
term definitions have largely been shown not to improve tlassification performance [Sebastiani
2002]. Thus, we are going to use thet of wordsapproach for text categorization in CAIMAN.

Before feature weights are calculated, it has been showe wsbful to perform some transfor-
mations on the collection of terms of a document. One of thregesformations is the removal stop
wordsor function wordssuch as articles, prepositions, conjunctions etc. [Selm2002] as these
terms will not be useful for discrimination between docuisen

Another useful transformation to be donestemmingwhere words are reduced to their morpho-
logical root. A simple, but effective stemming algorithntle Porter stemmerwhich reduces words
to their assumed morphological roots by truncating suffi$ebastiani 2002]. The Porter stemmer is
sufficient for most IR applications.

The most popular way to calculate feature weights istfidé (term frequency inverse document
frequency)¥unction [Sebastiani 2002], defined as

|Dtr|

Lfidf (b, d) =ty di) - Log (S5

(6.5)

wheret f (t, d;) is the number of times term, occurs in documeni; anddf (¢, Dy, ) is the number
of documents irDy,., in which the term¢;, occurs at least once. Thidf function is based on two
intuitions. The first intuition is that the more frequent entés in a document, the more representative
this term is for the content of this documetfttérm frequency The second intuition is that if a term
occurs in a lot of documents of the collection, it is less dismating than a term that occurs only in
a few documentsidf inverse document frequencyT he tfidf weighting scheme completely neglects
any importance of the order of terms in a document. To cateltzature weights,; from thetfidf
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function, thecosine normalizatiors computed:

idf (ty, do)
I (tfidf (8, di))?

Wi = (6.6)

whereT is the set of all terms that occur in any of the document®,in

6.3.1.1 Indexing HTML documents

The structure of HTML documents and hypertext documentseimecal is very different from plain
text documents. The contents of one unstructured plairdmdament are usually distributed over sev-
eral hypertext pages. Thus, HTML documents require spaadaking techniques [Yang et al. 2002].
Although we are not going to use HTML indexing techniqueshie CAIMAN prototype, we would
like to give the reader an impression of how the structureypEhtext documents can be exploited for
text categorization. The main focus of this work and the CAWIprototype implementation, how-
ever, are standard indexing techniques, which make no gdgums about structure or other higher
level document semantics. We aim to show how the same sthiiRlaechniques perform on different
document catalogs, in order to make the results comparable.

As the contents of a hypertext document entity are typicdi$tributed over several hypertext
pages, there is often very little text on an HTML page, whiokld be used for automated classifi-
cation. We have run some preliminary experiments that stiaivat the classification performance
using standard indexing techniques for HTML pages was fsigmitly reduced compared to catalogs
with unstructured documents.

A survey of state of the art indexing and categorization naples for hypertext documents has
been published in [Yang et al. 2002]. The presented appesaekploit the hypertext structure of
HTML pages for classification. As an illustrating examplénofv hypertext structure can be exploited,
we are going to present a brief overview over one hypertetdgoaization approach presented in
[Attardi et al. 1999]. The approach in [Attardi et al. 1999eetively classifies HTML pages by
context instead of content. The context of an HTML documéns defined as all pages which link
to d;. The intuition behind the technique presented in [Attatdile1999] is, that a web page which
refers to an HTML document;, usually contains concise information abayis contents. Especially
the hyperlink itself usually contains a brief synopsis @ imked page. Moreover, other elements in
pages that link t@;, such as for example the title element will also hold valaablormation aboud;.
Context information from pages that link & is then used for classification df. The classification
approach presented in [Attardi et al. 1999] is thus baseti@ifallowing assumptions:

e a web page which refers to a pageontains information abouts contents
e elements that are nested around a link twld information aboup’s content
¢ the information from referring pages is sufficient to clasgi

The classification results presented in [Attardi et al. 1286 promising and an integration of hyper-
text classification techniques into the CAIMAN matching eggeh is a worthwhile field for future
research (see Section 9.2).
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6.3.2 Feature vector dimensionality reduction

The total size of the vocabulary dimensionality of the feature spat€| can become a problem in
automatic text classificatidn The problems that occur with high dimensionality of thetdiea space
are:

e One problem is the sheer complexity of operations that havieet performed for classifier
construction.

e Another problem is, that the document vectors are typicedlyy sparse vectors in a high-
dimensional space and some classifier deduction algorigm@aot suited for that kind of
training data.

¢ A third problem isoverfitting of deduced classifiers. Overfitting is the phenomenon, when a
classifier deduction technique adapts too much to the speatifiracteristics of the training
examples and does not generalize enough to accept docyméith deviate from the training
examples.

All three problems that occur with high-dimensional featgpaces can be minimized, if the dimen-
sionality of the feature space is reduced in some way bdferelassifier deduction. Several applicable
techniques have been proposed and shown to perform eéflgctidowever, dimensionality reduction
bears the risk of neglecting features that are importantacieristics of the respective training doc-
ument set. Thus, the performance of a classifier will deeseiishe dimensionality is reduced too
much.

Generally, there are two approaches to dimensionalityatémtu

e Local dimensionality reduction approaches choose a subset of teTghEor each training class
cj, such that typicallyl0 < |7/| < 50.

¢ Global dimensionality reduction approaches choose a set of terfissuch tha{7’| < |7,
which applies for classification for all classes

The dimensionality of the feature space can be reduced by:

e Term selectiontechnigues choose a subgétof the original term& based on varying decision
criteria.

e Term extraction techniques generate a new term $étwith |7'| < |7|. However, the new
terms in7’ are not necessarily terms frof, but instead have been generated from the terms
in 7 by term extraction techniques.

A simple decision function for global term selection is tleedment frequency functiody (tx, Dy, ),
introduced in Equation 6.5. Only the terms that appear irt aflthe documents in the training set
D, are kept, the other terms are discarded. It has been showitighpossible to reduce the dimen-
sionality by a factor of 10, while not incurring any loss [@sbani 2002].

Typically, for English documents, feature spaces havehtyut)000 — 20000 dimensions.



6.3. TEXT CLASSIFICATION TECHNIQUES USED IN CAIMAN 99

Term set selection with information gain is an elaborate term set selection technique, which out-
performs the simple document frequency approach. The meas$information gainis based on the
notion ofentropyfrom the field of information theory [Manning and Schiitze 9p9

Definition 6.6 (Entropy) The entropy of a discrete random varialdlewith a discrete set of symbols
C is defined as
H(C)=->_ P(C=c) log2P(C =c) (6.7)
ceC

For this definition we also define th@t log20 := 0. We use the symbdl' here, because we are
going to use the definition of entropy with the set of categgm a catalog. However, the above defi-
nition of entropy is a general definition, which does not ambyply to the special case with categories.
An intuitive description of the meaning of entropy is tlsgected number of bits that are required to
encode the outcome of the random variableT8us, entropy is a measure of the amount of informa-
tion in a random variable [Manning and Schitze 1999]. ermation gain (IG)is defined in the
following way in [Manning and Schitze 1999],[Yang and Pedar1997]:

Definition 6.7 (Information Gain) The information gain between two discrete random variakles
and T is defined as :
IG(C,T)=H(C)—-H(C|T) (6.8)

The information gain measure can be interpreted as the ambinformation that can be gained for
the outcome of the random varialflg if the outcome of the random varialdléis known.

We now apply the information gain measure to text classiboatConsider a random experiment
in which a documentd is to be assigned to a class, based on the information thataarceerm occurs
in that document. Let the random varialiledenote the class to whiahis assigned and’ be the
term, about which we know that it occursdnThe information gaif G(C, T') can now be interpreted
as a measure for how valuable the information, that a ceteéaim7” occurs ind, is for the decision to
which class to assign the documentAfter some transformations of definition 6.7 we get [Sebast
2002]:

IG(cj te) = Y. > Plet)- logM (6.9)
te{ty,tr} c€{ci,c} (C) ) P(t)
kylk VRN
wherec; signifies the event that documenis assigned te; andt,, signifies the event that term is
known to occur ind; ¢; andiy, signify the respective inverse eventB(c, t) signifies the probability
that for a random documed, the term¢ occurs ind; andd; belongs to category. P(c,t) can be
estimated by counting documents for which the above holdshgrdocuments in the training set.

IG(cj, tx;) is a measure for how valuable the tetpnis for the classifier decision whether or not
a document belongs to clagg. For dimensionality reduction, terms with a low informatigain
are discarded. As can be seen from Equation BB, t1;) is a dimensionality reduction function
that is local to category;. To derive a global dimensionality reduction function, ais category
independent, either one of the following three combinatiofithe category specific local information
gain functions is computed [Sebastiani 2002]:

IC]

[Gaum(ty) = Y IG(ci ty), (6.10)
=1
IC]

[Gusum(tr) = Y Ple)IG(cisty), (6.11)

i=1
IGaz(ty) = maxglIG(ci,tk) (6.12)
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Global dimensionality reduction by a factor of 100 with théormation gain measure has been shown
to incur no decline in classification effectiveness or eveprove effectiveness [Sebastiani 2002]. We
are going to use global dimensionality reduction based forrimation gain in CAIMAN.

Term extraction techniques are not used in CAIMAN, however, we give a brief overview hesma
term extraction techniques are popular in existing IR mabions. In contrast to the term selection
techniques we have presented so far, term extraction gobsifor dimensionality reduction do not
pick a subset of the original terms, but generate a set ohstintterms which best represent the
chosen document corpus. The intuition behind the creatfiosyiathetic terms is that the original
terms may suffer from problems with polysemy, homonymy aymbaymy and might not be the
optimal independent dimensions for the document featuaeesfSebastiani 2002]. Term extraction
techniques generally consist of two steps: 1) the autoneati@ction of the new synthetic terms and
2) the conversion of the original document vectors into @ectith respect to the new term basis.
Two classes of techniques are presented in [Sebastiani:2@n clusteringtechniques antatent
semantic indexingTerm clustering techniques have been reported to exhibier@2% classification
effectiveness loss with a 1000-fold reduction of terms.ebisemantic indexing has been shown to
outperform term selection techniques [Sebastiani 2008t.0lr catalog mediation technique we do
not employ term extraction techniques. The performanceraf selection techniques is sufficient for
our purposes and term selection techniques are easier tenmapt. For more detailed information
on term extraction techniques, the interested readeresreaf to [Sebastiani 2002] and other sources
cited there.

6.3.3 Construction of text classifiers

A large number of techniques for automatic classifier coigsisn have been proposed in the IR
literature. We picked three of these techniques due to thisiinctive features: 1) thblaive Bayes
technique, because the intuition behind it is straightéody it is easy to implement and has good
runtime complexity characteristics, 2) tiRocchio centroidechnique, because the learning model
allows to represent both categories and documents as adegttctor and thus allows for interesting
combinations, and 3) Support Vector Machine (SVM)pproach, because this technique generalizes
quickly from few examples and has been shown to perform webmall feature spaces as well as
on large feature spaces. The SVM approach, however, is wenplex to implement and has a high
runtime complexity. All three of the chosen classifier camsion techniques are among the best in
terms of classification effectiveness. Each of three chésemniques is going to be introduced in
more detail. For a more recent survey on classifier consgtru¢echniques, the interested reader is
referred to [Sebastiani 2002].

6.3.3.1 Naive Bayes Classifier construction

Naive Bayes Classifier construction is a probabilistic apph. The main intuition of Naive Bayes
classification is that classification consists of two depemdandom experiments with the random
variable D, which signifies a document feature vector aridwhich signifies the class chosen for
classification. In the first random experiment, a documesiiie vectorch is chosen, in the second
random experiment, the classto whichd_; belongs, is chosen. The Naive Bayes classifier estimates
the conditional probability?(C' = ¢;|D = dT») that documentl; belongs to class;. This probability

for classification of new documenta posteriori probability can be estimated using term statistics
in documents of the training corpua priori probability), based on the assumption that occurrences
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of different terms in the training documents are indepehdem each othér Although this as-
sumption is not realistic for natural language documentsas been shown not to hurt the qualitative
classification performance of the Naive Bayes classifier.

In the following, we are going to abbreviate the assignméat@lue to a random variable simply
by the value itself, i.e.P(C' = ¢;) will be abbreviated byP(c;). The basis of the Naive Bayes
classifier is Bayes’ theorem, through which the requiredability can be expressed as

P(c;) - P(djle;)

Plald) = ===

(6.13)

whereP(ci|d_;) is the conditional probability that if the term vector of dmeentd; is d_; d; belongs
to categorye;. We now need to calculate the terms on the right hand side vt 6.13 from the
training data to get the desired probability on the left haidg of Equation 6.13.

To estimateP(d_ﬂci) from the training documents, tlterm independence assumptismeces-
sary: the document term vecthjr is known to be in clasg;. The term independence assumption says
that the occurrences of single tertys € 7' for k = 1,...,|7’| in a documenti; are statistically
independent from each other.

We also assume the single terms in a document to be multitigrdiatributed. The multinomial
model along with the multivariate Bernoulli model are teristiibution models, which allow to take
into account multiple occurrences of terms in one documénése models have been shown to out-
perform plain binary occurrence binomial event models [Mdit@n 1998]. The multinomial model
sees a document as an ordered sequence of word events, whittaan from the same term sEt.

It is assumed that the document lengths are independent aftiegory, to which the documents be-
long. The term independence assumption also includes thi&ipia occurrences of the same term are
independent from each other. We can express the probadsiitpnate for the occurrence of a certain
document, given its category and assumed multinomial testriltltion as presented in [McCallum
1998]:

-
dj = (djla' i adjk?’ s ’dj\T/‘)

17" £ d;

Jp— — — P(tk’Ci) ik

P(djle;) = P(ldj]) - |dj]! - Hid-k' (6.14)
k=1 IR

whered;;, is the weight or term coefficient of termp € 7' and7" is the reduced term set of the
training document set after dimensionality reduction.

P(|d_;|) is the probability that a random document consist@f terms in total. If there are
documents of IengtrtTj\ in the training set, we can estima@é@]) ~ n/|D|. Finally, the probability
of a term occurrence given a class membership of a documettecastimated by a Laplace estimate
as shown in [McCallum 1998]:

D
1 + ZL’:‘l djk . P(Ci‘dj)

77|

P(tk|ci) = , D]
[T + Xt 22521 djm - Pocildy)

(6.15)

Note thatP(c;|d;) for a givend; is eitherl if d; belongs toc; or 0 if not. Thus, informally put,
Equation 6.15 approximates the number of occurrences mf#gin classc; divided by the number

“The term independence assumption is the reason for thdigatdin of the Bayes classifier as “naive”.
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of all term occurrences in class. Only P(c;) remains to be estimated from the training data and is

given in [McCallum 1998] as:

D
- PPy
D

P(CZ) =
Equation 6.16 represents the fraction of documents in #ieitig set that are in clasgs.

We have now estimated all terms on the right hand side of kmuét13 except fonP(d_;) in the
denominator of Equation 6.13. The probabilifg(d_j)) is the same for alt;, and thus does not make
a difference in the classifier decision. Consequerﬂy@) is commonly not estimated for Naive
Bayes classifiers. However, this also means that the negudtstimate of Equation 6.13 cannot be
interpreted as a probability anymore. Similar to Equatiohdhd with Equation 6.13, we re-define
the Naive Bayes classifier as:

(6.16)

dp(dj,c;) = P(ei)- P(dj|e) (6.17)
(i)B(djacz‘) _ {T if c; = C;c : (b(dj,cz) > (b(dj,ck) Ve, € C (618)
F  otherwise

gz@B(dj, ¢;) can not be interpreted as a probability. The classtfigrthen simply chooses the category
¢;, for which g?)(dj, ¢;) has the maximum value among all arguments

The Naive Bayes approach is easy to implement and has a laineugomplexity, while main-
taining good classification performance [McCallum 1998]disadvantage of the Naive Bayes clas-
sifier is that it is very much prone to overfitting. Overfittingeans that a classifier learns the exact
characteristics of the given examples and does not gereratiough to recognize unseen texts as
relevant [Sebastiani 2002]. In the Naive Bayes approaehtrtining and classification phase cannot
be separated.

6.3.3.2 Support Vector Machine classifier construction

The Support Vector Machine (SVM) technique is a machineniegrtechnique, which has first been
used for text classification in [Joachims 1998]. The geoimétterpretation of SVM learning is
finding a hypersurface in|g |-dimensional space, in which the documents are represasteelctors,
such that the hyperplane separates the positive trainiamgbes in the best way from the negative
training examples. To explain this interpretation in moetadl, we present an example with| = 2,
which can be seen in Figure 6.2 (see also [Sebastiani 2002]).

Figure 6.2 shows a 2-dimensional space with positive tngigxamples represented by-essym-
bol and negative examples byaymbol. The straight lines represent the possildeision surfaces
|7| — 1-dimensional hyperplanes, which separate the positiva ftte negative examples. Among
all decision surfaces, SVM learning finds the decision serfs, which separates the positive from
the negative examples with the maximum margin. The maximwargm is defined by the maximum
possible translation of;, such that the separation property remains. In Figure B& two lines
parallel toS; represent the maximum possible translationSgfas they just touch the positive and
negative training examples closest4p- any more translation and a positive example would fall into
the set of negative examples or vice versa. The positive agdtive examples which are closest to
the decision surface and define its position are highlightegmall boxes around them in Figure 6.2.
These defining examples are callkgpport vectors

If the examples are divided by a linear function, as in Fighu® one speaks of linear kernel
SVM. Kernel functions with higher degreds,,,, are possible, but experimental results showed that
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FIGURE 6.2: Support Vector Machine learning: finding the best hglaare (adapted from [Sebastiani
2002)).

linear kernel SVMs perform better [Etzold 2003]. If the triaig examples are not separable using
the chosen kernel, a caost,,,, can be assigned to each falsely classified training exam@#litfind
an optimal separation. More details on SVM text classiftcattan be found in [Joachims 1998] and
[Yang and Liu 1999].

SVMs have three important advantages for text classificgfloachims 1998]:

o feature selection may not be necessary, as SVMs scale vikllaxge feature spaces. Moreover,
SVMs are not prone to overfitting to the training examples.

¢ no effort is necessary for parameter tuning, as there isaetieally motivated choice for SVM
parameters, which has been shown to deliver best results.

e The superior performance of SVM based classifiers has baeordgrated in [Joachims 1997],
[Joachims 1998] and [Yang and Liu 1999].

A disadvantage of SVMs for text classification is their tragnspeed. Due to the complexity of
the algorithm, SVMs in their basic form could not competetwather approaches presented here in
terms of runtime. However, it has been shown that throughmigeations, SVMs can compete with
simpler classifiers such as Rocchio [Dumais et al. 1998]. AXiMSlassifier is more complex to
implement than the Naive Bayes approach. In the CAIMAN imatation, we use the optimized
SVM implementation presented in [Chang and Lin 2001].

6.3.3.3 Rocchio Centroid classifier construction for conta aware classification

The Rocchio Centroid [Sebastiani 2002] can be seen as aocategpresentative vector, the purpose
of which is to represent a category with all of its document®me vector. The Rocchio Centroid

classification technigue is not used as a classifier in CAIMAiStead, we use the Rocchio Centroid
as a category representative vectordontext aware classification Context aware classification is a

classification approach, that takes information about theece category of a document into account
for classification. Context aware classification has firsinbdesigned for classification in [Groh 2001,
Lacher and Groh 2001] and is described in more detail in Se&i5.3.1.
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The Rocchio Centroid as category representative vectamistaucted as follows. Let; represent
the Rocchio centroid vector for categary which holds the set of documents < ¢;. The individual
componentg? of the Rocchio Centroid vector for each term featyrare then calculated as:

Qf _h Z Wi N Z W (6.19)

— ||{dj€C7j}H {djECz’} a H{dﬁfc?}H {djgci}

wherewy,; is the weight of the featurg, in documentd; and 3 and~ are weight parameters. The
intuition behind the calculation is, that the first term eg@nts a weighted average vecuertroid

of all documentsi; € ¢; with weight 3. As the Rocchio centroid is usually used for classification,
a second term has been introduced in Equation 6.19, whitle igeighted average of all documents
d; & c; with weight~. The second term is introduced to improve discriminatiotween categories
for classification. Experimental results in [Joachims J3$bwed that for classificatio = 16 and

~ = 4 are a good choice.

6.3.4 Multi-category classification

As all of the presented classification techniques come froinfarmation Retrieval background, they
are not especially suitable for multi-category classifarat In their basic form, the classifiers decide
whether or not a document belongs to a certain category -onehich category among a number of
categories. However, with some variations, they can ebsilgdapted for classification with multiple
destination categories.

Naive Bayes classification can be adapted to multi-categog( classificdiy a simple modification.
For each category, the classifier estimates the probaltiity|d; ), as shown in Equation 6.13. The
Naive Bayes classifier is adapted to multi-category clasgitin by simply choosing the, for which
P(c;|dj) is maximal among alt;, as shown in Equation 6.17.

Vector-based classification techniques like SVM, another approach is required. Two different
approaches have been referred to in [Chang and Lin 2001]orkeagainst-onepproach and the
one-against-allapproach. In thene-against-onapproach, fok categoriesk - (k — 1)/2 classifiers
are constructed, one for each pair of categories from thggnadi catalog. After having trained the
classifiers, the new and unseen documents are given as path of the trained classifiers. Each
positive classification decision of a classifier counts agta for the respective category. For the final
classification decision, the category with the maximum neinds votes is picked. The application
of the one-against-on@approach to SVM is described in more detail in [Chang and 0012. In the
alternativeone-against-alapproachk classifiers are trained, one for each categgrirhe documents
in categoryc; are used as positive training examples, all other docunierte catalog as negative
examples. Again, the single document classification detésare counted as votes in favor or against
the respective category. In [Chang and Lin 2001], expertemtrat show the superior performance of
the one-against-on@pproach are referenced. Thee-against-on@pproach has been implemented
in the SVM implementation presented in [Chang and Lin 200djjch we use for the CAIMAN
matching implementation.

6.3.5 Information retrieval performance measures

Evaluation of text classification techniques is typicalbrfprmed experimentally rather than analyti-
cally. The reason for the experimental evaluation lies énghbjective nature of the text classification:
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to which category a document should belong is a decisiondiffatent users will take with different
outcomes [Sebastiani 2002]. Evaluation measures for tagsification consideeffectivenessi.e.
whether a classification is right or not, instead of runtirfiigiency. All measures presented here rely
on the advance availability of information about the actmtect classification of documents.

Precision and Recall are the most popular measures for both Information Retreevavell as text
classification evaluation. They are defined in the followivay in [Sebastiani 2002]:

e Precisionwith respect to category is defined asP( ®(d,, ¢;) = T'| ®(dy, ¢;) = T').
e Recallwith respect to categonry; is defined as?( & (d,, ¢;) = T | ®(dy, ¢;) = T).

These two probabilities can be estimated usiogtingency valugsvhich are defined in the following
way:

TP = |{dj|<i>(dx, ¢i) =T AN ®(dy,c;) = T} (true positive classifications).
FP; = |{d;|(

)
dg,c;) =T N ®(dy, c;) = F}| (false positive classifications).

FN; = |{d;|®(dy,c;) = F A ®(dy, ;) = T'}| (false negative classifications).
TN; = |{dj|®(ds, ;) = F A ®(dy, ¢;) = F}| (true negative classifications).

The different contingency values can be summed up by singiyparing the prediction of the clas-
sifier ® to what is known to be the correct classification decigiorThe estimateg; of recall and;
of precisionfor categoryc; are then defined as:

. TR TP

,: . . 6.20
T TP, + FP;’ Pi TP, + FN, ( )

To calculate the values gf and 7 for a complete catalog, the values for single categorie® hav
be averaged. Two different averaging techniques with wiffe characteristics have been described
in [Sebastiani 2002]:micro-averaging and macro-averaging In micro-averaging the individual
contingency values are first summed up over all categoridsttzreafter,s) and 7« are calculated
analogously to Equation 6.20. inacro-averagingthe values op and# are calculated as the average
of the p; and #; over all categorieg;. These two averaging techniques may deliver substantially
different results for the same classification experimesgeeially if the test catalog contains categories
with large variations in category sizes. Macro-averagimgpleasizes the performance of a classifier on
categories with few test documents, since small categhees the same weight as large categories in
the averaged value. Micro-averaging values instead aréndded by the performance of a classifier
on large categories. Neither one of the two measures canrsdened superior to the other, they
just have different characteristics. In fact, in order tegemt a complete and balanced picture of the
performance of a classifier, it is advisable to show the \&ahfeboth averaging techniques. We are
going to present the results of our experiments in Sectiosirgboth averaging techniques.

Accuracy is another performance measure, which is frequently usdR iliterature. There are
several different mathematical definitions for measuresméd accuracy One definition is given

in [Sebastiani 2002] asl = 7p—A4~rpr7y- IN our opinion, this measure only makes sense in
an IR setting, in which a classifier decides whether a doctiibelongs to a category or not. The
more documents and categories are involved, the ldfférbecomes in comparison to the other
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terms involved. For large catalogs, the accuracy measliteslg to deliver values close tb, almost
independent of the actual classifier performance. It has brewn in [Yang and Liu 1999] that with
the above accuracy measure, a classifier that rejects alhusas for all categoriedrivial rejector)
tends to outperform all non-trivial classifiers. A diffetatefinition foraccuracythat much resembles
our definition ofprecisionis used in [Agrawal and Srikant 2061]

F-Measure. As can be seen from Equation 6.20, there exists a trade-bfifdlea recall and preci-
sion. Therefore, one of the two measures by itself will natviite a complete picture of classifier
performance. Thé}; function [van Rijsbergen 1979] (also called F-measure)riseasure that com-
bines the measures precision and recall:

(°+1)-7-p

F =
STy

(6.21)
where 3 can be interpreted as the relative importancer &nd p respectively. Fod = 1, equal

importance is attributed t@ and p, which is why we used thé’; measure in our experiments in
Chapter 8.

6.4 Overview of the CAIMAN catalog matching approach

We have compared document granular catalog mediation égaat granular catalog mediation in
Chapter 5. Category granular approaches have a humber aftages over document granular ap-
proaches in our scenario. Existing text classification nages can be used for document granular
mediation. However, none of the existing matching techesgfor conceptual structures is directly
applicable in a category granular mediation approach fosoanario (see Section 6.2).

We introduce the novel CAIMAN catalog matching approachiciiwe use for category granular
mediation in our scenario. Using the CAIMAN catalog matchapproach for catalog mediation has
the inherent advantages of a category granular mediatiproaph (see Section 5.3.2). The CAIMAN
matching approach also fulfills the application requiretaari the knowledge exchange services (see
Section 5.1.2):

1. Our matching approach allows to convey all kinds of knalgke mentioned in the application
requirements.

2. The matching quality and thus the mediation quality ofapproach is high (see Chapter 8).
3. The matching approach can cope with changing catalogotmefficiently.
4. Our matching approach scales well with large catalogs $&ztion 8).

The CAIMAN matching approach uses the document contentstl@ngeneric catalog structure to

calculate catalog matchings. Name labels are not used éocdlculations, because they are too
subjective in our scenario and would impair the matchindityua

5The definition ofaccuracyin [Agrawal and Srikant 2001] anthicro-averaged precisiohere are incidental, if all
documents from the test catalog are assigned to a categongdilassification.
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The calculation of the catalog matching M as defined in Section 6.1.1 is performed in the CAIMAN
approach in three consecutive phases:

¢ Inthedocument categorization phasgthe user catalog is indexed and classifiers are trained for
the user catalog. Using the trained classifiers, the claa8di result for a subset of documents
from each category in the community catalog is calculatedis phase serves to establish an
initial connection between categories by document caizgfion.

¢ In thecategory correlation phasethe document categorization results from the categdvizat
phase are used as input for the computation of initial vabigle similarity functiono. The
initial values ofo are calculated for all category pairs in the cross produth@liser categories
and the community categorig®’ x C¢. The initial similarities are calculated by a voting
approach.

e Thestructural matching phaseconsists of two different sub-phases:

— Thesimilarity improvement phasetakes the initial category similarities as input to calcu-
late improved similarities between user and communitygmaies. The improved similar-
ities are calculated by exploiting the graph structure dfilsatalogs using graph matching
techniques.

— The match candidate filtering phaseapplies the service specific filter functioF< to
filter out the final category match pairs.

An overview of the three phases and the respective stepsimmease can be seen in Figure 6.3.

CAIMAN Catalog M atching Phases

Document N Category N Structural
Categorization Correlation M atching
Phase Phase Phase
Classification Catal

/\ results /\ matching

Community Match

document candidate

categorization filtering

)
)

User Similarity
o catalog Docu.me nt estimate
training voting improvement

(B (C) N //\ PEaN
Q @ e @ User and Catalog ron
i ategory
@ cogrt‘:ll:ny indexing similarities
LMW N\ N\ /

FIGURE 6.3: Phases of the CAIMAN catalog matching approach

Our matching approach as described here takes two catadoggpu@t for the calculations and
outputs a final catalog matching. One of the catalogs is awa/user catalog, the other is the catalog,
for which a matching with the user catalog should be caledlatby default the community catalog.
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Both catalogs are structured as presented in Section 2.8l contain the respective documents
or references to documents. We assume that no preparatonjatisns have been made, i.e. the
calculation sequence described here resembles a situatiamich the two catalogs have just been
chosen by the user for mediation.

6.5 Document categorization phase

The categorization phase consists of three consecutige: atser catalog indexing, user catalog clas-
sifier training and community document categorization. ifldexing step brings the documents from
the user catalog into a format that allows the machine lagrtéchniques presented in Section 6.3 to
be applied. Then, classifiers for the user catalog are tlairilh documents from the user catalog. A
subset of the documents from the community catalog are @aregl with respect to the user catalog
using the trained classifiers. The classification res&dt&, c;) for a set of community documents
d; € D¢ and user categories € CU are calculated using the trained classifiers. In the folawive
are going to describe the three consecutive steps of theifatation phase in more detail.

6.5.1 Catalog indexing

The machine learning techniques applied in the CAIMAN migigtapproach require documents to
be indexed as feature vectors. The indexing procedurestsrtfithe following steps:

e Plain text conversion: the documents are converted from their respective sourceats to
plain text documents, e.g. from Postsctift ASCII representation.

e Stop word removal: terms, which occur in almost all documents and thus do nat dascrim-
inative power, are removed from the documents (see SectB)n Bypical stop words are for
example “and”, “or” and “that”.

e Stemming: terms are reduced to their morphological root. Stemmingravgs the classifi-
cation performance. In our mediation approach, we applyreePstemmer (see Section 6.3).
“Querying’, for example, would be reduced to “query” in theraming step.

e Feature vector construction: each term, which occurs in the whole document corpus, is con-
sidered one dimension in a feature space. Each documenbeaberepresented as a vector in
the feature space (see Section 6.3), with word occurrenaet€as the vector coefficients.

e Feature weighting: the features of the document vector are weighted accordirteir im-
portance and discriminative quality for the document. We a#fidf weighting scheme (see
Section 6.3).

e Feature vector dimensionality reduction: As a large feature space has negative influence
on runtime and space requirements complexity, it is delgreoreduce the dimensionality of
the feature space. The CAIMAN matching approach uses tlhenation gain measure (see
Section 6.3) to pick the most discriminative features amdawe the less significant features.
This way, only the features which contribute most to the rifisination between classes, are
kept and the used term set size is effectively reduced.

5Trademark of Adobe
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The above indexing sequence works well for long documeikts for example scientific papers,
which are stored as unstructured plain text. However, ftalogs with hypertext documents, such
as HTML documents, special indexing techniques are regjsee Section 6.3.1.1). However, our
focus in this work is on unstructured documents.

6.5.2 User catalog training

In the catalog training step, an automatic text classifigaisied on the categories of the user catalog.
The trained classifiers can then be used to calculate thgfatation results for a subset of documents
from the community catalog and categories in the user aatalbiese classification results serve as
an initial connection between the categories.

The CAIMAN matching approach can use various approacheddssifier training, among which
Naive Bayes, Support Vector Machines, k-Nearest-NeighRorchio/Cosine Similarity techniques
(see [Sebastiani 2002] for the latter two) have been impteetein the CAIMAN mediation prototype
(see Section 8.3). In our experimental results, howevepnig present experimental evaluations for
Naive Bayes and SVM as those two best represent the extrentles trade-off of simplicity versus
matching quality (see Section 6.3.3.2).

As neither Naive Bayes nor SVM classifier training can deahierarchical catalogs, catalogs
have to be flattened for classifier training. In order to alkbvw distinction of categories with the
same name label in the hierarchical catalog, the path frent&italog root to the category is used as
category label in the flattened catalog (see Figure 6.4).

Hierarchical Flat category list for classification
Catalog N
Regional

Regional. USA

Regional. USA.X

Flattening

Regional. USAY

mm

Regional.Germany Regional.Germany.Z

FIGURE 6.4: Flattening of hierarchical catalogs for classificatio

As the final catalog matching of the CAIMAN matching approdstlsymmetric, the classifiers
could technically as well be trained on the community catgh However, we do not assume any of
the involved community/global catalog servers to be caapar enough to offer document classifica-
tion for large numbers of users. Moreover, instead of justdassifier for the user catalog, classifiers
for each community catalog would have to be trained (seeSdstion 5.3.2).

6.5.3 Community document categorization

Preliminary categorization results. After the classifiers for categories in the user catalog have
been trained, the classification resutsl;, ¢;) for documents from the community catalog can be
calculated with the trained classifiers. We use the muttgary classifier adaptations presented in
Section 6.3.4 in the CAIMAN approach. The classificatiorulissare seen as preliminary suggestions
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for the assignment of community documents to user categyofiee classification result is of a purely
preliminary nature, because the final assignment will berdghed by the final category match.
Instead, the preliminary document assignments are useleakafsis for the calculation of initial
category similarities. For this purpose, each preliminasgignment of a document from category
¢; € C° of the community catalog to a categary< C* in the user catalog is counted as a vote for the
similarity betweerr; andc; (see Section 6.6).

Document subset categorization. We have seen in Section 5.3.1 that for a document granular me-
diation approach, all documents from the mediated catdiagse to be transferred to the user’s work-
station for classification. The same document transfer evaatually be necessary for our category
granular approach. However, we avoid this problem by siroply using a subse®’ C ¢; € C¢ of

all documents in each community categeryfor classification. This way, only the document subset
D; has to be transferred to the user.

Since we are going to use the preliminary classificationligsa establish the initial category
similarities, it is possible that the categorization of ttacument subset will lead to different initial
similarity results than the categorization of all docunseitowever, we claim that a document subset
sufficiently represents the whole category for classificator the following reasons: firstly, document
classification itself is deterministic and is based on tetatigtics of the classified document and the
trained categories. Thus, in the process of classifyingbaetiof documents from a category, only the
choice of which documents to classify is random. Hence, theige question that we need to answer
is: can a subset of randomly picked documents of a categprgsent the category sufficiently well
with respect to the overall term statistics of the categoW€ can answer this question positively,
using experimental evidence shown in Chapter 8. There, Weshow that training a classifier on
a subset of documents of a category is sufficient. As classifining is also just based on term
statistics of the documents, we can say that the experitesialts show that a subset of documents
in a category can represent the complete set of categoribsegard to term statistics.

Even though we can say that only a document subset of eadjocateas to be transferred in
our category granular approach, we cannot say much abottaitteon or even absolute number of
documents to be transferred. Moreover, even if the decreasmall, a reduction of the classified
documents will always reduce the matching quality. As déffe users will have different preferences
concerning the document transfer / matching quality traiflese claim that choosing a fixed fraction
of documents does not make sense. We propose a user-altjysdadameter for this purpose.

6.5.3.1 Context Aware Classification

In order to further improve classification quality, we use &pproach ofontext aware classification
which has been proposed and demonstrated to bring a clasisfficmprovement for a Rocchio clas-
sifier in [Groh 2001] and [Lacher and Groh 2001]. We use thd@edraware classification approach
with an SVM classifier, because the SVM classifier performteb¢han the Rocchio classifier.

The intuition behind the context aware classification apphois, that documents that are in the
same source category as a documgnshould influence the classification decision fr because
they provide a valuable context fdy.

For context aware classification, a community categoryesgmtative vector is calculated for
each community category. The context aware classificagohrique is applicable for all classifi-
cation approaches that use document vectors for clasgificathe idea is to combine the category
representative vector with each individual document weasaa linear combination of the two vectors
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before classification:

d=a-e+(1-a)d (6.22)

whered; is the document vectoe; is the category representative vector of the source catexjat;,
anda is the weight of the category representative vector in thegi combination. The new document
vectorsd_§ are now used for classification.

We apply the context aware classification technique for S\Vddsification, which also uses doc-
ument vectors for classification. We use the Rocchio cahtfgée Section 6.3.3.3) as the category
representative vector.

Note that the classification decision is still taken indefearily for each individual document. The
classification decision is merely influenced by the lineanbimation. Thus, context aware classifica-
tion can also be used for document granular mediation.

Having calculated the classification functié(di, ¢;) for the subseD; of documents we are using
in each category, we can now use the results as input to thgargtcorrelation phase.

6.6 Category correlation phase

In the category correlation phase, the initial categoryilaiity valueso;(m;) for all category pairs
m; € C% x C¢ are calculated. The calculation is based on the classditadisults for the documents
from the community catalog. Each documépte c, with ¢, C CC that is preliminarily categorized
into ¢, € CY is counted as one vote for the similarity @f and cy. The category similarity phase
considers the community and user catalogs as flat lists efodes without catalog structure so far.
For each category match pait; = (c,, c,) with ¢, € CY ande, € C, the initial similarity value
oi(cs, cy) is calculated as follows:

Vidy,eo) = {1 f &(dy,ca) =T (6.23)
0 otherwise

dkgc'y V(dk7 CJ})

(6.24)
|cy]

oi(Cas Cy)

where|c,| signifies the number of documents in categayy

For the Naive Bayes classifier approach, using the calaulptebability valuesP(C = ¢;|d;)
instead of the functio® in Equation 6.24 would intuitively give a more accurate tesnstead of a
yes/no vote, a gradual agreement with values ffom] would be used. However, as mentioned in
Section 6.3.3.1 the estimations in the Naive Bayes apprdactiot include the exact calculation of all
terms. Since the CAIMAN prototype uses an external impleaten of the Naive Bayes approach,
we have little influence on the estimation procedures ansl safer to use the decision functidr
instead ofP(C' = ¢;|d;).

The resulting category similarities can now be used in two ways. For catalogs without structure,
i.e. which consist of a flat list of categories, the categgnye C¢, for which o(c,, c,) is maximal
among allc, € CY, can be picked as the final match f@r. In this case, the matching process is
finished. For catalogs with hierarchical structure, thédahgsimilarity value pairs can now be fed into
the structural matching phase for further refinement of thlarity values and final selection of the
category matches by filtering.
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6.7 Structural matching phase

The final phase in the CAIMAN catalog matching approach isdnectural matching phase. The
intuition behind the structural matching phase is that tileudation of category similarities we have
presented so far is error-prone and ambiguous by nature.infti@ similarity calculation in Sec-
tion 6.6 may deliver erroneous results or several equally vaatch proposals. The accuracy of
the initial similarity values is dependent on the limitecca@cy of the described text classification
techniques. Thus, what is required, is some second sourggdomation about category similarity.

In CAIMAN, no category labels are used for category matchisg we claim that category la-
bels tend to be misleading and would often hurt the categ@aicining accuracy more than improve
it. However, the graph structure of catalogs expressesrigeatalog independent relationships be-
tween categories, which can be used for improvement of thhetmeccuracy. Intuitively, errors or
ambiguities in the similarity calculation for two categegican be amended, if the similarity of their
local catalog graph neighborhoods is considered. Our aim é&xploit the catalog graph structures
for improving the calculated similarity values. Hence, ta¢egory similarity values; calculated in
the category similarity phase are seen as a first approximafi the final similarity values, which
are calculated in the structural matching phase.

Obviously, the more is known about the meaning of relatiggsshetween categories in the catalog
graph, the more they can contribute to the correctness dfithiéarity calculation process. Unfortu-
nately, unlike in formal ontologies (see [Noy and McGuin2681]), the categories and relations in
document catalogs tend to have unclear semantics, as falatjon meanings are more convenient
for the user during definition as well as during usage. Moeeaaven if there were formal semantics
underlying the catalog graph, a user without educationekdp@und in Knowledge Representation
is unlikely to describe the semantics of her catalog in adefitly formal way to allow methods of
machine deduction to operate on them, as often proposedafogyg matching approaches (see Sec-
tion 6.2). Figure 6.5 shows an example part of a typical damninsatalog, in which all relations are
namedsub-categorybut their real formal meaning varies.

Edge Semantics:
required -for

Edge Semantics:
hold -information -about

Edge labels:
sub-category

Direc-
tories

FIGURE 6.5: Ambiguous formal meaning of category relations witinedabel

The ambiguities of labels and meanings within a cataloglyesp unavoidable. In addition, there
are the differences in meanings between different catal®pss, for our purposes we can only use
information that is inherent and uniform in all catalogs.eDa the hierarchical structure of document
catalogs, the notions gfarentandsibling in a catalog graph are unambiguous. We use those tree-
inherent notions for improvement of the category simijaviilues in the structural matching phase.

In order to be able to exploit the catalog graph structuites,catalogs first have to be prepared
with the help of the user. These steps have partly already tescribed in Section 6:

e The user chooses one perspective in both matching candiditi®gs.
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e The user identifies those edges in the match candidate gataltich can be subsumed under
the parentnotion (i.e. removing edges, which cross different perspes in the catalog).

The result of these two steps are two catalogs, in whictptirentof a node is unambiguously de-
fined. The CAIMAN matching approach includes two differegthiniques to exploit the catalog graph
structure for category matching. We are first going to preasimple structural approach to matching
improvement that makes direct use of fharentrelations in the catalog. Additionally, we are going
to show how theSimilarity Flooding[Melnik et al. 2002] algorithm, an elaborate graph matching
algorithm, can be used to improve category matches in CAIMBkperimental evaluations for both
approaches will be presented in Chapter 8.

6.7.1 Similarity estimate improvement through similarity inheritance

The intuition behind the simple structural matching altfori is shown in an example in Figure 6.6. In
the example, we aim to find a matching category in the commuaitalog for the category; € C“

in the user catalog. After the calculation of the initial 8arities, o;(cq, cy) is maximal for all
categories: € C¢. Let us assume that, would be the correct match, but the similarity(ca, ) is
slightly higher tharv;(cq, cz.). This can happen for exampledf;, c;, andcy all contain documents
about cooking, buts andc¢; contain documents about camping, whereasontains documents
about indoor hobbies in general.

Community
Catalog

User
Catalog

QourILIdYUI

FIGURE 6.6: Intuition behind the simple similarity inheritancegatithm

Our simple similarity inheritance algorithm aims to impeaie accuracy of the category matches
by propagating similarities from the catalog root down te thaves bysimilarity inheritance The
similarity inheritance algorithm adjusts the similarstief all initial category match pairs. We calculate
the final similarity of a category match pait = (c,, ¢,), with ¢, € C* andc, € C¢, given its initial
similarity, in the following way:

Ufinal(cah Cy) = QG- Uinitial(cza Cy) + (1 - ai) : Uinherited(cz7 Cy) (625)

Tinherited(Cy,Cy) = Ofinal(parent(cs), parent(cy)) (6.26)

whereq; is a parameter, which adjusts the weight of the inheritedlaiity in contrast to the
initial similarity. In our example in Figure 6.6, the simily o(cc,cr) is higher thano(cc, cy).
These two similarities are inherited down the tree, such ttiefinal category match pair with the
highest similarity is(cg, cr). The similarity inheritance algorithm has no restrictianserms of
catalog structure of the matched catalogs. Differencelsdarcatalog structures between two matched
catalogs do not hinder the calculations. The final simifastcalculated for all category match pairs
in the catalog matching.
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The simple similarity inheritance approach considers #talog structures of the match candidate
catalogs in a limited way. The only graph features that imfb@ethe similarity of two categories are
the respective paths from the match candidate categorib® tcatalog root category. This root path
arguably covers the most important neighborhood inforomafor a category, but other neighbors
of a category are potentially important for the match decisas well. Taking into account a larger
graph neighborhood requires a full-fledged graph matcHuopgyrithm. This issue is tackled in the next
section, in which we explain how the versatile graph matghilgorithmSimilarity Flooding[Melnik
et al. 2002] can be applied in the CAIMAN catalog matchingrapph.

6.7.2 Similarity estimate improvement through Similarity Flooding

The simple similarity inheritance algorithm describedaboonsiders only parts of the graph struc-
tures of two match candidate catalogs to improve the matabreter, its output is most likely not
a globally optimal match for all categories in the catalo§s.amend these two shortcomings of the
simple structural matching approach, we apply a versatdplymatching technique, which has been
presented in [Melnik et al. 2002], for structural catalogching. We are going to show how this tech-
nique, calledSimilarity Floodingcan be employed in the context of the CAIMAN catalog matching
technique.
The Similarity Flooding algorithm divides the matching pess into two phases:

1. Improvement of the initial similarity values
2. Filtering of the resulting category match pairs.

Input to the Similarity Flooding approach is a cross prodiittx C¢ of the set of categories in the
user catalog:, € C" and the set of categories in the community catalpg= C¢ with respective
initial similarity valuess;,tiqi(cz, ¢y). The initial similarity valuesr;(c,, ¢,) for elementgc,, ¢, ) in

the cross product are the output of the category similatigse. The improvement phase attempts to
improve the similarity values by propagating similaritiesthe full catalog graph structure on both
sides. The filtering phase then filters out one or severalhmaaas, depending on the requirements
of the respective CAIMAN knowledge exchange service (sexti@e4) and/or considering global
optimality and other constraints.

propagated
similarity

Community
Catalog

User
Catalog

—»  similarity similarity e
=) propagation

FIGURE 6.7: Intuition behind the Similarity Flooding algorithmgsented in [Melnik et al. 2002]

Figure 6.7 shows that categories and¢; exhibit an initial similarity of ;0 (co,cr). The
intuition behind the Similarity Flooding algorithm is, thié ¢ andc; are similar, probably graph
neighbors of:- are similar to graph neighbors @f. Thus, the similarities of categories are propagated
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in the graphs by the Similarity Flooding algorithm to theeggiry pairs(ca,cm) or (cg,cr) for
example. Abstracting from the example in Figure 6.7, theil&nity Flooding algorithm propagates
all initial similarities in the graphs to neighboring cabeg pairs. How this propagation is achieved
and what neighboring category pairs means exactly, will hevexamined in more detail.

Improvement of Similarity Values. In order to explain how the Similarity Flooding algorithm
can be applied in the CAIMAN category matching approachs iiist necessary to explain some
more details about the Similarity Flooding algorithm. Fig®.8 describe the different steps of the
Similarity Flooding algorithm by an adapted example frome]Mk et al. 2002].

User || Comm. Pairwise Induced Mapping
Catalog || Catalog | |Connectivity Propagation Fixpoint Values

= 10

0.69
S S 0.39
033 (CP

FIGURE 6.8: Similarity Flooding example pass (adapted from [Melket al. 2002])

Pairwise connectivity graph. On the left hand side of Figure 6.8, two small example cattzn

be seen. The example catalogs have edges laheledparentands for sibling. In the first step, a
so-called pairwise connectivity graph (PCG) is createce PBG consists of the following elements:
((czscy)ye, (chscy)) € PCG(CY,CC) <= (ca,e,¢;) € C* and (cy,e,c,) € C°. Each node in the
PCG is called a map pain € C* x C¢. Map pairs are connected by edges, which indicate that two
map pairs ar@eeighboringmap pairs, and their similarity should influence each othsrcan be seen
from the formal definition of the PCG elements, two map paies@nsidered neighboring, if and
only if the involved original categories are connected veithedge, which has the same label in both
the user and the community catalog.

Induced propagation graph. The next step is the creation of a so-called induced projmggtaph
(IPG). The induced propagation graph represents the @irescand weights of the propagation of
similarities among the map pairs. The IPG is created fromP86 in the following way: for each
directed edge in the PCG, the IPG includes the original edgecdl as an additional edge connecting
the same map pairs with opposite direction. Each edge ibuwgttd with a propagation coefficient in
[0, 1], which signifies how well the similarity of a map pair is prga#ed along the respective edge.
One possibility to calculate the propagation weights isviendy distribute a weight of among all
outgoing edges of a map pair, which have the same label. Toglaton of the weights is explained
in more detail in [Melnik et al. 2002].

The propagation of similarities in the graph is the next step in the Similarity Flooding ajpgio
The Similarity Flooding algorithm iteratively calculatasseries ot (c,, cy) values fori = 0---n
for all map pairs in the induced propagation graph. The ti@materminates, when the Euclidean
length of the residual vectar™ — ¢~ becomes less than a given constante. if none of the
o values changes substantially from one iteration to anothereach iteration step, the similarity
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value o’ (c,, c,) of a map pair(c,, ¢,) is calculated as the weighted sum of the map pair's previous
similarity valueo®~!(c,, ¢,) and the previous similarity values ! (c,, c,) of all neighboring map
pairs in the IPG. More details on the fixpoint computation difterent weighting schemes can be
found in [Melnik et al. 2002]. After the iteration terminatehe algorithm outputs the final similarity
values for all map pairs in the PCG, as can be seen on the ledtside of Figure 6.8

The Similarity Flooding calculation in CAIMAN requires twimportant inputs: the initial map
pair similarities and the graph structures of the catalogstmatched. The initial map pair similari-
ties, which have been calculated in the category similatityse, are used a8 values in the similarity
flooding iterations. The input catalog graph structuregioally have edges labellgdfor parentonly.
However, if only thep edges are used, from a Similarity Flooding perspectivehlangi category and
a grand-parent category would be indistinguishable: boghvao p edges away. In order to increase
the influence of siblings in the Similarity Flooding proces® introduced extra (for sibling) edges
in the catalog graphs. Sibling edges are created betweérntwaacategories on the same catalog tree
level, resulting in a total o@ extra edges per tree level withcategory nodes. As can be seen in
Figure 6.8 in the IPG, the extra sibling edges lead to a dgieailarity propagation edge between two
siblings. The fixpoint calculation of the improved simitgrivalues is shown to converge in [Melnik
et al. 2002].

We have presented two structural matching approachessiséiation. So far, we have calculated
an improved similarity measure(c,., ¢, ) for all category pairgc,, c,) € CV x CC. The final step in
our matching approach is now to filter out the right categamgoading to the respective knowledge
exchange service.

6.7.3 Match candidate filtering

Depending on the CAIMAN application service, for which treatog matching is later used, a set of
final catalog matching results have to be filtered out fromcitoss product of matching candidates.
The criteria for the matching filters in CAIMAN, some of whiblave been presented in [Melnik et al.
2002] are:

1. Cardinality constraints on the number of matching pastfier one category.
2. Minimum match pair similarity constraints.

3. The Stable Marriage constraint, which enforces that th&cmpairs are picked in a globally
optimal way.

Let us look at those different filter criteria in the CAIMAN meaing approach in more detail. We
are first going to describe the basic filter mechanisms weyagumd thereafter define four different
match filter scenarios, which are tailored to the requirasiehthe CAIMAN knowledge exchange
services (see Chapter 4). The result of the previous steffei€CAIMAN matching approach and
thus the input to the filtering step is a cross product of magsgd = {m;|m; € C* x C¢} with the
respective similarity values(m; ), which we callmatching

Minimum similarity.  The simplest way to constrain the match cardinality is toohiice a similar-
ity thresholdo,,,;,, such that for similarities (m;) < o, the respective match pait; is excluded
from the matching. Using the minimum similarity as a paraané a means of balancing recall and
precision of a service.

"The values shown are not actual simulation results butrarginumbers for illustration purposes.



6.7. STRUCTURAL MATCHING PHASE 117

Cardinality constraints. Among the possibilities to reduce the number of map pair icktels,
which are mentioned in [Melnik et al. 2002], are matchingdaaality constraints. Cardinality con-
straints basically provide lower and upper bounds on thelbmurof matching partner categories any
given category is allowed to have in the final matching. Letarssider an example matching between
a user catalog and a community catalog. A cardinality camdtof [0, 1] — [0, n], would denote that
every category from the user catalog may have an arbitrambeu of match partners in the commu-
nity catalog. On the other hand, not every category in the ecetalog must necessarily have a partner
category in the community catalog and vice versa. Howevestagory in the community catalog
may also have at most one match partner in the user catalagin@lty constraints can be used to
make sure that each document is uniquely categorized.

Stable marriage constraint. Even if the cardinality constraints are such that each cayefjom
each of the two catalogs can only have exactly one matchitggogy, the matching is still not
precisely defined. Consider the example we have presentEdgyime 6.8. If a[l1, 1] — [1, 1] con-
straint is applied, the matching possibilities are eithér = {(A, D), (B, E),(C,F)} or My =
{(A,D),(B,F),(C,E)}. If B gets to pick its partner first, the resultig, and if C' gets to pick its
partner first, the result i8/,. One of the two possible matchings can be picked by enfottiegtable
marriage constraint [Melnik et al. 2002].

Definition 6.8 (Stable Marriage Matching) A stable marriage matching is defined as a complete
matching M with the property that there are no two map pafis;, c¢,) and (¢, c,), such thatr
prefersy’ toy andy’ prefersz to z’.

Going back to the above example, oy fulfills the stable marriage constraint and would thus be
picked as the final matching.

Having explained how the different filter criteria work, warncnow define the filter functiof™
for each knowledge exchange servikeby means of different scenarios. Based on the filter con-
straints proposed in [Melnik et al. 2002] and presented epare define the following filter scenarios
for application with the CAIMAN knowledge exchange sergce

e Publication Filter: This filter is used for thanformation publicatiorservice described in Chap-
ter 4. In theinformation publicationservice, documents from the user catalog are published to
a partner catalog. The catalogs, which we consider in thikwamhere to the constraint, that
each document can only be assigned to one category. Hovam@nnents from several user
categories may well be published into the same destinativegory. In this case, there are
several user categories that match with one community oategs shown in Figure 6.9. Thus,
we set the filter constraint tf®, n] — [0, 1]. Additionally, to balance recall and precision of
the service, we apply a minimum similarity constraint. Thihe filter function7F (M) has a
value of T', if the following holds: 1) in the matching/, each category; € CY has at most
one matching partner; CY, and 2)Vm; € M : o(m;) > Omin. A schematic overview of
the publication filtercan be seen in Figure 6.9.

User Community
Catalog Catalog

FIGURE 6.9: Filter cardinalities for the publication service
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e Related information retrieval filter : This filter is used for theelated information retrieval

service, as described in Chapter 4. Inthlated retrievalservice, documents from the commu-
nity catalog are retrieved and presented in respectivgggaés in the user catalog. Again, each
retrieved document can only be assigned to one category.ettwfor a category in the user
catalog, several categories in the community catalog maglbeant. We apply &, 1] — [0, n]
filter and a minimum similarity constraint as described abwaith the publication filter. Thus,
the filter functionF*(M) has a value of’, if the following holds: 1) in the matching/, each
categoryc; € C¢ has at most one matching partrer CV, and 2)Vm; € M : o(m;) > omin-

A schematic overview of theetrieval filter can be seen in Figure 6.10.

User Community
Catalog Catalog

FIGURE 6.10: Filter cardinalities for the related informationrietal service

Category discovery filter. This filter is used for theategory discovergervice, as described
in Chapter 4. In theategory discovengervice, categories in the community catalog that are
related to a category in the user catalog are discovered msgmted to the user. There are
no documents assigned in the category discovery servios, ttiere is no constraint on the
cardinality of matches on each side. We app[9.a| — [0, n] filter with a minimum similarity
constraint as described in the publication filter desaiptiThus, the filter functiooF” (M) has
avalue ofT, if Ym; € M : o(m;) > omin. A sSchematic overview of theategory discovery
filter can be seen in Figure 6.11.

User Community
Catalog Catalog

FIGURE 6.11: Filter cardinalities for the category discovery émzv

Stable Marriage Filter: This filter can be used for all three CAIMAN knowledge excgan
services. There is a one-to-one match between the categthiss the filter has @, 1] — [1, 1]
cardinality. Additionally, thestable marriageconstraint is enforced. Thus, the filter function
FS(M) has a value of, if the following holds: 1) in the matching/, each category; € C¢

has exactly one matching partngrc CU and vice versa, 2) the stable marriage constraint holds
as defined in definition 6.8. A schematic overview of fiteble marriage filteccan be seen in
Figure 6.12.

User Community
Catalog Catalog

FIGURE 6.12: Filter cardinalities for the stable marriage filter
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In the last two sections, we have explained how the simyldigioding graph matching algorithm
and additional match filtering can be applied in the CAIMANtaleng approach. Matching quality
evaluation results for different applications, a smalbéag matching example among others, have
been presented in [Melnik et al. 2002]. The experimentallteshow, that the similarity flooding
algorithm can significantly improve the average accuracsnafches. However, the accuracy is not
high enough to allow for a totally automatic matching - in moases, interaction with the user is
required. In [Melnik et al. 2002], the workload for the usecteate a matching from scratch has been
compared to the workload for the user, if the matching resaflta Similarity Flooding are given to
the user for correction or completion. It has been found tietaverage workload could be reduced
significantly. In Chapter 8, we are going to present expemaiaesults, which show that Similarity
Flooding in combination with match filtering can bring sificént improvement in the CAIMAN
matching approach.

6.8 Summary

In this chapter, we have presented the novel CAIMAN appraaactocument catalog matching. The
presented matching technique is the basis for semi-automategory granular mediation of doc-
ument catalogs, as required by the CAIMAN knowledge exchasgyvices (see Section 4). The
CAIMAN matching technique is especially suitable for oungounity scenario, as it satisfies the
application requirements of the knowledge exchange ss\(gee Section 5.1.2).

We have presented the theoretical background from the fidlttsformation Retrieval and Ma-
chine Learning, which is the necessary basis for the desmripf the CAIMAN matching approach.
The CAIMAN approach employs text classification techniquesich have been described along with
suitable performance measures in Section 6.3.

Our new catalog matching approach consists of a sequenbecef phases: théocument cate-
gorization phase the category correlation phaseand thestructural matching phase. In the cate-
gorization phase, documents from each category of the canityncatalog are temporarily assigned
to categories in the user catalog using techniques for aattitext categorization.

The classification results are fed into ttetegory correlation phasdn the category correlation
phase, the initial similarity values for match pairs of gages from the user and the community
catalog are calculated, based on the document classificatsults.

The initial similarity values are in turn fed into theructural matching phaseln the structural
matching phase, match pair similarities are propagatechgrmategory pairs according to the graph
structure of the catalogs. The final match pairs are filtergdrnothe match candidate filtering step. A
match filter enforces service-specific matching conssaifihe outcome of the filtering step is a final
catalog matching, which is specific to a certain knowledgeharge service.
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Chapter 7

Querying Heterogeneous Document
Catalogs with CAIMAN

7.1 Introduction

This chapter deals with the catalog querying approach irCREMAN framework and thus details
aspects of the mediation principle from Chapter 5 . The ogtglierying approach allows the knowl-
edge exchange services to query the different catalogsrisaanario for their structure and their
contents. An example structure query would be “all subgmies of category;” and an example
content query would be “all documents in categery The focus of this chapter is on an approach
for joint querying of heterogeneous catalogs on a data miedel, and especially on the conver-
sion of different data models with wrappers. We also briefscdss an approach for query mapping
that serves as a simple proof of concept for our general q@egpproach. Our querying approach
concerns functionalities of the query processing and theping component of the CAIMAN frame-
work. The query processing component also uses the matobsudfs that have been calculated by
the matching component.

This chapter is organized as follows. First, we are goingrésent some necessary theoretical
background about the KR formalisms RbJEassila and Swick 1999] and Topic Maps [Pepper and
Moore 2001] in Section 7.2. Both RDF and Topic Maps play andrtgmt role in this chapter.

In Section 7.3, we present the core principles that we agjpithe CAIMAN querying approach.
RDF is used as the common data format, to which all other ftgmi@ converted. All query process-
ing can then performed by an existing RDF query processor.

We present some related querying and data model converpfmoaches, especially for Topic
Maps and RDF, in Section 7.4.

As a proof of concept of our querying approach, we show iniGect.5 how joint querying of
RDF based catalogs and Topic Maps based catalogs can lxededlio achieve this interoperability,
we show how Topic Maps data can be modelled with RDF withoss lof information. RDF and
Topic Maps are currently the two most widely used data mofielthe representation of document
catalogs on the Web.

Finally, we are going to present a concrete example for jgimrying of the RDF base@pen
Directory? web catalog and the Topic Map based CIA World FactSdnkSection 7.6. We show how

!Resource Description Format
2See http://www.dmoz.org/
3See http://www.cia.gov/cia/publications/factbook/
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the catalog data can be converted and queried using ouraghpro

Specification of the querying problem

We differentiate between two different types of catalogailable for personal information manage-
ment as well as on the Web today and in the near future:

¢ Informal catalogs. In the first catalog type, which we call informal catalogs #xplicit cata-
log structure is not directly accessible for querying. Epéaa forinformal catalogsare folder
hierarchies in a file system or bookmarks folders for a brovase web catalogs lik) AHOO
and Altavista All of these catalogs require some kind of preprocessinmae the catalog
structure explicit and available for querying, such as iatablase. In this work, we assume that
the explicit structure of all informal catalogs has been enadailable either through prepro-
cessing or through specializedappers Preprocessing or wrapping of informal catalogs is not
the focus of this work, more details can for example be found@®aghavan and Garcia-Molina
2001a].

e Semi-formal catalogsrepresent the second type of catalog that can be found onehéoslay.
Following efforts of turning the Web into a large knowledgasbk - a so-calle&emantic Web
[Berners-Lee et al. 2001] - document catalogs are repredémt semi-formal way on the Web.
Knowledge Representation (KR) formalisms, that have belapted for use on the Web, have
recently been used to explicitly describe the structurecamtents of document catalogs.

Our focus in this chapter are semi-formal catalogs withiekpl represented structure as well as
informal catalogs, the structure of which has been madesaitiie through preprocessing.

The query component of the CAIMAN infrastructure needs table to query the different user,
community and global catalogs (see Figure 7.1). There caa ember of technical differences
between the various catalogs, some of which are not witld@rsdope of this work. For our purposes,
we assume, that all catalogs are physically accessibleheidnternet. Moreover, we assume that
low-level interoperability issues are resolved through XMepresentation of catalog data.

Knowledge Mediator
Exchange
Support
Services

Mediated
Catalogs

-

Matching

<::> —> Wrapper. Cor i ans
Mapping Catalog
—> Wrapper RDF User
28 Catalog  |Catalog

FIGURE 7.1: Problem scenario: Querying heterogeneous catalogs

The different catalog data sources in Figure 7.1 can in jpliede jointly queried on a syntax
level with a query language like XQuerjor XML data. However, querying becomes easier, if
queries can be posed on a higher semantic level and issugatak 9become transparent. Another

4eXtensible Markup Language
5See http://www.w3.0rg/TR/xquery/
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advantage of higher level queries is, that we need not difteate between different syntaxes of a
data format. Ideally, a query infrastructure in our scemarould for example allow a simple query

for “all documents that are related to categeryin the user catalog” and deliver results from all
mediated catalogs, independent of their data model andayntrepresentation. The differences
between the data sources have to be overcome in some wayilidasthe necessary transformations
in a declarative way rather than in a procedural way is coniynee@en as more transparent, more
flexible and thus easier for the user.

Our foremost goal for this chapter is to simplify joint quiexy of catalogs by allowing queries
with more semantics than pure syntax queries. Additionalyhough not the primary focus of this
chapter, we want to provide a coarse exemplary concept h@negucan be mapped to overcome
the remaining differences between catalog data sourceerBbly, the query mappings should be
specified in a declarative fashion.

The main difference of our goals here to the goals of othegnation efforts like for example
TSIMMIS [Garcia-Molina et al. 1995] is that we do not aim tosdebe a full-featured mediation
infrastructure. The aspect of query mapping is only briefigatibed to prove that the rest of our con-
cepts are viable. Query mapping in general is a broad togighwhas been discussed extensively in
[Halevy 2001], for example. On the one hand, our approaclsstargeted specifically at document
catalogs and is thus focused on a narrower, more specifictabam TSIMMIS. On the other hand,
some aspects of our solutions here can be seen as an applioatiertain TSIMMIS concepts. An-
other difference is that TSIMMIS also provides conceptsafoautomatic generation of interoperation
solutions from formal problem definitions. We are going tegant some more differences to existing
approaches in Section 7.4.

7.2 Theoretical background

We base the presentation of related work on a layered modeédtitureSemantic Welpresented in
[Berners-Lee 2000]:

=
Rules Trust

Data Proof g

£

Data Logic <

Self- )

desc. Ontology vocabulary s

doc. 2

RDF + rdfschema

XML + NS + xmlschema

Unicode

FIGURE 7.2: Conceptual overview of the layers of a fut@emantic WefBerners-Lee 2000]

Figure 7.2 shows the basic building blocks of a Semantic \Whstructure. A detailed descrip-
tion of the vision of the Semantic Web can be found in [Beriigrs 2000; Berners-Lee et al. 2001].
For our purposes here, it suffices to understand the Seméfeticas a giant knowledge base of semi-
structured data. For this chapter, we further assume sosie Wwarking knowledge of the standards
shown in the bottom two layers of the stack in Figure 7.2. Tdtalog query problem and its solution
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are on layer three of the stack in Figure 7.2. Layer three ieemed with data model issues like
how object identity is established or how binary relations @epresented. Everything above layer
three, which concerns the semantics of catalog repregamgais not considered in this chapter. In
this chapter, we present how a generic approach to datajrebility can be applied to the catalog
query problem. We further present a proof of concept for atalog query concept by showing how
RDF and Topic Maps data can be jointly queried.

7.2.1 RDF and related W3C standards

RDF is a data model for semi-structured data. The Resourserpdon Framework Model and
Syntax Specification [Lassila and Swick 1999], which becaréorld Wide Web Consortium (W3C)
Recommendation in February 1999, defines the RDF data mondel basic serialization syntax. The
RDF Data model is essentially a directed, labelled grapborisists of entities, identified by unique
identifiers, and binary relationships between those estitin RDF, a binary relationship between
two specific entities is represented by a statementrige). An RDF statement can be represented
in a graph as two nodes and a directed edge between the nddesiodie with the outgoing edge is
called subjectof the statement, the edge is callekdicateand the node with the incoming edge is
calledobjectof the statement. The RDF data model distinguishes betvesemirces, which have URI
identifiers, and literals, which are just strings. The sob{# a statement is always a resource. The
predicate of a statement is a member of a subset of the setmfrm@es, callegroperties The object
of a statement can be either a resource or a literal.

RDF has several possible syntaxes for serialization, anvdmigh there is one basic and one
abbreviated syntax defined in [Lassila and Swick 1999]. RBrlave an XML syntax as well.

The most basic use of RDF is to establish object identity apdasent binary relations between
objects. Using additional vocabulary from schema langsidige RDFS or DAML+OIL?, RDF can
be used to define a category system that is required for aogafsde [Staab et al. 2000c] for more
information on what a schema language is).

http://www-db.stanford.edu/~lacher/ “Martin Lacher” RDF:
( ) dc:Creator | | — rdf:property
O rdf:resource
subject predicate object I:] rdf:literal

FIGURE 7.3: Example statement in the RDF data model

7.2.2 Topic Maps

Topic Maps were originally designed to serve as complextirdirhensional indexes for document
collections. However, just like RDF, Topic Maps can alsoirbe seen as a data model. Topic
Maps [Biezunski et al. 1999] have been standardized by tBeinS1999. A Topic Map is defined as
a collection of Topic Map documents, which adhere to a ae$BMLE syntax that is defined in the
standard document. The SGML Syntax of those documents @ilded along with an informative
conceptual model for memory representation of Topic MapgicTMaps can be used as a format for

5Resource Description Format Schema
"DARPA Agent Markup Language + Ontology Inference Language
8Standard Generalized Markup Language
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the representation of multi-dimensional subject-baséit@s for document collections. Topic Maps
can also be used as a format for interoperable knowledgeseptation.

The original ISO standard specified an SGML syntax for thénarge of Topic Maps. To make
Topic Maps applicable on the Web, the XML Topic Maps standX@M) has been drafted [Pepper
and Moore 2001]. XTM defines an XML syntax for Topic Maps angegia specific, albeit slightly
simplified, data model of a Topic Map. Both the SGML syntax tradXML syntax incorporate syntax
shortcuts for complex data model constructs. The XML syptasented in [Pepper and Moore 2001]
has been included into [Biezunski et al. 1999] after pulilica

Several data model representations have been proposedgiar Maps. We will adhere to the
graph representation described in [Biezunski and Newcdd®i]2 This graph representation knows
four different kinds of edges and three different kinds ofle® The different nodes can each only
have edges of a certain type attached. Additionally, eade san have severalibject identity points
Subject identity points can serve as unique identifiersHemodes.

The semantics of the graph nodes defined in the data modedtisftisubjects, defined as any-
thing that can be referred to in human discourse. Thesedslgee divided intdopics associations
andscopescorresponding to the three different node types. Topiosheae a number of character-
istics, which can be bound to them by means of associatioh® pfocessing models described in
[Biezunski and Newcomb 2000] and [Biezunski and NewcomHl28tate some semantic constraints
on the graph, which have to be enforced in order to prodwmnaistentTopic Map. Basically, these
constraints ensure that no duplicate topics occur in a stamdi Topic Map.

7.3 General approach for querying heterogeneous documenatalogs

7.3.1 RDF as lingua franca for catalog data

Our goal is to make different catalog data sources queryaitfethe same query infrastructure. Gen-
erally, interoperability among different data sources can be achieved in two ways:

e with a query infrastructure that converts queries and datevden alln different formalisms
and thus requires - (n — 1)/2 converters, or

e with a query infrastructure that converts all queries ant dia onelingua francadata model
and thus requires only — 1 converters.

All model-based data, and thus also document catalog databe represented asmi-structured
data The concept of semi-structured data has been identificgeillatabase community [Hammer
etal. 1997; Suciu 1998] as a means for data integration j&&olina et al. 1995], [Papakonstantinou
et al. 1995] and transformation [Abiteboul et al. 1997]. R&#n be seen as a simple formalism to
represent any kind of semi-structured data and is thushdeitas the lingua franca for all data in
our scenario. The use of RDF for the representation of sennitsred data implies a very general
perspective on RDF: RDF can be seen as a simple way to ex@gsd wentity and binary relations
between objects - independent of what these objects mean.

Thus, one cornerstone of our joint query component is thearsion of all other data models to
RDF. An RDF query infrastructure can then be used to jointigryg all catalogs.

7.3.2 Modelling heterogeneous catalog representationstWiRDF

There are two principal approaches for the conversion af daidels, which can be characterized as
translatingversusmodelling[Moore 2001].



126 CHAPTER 7. QUERYING HETEROGENEOUS DOCUMENT CATALOGS WITHAIMAN

The translation approach attempts to translate atomic building blocks of one data ehatto
atomic building blocks of another data model. After the @sion, the nature of the original data
model is completely transparent. Consider, for exampkgctnversion of a relation between two cat-
egories in a catalog from one data model into another. Howdlagion had been represented before
the conversion is not visible anymore, once the conversambieen performed. The advantage of
the translation approach is that no details about the difftesource data models have to be known.
However, the translation may incur loss, because the ningedtimitives of two formalisms will not
have the exact same semantics. Loss also makes an inverpinghappossible. Especially, if the
application domain of the data is not known in advance, les®t acceptable.

The modelling approach attempts to model the semantics of one data model with thditgi
blocks of another data model. With the modelling approauab,niature of the original data model is
conserved. Consider again our example with the relatiowdxat two categories in a catalog. How
this relation had been represented before the conversioaims visible, the representation is just
modelled with another data model. We think that the modglapproach is preferable, because in
contrast to the translation approach, the modelling doegnar any loss in the transformation from
one data model to another.

7.3.2.1 Layered approach to data interoperability

Interoperation of different data formats is a complex peafl The layered model of data interoper-
ability in [Melnik and Decker 2000] breaks up the problem afalmodel interoperation into a stack
of layers, which have a high level of independence from edbkro This approach resembles the
ISO/OSI protocol stack for network interoperation. Therapgh presented in [Melnik and Decker
2000] concerns the bottom three to four layers in Figure Th different layers presented in [Melnik
and Decker 2000] are bottom up: the syntax layer, the obggerland the semantic layer. Each of
those layers actually has sub-layers, but we do not requitk a detailed perspective on the layers
here. The syntax layer is concerned with a serializatiomesyfor persistent storage and transportation
of data. The object layer is concerned with how to assigntigeto objects or how binary relations
are represented. The semantic layer is concerned with thgpretation of the objects and their rela-
tionships. Figure 7.4 shows an overview of the issues thlatelevant on each layer of the layered
interoperability model.

) Domain and conceptual models (UML,
Semantic layer RDF Schema)

n-ary relationships, ordering, reification,
Object layer basic typing, identity and
binary relationships

Level of abstraction

Restricted (e.g. DTDs) and generic
Syntax layer Document models (e.g. XML, ASN.1),
serialization (Unicode, binary)

FIGURE 7.4: The layered interoperability model [Melnik and DecRé00].

The important essence of our approach is that we performghgdransformation on the object
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layer, which can be performed quasi-independently fronother layers. This independence is pos-
sible, because any semi-structured data model [Suciu 1888be represented as a directed graph,
which is also the data model of RDF. Thus, any kind of semiestired data model can be represented
by RDF on the object layer. How the RDF graph is interprete@ dwigher level may vary again for
different data models. In this work we are not going to coasithe issue of mapping those higher
level semantics. We are only going to look at RDF as the comaieoeminator for data representation
and query purposes. By using the modelling approach, thizc Map semantics on a higher level is
conserved in the mapping and only the representation ontjeetdayer is mapped to RDF.

7.3.3 Joint querying of document catalogs using the TRIPLE gery language

We have chosen RDF as the common representation for albgagaucture data in CAIMAN. Thus,
we require a suitable RDF query language and processingnendihe RDF query processor has
to be able to query different distributed RDF data sources ltave various higher-level semantics.
Moreover, the query mappings based on the catalog matcesudts have to be performed.

The TRIPLE query language. We chose th@ RIPLERDF query infrastructure [Sintek and Decker
2002] for catalog querying in CAIMAN. TRIPLE is a query engiand rule language that can query
RDF data sources by making use of PROLOG and DescriptioncLiagisoning engines. The ad-
vantage ofTRIPLEover other query languages is, that it can query heterogmsndata sources with
different semantics. The semantics of the data sourcesecandoded iTRIPLE rules which are or-
ganized in so-callechodeldor each individual data source. We are going to present,theWwRIPLE
rules and engine can be used to perform the required querpintgpnd processing in our catalog
scenario.

Query mapping and processing. For joint querying of the various catalog sources as degiite
Figure 7.1, queries over the user catalog have to be mappadeties over the mediated catalogs.
Then, the mapped queries can be processed over the respeattilogs and the query results can be
integrated by the query processing engine.

For the mapping of queries, categories and relations betwatgories have to be mapped. The
queries we consider here are simple queries, for examglsiatcategories for category A’ or “all
documents that belong to category A’. These simple querasu#ficient for our purposes. The map-
ping of categories is straightforward and uses the matat@sgits from the catalog matching process.
A user category in a query is mapped to all matching categami®@ne mediated catalog. This map-
ping can be encoded in TRIPLE rules within the TRIPLE modelklie respective mediated catalog.
The rules can be generated automatically, based on thegateltchings. As an example for a cate-
gory mapping, consider a query for all documents in a catelgdrelledsoftwarein the user catalog.
The matching categories in the community catalog are latdelhtabasesoffice softwareandweb
publishing Thus, a set of TRIPLE rules are generated in the TRIPLE mind¢he community cat-
alog, which state that the categoridstabasesoffice softwareandweb publishingn the community
catalog have to be queried for documents. An example fogoagtemapping rules can be found in
Figure C.2 in Appendix C.

Since our approach for joint querying includes the low-lawedelling of different catalog data
models as RDF, the higher-level semantics of the differatda thodels remain different. For example,
asub-categoryelation is represented by a single predicate in the RDF irafdbe Open Directory/

°See http://www.dmoz.org/
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web catalog. In the RDF-based Topic Map of the CIA Factbod#log!®, asub-categoryelation is
represented by several relations, which together represdass-instanceelation. Thus, the simple
sub-categoryrelation needs to be mapped to the more complass-instanceelation. Again, this
mapping can be defined using TRIPLE rules in a TRIPLE modeerespective catalog source.

To keep the user workload for this mapping as low as possi@edivide the required rules into
two parts: one general part for the respective data modeighesed in the catalog source and one
that is specific for a certain catalog. In the example aboeewawuld have one CIA Factbook specific
set of rules that mapssub-categoryelation to aclass-instanceelation. Moreover, we would have
one general Topic Map set of rules that mapslass-instanceelation to the set of relations that
generally represertiass-instancén Topic Maps. The advantage of this approach is that thergéne
part of the rules can be defined in advance by an administeatdrthe user does not have to be
concerned with that. Thus, if a new catalog is added for ntietiathe user only needs to supply the
information which relation in the new catalog should beripteted as theub-categoryelation. The
same procedure that we have describedstdy-categoryelations also applies faontainsrelations
between categories and their contained documents. An dgdoprelation mapping rules can be
found in Figure C.2 in Appendix C.

7.3.4 Realization of the query component

We have presented our general query approach. Figure Asdimv we envision the query compo-
nent to be realized and how it interacts with the variouslogtaources.

RDF
User Catalog

CAIMAN query component

Catalog User B

Semantics

Triple
Rule CRf) f RDF | Catalog
< > Base aac0g | Converter | Crawler
Cache
Triple Topic Maps

Query Community
ﬂgtue Catalog

User A

~—
User Catalog

RDF model

FIGURE 7.5: Conceptual overview of joint querying of different &lags

It can be seen in Figure 7.5, that the query component cary qiser and community catalogs,
which are represented with different data models. User Aésdenter of our considerations, the
catalogs of user B and the community catalog are mediatédusir A's user catalog. The CAIMAN
query component runs locally on user A's workstation. Thialogs of user B and the community
catalog are accessible via the Internet, using HTTP. WeeclhtBTP, because it is a widespread
protocol, but any other application level transport protagould be suitable as well.

1035ee http://www.cia.gov/cia/publications/factbook/



7.4. RELATED WORK 129

The components that are responsible for query mapping asakgsing are the TRIPLE query
engine with its associated rule base. The TRIPLE engineegeas queries on data that is cached in
the RDF Catalog Cache

The RDF Catalog Caches required for two reasons: 1) we cannot assume that all atesdli
catalogs are willing to process all incoming queries frohcanmunity members, and 2) the TRIPLE
guery engine does not have the capability to query disgtbdata sources yet. Thus, catalog structure
data, but no documents, are cached locally after they haae tetrieved by th€atalog Crawler

The Catalog Crawlerconnects to the catalog data sources, once the user hasaddedcatalog
for mediation. We assume that all catalog structure datebeatiownloaded in bulk via Internet, as
for example for the Open Directory cataldg

The RDF converterconverts the downloaded catalog data from different datdetsanto RDF.
We show in detail how the conversion of Topic Maps to RDF capdrformed in Section 7.5.

7.4 Related work

In [Borghoff and Schlichter 1996; Borghoff et al. 1996], angeal framework for integration of het-
erogeneous data sources is presented. The architectugists@f wrappers and mediators to integrate
the different heterogeneous information sources. The diffiarence to other integration frameworks
such as TSIMMIS [Garcia-Molina et al. 1995] is that a coriastrianguage is used for representation
of queries and answers to gqueries in the framework. Quemgseptation in a constraint language
allows for effective decomposition of queries into sub+igse which can then be directed to the
right data sources. The framework presented in [Borghadf @chlichter 1996; Borghoff et al. 1996]
focuses on the decomposition of joint queries to heterogenelata sources and reassembly of the
query results. We focus on the translation of the semanfitseodifferent data sources to RDF and
subsequent joint querying.

In [Bowers and Delcambre 2000], a general approach to iategr of heterogeneous model-
based information has been presented. It is shown thatmeipke all model based information can
be represented by an RDF based meta-model. It is shown thalsb includes Topic Maps. However,
the authors do not go into details about this specific mapping

In [Moore 2001], two general approaches for the integratibfiopic Maps and RDF have been
proposed. The first approach shows how Topic Maps can be faddelth RDF vocabulary and
vice versa. The second approach shows how a semantic mapgtingen the two standards can be
performed. An inherent disadvantage of semantic mappsitigai the mapping is lossy and thus the
mapping cannot be bijective.

Pure syntax transformations have been proptseulit this approach disregards the need for a
processing model to generate the Topic Map graph from theliged syntax. Pure syntax transfor-
mations may lead to inconsistent data models in this case.

7.5 Joint querying of Topic Maps and RDF catalogs

As a proof of concept for our general approach for queryingrogeneous document catalogs, we
demonstrate our data model conversion approach for theecsion of Topic Maps to RDF. The only
sub-component within the CAIMAN query component that iscéiiefor Topic Maps in this case, is
the RDF Converter The other components can be reused for other source datlsnod

Hsee http://rdf.dmoz.org/
125ee http://lists.w3.org/Archives/Public/www-rdf-inést/2001Mar/0062.html
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Our integration approach is to model a graph representafi@anTopic Map with the means that
an RDF graph gives us. In this approach, all information ftbmsource model is preserved and just
represented in another format. Thus, this transformatégonatso be seen as a syntax transformation
on the level of a graph syntax. We picked the modelling apgrdmecause it is loss-free. We describe
the conversion with respect to the layers of the layered rindMelnik and Decker 2000].

7.5.1 Syntax layer

Our query approach is targeted for RDF on a data model leeel,the object layer in the layered
interoperability model, and is thus independent of diffieie/ntaxes. Consequently, the conversion of
data models has to be performed on the object layer as welhandifferent syntaxes, in which the
different catalog data are represented, are irrelevarthfoconversion. The underlying assumption
is that the catalog crawler component is able to deserittieerawled catalog data in a correct way.
The correct way to deserialize an XML Topic Map has been desdrin [Biezunski and Newcomb
2001] and implemented in [Ahmed 2001].

7.5.2 Object layer

The representation of Topic Maps as RDF is a graph transtiwmbetween the data model graphs
on the object layer of both models.

A graph model for RDF is defined in [Lassila and Swick 1999] Rilifines a graph model for
RDF. The Topic Maps standard does not enforce a certaintdbjesr representation for a Topic Map.
Instead, a processing model has been proposed, which liesdrow to deserialize an abbreviated
Topic Map syntax into a consistent graph-based data steuffBiezunski and Newcomb 2001].

Our goal is to map the Topic Map graph representation ontol2f gRaph representation without
any loss of information. We do this by mapping each elemerthefTopic Map graph described
in [Biezunski and Newcomb 2001] to a corresponding constiru®kDF. Figure 7.6 shows the RDF
schema definition, which defines the RDF vocabulary that éessary for our mapping (se@ [for
more details on RDF schema).

<rdf: RDF xm ns: rdf ="http://ww. w3c. or g/ 1999/ 02/ 22-r df - synt ax- ns#"
xm ns: rdf s="http://ww. w3c. or g/ 2000/ 01/ r df - schema#"
xmns:tms="http://wwll.in.tum de/rdftnmmappi ng/t m schema#"
xm ns="http://wwll.in.tum de/rdftmmappi ng/t m schema#" >
<rdfs:Class ID="t"/>
<rdfs:Class ID="a"/>
<rdfs:Class ID="s"/>
<rdf: Property | D="associ ati onMenber"/>
<rdf: Property | D="associ ati onScope"/ >
<rdf: Property | D="associ ati onTenpl ate"/>
<rdf: Property | D="scopeConponent"/>
<rdf: Property |ID="rol eLabel "/>
<rdf:Property ID="scr"/>
<rdf:Property ID="sir"/>

</ rdf : RDF>

FIGURE 7.6: The RDF schema for an RDF-based Topic Map
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Topic Maps graph model. As a prerequisite for the mapping, we require that the Topép Mraph

is consistent, i.e. there are no redundant elements in thie Map graph [Biezunski and Newcomb
2001]. A Topic Map grapltm = (NN, A, S) consists of a set of nodg§. Every node inN is as-
signed one of the three types(association node}, (topic node) and (scope node).A is a set of
edges , which have the different typassociationMemberassociationScopeassociationTemplate
andscopeComponent is a set of resources, which indicate or constitute a subjéetassociation-
Memberedge has a t-node (i.e., a node with typattached as a role label. Each node has at most
one subject constituting resource and any number of sulsjdictating resources attached to it. The
connection with these resources is not part of the graphe{Bigki and Newcomb 2001], but taken
care of in the implementation domain. However, for a mappiitgout loss of information, we need
to consider those resources as well. Figure 7.7 shows anpbdion an association represented by a
Topic Map graph.

@ topic-node “Denmark” factbook#DA

O, ©
@ topic-basename @ @

@ e ods psil#role-basename psil#role-topic associationMember

associationScope

FIGURE 7.7: Example association represented in a Topic Map graph.

Graph mapping overview. An RDF Model graph- = (R, L, ST') consists of a set of resourcé&s

a set of literals. and a set of statement&l’. Our mappingn maps the set of all consistent Topic
MapsT M to the set of all RDF Models2. The set of nodesV is mapped to the set of resources
R in RDF. The set of edged is mapped to the set of statemei®' in RDF. The set of subject
indicating/constituting resources is also mapped to the set of resourdesn RDF. We map the
Topic Map graph to an RDF graph by first mapping the graph naddghen mapping the edges.

Graph node mapping. Each node in the Topic Map graph is mapped to a resource in e R
model. The ID of the RDF resource is the ID of one of the suligentity points of the Topic Map
node. If there is no subject identity point for the node, aridenerated. For the rest of the subject
identity points, statements are generated, which conhecsubject identity points to its node in the
RDF graph. An RDF statement is generated, which identifiesyibe of node that has been mapped.
The Topic Map graph model knows three different kinds of mod&/e make use of the name space
capability of RDF to define the three types of nodes availabl@pic Maps. The node types are
defined as shown in Figure 7.6. An exemplary mapping of a Thfap node to an RDF graph is
shown in Figure 7.8.

After all the nodes have been mapped, we map the edges in fgie WMap graph to statements
in the RDF graph. For each edge between two nedesndn, we generate an RDF statement. The
property of the statement corresponds to the edge type ifidpie Map graph. The corresponding
properties are defined in the schema in Figure 7.6. Althoutge® in the Topic Map graph are not
explicitly directed, they have an implicit direction gives the node types at each edge end. Thus, in
that respect, the RDF graph is not more constrained thandpie Map graph. If the mapped edge is
anassociationMembeegdge, it has a role label in the Topic Map graph. To repre$entdle label in
the RDF graph, we reify the RDF statement signifying thiseedgd bind the role label node to this
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Topic Map graph

Topic Map:
@ topic-node http://www-db.stanford.edu/rdftm/denmark.html
2 http://'wwwl Lin.tum.de/rdftm/denmark.html
RDF:

RDF graph O http://www-db.stanford.edu/rdftm/denmark.html

—p rdf:property

O rdf:resource
|:| rdf:literal

FIGURE 7.8: Exemplary mapping of a Topic Map node to an RDF graph

tms:sir
http://www-db.stanford.edu/rdftm/denmark.html

statement with theoleLabelproperty defined in Figure 7.6. The mapping ofamsociationMember
edge between two nodes is shown in Figure 7.9.

Topic Map graph Topic Map: RDF:
‘(D k’)
® &5 || @ e 2t
a t
@ rdf:resource
psil#role-basename rdf:literal
RDF graph

rdf:type ™\ tms:associationMember rdf:type
< »Q
L

-/
tms:a ID1 O psil#role-basename D4 tms:t
tms:sir
tms:scr
ID3
rdf:subject . .
tms:roleLabel ‘Denmark
rdf:object

rdf:property
tms:associationMember

FIGURE 7.9: Exemplary mapping of a Topic Map associationMembeedd@gn RDF graph

7.5.3 Semantic layer

On the one hand, all higher-level semantics of the origirgdid@ Map source data are conserved in
our mapping of the graph model. For exampleaasociationMembegdge in the original source data
remains arassociationMembeedge in the converted data, it is just modelled with RDF. Tlilos
semantic layer is not influenced by our data model conversion

7.6 Query example for RDF and Topic Maps

Having presented the general query approach as well as tiwete conversion of Topic Maps to
RDF, we are now going to present a real world application @tamOur example shows how two
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catalogs, one represented in RDF and one in Topic Maps, cajuésed using the approach we
propose. The first catalog is the Open Directory Catalogge lveb catalog the structure of which has
been formalized as RBE The second catalog is the CIA World Factbook, a collectibresources
about countries of the world, which is available as a Topic Map catalg

The example consists of three parts. The first part desdtileedata sources in detail with respect
to the graph model of the data. We pick a small part of the agtdéfinition of each of the two catalogs
to illustrate the graph representations. The second pavishow the Topic Map example graph is
converted to an RDF graph. The third part explains for eachetwo catalog sources how they can
be queried using the querying approach depicted in FiglireVWe choose a graph representation of
the data sources. Queries thus represent path expressiemthe data graph&

7.6.1 Graph models of the data sources

For both catalogs, we chose the category about the colb@nmarkas the example category by
which we explain the catalog characteristics. The chariatits of interest include the path to the
catalog root as well as hosub-categonandrelated-categoryelations are represented in the respec-
tive catalogs. In the Open Directory (DMOZ) catalog, thehpgabm the catalog root to the category
Denmarkis Root/Regional/Europe/DenmarkThe DMOZ catalog structure consists of categories,
sub-categoryrelations, which are represented by therow property in RDF andelatedrelations,
which are represented by thelatedproperty in RDF. The documents in each category are refetenc
by link properties. An RDF/XML serialization of the piece of thealay structure that describes the
Denmarkcategory can be seen in Figure D.2 in Appendix D. The categomyents, i.e. the docu-
ments in categories, are separated from the structure iDM®Z data sources and can be seen in
Figure D.1 in Appendix D. The RDF/XML data is downloaded bg tatalog crawlercomponent
and cached locally by thBRDF catalog cache componenf the CAIMAN query component (see
Figure 7.5). Here, we only show the cached graph model, witltclwthe query process can later
be explained. The graph resulting from processing the R/ Xile from Figures D.1 and D.2 in
Appendix D can be seen in Figure 7.10.

The unquoted strings in Figure 7.10 represent the IDs of Ri3Burces, the strings in quotation
marks represent literals. The prefixrepresents the RDF standard XML-namesp&dhe prefixd:
represents the Dublin Core XML-namespceis can be seen in Figure 7.10, catalog categories are
represented by resources of tyfigpic. The categories carry some extra metadata in addition to the
ID, such as a plain textitle. The sub-category relation is represented byrtieow property, related
categories are referenced byedatedproperty. Documents contained in a category are refereimged
alink property.

In the CIA World Factbook catalog, there is not a clear tregcstire of the categories. However,
there are topic classes, of which the rest of the categoreegatances. We interpret the classes as
the catalog perspectives addss-instanceelationships asub-categoryelations. Related categories
are referenced in many ways. For example, a country can b&edeto another country through a
common natural resource that both countries have. Howdvwauch complex relationships would

133ee http:/iwww.dmoz.org/rdf

145ee http://www.cia.gov/cia/publications/factbook/

155ee http://www.ontopia.net/omnigator/models/topicntmplete.jsp?tm=factbook.hytm

18Since semi-structured data can always be represented laph,gr query over semi-structured data can be represented
by a path expression.

See http:/www.w3.0rg/1999/02/22-rdf-syntax-ns#

183ee http://purl.org/dc/elements/1.0/
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—» riproperty http://dmoz.org/

O r:resource
r:literal
narrow

http://dmoz.org/Regional/ l:l
- € ‘11 »

ExternalPage type http://www. officialcitysites .org/ catid

gl

o €« s 99
Q d:Title Regional Topic

“Official City Sites” I:I ;J
r:type A
“Directory 0f LG I:I d:Description I:I “111”
( ) catid >

http://dmoz.org/Regional/Europe

({3 »
narrow d:Title Europe

related

r:type

http://dmoz.org/Society/Ethnicity/Scandinavian/Danish

http://dmoz.org/Regional/Europe/Denmark “1111”

d:Title d:Tile

“The World Factbook - Denmark” < .
link

“About the danish ...”l:’ d:Description http://www. cia.gov/cia/publications/ factbook /geos/da.html
type I

FIGURE 7.10: RDF graph part from the Open Directory Catalog

be interpreted alatedrelations among categories, eventually every categonjdimeirelated to all
others. Thus, for this catalog, we neglegitedrelations. Assuming theountryperspective, the path
from the catalog root to the categaBenmarkis Root/Country/Denmarin this case. A XTM/XML
serialization of the piece of the catalog structure thatdless theDenmarkcategory can be seen in
Figure D.2 in Appendix D. The XTM/XML data is downloaded byettatalog crawlercomponent,
processed and fed into tHeDF convertercomponent of the CAIMAN query component (see Fig-
ure 7.5). Processing of the XTM data according to the prangsaodel presented in [Biezunski and
Newcomb 2001] results in the Topic Map graph shown in Figutd.7

The unquoted strings in Figure 7.11 representShbject Indicating Resources topics, strings
in quotation marks represeBubject Constituting Resourcestopics. The prefixsil#represents
the Topic MapsPublished Subject Indicataresource, in which some general notions ldtassor
instanceas well as association templates are defifiefihe prefixfactbook#represents the Factbook
XTM document base URL. For clarity reasons, we left out theglete graph representation of asso-
ciation types and introduced typed, differently coloremiogles instead. As can be seen in Figure 7.11,
the catalog categories for the subjects Denméaktbook#DA and Country factbook#country are
represented by t-nodes. Topic Map role labels are repreddaytt-nodes, which in Figure 7.11 are at-
tached to thessociationMembeedges. Theub-categoryelation is represented by an a-node of type
class-instance. The scopes, within which associatiord; ot represented by s-nodes. The graph in
Figure 7.11 in Topic Map terms represents the facts thatapie factbook#DAis an instance of the

19See http://www.topicmaps.org/xtm/1.0/psil.xtm
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©

psil#role -basename factbook #DA psil#role -class

—) @ ——

t t
Jactbook#country

“Denmark”

@ psil#role -topic psil#role-instance

topic-node

@ HpiRoccusTence @ “http://www. cia.gov/cia/publications/factbook/geos/da.html”
associationMember

@ class-instance i psil#role-topic psil#role-basename —_—
: @ associationTemplate

.. &\ N | e
@ PR @ & ! associationScope
@ R Jactbook#csfname “‘Conventional short form” scopeComponent

FIGURE 7.11: Topic Map graph part from the CIA World Factbook

topic factbook#country Further,factbook#DAhas“Denmark” as one of its base names, which is a
“Conventional short form”of the Topic name. The only document, that is assigndddtbook#DA
is “http://www.cia.gov/cia/publications/factbook/geda/html”.

7.6.2 Mapping the Topic Map source graph to RDF

After the Topic Map data has been read in and processed lyathtog crawlercomponent, the re-
sulting graph model (see Figure 7.11 is fed into RI@F convertercomponent (see Figure 7.5). The
RDF convertercomponent models the Topic Map with an RDF graph without asg lof informa-
tion. The transformation is performed as shown in Figuref@r8opic Map nodes and as shown in
Figure 7.9 for Topic Map associations. The transformatesult can be seen in Figure 7.12.

factbaok#countlyOdL@ < ;f-\ <
r:object

r:property associationMember
associationMember

psil#role-class

roleLabel sir

r:subject

r:property

r:object

associationMember , X
psil#role-instance

roleLabel sir

Jactbook#DA O -
r:property
r:object
associationMember - psil#role-instance
roleLabel sir
— r:property @ resource type t
associationMember

r:resource .
Q @ resource type a, topic-occurrence
r:literal 9
resource type a, class-instance

“http://www.cia.gov/cial,
publications/factbook/
geos/da.html”

FIGURE 7.12: The generated RDF Topic Map graph.

In Figure 7.12, the plain strings represent Riésource IDsand the strings in ™ represent literals.
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The prefixr: represents the RDF standard XML-namespactn Figure 7.12, some features of the
RDF graph have been abbreviated for the sake of clarity. ritgpe property for a-nodes and t-
nodes is replaced by nodes that are labefleda respectively. Moreover, not all information from
Figure 7.11 has been transformed and included in Figure YAE2also cut the assignment obase
nameto the Denmarksubject along with the scope of this assignment. 3ineand scr properties
representsubject indicating resourceand subject constituting resourceespectively. Nodes that
have no ID in the graph, are assigned a generated ID. The atigks lof the Topic Map graph are
modelled in the following way: the RDF statement that repnés theassociationMembegdge of the
Topic Map source, is reified and its reification haslaLabelproperty, which points to the respective
role label. After the transformation, the generated RDplyris cached in th&DF catalog cache
component (see Figure 7.5).

7.6.3 Joint querying of the DMOZ and the Factbook catalog

After the catalog data has been converted to RDF and has bebadtin thd&RDF cachethe data can
be queried using thERIPLE query enginand the rule base, which holds the query mapping rules.

Query mapping rules. The user has to supply some information that is requirednf®igeneration
of query mapping rules. First, the user has to identify thpetgf relation that resembles tlseb-
categoryrelation between two categories in the original catalogs®wata. Second, the user has
to identify, with which type of relation, documents are gssid to a category. We have seen in
the example graphs above that terrow relation carries thesub-categorysemantics in the DMOZ
catalog and documents are assigned to a category witlintheelation. In the CIA Factbook, the
class-instanceelation represents thaub-categoryelation and documents are assigned to a category
with thetopic-occurrenceaelation.

Based on the mapping information for relations and the niagahformation for categories, query
mapping rules can be generated. TRIPLE allows the spedificaf such query transformation rules.
We have created some simple examples for query mappingwitled RIPLE for the query example
here, which are presented in Appendix C. More details orstommation rules in TRIPLE can be
found in [Sintek and Decker 2001] and details on query mappira database context can be found
in [Halevy 2001].

Query processing. After the catalog matchings have been calculated and tipectége mapping
rules have been generated, we can query the catalogs inegmated fashion. We assume that the
user has a category labell&tandinavian her catalog and invokes the related information retlieva
service on this category. The query for all documents rdl&tethe Scandinaviacategory posed by
the related retrieval service looks like this in TRIPLE spnsee [Sintek and Decker 2001]):

FORALL D <- Scandi navi a[ cont ai ns- >D] @QJSER

whereD s a variable for the respective documents awdt ai ns is the relation that relates a doc-
ument to a category in the user catalog. In our example, thehimg categories of th8candinavia
category in both other catalogs are labell2enmark Together with the user-supplied information
about relation mappings, this is encoded in TRIPLE mappidgsrfor the respective source. Sub-
sequently, the same query can be posed over the DMOZ andoeiatatalog simply by adding the
respectivesource expressioto the query:

235ee http://www.w3.0rg/1999/02/22-rdf-syntax-ns#
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FORALL D <- Scandi navi a[ cont ai ns->D] OR
Scandi navi a[ cont ai ns- >D] @M2Z OR
Scandi navi a[ cont ai ns- >D] @l AFACT

The source expressio@MOZ and@Cl AFACT reference the respective TRIPLE model for a catalog,
in which both the catalog data and the mapping rules are edcod

For the DMOZ catalog, for example, tle®nt ai ns relation will be mapped to ki nk relation
and theScandi navi a category will be mapped to tHeennar k category (see Figure 7.10). More
details of the mapping rules for this example can be foundpgpekdix C.

7.7 Summary

In this chapter we presented an approach that allows heteeogis catalogs to be queried with the
same RDF query infrastructure. Our main contributions is thapter have been the following:

1. We proposed RDF as the lingua franca for catalog reprasemtto allow for joint querying of
catalogs in our scenario, using the TRIPLE RDF query endiiet¢k and Decker 2001]. We
have shown how the different data models of document catatag be modelled with RDF,
following a layered approach to data interoperability frjvelnik and Decker 2000].

2. As a proof of concept for the modelling solution, we showweds document catalog data repre-
sented as Topic Maps can be modelled with RDF by a loss-frggpimg. RDF and Topic Maps
are the two most popular standards for knowledge reprasmmian the Web today.

3. We introduced a coarse software architecture for theyquamnponent and its sub-components
in CAIMAN.

As a supplement to our querying approach, we introduced empbary concept for performing
the necessary query mapping in our querying approach. Téry quapping concept merely serves as
a proof of concept for our querying approach and is not definggteat detail. The query mapping
concept is also based on the TRIPLE [Sintek and Decker 20DH duery engine [Sintek and Decker
2001]. We showed how TRIPLE rules can be used for a declarapecification of some of the
necessary query mappings.

Finally, we presented an example, how the Topic Map based/@iAd Factbook can be modelled
with RDF. We showed how the converted World Factbook can indlyoqueried with the RDF based
Open Directory web catalog, assuming that the TRIPLE systms care of all necessary query
mapping.

Our querying approach has the following advantages:

e Catalogs based on different data models can be queriedheétsame infrastructure.
e In a scenario wit different data models, only — 1 converters are required.
e The data model conversions are simple and straightforwamphgransformations.

e Ifaquery engine like TRIPLE is used, the mapping rules camdiimed declaratively for all data
models, which is a great simplification over a proceduralnitdin. Moreover, with TRIPLE,
the data model semantics can be defined independently offispeatalogs. Thus, the only
information that a user has to supply if a new catalog is addednediation, are the labels
(names) of data model relations identifying sub-categaaied contained documents.
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Chapter 8

CAIMAN Knowledge Exchange Service
Performance Evaluation

8.1 Introduction

In Chapter 6, we have introduced a novel approach for majathitument catalogs as the basis for
category granular catalog mediation in the CAIMAN framekvoin this chapter, we are going to
present experimental evidence as a proof of concept for ocurdent catalog matching approach.
Our goals for this chapter are threefold:

¢ Provide experimental evidence that the CAIMAN catalog miatg approach is a suitable basis
for the knowledge exchange services presented in Chaptathdrespect to the application
requirements.

e Show that a category granular mediation approach base®d@AMAN catalog matching ap-
proach can compete with a state-of-the-art document gaaapbroach, in terms of the knowl-
edge exchange service quality.

e Show that the CAIMAN catalog matching approach performd esbugh to serve as the basis
for the semi-automatic knowledge exchange services.

We have conducted experiments that compare category graneliation based on the CAIMAN
matching approach to state-of-the-art document granatdamiques. Our performance measure re-
sembles the quality of service of thelated retrievalservice. The experimental results of tie¢ated
information retrievalservice can be seen as a proof of concept forinf@mation publicationser-
vice as well, as the two are symmetric. The matching perfanaas evaluated automatically on two
different document corpora, which contain a user catalajeacommunity catalog each.

The experimental setup is described in detail in SectiorB8\&/e briefly explain the implemen-
tation of the CAIMAN mediation prototype in Section 8.3. Iec@ion 8.4, we show the results of our
performance evaluation experiments.

8.2 Experimental setup

We evaluate the quality of the CAIMAN matching approach imte of the quality of service that can
be delivered by the knowledge exchange services (see Chgpt&here are two principle ways to
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evaluate the quality of the CAIMAN matching approach: tlglhwautomatic evaluation or through a
user study. As the knowledge exchange services have begmelddo assist users in certain tasks,
it is ultimately the user, who can judge whether the servareshelpful or not. However, for a user
study, a full functioning prototype for all evaluated sees is required. The evaluation of a prototype
is subject to many influences, which are not directly relatethe quality of service provided by
the prototype. Among these external influences are the tgp®adnteraction design, integration into
individual work processes, and runtime performance, wigigh all influence the users’ perceived
quality of service. Thus, a stand-alone user study wouldenitadifficult to single out the ultimate
cause for poor performance. In contrast, an automatic atralucan supply important information
about the necessary conditions for good performance. Tdrereve consider an automatic evaluation
without user involvement a necessary basis for furtheruaiin steps. As the implementation of a
full working prototype of the CAIMAN system is not the focuktbis work, we perform an automatic
evaluation. For our evaluation, we focus on tekated retrievalservice. The results can be transferred
to thePublicationservice, as the two services are symmetric. ddtegory discoverpprowsing service
cannot be evaluated automatically, only the user can sayhehtwvo categories with different names
are related or not.

8.2.1 Automatic evaluation

Automatic evaluation of the CAIMAN service performanceuigs some advance information what
correctness means for a certain service. To be able to ¢edhecorrectness of thelated retrieval
service (see Chapter 4), we need to know in advance for eatiheolocuments to be retrieved,
to which category in the destination catalog they belongr dtw performance evaluation here, we
achieve this by splitting an original catalog into two cata with the same structure, but different
documents in each of the respective categories. One of fludting catalogs then takes on the role
of the user catalog, the other catalog takes on the role ofraremity catalog. For each document
from the community catalog, it is known in advance to whictegary in the user catalogs it should
belong. What we evaluate is the quality of tiedated retrievalservice, retrieving documents from
the community catalog into the user catalog. An overviewwfevaluation approach can be seen in
Figure 8.1.

Original @
Catalog
(B
(0)(®)

Related

G Q Retrieval e G
POPO ~— OEOE
User Catalog Community Catalog

FIGURE 8.1: Generation of the user and community catalog for auticnegaluation of theelated
information retrievalservice
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To evaluate the quality of theelated retrievalservice, we compare standard text categorization
approaches to the CAIMAN approach in different variatiof®r each of the documents from the
community catalog, we estimate to which of the categorigbénuser catalog it should belong. The
estimate is correct, if the source category has the same lzdomlkeas the destination category. Our
performance measure is based on the fraction of correat@sts for documents among all estimates.

The above mentioned catalog splits divide the originallogtato the user catalog, which holds
80% of all documents and the community catalog, which hald% of all documents. These per-
centages hold for each single category, such that thevwelatitegory sizes of the original catalog
are conserved. Th&0 : 20 size relation is due to the fact that we perfoBafold cross validation
(see Section 6.3) in order to increase the statistical fedgmice of our results. Cross-validation is
performed for all catalogs except tReuters 21578ollection, since this catalog is evaluated with a
given catalog split, which is popular in the IR literaturegsSection 8.2.3.1). We also show in our
experimental results that tt8® : 20 catalog split relation incurs no unfair performance adagat
over a50 : 50 split relation.

8.2.2 Performance measure

We chose thé'; measure fj3,.-measure withBr = 1, see Chapter 6.3.5) as our performance measure
for the following reasons:

e The F;3,, measure has been acknowledged as a measure that takeoatamnost aspects of
categorization performance, in contrast to unbalancedunes, such as accuracy.

e The Fj-measure assigns equal importancer grecision) and (recall). This balance resem-
bles a tight quality requirement for an average user.

Furthermore, we evaluate both the macro-averdggdmeasure and the micro-averagé-measure.
The F{'-measure emphasizes the approach performance on cagegdtie user catalog with a large
number of training documents. In contrast, #i&/-measure emphasizes especially the performance
on categories with few training documents. These two difieraveraging techniques allow us to
give a very detailed performance account for catalogs watlyimg category sizes, i.e. numbers of
documents per category.

We have stated as our goal for this chapter, that we aim to getthe CAIMAN catalog match-
ing approach performs well enough to be the basis for setorzatic knowledge exchange services
presented in Chapter 4. We consider tkated retrievalservice to perform well enough, if the user
has an advantage from using it over not using it. Simply pet,cansider a service to perform well
enough if theF; measure is ove$0%. The intuition behind this is, that the user has to invest les
effort correcting the errors of theslated retrievalservice than it would take to retrieve the correct
documents herself. Actually, this is a very cautious asgiampas retrieving related documents most
likely takes a lot more effort than rejecting proposed doents. Thus, with arf; measure of over
50%, we can be sure that the service brings an advantage for éne Msreover, if the user prefers
a higher precision or a higher recall, one can be traded affhagthe other in order to suit the user’s
requirements.

8.2.3 Experiments

We evaluated our performance measure in various expersnierrder to give a very detailed im-
pression of the performance under varying circumstancesthé CAIMAN matching performance
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depends on more than 20 parameters, a few parameters hawvpibleed to show their influence on

the service performance. For the rest of the parametersawe ddopted optimal values published
in related works, or run experiments to determine neamugitvalues, which are briefly presented in
[Etzold 2003]. Our experiments are grouped by the catalaiih, which they have been performed.
For each catalog, we performed the following experiments:

e I performance dependent on the reduced term setEizsee Chapter 6)7’ has a great
influence on the"; performance of theelated retrievalservice and there is a tradeoff between
7’ and runtime complexity. In our experiments, we reduce thgiral term set siz&/ to 7"’
by picking the terms, which provide the maximum informatigsin (see Section 6.3). This
experiment serves to show the overall relatiieperformance for a given catalog, as well as to
determine7”’ values for the rest of the experiments.

e [y performance dependent on the maximum classifier trainibhgizex. « also has a very
strong influence on th&; performance and trades off with runtime complexity. Thigeriment
serves to show the relative scalability of the various apgines with user catalog category sizes.

e F) performance dependent on the relative category vectorhivéoy context aware catego-
rization, . This experiment serves to show, that our proposed conteateacategorization
technique can further improve the service performance.

8.2.3.1 Evaluated catalogs

In order to get a detailed picture of the relative perforneanotcthe CAIMAN approach, we chose two
different test catalogs, which differ in the following kelparacteristics:

e Average number of documents per category, as well as itanegi(also calledkewednesp
e Total number of categories as well as the catalog tree height
e Average amount of text data in kBytes available per category

We evaluate the performance of the CAIMAN approach on cg&levhich contain documents in
English only. For each catalog, we pick one categorizatiitercon and demand that each unique
document belongs to exactly one category in a catalog. Theatalogs we picked are:

e TheReuters 21578 collectiorof news feeds, which is a popular IR benchntaikhe collection

consists of 21578 short plain text documents categoriziedairilat list of categories. We used
a pre-determined split of the original catalog into User @winmunity catalog: the modApté
split, modified as described in [Joachims 1998]. In thistsplich document belongs to exactly
the first category in the list of assigned categories. Maggoempty categories in the User as
well as the Community catalog are pruned, along with théilirgj categories in the opposite
catalog. Both the user catalog and the community catalogyeme skewed, with categories
holding close to 3000 documents as well as categories wilittlasas 2 documents (see [Yang
and Liu 1999]). The user catalog holds a large average nudflziErcuments per category. The
single documents are very small, however. The exact figunedve seen in Table 8.1.

1See http:/iwww.research.att.com/ lewis/reuters215i8.h
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e TheResearchindex collection of computer science research papers. We dowetba0 docu-
ments from each of the categories of the Researchinde)ogatdince the documents from the
Researchindex catalog are in Postscript or Riifey had to be converted to plain text for our
purposes. This catalog is the same that has already beeransmaluations in [Groh 2001].
We use the cross validation split described in Section 8 Thé total number of documents, the
number of documents per category and the skewedness areamadler than in the Reuters
collection. The Researchindex catalog has twice as maegaaés as the Reuters catalog and
a tree structure with a maximum depth of two. The Researehiodtalog holds the maximum
amount of text data per category, up to 10 times as much asd¢h&eR catalog. The exact
figures can be seen in Table 8.1.

H Catalog \ D \ C \ D/IC \ S [MB] \ S/D [kB] \ S/C [kB] \ Skew\ TL H
Reuters Total 10763| 62 | 174 8.5 0.79 136.7 | High | 1
Reuters User 7752 | 62 | 125 6.2 0.8 100.1 | High | 1
Reuters Community 3011 | 62 | 49 2.3 0.75 36.6 High | 1
Researchindex 2417 | 123 | 20 156 68 1270 Low | 2 \

D = Total Number of documents, C = Number of Categories, S alToatalog size in MBytes,
Skew = Catalog Skewedness level, TL = Maximum number of &eel$

TABLE 8.1: Overview of the catalogs used for evaluation

8.2.3.2 Evaluated Approaches

In our experiments, we evaluate the performance of stateedditt IR techniques in comparison with
the CAIMAN approach in different variations. To test theipl#R techniques, the respective clas-
sifiers are trained on the user catalog. Thereafter, all mieats from the community catalog are
categorized into the user catalog and the result is cheaketbfrectness. To test the CAIMAN ap-
proach (see Chapter 6), the first step is to train a classtiine@user catalog as well. Next, a tentative
categorization of the documents from the community cataltmthe user catalog is performed. The
result of the tentative categorization is used to calcudat@itial similarity value between categories
in the user catalog and categories in the community cataldgs is followed by an optional phase
of structural matching to refine the similarity values. Ugfiiters, the final category match between
categories in the user catalog and categories in the contyrzatalog is determined. Finally, all doc-
uments from the community catalog are categorized into slee catalog according to the established
category match and the result is checked for correctness.
In our experiments, we compare the following four approache

e D: Document granular approach. Each document from the contyncetalog is categorized
independently into the user catalog. This resembles efatee-art text categorization tech-
niques.

e C1 (CAIMAN 1) : Category granular approach without structural matchimginitial category
match between the categories in the user catalog and thgodate in the community catalog

2See http://www.researchindex.com/
3Postscript and PDF are registered trademarks of Adobe.
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is established. All documents from the community catal@categorized into the user catalog
in a category granular fashion.

e C2 (CAIMAN 2): Category granular approach with similarity inheritantreictural matching.
The outcome of the structural match is filtered wRbktrievalor Stable Marriagefilters. All
documents from the community catalog are categorized imtouser catalog in a category
granular fashion.

e C3 (CAIMAN 3): Category granular approach with similarity flooding stowal matching.
The outcome of the structural match is filtered with BRetrieval ([0, 1] — [0, n]) filter in C3
and with theStable Marriage([1, 1] — [1, 1]) filter in C3*. All documents from the community
catalog are categorized into the user catalog in a categanutar fashion.

For a fair comparison of the approaches, the same categjonizgchnique is used in all four ap-
proaches within one experiment. In the experiments withRbaters 21578atalog, approaches C2
and C3 are not tested, due to the lacking catalog graph steuof the catalog.

8.3 Implementation

We have implemented a prototype of the CAIMAN mediation comgnt, in order to be able to
perform mediation experiments with real life document logfs. The prototype holds all catalog
matching functionalities of the CAIMAN matching approacbsdribed in Section 6.4. However,
no catalog querying functionalities, as described in Gérapt have been included in the current
prototype. The prototype of the mediation component is sttpd by functionalities for performing
experiments for quality of service evaluation of the CAIMANowledge exchange services. Overall,
the prototype has been designed for batch evaluation empets and cannot directly be used in a
CAIMAN application (see Chapter 4). We give a brief overvieithe prototype implementation
here, a more detailed description can be found in Appendix B.

Using the implemented prototype, experiments can be defin@donfiguration file and be run in
batch mode. The prototype offers the following functiotied:

e Catalog preparation functionalities: crawling, plain text conversion from various formats,
preparation of pre-defined catalog splits and cross-vididaatalogs

e Catalog indexing functionalities indexing of hierarchical and flat catalogs, stemming, stop
word removal, term set size reduction, word-documentimatnversions

e Catalog classifier training and categorization functionaities: Naive Bayes approach, Sup-
port Vector Machines, k-Nearest-Neighbor, Rocchio vectmine measure

e Catalog structural matching: Category similarity estimate by document voting, strugtu
matching with similarity inheritance algorithm, struaumatching with similarity flooding
algorithm, category match filters

e Evaluation measures Precision, Recall, F-measure (all macro-averaged oravdgeraged),
Accuracy

e Experiments batch processing configuration driven batch processing of experimentsjltes
table output, graph output



8.3. IMPLEMENTATION 145

The mediation component prototype uses both own implertiengaof techniques presented in Sec-
tions 6.3 and 6.4 as well as external, freely available imgletations of certain components. An
overview of the implementation for our experiments in thigjgter can be seen in Figure 8.2.

CAIMAN
Mediation Component Prototype
4 . N/ N7 V4 N\ [~ N |/ . N
Experiments Catalog Document Category Structural Experiments Component
Batch Preparation || Categorizat. | [ Correlation Matching Graph
Processing Generation
|Classiﬁcation Results Component
Catalog Implemented
Conversion Natively in
Classifier Category Match CAIMAN
Results
Catalog File> ) 4 N
( ) Classjfier Category Match Grap
Batch Trairling Correlator Filter Plott¢r
Processor Catalog . J
Splitting Component
( ) :
) Indexing External
Properties
Parser Component
\ Catalogs used in
. CAIMAN
Category Similarities with adapter
Experiment Catalog
Properties Crawling
k [\ )\ J J\ AN )
Experiment Evaluation Infrastructure

FIGURE 8.2: Overview of the data flow in the mediation componentgixgte implementation

Figure 8.2 shows the different functional components asligiz blocks. Components, which
have been implemented from scratch in the CAIMAN mediatiootqiype have a brighter shade
than external components, which are used from within CAIMi#kough an adapter. The different
components are grouped into consecutive phases of theimgmtprocess, which are represented as
vertical bars in Figure 8.2. One run through a complete éxpatt can be seen as a pass through
all phases from left to right in Figure 8.2. The arrows in F&y8.2 represent data flow between the
different phases. Within one phase, data flows from the imegrarrow towards the outgoing arrow,
passing through the components in the respective phaseeowair Components, which are not
between an incoming and an outgoing arrow, like @@alog Crawlingcomponent, are independent
of the experiments batch process.

The CAIMAN mediation prototype has been implemented in JA¥owever, the external li-
braries used allow the experiments to be run only under ax_operating system. In detail, the
following external components have been used for the @iz of the CAIMAN mediation proto-

type:

e Catalog preparation functionalities: The online document catalogs have been crawled using
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the WebSphinx toolkft, and a unix-shell-script, which relies on tBNU wgettoolkit®>. The
conversion of Postscript and PBBocuments to plain text has been performed withGiU
pstotextoolkit’.

Catalog indexing functionalities Most of these functionalities are provided by tRainbow
text categorization toolt The Rainbow toolkit is used in CAIMAN by executing a native
binary with the respective parameters. Input to and outpihe Rainbow binaries are cre-
ated and converted by several CAIMAN-internal adapterse fEltt categorization techniques
implemented in Rainbow only allow categorization of docuatsdnto a flat list of categories.
Therefore, CAIMAN converts catalog tree structures into ¢ategory lists and back, as de-
scribed in Section 6.4.

Catalog classifier training and categorization functionaities: The Naive Bayes categoriza-
tion technique is provided by the Rainbow toolkit. The Suppector Machines technique
has been implemented in an optimized fashion inLiSVMtoolkit®. Just like with the Rain-
bow toolkit, the LibSVM binaries are executed by CAIMAN-@nhal adapters. The k-nearest-
neighbor as well as the Rocchio classification techniques en implemented natively in
CAIMAN. However, the latter two techniques have been immataed for testing purposes only
and no performance results are shown for these techniqukss iwork.

Catalog structural matching: The initial category similarity estimate as well as the ikanity
inheritance structural matching have been implementediM@N. For the similarity flooding
structural matching, we rely on the freely available JAVApiementatio®” from the author of
the original similarity flooding publication [Melnik et @002]. The match filters including the
stable marriage filter have been implemented natively inNIAN.

Evaluation measures The calculation of performance measures has been imptechem-
tively in CAIMAN for all available measures.

Experiments batch processing The batch processing of experiments and configuration has
been implemented natively in CAIMANGnuplot? is called from CAIMAN for output of the
experiments results as graphs.

The CAIMAN prototype is the result of a combination of sevestadent project implementations of
specific prototype sub-components. For more details on tiildifig blocks of the CAIMAN pro-
totype, the interested reader is referred to the descnipticAppendix B as well as to the original
descriptions in [Groh 2001], [Kolodizki 2002] and [Etzol@@3].

8.4 Performance evaluation

The experimental results presented in this section have teeulated with the CAIMAN prototype
implementation described in the previous section. Thelggahow the performance of the CAIMAN

4See http://www-2.cs.cmu.edu/ rem/websphinx/

5See http://www.gnu.org/software/wget/wget.html
SPostscripts and PDF are registered trademarks of Adobe.
See http://research.compag.com/SRC/virtualpapetépstbtml
8See http://www-2.cs.cmu.edu/ mccallum/bow/

See http://www.csie.ntu.edu.tw/ cjlin/libsvm/

Ysee http:/iwww-db.stanford.edu/ melnik/mm/sfa/

H1see http:/www.gnuplot.info/
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matching approach with regard to thelated retrievalservice, described in Section 8.2. Moreover,
the graphs show the performance of a document granular timedipproach, using state of the art
information retrieval techniques. We used thg performance measure in different experiments on
the three catalogs described in Section 8.2.3.1. We shautsder two different classification ap-
proaches: the Naive Bayes [Lewis 1998] approach and thedsuyector Machine [Joachims 1998]
approach. We picked the Naive Bayes approach, becausenibisgathe simplest text categorization
approaches with good runtime complexity characteristitdwever, a Naive Bayes classifier usually
requires more training documents than an SVM classifier ttopa equally well. SVM have been
shown to outperform other classifiers in [Joachims 1998inprand Liu 1999] and [Sebastiani 2002].
On the other hand, SVM have a higher runtime complexity thilaise Bayes classifier. We consider
the two approaches representatives of two extremes on thplegity-performance trade-off curve.

If not mentioned otherwise in the experiments, we use theviihg default parameters in our
experiments:

¢ Naive Bayes removal of stop-words, uniform category priors, multinahevent model (see
Section 6.3)

Support Vector Machines C-SVC (see [Chang and Lin 2001]), linear kernely s = 1,
v = 0.5, all other parameters remain in the default setting desdrib [Chang and Lin 2001].

Similarity Inheritance : s,,;, = 0.02, o; = 0.3.

Similarity Flooding : s,,:, = 0.02

Match Filters: [0,1] — [0,n] or [1, 1] — [1, 1] with stable marriage condition

The chosen parameter values for Naive Bayes and Suppororvelzichines have been shown in
[Etzold 2003] and [Goller et al. 2000] to either perform besbnly incur a negligible disadvantage
over parameters which would incur a major runtime compjedisadvantage. The parameters for the
two structural matching approaches have been shown in §&kp2002] and [Melnik et al. 2002] to
perform best for the respective approach.

8.4.1 Reuters 21578 catalog

We use the populanodAptésplit as described in [Joachims 1997] as User and Commuaitfags.
All empty documents in either one of the catalogs have beeorégl in the experiments. We are first
going to show experimental results for the Naive Bayes iflass

8.4.1.1 Naive Bayes classifier

Figure 8.3 shows thé; performance of theelated retrievalservice dependent on the reduced term
set sizel”.

It can be seen in Figure 8.3 that the category-centric appr&@il outperforms the document
granular approach D. The exact numbers show that C1 perfopre 16% better than D with the
macro-averaged measure and uR®6; better than D with the micro-averaged measure. There is
no structural matching performed for the Reuters cataldgisTthe performance advantage of Cl is
due to the fact that document voting corrects classificaioors, as long as the correct classifications
constitute the majority of votes. Moreover, Figure 8.3 skthwat &7 can be found, such that, > 0.5
in the macro-averaged as well as the micro-averaged casgs, U1 performs well enough for the
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FIGURE 8.3: Related retrievalservice performance on Reuters catalog with modified moélApt
split, Naive Bayes classifier with distribution determireadegory priors, macro-/micro-averageg
Measure: D vs. C1

knowledge exchange services presented in Chapter 4. RBgRishows that both approaches perform
better with increasing”. However, it can be seen that the performance saturafEs=at500, which
allows to improve runtime performance over higher values’ofThe performance difference between
Figure 8.3(a) and Figure 8.3(b) shows that both approachesitherform as well on categories with
few training documents as on categories with a large numideaiaing documents.

In the next experiment, we are going to examine the scafalfithe approaches C1 and D with
the maximum number of documents in each category of the adalog, that are used for classifier
training. Figure 8.4 shows the dependency of Hjeperformance ork, the maximum number of
training documents per user category.
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FIGURE 8.4: Related retrievalservice user catalog scalability on Reuters catalog wittdlifiea
modApté split, Naive Bayes classifier with uniform categ@myors, macro-/micro-averagefl;-
Measure: D vs. C1

It can be seen in Figure 8.4 that for both the macro- and ndesvaged case, the performance is
low for x < 10. This is due to the fact that the trained classifier canndingjgish categories well
enough, if there are not enough positive training examphesacterizing each category. It can also
be seen in Figure 8.4(a) that for the macro-averafjetheasure the peak performance is reached at
k = 10, i.e. a maximum of 10 documents per category in the useragatdh the macro-averaged
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measure, categories with few training examples have eqeigihivas categories with a large number
of training examples. With increasing the generality (i.e. the number of training documents) of
the larger categories increases, whereas the general@ggnall categories remains constant. With
increasing generality of the larger categories, more ancerdocuments will be classified into the
larger categories. This leads to a performance increadbddarger categories, but an even stronger
relative performance decrease for the smaller categofibe.combined effect is a performance de-
crease with increasing above the optimum. This effect does not occur in the micerayed case

in Figure 8.4(b), where the performance increases morabyi In conclusion, it can be stated that
a maximum number of = 50 documents per category is sufficient to exploit the full perfance
potential on the Reuters catalog. A numbekof 10 documents per category is sufficient for good
enough performance for the knowledge exchange servicesmtesl in Chapter 4.

8.4.1.2 SVM classifier

Figure 8.5 shows the dependency of thie performance on the reduced term set SliZeusing an
SVM classifier.
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FIGURE 8.5: Related retrievabkervice performance on Reuters catalog with modified moéAplit,
SVM classifier, macro-/micro-averagéd-Measure: D vs. C1

Figure 8.5 shows that C1 outperforms D also for SVM clasdifica However, the absolute per-
formance is not as good as with the Naive Bayes classifier kKgpee 8.3}2. As can be seen in
Figure 8.5(a), for small categories, the performance is gwve50% for 77 = 300. For larger
categories, the SVM classifier can compete with the NaiveeBayjassifier. Overall, the SVM per-
formance is sufficient for the knowledge exchange servicesgmted in Chapter 4, but leaves some
room for improvement.

The performance of theelated retrievalservice using an SVM classifier can be improved using
context aware classification, as is shown in Figure 8.6.

Figure 8.6 shows that using context aware classificatioroth €1 and D leads to a significant
performance improvement compared to using regular SVMitleation. In the macro-averaged case
(Figure 8.6(a)), the performance can be improved by up3té. In the micro-averaged case, the
performance improvement is a maximum3$t. In both cases, the maximum improvement can be
achieved with = 0.5, i.e. both the document vector as well as the category veeigr equal weight.

2w ran the experiments with only upT8 = 400, because earlier experiments showed, that larger valudg o not
lead to a performance improvement.
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FIGURE 8.6: Related retrievakervice performance on Reuters catalog with modified moélAplit,
context aware SVM classifier, macro-/micro-averaggéeMeasure: D vs. C1

The context aware SVM approach also outperforms the Naiye®8approach by3% for FM and
by 3% for F{'. The performance difference of C1 and D with a context awa##! Slassifier is smalll
and both provide an excellent basis for the CAIMAN knowledgehange services.

The last experiment for the Reuters catalog examines thHabslity of the SVM approach with
the user catalog category size. The results can be seenurer8g/.
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FIGURE 8.7: Related retrievalservice user catalog scalability on Reuters catalog withlifieal
modApté split, SVM classifier, macro-/micro-averagédMeasure: D vs. C1

The results in Figure 8.7 for the SVM approach are very sintdldhe results for the Naive Bayes

approach. The performance is low for small values ahd saturates for values ef> 20. Compared

to the Naive Bayes case, the threshold here is higher forl statdgories, which can be seen in
Figure 8.7(a), and lower for large categories, which canges $n Figure 8.7(b). These results mean
that in a catalog where the difference between the averaggarg size and the actual number of
documents used is large, using the SVM classifier leads terggtrformance. On the other hand, if
the difference is small, Naive Bayes is the better choice rElason for this is that the SVM classifier
is less subject to overfitting than the Naive Bayes clasgffiebastiani 2002].
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8.4.2 Researchindex catalog

We use 2-fold cross validation to generate the User and Carityneatalog, i.e. the original catalog
is split in half and each of the two halves is used as the ugalocgfirst and as Community catalog
in a second run. The results here represent the average widhens. We begin with results for the
Naive Bayes classifier.

8.4.2.1 Naive Bayes classifier

Figure 8.8 shows the performance of tieéated retrievalservice, dependent on the reduced term set
sizeT”, for different approaches.
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FIGURE 8.8: Related retrievalservice performance on Researchindex catalog with 2-foddse
validation, Naive Bayes classifier, macro-/micro-avethgg-Measure: D vs. Clvs. C2 vs. C3
vs. C3*

In addition to the four standard approaches defined in Seét®.3.2, Figure 8.8 shows the addi-
tional approach C3*, which differs from C3 only by usinglal] — [1, 1] match filter cardinality with
stable marriage condition. It can be seen in Figure 8.8 thaategory granular approaches C out-
perform the document granular approach D by far. The exaobeus show tha€3* is up to 439%
better than D using the macro-averaged measure, and U289 better than D using the micro-
averaged measure. The performance difference betweenatmaveraged and the micro-averaged
case is negligible, because the categories all contairathe sumber of documents. Just like with the
Reuters catalog, the superiority of C1 over D is due to ther@wrrecting effect of document voting.
The additional performance gain in C2 results from the pasihfluence of the similarity inheritance
structural matching. However, the best performance amdrgpproaches is delivered by C3 and
C3*, which both use similarity flooding structural matching C3*, the match filter together with the
stable marriage condition avoid that categories with highegality in the user catalog are found as a
match for several categories in the community catalog. Hrfopnance of all approaches increases
slightly with increasingl” and saturates &’ = 500. The overall performance of all approaches is
not as good as for the Reuters catalog. However, the perfurenaef C3 and C3* is largely sufficient
for the CAIMAN knowledge exchange services.

The experiment depicted in Figure 8.9 shows the performalependency on the number of
documents in the user catalog used for classifier training.

Figure 8.9 shows that although the performance increaggglglwith «, the performance influ-
ence ofx is much smaller than with the Reuters catalog. The reasothélower sensitivity is that
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FIGURE 8.9: Related retrievakervice user catalog scalability on Researchindex cataitg2-fold
cross validation, Naive Bayes classifier, macro-/micreragedF;-Measure: D vs. C1vs. C2vs. C3
vs. C3*

documents in the Researchindex catalog are much largezerttsan for the Reuters catalog. Thus,
one Researchindex catalog already supplies as much taiiaita as several Reuters documents. In
conclusion, we can say that in a catalog with large documaestfew as two documents per category
in the user catalog do not constitute a threat to the sengdemnance.

8.4.2.2 SVM classifier

The results in Figure 8.10 shows the service performanceysi SVM classifier.
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FIGURE 8.10: Related retrievalservice performance on Researchindex catalog with 2-foddsc
validation, SVM classifier, macro-/micro-averagég-Measure: D vs. C1vs. C2vs. C3vs. C3*

In Figure 8.10, the performances of D and C1 are close to ehehn. dHowever, C2 and especially
C3 and C3* outperform D by far. The maximuperformance advantage of C3* over D is 1013%
at7T’ = 100. Looking at the absolute performance, only C3* is suitalsi¢he basis for the CAIMAN
knowledge exchange services. Moreover, using the Naivee8alassifier outperforms the SVM
classifier by up ta 6% (see Figure 8.8).

Whether or not the performance of the SVM classifier can beadrgd through context aware
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classification, can be seen in Figure 8.11.
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FIGURE 8.11: Related retrievalservice performance on Researchindex catalog with 2-foddsc
validation, context aware SVM classifier, macro-/micremgedF’-Measure: D vs. C1vs. C2 vs.
C3vs. C3*

As can be seen in Figure 8.11, the performance of the SVM bsesetice can be improved by
context aware classification for all approaches except @&8*which the performance even deterio-
rates. The best performance for all approaches except Ca*hieved fore = 0.2. D profits most
from context aware classification, showing% improvement. C1 still gain36% , C243%, and C3
20% performance over the comparable non-context aware agpisae Figure 8.10). Compared to
the Naive Bayes based performance (see Figure 8.8), cawext SVM performance is better for D
and C2, worse for C1 and equally good for C3 and C3*. The perdmce of C3 and C3* is largely
sufficient for the CAIMAN knowledge exchange services. D &idperform equally well and are
outperformed by C2The only approaches, which perform largely well enough for he CAIMAN
knowledge exchange services are C3 and C3*

Finally, we are going to examine the scalability of the SViked service performance with the
category size of the user catalog. The results can be seeégurer8.12.
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FIGURE 8.12: Related retrievakervice user catalog scalability on Researchindex cataittg2-fold
cross validation, SVM classifier, macro-/micro-averaggdMeasure: D vs. Clvs. C2 vs. C3 vs.
c3*

As is shown in Figure 8.12, the SVM-based service exhibithays performance decrease for
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small . The Naive Bayes based service outperforms the SVM baseitasdn terms of scalability
(see also Figure 8.9). Just like with the Reuters catalagreéhative performance of Naive Bayes
compared to SVM depends on the difference between the aveedggory size and If the difference

is small, the Naive Bayes based approach scales bettereaghdrthe difference is large, the SVM
based approach scales better. For small differences, thelged approach generalizes too quickly.

8.5 Summary

In this chapter, we showed that the CAIMAN catalog matchipgraach is a suitable basis for the
knowledge exchange services presented in Chapter 4. wsalor high-quality mediation and is
scalable with large catalogs. We also proved that with théMO¥N catalog matching approach, a
better knowledge exchange service performance can bevadhigan with state-of-the-art document
granular approaches. Moreover, the CAIMAN catalog matghipproach performed well enough for
the semi-automatic knowledge exchange services in alscase

We compared the CAIMAN matching performance to documentea approaches in terms of
quality of service that can be delivered for tRelated Information Retrievalervice. We chose au-
tomatic evaluation for our comparison, because the outaoinaeuser study is determined by many
factors that are difficult to control and track. For the audtimevaluation, the original catalog is
split into a user and a community catalog. The experimerggparformed with several cross vali-
dation runs. We chose thg -measure as performance measure because it resembles guadjty
requirement for an average user.

We examined the matching quality influence of the reduced &t size7”’, the maximum clas-
sifier training set size: and the relative category vector weight for context awaassification,a.
For all other parameters, we have adopted optimal valuekspel in related work, or run special
experiments to determine near-optimal values.

The experiments have been conducted on two catalogs widretit characteristics: tHeeuters
21578 collectionof categorized news feeds and tResearchindexcollection of computer science
research papers.

We have compared four different approaches in their quafigervice:

e D: Document granular approach / text categorization teclasq

C1 (CAIMAN 1) : Category granular approach without structural matching.

C2 (CAIMAN 2) : Category granular approach with similarity inheritantecural matching.

C3 (CAIMAN 3): Category granular approach with Similarity Flooding sttmal matching
andRetrievalmatch filter.

e C3*: Like C3, but withStable Marriagematch filter.

We have implemented a prototype of the CAIMAN mediation comgnt to run our experiments.
The prototype provides all necessagssifier training and categorization functionalities struc-
tural matching algorithms,evaluation measures calculationgs well asexperiments batch pro-
cessing Although more classification techniques are availabl&éngrototype, we performed exper-
iments only for Naive Bayes classification and Support Mebtachine classification, because these
two approaches represent extremes in the complexitypesioce trade-off, as previously published
results show.
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e Our experiments showed the following results concernirgréttative performance of the
approach D and the approaches C1-C3*

— Except for a few irrelevant outliers, all C-approaches etfgrm the D-approach in all
experiments.

— The maximum performance gain occurs on the Researchindabogaising an SVM clas-
sifier: C3* outperforms D byl013%, i.e. C3* performs 10 times better than D.

— Generally the performance of the different approaches earhbracterized as B C1 <
C2 < C3< C3* where< indicates better quality of service.

— The quality of one of the C-approaches is always sufficientife knowledge exchange
services, whereas the quality of the D-approach is not adwaificient.

¢ Regarding thalifferent catalogs we found that the service quality of all approaches is bette
for the simpler Reuters catalog than for the Researchindt&day. The Reuters catalog has a
larger number of documents per category.

e Theparameterswe examined had the following influence:

— The service quality increases wiif, but7’ = 500 seems largely enough to assure near
maximum performance in all cases.

— The quality can become very low far< 10 and increases with increasing A maximum
value ofx = 50 ensured maximum quality in all cases. If the documents irnegoay are
sufficiently large x has a smaller influence on the quality.

— Context aware classification generally increased the ceiyiality with a maximum im-
provement of61%. The quality was optimal forr = 0.5 for the Reuters catalog and
a = 0.2 for the Researchindex catalog.

¢ Regarding thalifferent classification techniqueswe found the following:
— In general, the relative performance of the techniques eanharacterized as SVM

Naive Bayes< SVM Context Aware.

— The Naive Bayes approach does not lose as much of its penficanaith smaller training
categories as the SVM approach, i.e. Naive Bayes scalex béth the training set.

— An exception to the above is that if a very small fraction @& tdriginal document set of a
category is used for training, SVM outperforms Naive Bayes.
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Chapter 9

Conclusion

In this chapter, we summarize the most important resultshisf work. We focus on the unigue
contributions of this work relative to existing publicatgs Moreover, based on the achieved results,
we are going to identify areas for future research.

9.1 Summary of contributions

In this work, we presented the concept for the CAIMAN framekyavhich can support the exchange
of knowledge in communities of interest via document casloThe knowledge exchange is sup-
ported by a semi-automatic document catalog mediatiomsifucture for heterogeneous document
catalogs. We have implemented a prototype of the cataloghimgt component to provide experi-
mental evidence that our mediation approach is feasiblecandupport knowledge exchange better
than existing approaches.

Application scenario

In order to be able to specify knowledge exchange servicdsatie especially targeted for communi-
ties, we presented a community scenario. Our scenario ddfieeenvironment for which CAIMAN
is targeted:

e A virtual community of interest, the members of which seevidealge exchange as one of the
community purposes.

e Users organize their document collectiongarsonal catalogscommunities as a whole share
a commorcommunity catalognd additionally, there aiglobal catalogswhich are maintained
by community-independent catalog providers.

e The different catalog scopes and categorization schem#seadhvolved catalogs mirror the
domain of interest and the domain perspective of the cataiegtor.

In order to be able to design a framework for knowledge exgbaspecially for our scenario, we pre-
sented an account of characteristics of communities frastieg works. In our scenario, knowledge
can only exist in individuals, everything that can be staredatalogs is information. Consequently,
we define knowledge exchange in our scenariodgaal knowledge exchangehich is achieved by
exchanging information in a way that promotes the knowleglgeghange process.

159
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Requirements for knowledge exchange support in communitie

The functionalities of many existing systems for suppartinowledge exchange in communities are
based on intuitive heuristics, which fail to take into aaaiihe special requirements of the community
environment. The features of the CAIMAN framework are basada systematic analysis of the
knowledge exchange process as well as special requirefiegmmsmmunityware design.

We split the knowledge exchange process into four consecptiases, based on a common pro-
cess model from the field of Knowledge Management (KMkridwledge distribution?) knowledge
awareness3) knowledge creatiomnd 4)knowledge applicationFor each of these phases, support
requirements have been published, which we transferredrtecgnario. Additionally, we considered
some psychological characteristics of human informatimt@ssing to complement the KM require-
ments. Finally, we also identified general requirementeémnmunity support applications, based on
requirements for groupware.

We analyzed different ways of organizing knowledge excleangh the document catalogs that
are available in our scenario. We showed that using all @géabnd relying on a semi-automatic
mediation infrastructure is the most advantageous solutimwever, for using all catalogs, a catalog
mediation infrastructure is required that provides forhhiguality catalog mediation and access to
heterogeneous document catalogs.

Application level design of the CAIMAN framework

Based on the identified requirements, we have designed kdgelexchange supports services for
the CAIMAN framework. The CAIMAN services support the exoge of knowledge between com-
munity members via document catalogs. CAIMAN is the firstrfeavork to date for this purpose, for
which the functionalities have been systematically desigmased on requirements of the knowledge
exchange process. CAIMAN also avoids the shortcomings dft medated systems that we have re-
viewed. CAIMAN supports knowledge exchange for the knogketypes as defined in the application
scenario for each of the phases of the knowledge exchangegszo

e Knowledge types:Document content knowledge, document topic knowledgel@gidomain
structure knowledge, subjective document relations kadge.

e Knowledge exchange phasedinowledge distribution, knowledge awareness, knowledge c
ation, knowledge application

The CAIMAN framework offers three services to support thexabexchange phases for the different
knowledge types:

e Theinformation publication service allows the user to publish documents from her patson
catalog to other catalogs without additional categorimatffort. This service supporksowl-
edge distribution.

e Therelated information retrieval service retrieves related documents from mediated catalog
for a given category in the personal user catalog. This sestipport&knowledge awareness,
creation and application.

e The category discoveryservice allows the user to discover new relevant categariesedi-
ated catalogs by browsing through her own personal catdloig. service supportsnowledge
awareness, creation and application
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We showed that the CAIMAN services require a catalog methatifrastructure. The mediation in-
frastructure has to support the exchange of all knowledgestyprovide for high quality and dynamic
mediation and scale well with large document catalogs.

CAIMAN document catalog mediation principle

We have introduced the concept of a mediator and showed bamnediator needs to be able to
perform catalog matchingquery mappingandquery processingasks to provide the virtual catalog
integration that is required in the mediation process. Aoldal wrapper components are required
for the conversion of data formats. Mediation in CAIMAN hasadhere to the application require-
ments of the knowledge exchange services. As an additigpdication requirement, we explained
that name labels of the catalog structure cannot be useddalat® the catalog integration solution,
because their subjective nature would impede a high-gualkidiation.

We have differentiated betweeocument granular mediation, where virtual catalog integration
is performed for each document individually, aretegory granular mediation, where virtual cata-
log integration is performed for all documents within thensacategory. Document granular catalog
mediation can be realized by state-of-the-art text clasditin techniques. Category granular cata-
log mediation requires a catalog matching approach, andhgrexisting related approaches, there is
none that can be directly applied to our catalog scenarioh&Ve compared the two general media-
tion approaches with respect to the knowledge exchang&ssrand showed that a category granular
approach has more advantages in our scenario. In partieuitar category granular mediation, the
matching calculations are less costly, fewer documents l@abe transferred over the network, less
user workload is incurred in the semi-automatic mediatimcess, all knowledge types can be ex-
changed and cold start problems can be completely avoided.

We have introduced the coarse concept of the CAIMAN categoapular mediation approach,
which fulfills the requirements of the exchange servicese TAIMAN mediator concept comprises
a catalog matching component and query processing compthragincludes wrapper functionalities.
Finally, we described the semi-automatic mediation predeAIMAN.

The CAIMAN approach to document catalog matching

Existing matching techniques for conceptual structuresnat directly applicable to our catalog sce-
nario. Thus, we have presented the novel CAIMAN documerdl@egtmatching approach, which
satisfies the application requirements of the knowledgbaxge services. Our matching approach is
the basis for semi-automatic category granular mediatfalooument catalogs.

The CAIMAN matching approach employs text classificatioohtéques, which we have de-
scribed along with suitable performance measures. Ourhimgt@pproach consists of a sequence
of three phases:

¢ Intheclassification phasedocuments from each category of the source catalog aretanily
categorized in categories in the destination catalog usicigniques for automated text classifi-
cation.

e The category similarity phase calculates initial similarity values for all pairs of catetes
from the source and destination catalog based on the ctadiifi results from the classification
phase.
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¢ In thestructural matching phase the initial similarities form the category similarity pteare
propagated between category pairs according to the grapttigie of the catalogs. The final
match pairs are filtered out with specialized match catefjlbeys.

Using the CAIMAN catalog matching approach for mediatiors liae following advantages over
existing document granular approaches:

o Better flexibility and scalability with large and changinatalogs.

e Knowledge about subjective relations betweens documemtde exchanged with the knowl-
edge exchange services.

e Exchange of knowledge about domain structure is possiltle thé knowledge exchange ser-
vices.

Querying heterogeneous document catalogs with CAIMAN

W have presented an approach that allows heterogeneolsgsata be queried with the same query
infrastructure on a data model level. Our main contribigibave been the following:

1. RDF as the lingua franca for catalog data allows for joirgrging. We have shown how differ-
ent document catalog data models can be modelled with RIMwing a layered approach to
data interoperability from [Melnik and Decker 2000].

2. As a proof of concept, we introduced an approach for loms-4nodelling of Topic Maps data
as RDF data.

Additionally, we proposed a coarse exemplary concept fiot jguerying of catalogs that allows
to perform the necessary query mapping and is applicabléferaht data models. The mediation
concept is based on the TRIPLE [Sintek and Decker 2002] R2Rgafrastructure. We showed how
TRIPLE rules can be used for a declarative specification ofesof the necessary query mappings.
We introduced a coarse software architecture for the qugryomponent in CAIMAN.

Our guerying approach has the following advantages:

e Catalogs based on different data models can be queriedheétsame infrastructure.
¢ In a scenario with different data models, only — 1 converters are required.
e The data model conversions are simple and straightforwamphgransformations.

e With TRIPLE, the mapping rules can be defined declarativetyafl data models. Moreover,
using data model specific mapping rules, the mapping infiomahat has to be supplied by
the user can be reduced to a minimum.

CAIMAN knowledge exchange service performance evaluation

We showed that the CAIMAN catalog matching approach is ablétbasis for the CAIMAN knowl-
edge exchange services, as it delivers high-quality miediaesults and scales well with large cata-
logs. Moreover, with the CAIMAN catalog matching approaathetter knowledge exchange service
quality can be achieved than with state-of-the-art docurgesmular approaches. Our experiments
proved that the CAIMAN catalog matching approach perfornedl wnough for the knowledge ex-
change services in all cases.
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We performed an automatic comparison of the CAIMAN matclapgroach to document granu-
lar approaches in terms of quality of service that can beeled for theRelated Information Retrieval
service. We examined the matching quality influence of sanpoitant parameters. For all other pa-
rameters, we have determined optimal values publishedatereworks. The experiments have been
conducted on two catalogs with different characteristihe Reuters 21578 collectiorof categorized
news feeds and thResearchindexcollection of computer science research papers. We peedrm
experiments using Naive Bayes text classification and Stipfeetor Machine classification in both
document and category granular approaches. For our exgraisinwe have implemented a prototype
of the CAIMAN mediation component.

We have compared five different approaches with respecetodhality of service: one document
granular approach with different classification techngjaed four category granular approaches with
different structural matching algorithms and match filte@ur experiments showed the following
results concerning thelative performance of the document granular and the categry granular
approaches

The category granular CAIMAN approach gives better sergicaity than the document gran-
ular approach.

The quality of the category granular approach is alwaysaeift for the knowledge exchange
services, whereas the quality of the document granularoagpris not always sufficient.

The CAIMAN approach scales well with large catalogs.

The maximum performance gain occurs on the Researchindabogaising an SVM classifier:
The category granular approach with similarity floodingistural matching and stable marriage
match filter performs 10 times better than the state-ofattt@locument granular approach.

The Similarity Flooding structural matching performs betthan the similarity inheritance
structural matching and for both the performance is befti@n tvithout structural matching.

The stable marriage filter performs better than the retridéter.

Regarding the different catalogs, we found that the seryidity is better for the simpler Reuters
catalog, which has a larger number of documents per category

Main research contributions of this work

We see the major contributions of this work in three diff¢r@meas:

Application level: We have collected requirements for an application that eugknowledge
exchange in communities via document catalogs. We haveragsically designed application
services according to these requirements. The featuresgisiing comparable systems have
not been designed in such a systematic manner and conslgqailétack features for certain
aspects of the knowledge exchange.

Matching of document catalogs:We have proposed a novel catalog matching approach. Our
approach is a complex combination of text classificatiomtéques and graph matching tech-
nigues. Used for catalog mediation, our new approach dgtmeed existing mediation ap-
proaches by far. Besides the superior performance, ouoagipiis scalable with large catalogs.
Moreover it is also applicable in related fields like schensahing and ontology matching.
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¢ Querying of heterogeneous catalogsiVe have introduced a coarse concept for joint querying
of heterogeneous document catalogs. Our approach retjugresnversion of all catalog data to
a common format. We showed, how this loss-free, straigivdicdl conversion can be performed
in general, and in detail for the popular formalisms RDF aodid@ Maps.

9.2 Future work

The issue of supporting knowledge exchange via documealogst has been covered extensively in
this work. We are now going to discuss some useful extengibtite results of this work.

9.2.1 Application framework

Requirements. We have motivated the requirements for the CAIMAN framewfidkm abstract
principles from the field of Knowledge Management, prinegbf human information processing and
general requirements for groupware applications.

We can see a potential benefit in an empirical evaluationeoRAIMAN services in order to find
room for improvements. The results of user studies can bbdhkis for new requirements, which can
in turn lead to an improvement of the CAIMAN services. Moregyreviously published user studies
that are applicable to our scenario can be another sourceefiiluequirements for a more detailed
design of the CAIMAN functionalities.

An aspect that has been briefly mentioned in Chapter 3 is #aion phase of document catalogs.
Although the catalog creation phase is principally not eded in the CAIMAN mediation approach,
we have focused on the phase when catalogs are relativdlie stdhe catalog creation phase is
an interesting subject for further examinations, becatise then, when most knowledge about a
domain is required, in order to be able to structure the dorimad meaningful way. On the one hand,
collaborative catalog construction could help the catal@gtors to benefit from each other. On the
other hand, collaboration may lead to similar or convergiatalog structures in the different catalogs.
A lot of the problems that occur with different catalog griamities and catalog matching in general
could possibly be mitigated through a collaborative catalonstruction phase.

Application level design. To be able to conduct empirical evaluations of the CAIMANv&esss, the
CAIMAN framework has to be fully implemented and integrateth an existing community support
application that includes catalog management functitasli The implementation also includes the
design and implementation of wrappers for different docoinnganagement systems, which are often
the basis of community catalogs. On the one hand, the fullemepntation is required for evaluation,
on the other hand, the evaluation results can lead to ansatenf the CAIMAN functionalities.

9.2.2 Mediation infrastructure

Catalog querying. One central idea of the presented catalog querying appwasho use RDF as
the lingua franca for data exchange between all involvealags. The presented concept for querying
the different catalogs simplifies the integration of nevatg representation techniques besides Topic
Maps. An interesting extension of the existing query apghoeould be the inclusion of additional
catalog wrappers, both for (semi-)formal as well as infdroa@alog sources.

In the current query approach, the user has to provide sdioraiation about the catalog structure
in order to allow the catalogs to be jointly queried. An esien of the query approach could include
heuristics to allow the required information to be autosly extracted from the catalog data.
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Document catalog matching. The CAIMAN document catalog matching approach is currently
constrained to matching one catalog perspective with orsppetive in another catalog. The informa-
tion, which perspectives are to be matched, has to be sdgdpli¢he user. The automatic detection of
similar perspectives in mediated catalogs can be a usdfhgion of the existing matching approach.
Alternatively, the automatically detected perspectiaslge corrected by the user in a semi-automatic
process.

As the CAIMAN approach relies on text classification tecluaig, which in turn use term statistics,
itis constrained to catalogs with documents in the sameulage. A possible extension to the existing
matching approach could be a cross-language matchingitigpakhis extension can be realized by
simply using translation on a term basis.

As we have seen in Chapter 6, different granularities of tatalogs can become a problem
for matching. The resolution of the granularity problem t&na useful extension to the CAIMAN
matching approach. A possible solution to this problem @afobnd in two steps: first, the occurrence
of different granularities has to be localized in the cajaloAn indication for different granularities
is that several categories in one catalog are matched vdtiojie category in another catalog. After
localization of the granularity difference, the coarsetegary could be split and clustered in a way
that resembles the finer granular categories. The new daturhesters could replace the previous
coarse category or just be used as “virtual” sub-categarfi¢se original category. If the new, finer
granular categories are used for catalog matching, thétyjadithe knowledge exchange services is
likely to improve.

So far, the CAIMAN concept does not include special indexiechniques for hypertext docu-
ments or structured documents in general. It has been staf¥dng et al. 2002] and [Attardi et al.
1999] that special indexing techniques are required foehggt classification in order to achieve high
classification accuracies. We have conducted first expatsribat confirmed the need for special in-
dexing techniques. An integration of hypertext indexinchtéques into CAIMAN could extend the
high matching quality to hypertext catalogs.

Knowledge exchange service performance evaluation.We have evaluated the CAIMAN service
quality with an automatic evaluation approach. The aut@rataluation is necessary as a proof
of concept that the CAIMAN mediation approach is technicélasible and produces the expected
results.

In order to allow statements about the performance on agalath specific characteristics, ex-
periments that are targeted on showing the performancereiiftes between different catalogs can be
performed. These results can lead to a wider overview of thi@N performance.

A user study to evaluate the subjectively perceived qualityervice of the knowledge exchange
services can be a useful extension of the existing simulaésults.

CAIMAN software architecture.

We have presented the CAIMAN framework, identified the défe framework components and de-
signed and explained the functionalities of the componértie CAIMAN components offer function-
alities for supporting community knowledge exchange, haxehey do not represent a full-fledged
community support application. We restricted the scop&®iQAIMAN framework for two reasons:

1. The design of general community support functionaligied components is not the goal of this
work.
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2. In order to be successfully deployed in a community, théNCAN functionalities have to be
integrated into an application that is used on a day-to-@eyskby community members.

There are many possible software architectures, which eghébasis of the CAIMAN compo-
nents. An important requirement is, however, that the CAN@omponents can be easily integrated
into existing community support applications and that nemponents are easily integrable into the
CAIMAN architecture itself.

The design of a flexible CAIMAN software architecture thaeB up to these requirements is an
important precondition for the adoption of the CAIMAN coptén practice.

We have created a first draft for a flexible CAIMAN software harecture and a concept for
the integration of CAIMAN into an existing community supparchitecture. Both are presented in
Appendix A. Our architecture draft can be the basis for fitmore concrete designs and community
integration concepts.

9.3 Concluding remarks

Communities of interestave become increasingly valuable sources of knowleddethét advent of
the Internet. However, with increasing humber of communigmberships and catalogs that can be
used for knowledge exchange, users can easily become celemeth. Moreover, too much effort
for knowledge exchange via catalogs impedes the exchange.CRIMAN framework solves this
problem by allowing a community member to use her personalit@nt catalog for all knowledge
exchanges. The automated mediation of document catal@&IMAN greatly simplifies knowledge
exchange. Moreover, our experimental results showed tigaCAIMAN approach performs well
enough to bring a substantial benefit to the user.

With the growing availability of sources of information.fimmation overload increases as well.
This work can contribute to extracting relevant knowledgarf information glut.
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Appendix A

CAIMAN Software Architecture Draft

We are going to present some first concepts for a softwanetbgsed architecture that allows for easy
integration into existing applications as well as easygragon of new components. The presented
architecture, follows principles of community design, ahiwe have discovered in theoBricks
project @Bricks for Communitywaresee also [Lacher and Koch 2000; Koch and Lacher 2000; Koch
et al. 2001; Borghoff et al. 2001]CoBricksis a general community support architecture that allows
for the reuse of community information and interoperapitif services across communities. CoBricks
is well-suited as the basis for community support applicetiand consequently, other architectures
for community support applications are likely to includenpaf the CoBricks principles.

The combination of the CAIMAN components wi@oBricks’ general community support com-
ponents can be the basis for a future community knowledgleagxe support application.

CAIMAN agent architecture. We motivate a coarse software agent based architecturehdor t
CAIMAN framework. Agent oriented software engineering [/€001] is a high level software
design approach that is especially suitable for distrithygstems and applications that include het-
erogeneous components, for the following reasons:

e Agents communicate througkgent Communication Languages (ACQWhich are abstract pro-
tocols based on the concept of speech acts [Weil3 2001]. lgem-based architecture with
heterogeneous components using a comAgent Communication Language (ACthe num-
ber of interfaces between heterogeneous components isegédwmn - (n — 1)/2 ton (n the
number of components).

e Agent architectures provide for a loose coupling of systemmonents and thus flexibility and
scalability in terms of new components.

e An agent-based architecture allows to provide a simplifigtiftevel design of a complex dis-
tributed software system.

ACLs typically only define a conversation process betweameggand not the content. An additional
common content language, like for example KWWeiR 2001] is required to allow agents to exchange
data. ACL messages are typically communicated over anynetéransport protocol, e.g. HTTP.

We transform the CAIMAN components into an agent architectth partly autonomous agents
with clearly defined functionalities. We regard the intérwarkings of the agents as black boxes

'Knowledge Interchange Format
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here. The CAIMAN query functionality has been described fra@ter 7 and the CAIMAN matching
approach has been described in Chapter 6. The agent atahétgives a coarse impression of inter-
action of the different CAIMAN components as well as digitibn of components. Figure A.1 shows
a coarse overview of the concept for a CAIMAN agent architextwhich incorporates many of the
principles proposed for CoBricks in [Koch et al. 2001].

User Agency

Document Management / CAIMAN User User
Community Support Application Portal Item Profile

Agent Agent Agent
bt
f KES* Services
C

A

v

Personal User

Catalog Profile
~—

Catalog
Matchings

Catalog
Matching

NVIIVD
uoyvpap

* Knowledge Exchange Support

FIGURE A.1: CAIMAN Agent Architecture Concept

On the left hand side of Figure A.1, we see the CAIMAN architee overview with the different
functional components differently shaded. On the rightchside of Figure A.1, we see the division
of the components into agents with specifically defined roldse agent architecture is divided into
two groups of agents: theser agencyand thecommunity agencyThe two agencies group agents
that are under control of the user and agents under conttbeafommunity - a global agency would
largely resemble the community agency. The agents in theagsmcy do not necessarily run locally
at the user’'s workstation, but the user needs to have coenptettrol over these agents. The user
agents store and manage private user information and thusstir’s trust in the managing agents is
essential for user participation. The user’s trust can beeased significantly if the respective agents
are located near the user in a sense that she can monitor armbmaol over the agents’ activities.
Moreover, if all user information is stored in a user-canfashion, this data can be reused within
several communities [Koch et al. 2001].

The example in Figure A.1 illustrates the roles of the ddfégragents. We describe an example
of how a CAIMAN knowledge exchange service can be renderethéydifferent agents. For our
example, we consider threlated retrievalservice to be requested by the user for a certain category in
her personal catalog. The following is assumed as predondit

e All catalog matchings have been calculated at the time whenuser chose the respective
catalogs for mediation. The matching results are storeddatalog matchings base with the
user agency (see Figure A.1). We chose to store the matchitigthe user to give her control
over this data and out of the simple practical reason that fikedy no community would be
willing and able to store matching data for all of its members
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e The information that is necessary to query the communitgleg{s) has been provided by the
user and is stored with the broker agent. The catalog stestior mediated catalogs like a
community catalog are either available in a format that isrgable by the broker agent or has
been converted and cached with the broker agent (see Clapter

e The user profile holds all necessary information about comtypmemberships and catalogs to
access during mediation.

The user chooses a category in her personal catalog, arkkemtioerelated retrievalservice on the
category. The user interface as well as the applicatior loigihe services is provided by tIGAIMAN
portal agent Therelated retrievalservice is performed in the following steps:

1. The list of documents that are in the chosen category aisbe catalog are requested from the
broker agenby theportal agentand displayed in the user interface.

2. Thebroker agenin turn requests the documents for the respective userargtégm theuser
item agent

3. Theportal agentrequests all documents from mediated catalogs that aneddia the current
user category from thieroker agent

4. Thebroker agentrequests the information, which catalogs are to be mediated the user
profile agent For each of the catalogs, the broker then requests the imgtcategory from the
mediator agent And finally, the broker requests from each of the mediatddiogs, i.e. the
respectivatem agentsall documents within the respectively matching categorie

5. The final result is returned to tipertal agent which can now display the results of tredated
retrieval service.

The service example explained the roles of the agents in&igul. There are a number of issues
concerning an agent based CAIMAN framework that remain fasduvork:

e Agent platform: Agent systems typically require platforms that offer cierfaasic agent ser-
vices, such as directory, communication and security sesviWeil3 1999].

e Agent communication: Given that all agents communicate using ACL, a common cénten
language is required. KfAs a possible candidate. The Foundation for IntelligentsRiay
Agents (FIPA) has also published several proposals fortagenmunication [Steiner 1998].

e Query language: Depending on the content language, queries concerningnEmucatalog
contents and query results can either be “wrapped” as lilagkeontent in a general content
language or translated into the agent content language.

e Distributed query services: The capability of catalog querying, as described in Chapteas
to be integrated into the CAIMAN broker and item agents.

¢ Implementation of a CAIMAN agent-based architecture.

Another open issue is the integration of the CAIMAN compdeénto existing community support
applications or frameworks, such as the CoBricks framework

2Knowledge Interchange Format
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Integration into the CoBricks community support framework . The CoBricks (Bricks for Com-
munity Supportjramework® [Koch et al. 2001; Borghoff et al. 2001] is a general commysitpport
framework. CoBricks can be the basis for community supppplieations that can profit from the
integration of the CAIMAN services. We regard CoBricks asamfework that is in many ways rep-
resentative for community support frameworks and commgusuipport applications in general. Thus,
we see a concept for an integration of the CAIMAN frameworto ithe CoBricks framework as an
effort that could produce many general implications forititegration of CAIMAN into community
support applications. Our aim for this section is to provégeimpression of the issues regarding the
integration of CAIMAN services into a community support Aggtion

The CAIMAN agent architecture follows the same design ppiles as theCoBricksframework,
thus there are many similarities in the two architecturesthBare flexible agent architectures and
both architectures are conceptually divided into a usen@gand a community agency to increase
the user’s trust in the system and allow for user data reHityab

A brief introduction of the most basic components and festyorovided by th€obricksframe-
work helps to describe a possible integration with CAIMAN.

The agents in thaser agencyrovide means for managing user information which can bse@u
for participation in several communities. User agentnanages the user profile, while awareness
agentmonitors the user’s actions to constantly update the usdilgowith the newly collected data.

A user broker agentlistributes queries to either thuser item agenbr one or several communities,
in which the user is a member. Thser item agenis basically a wrapper for a database or a file
system, which stores the user’s personal catalog. All mé&iion that is exchanged in the user agency
is described in terms of a semantically rich domain modelcivis managed by thaser ontology
agent The agencies can be accessed through a user interfaceudfedhagent or via a web browser
through theportal agent which is part of the community agency.

The main task of theommunity agencin CoBricksis to support information exchange among
members of a community. Tremmunity agermnanages memberships and skill yellow pages of the
community. Thecommunity broker agemtistributes information queries to the differetem agents
in the community. Amatchmaking agemnines social network relationships from the data available
in the community. Afilter agentincorporates several information filtering possibilitieRist like in
the user agency, @@mmunity ontology agemptrovides the domain model, which is the basis for data
exchange among the agents.

The current implementation of theoBricksframework is based on a proprietary agent system
which adheres to the FIPfstandard. The agents communicate using the FIPA Agent Cancation
Language (ACL). Currently, simple attribute-value-pare used as content language with the FIPA
ACL. Additional parts of the infrastructure are a standardatory service (LDAP/X.500) for finding
agents and a set of security components that take care afrdigtition and authorization.

There are a number of issues that need to resolved for initegraf the CAIMAN components
into theCoBricksarchitecture that we consider future work as extensionisovtork. The key issues
that need to be examined for integration of CAIMAN into theBricksframework are:

e Agent communication: The content languages of a possible CAIMAN agent framewark a
the CoBricks framework need to be assimilated.

e Query language: The query languages used for querying information resaurcthe commu-
nity framework as well as in CAIMAN need to be integrated.

3See http://www11.in.tum.de/proj/cobricks
“See http://www.fipa.org/
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¢ Distributed query services: The different query components have to be integrated.

e Domain model coherence:To be able to query data from the user profile and item agents in
a meaningful way, the CAIMAN agents have to be able to undadsiand use the CoBricks
domain model for querying. One solution could be to mergeuer catalog structure and the
CoBricks domain model and use the merged model as the basi fommunication in the
user agency.

e User interface: The application logic of the CAIMAN services has to be intdgd into the
respectiveCoBricksportal agents.
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Appendix B

CAIMAN Implementation

Overview

This section describes some details of usage and impletiwntd the CAIMAN mediation prototype
implementation, which has been used to produce the expetatresults presented in Chapter 8. This
section complements the description in Chapter 8 in that reegmt additional technical detail, but
we do not repeat the functional description of the prototyggch has been given in Section 8.3. The
purpose of this section is to provide guidance for runningeeinents with the CAIMAN prototype
as well as guidance for the use and reuse of components ofdlt@ype implementation in future
work.

The CAIMAN mediation prototype is tailored for automaticpeximental evaluation of the CAl-
MAN matching approach and state-of-the-art text categtiom techniques on plain text document
catalogs. The prototype implementation architecture ctbe transferred to a complete implementa-
tion of the whole CAIMAN framework in a straightforward wallowever, parts of the implementa-
tion are reusable for a future implementation of the CAIMARMework.

First, we show how the implementation can be used to run atiatu experiments. Thereafter,
we provide an overview of the software architecture of thetqiype, including static and dynamic
overview models. Finally, we describe the package stracamd where the different functionalities
described in Section 8.3 are implemented.

The prototype has been implemented in JAVA. However, soméefequired runtime libraries
can only be used on a Linux platform. Excluding the requitedime libraries, the prototype amounts
to roughly 13000 lines of code.

B.1 Usage of the prototype

The prototype can be used for running experiments like thess alescribed in chapter 8. All exper-
iments can be run from a central JAVA class and all parametersonfigured via a configuration
file.

Prerequisites

In addition to the CAIMAN packages (see section B.4), sevexternal libraries are required to use
the CAIMAN prototype. For compilation, the following JAVAdraries are required:

175
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e LibSVM JAVA®: This library is required for SVM classification and for thetérnal object
format for word-document-matrices and catalog indices.

e Xerces XML parser. Preprocessing of the Reuters catalog, which consists dfllS@es
requires this library to extract the plain text documents.

e Similarity Flooding': We use the publicly available implementation by the autfdne original
similarity flooding publication (see [Melnik et al. 2002]) his distribution also includes the
required W3C reference implementation RDF-API as well asAblfred XML parser.

e EdenLild is a general purpose library from which we use some text ggieg functionalities.

In addition to the above compile-time libraries, the follog runtime libraries are required as
executable binaries, which are started from the JAVA pyqet

e Bow®: The Bow toolkit and especially the Rainbow applicationstxt classification are re-
quired for indexing and classification using the Naive Baglassifier. The path to the binaries
for Linux® has to be provided in the CAIMAN configuration file.

e LibSVM binaries: The binaries of the LibSVM library are reémpd for scaling training data and
training of the classifiers. These tasks cannot be perfonnittdthe JAVA library for runtime
performance reasons. The path to the respective binarées Ihe provided in the configuration
file.

Catalog preparation

The catalogs used for experiments have to be available itiltheystem as a hierarchical folder
structure. A sub-folder signifies a sub-category and docsnare represented by files contained in
the folders. The structure is assumed to be strictly hibieat, i.e. it is acatalog perspectivin the
sense that has been described in section 2.3.3.1. The tigr,fathich holds the category folders of
the first tree level, has to be configured in the configuratilenfdir the prototype. The categories on
different tree levels in the catalog can have the same nameseas document names must be unique
on a catalog-global level. The documents in folders musti&ia pext unstructured documents.

The online document catalogs for the experiments in Se@&idrhave been crawled using the
WebSphinx toolkit, and a unix-shell-script included in the CAIMAN distriboiti, which relies on
the GNU wgettoolkit®. The conversion of Postscript and PDffocuments to plain text has been
performed with theGNU pstotextoolkit'®. For HTML text files, an option in the configuration file
allows to ignore the HTML tags during indexing.

For the Reuters catalog, some additional preparations are necessary. rigiead catalog comes
in several large SGML files, which have to be parsed in ordeetdeve the documents and their

See http:/iwww.csie.ntu.edu.tw/ cjlin/libsvm/

2See http://xml.apache.org/xerces-j/

3See http://www-db.stanford.edu/ melnik/mm/sfa/

4See http://edenlib.sourceforge.net/

5See http://www-2.cs.cmu.edu/ mccallum/bow/

5The library only worked under Linux at publishing data ofstiiork.
"See http://www-2.cs.cmu.edu/ rem/websphinx/

8See http://www.gnu.org/software/wget/wget.html
SPostscripts and PDF are registered trademarks of Adobe
Ysee http://research.compag.com/SRC/virtualpapetépstbtml
H13ee http://iwww.research.att.com/ lewis/reuters215i8.h
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classification. The CAIMAN distribution includes th& epr ocessor class for preprocessing the
Reuters catalog in the packade. t um cai nan. crawl . r eut er s. [Groh 2001] describes the
preprocessing in more detail.

Experiments configuration

All parameters for the experiments are configured in a cordigan file. For each catalog in the
experiments, a separate configuration file has to be created. the way in which the catalog is split
for the experiments, i.e. either a given fixed split intortinag and test set or by k-fold cross validation,
is the same for all experiments described in one configurdiie.

A configuration file directly describes which graphs showddhtput by the CAIMAN prototype.
For each graph, a number of fixed parameters settings carvée fiir the different mediation ap-
proaches and classification techniques. Moreover, a listbetissa values can be given, for all of
which the respective experiment is evaluated.

A graph consists of several subgraphs, which representthaldines drawn in the figures in Sec-
tion 8.4. A subgraph can show one of the different comparg@dcgehes by specifying the respective
parameters in the configuration file.

The configuration files for CAIMAN have a large number of oppwhich are described in more
detail in [Etzold 2003].

Experiments batch processing

After all planned experiments have been described in théiguoation file, the calculation of the
results can be started using the cl@iest Par anet er sinthede. t um cai man. experi nents
package. The configuration file is accepted as an input pagame

The results of all subgraphs and graphs are calculated anpettfiormance measure results for
each of the single subgraphs are printed on the console geepsoreports.

After all calculations for a graph have been finished, theltesare output in several different
formats: as a table in a format that can serve as input to thglet¥ graph drawing software and as
a Postscript figure.

More details on the output files of the batch process can badfou[Etzold 2003].

125ee http:/www.gnuplot.info/
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B.2 Static Structure

Figure B.1 shows the main static class structure of the CANphototype. Some attributes, methods
and classes have been left out to keep the overview concise.

Catalog
1 1.2 |ModelMapping (CategorySimilarities 1
+getX ValidationTrainingCatalog() | é
+getX ValidationTestCatalog() 1
+prepareNfoldCatalogs()
1 1
1 1 1 1
StructuralMatcherScript CategoryCorrelator
+doStructuralMatch() +calculateCategorySimilaritiesDocumentVoting()
+getAdjustedSimilarities()
+getFilteredSimilarities() 1
1
1
1 1
1
1.2 TestParametersBase
CatalogFileManager 1
#analyseResults()
1 |#startClassification() ClassificationResults
:’”“dtC“F’f;";g (t)( ) 1 1 VbuildGraphForSection() 1 N
creafeTiese +plotSectionGraph()
Configuration 1 +performFullStructuralMatch() 1 1
TestParametersOfSVM TestParametersOfRainbow TestParametersOfRocchio TestParametersOfNeighbour
+computeMeasures() computeMeasures() +computeMeasures() +computeMeasures()
7 1 1 1
1
TestParameters 1
1
1 +main()

FIGURE B.1: CAIMAN mediation prototype main classes

The coarse functionalities of the classes are explaine@adtiéh B.4.
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B.3 Control flow

Figure B.2 shows an overview of the sequential steps peddrim an experiment of the CAIMAN
prototype.

Main experiments processing

Read configuration

Read catalog

V

Grepare cross-validation seh>

[no default split]

[default split given]

Get graph par

%et subgraph parameter9

V

/ﬁenemte training and test sea

Galculate Service Performance for parameter range)

[for all cross validation sets]

Analyze subgraph results

[more subgraphs]

Plot Graph

[more graphs to plot]

FIGURE B.2: CAIMAN mediation prototype main control flow
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Figure B.3 shows an overview of the sequential steps peddrto calculate the performance
results of one subgraph in an experiment of the CAIMAN prgiet

Calculate
performance measure
for all parameter values

e

Index training set

Classifier training

Classify test set

[perform
structural

match
Structural Matching

[no
structural
match]

Galculate retrieval performan%

[for all parameter values]

FIGURE B.3: CAIMAN mediation prototype subgraph performance gkdtion control flow

B.4 Functionality overview

Table B.1 shows an overview and short descriptions of thesekin thele.tum.caimamackage.

Class Description

Catalog Document Catalog access and update
CatalogFileManager Document Catalog I/O

Category Category access and update
FileManager General I/O functionalities

Util General utility functionalities

TABLE B.1: Overview of the packagee.tum.caiman

Table B.2 shows an overview and short descriptions of thesekin thele.tum.caiman.classify.*
package.
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Package.Class Description

ClassificationProbabilities Access to the classification probabilities of documents

ClassificationResults Access to the classification results of documents

ClassificationResultsFileManagéerClassification results 1/0

Classifier Document classification decision

Formula Simple math expression evaluation for performance mea-
sures

HierarchicalFeatureBooster Feature weighting for hierarchical classification (notduse
CAIMAN)

Measure Calculation of performance measure

MeasureResults Access to performance measure results for several experi-
ments

NeighbourClassification Classification with the k-nearest-neighbor technique

NeighbourClassification Classification with the Naive Bayes technique using [the
Rainbow library

WordDocMatrix Access to Word-Document-Matrix (not used in CAIMAN)

rainbow.RainbowUtil General Utilities for using the Rainbow library

svm.SVMClassification Classification with the SVM technique

svm.SVMProblemDescription | Representation of test catalog in a SVM-suitable format

svm.SVMULil General SVM Utilities

TABLE B.2: Overview of the packagge.tum.caiman.classify.*

Table B.3 shows an overview and short descriptions of thesekin thale.tum.caiman.crawl.*
package.

Package.Class Description
reuters.Preparser Extracts the Reuters catalog files from the source SGML files
reuters.Preprocessor Script Adapter for Preparser

researchindex.ResearchindexCollectaCrawler for the Researchindex catalog
researchindex.ResearchindexParser Parser for the Researchindex HTML catalog structure pages
researchindex.RIScriptAdapter Script Adapter for the Researchindex crawler

TABLE B.3: Overview of the packagege.tum.caiman.crawl.*

Table B.4 shows an overview and short descriptions of thesekin thele.tum.caiman.experiments
package.



182

APPENDIX B. CAIMAN IMPLEMENTATION

Package.Class

Description

Configuration
GnuplotUtil
StructuralMatcherContingencyValue

StructuralMatcherScript
StructuralMatcherStatisticalVerifier

StructuralMatcher\erifier
StructuralMatcherVerifierFileManage
StructuralMatcherVerifierProperties
TestParameters
TestParametersBase
TestParametersOfNeighbour

TestParametersOfRainbow

TestParametersOfRocchio

Represents the parameters set in a configuration file
Output of the results in Gnuplot format
s Basic performance assessment for structural match st
alone test

Manager class for structural matching

High-level performance assessment for structural m
stand-alone test

Structural match stand-alone test
rBasic 1/O for structural match stand-alone test

Structural match stand-alone test configuration

Script adapter class for TestParametersBase

The main control flow for the experiments batch processi
Calculation of the performance results for k-nearestimzag
classification

Calculation of the performance results for Naive Bay
(Rainbow) classification
Calculation of the performance results for Rocchio class
cation

and-

atch

es

Sifi

TestParametersOfSVM

Calculation of the performance results for SVM classifimat]

TABLE B.4: Overview of the packagge.tum.caiman.experiments

Table B.5 shows an overview and short descriptions of thesel in thede.tum.caiman.graph

package.

Package.Class | Description

MatchFilter
ModelMapping
StructuralMatcher

Filtering for the structural catalog matching
Representation of the graph matching problem
Main graph matching functionalities

TABLE B.5: Overvi

ew of the packagde.tum.caiman.graph

Table B.6 shows an overview and short descriptions of theselin thede.tum.caiman.match

package.
Package.Class Description
CategoryCorrelator Calculation of the initial similarities from the classift@n

resu
CategorySimilarities
CategorySimilarityFileManage
CategorySimilarityScript

r Basi

Representation of category similarities for two catalogs

Stand-alone similarity calculation test

Its

c I/O for category similarities

TABLE B.6: Overvi

ew of the packagge.tum.caiman.match
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Query Mapping Rules

In Chapter 7 we have introduced our querying approach, wigtibs on the TRIPLE RDF query,
inference and transformation language [Sintek and Dedk@2]2 Here, we are going to present some
additional technical details about the representatioruefyymapping rules with TRIPLE.

The Triple query engine can process RDF queries [Sintek and Decker.200% based on the
publicly available XSB logic programming library. The goal Gfriple is to provide a query engine
that is capable of querying heterogeneous sources of samitged data. Query mapping in our
approach is enabled by modelling the semantics of the difteratalog data models TTRIPLE rules

Query and rule syntax. The TRIPLE rule and query syntax is loosely based on F-Idgiief et al.
1995] syntax. An expressios| p- >0] corresponds directly to an RDF statement with subggct
predicatep, and objecb. Such an expression is either a fact or a rule. To query diffeinformation
sources, which is not directly possible in RDF and F-logizcalled source expressions are used.
A statements[ p- >0] @1 refers to an RDF stateme(fs, p, 0) in the information source1.
The information sourcsel is a collection of facts, which is calleshodelin TRIPLE terminology.
Variable bindings are realized in TRIPLE through the guears FORALLandEXISTS For the full
specification of the TRIPLE syntax, see [Sintek and Deck@2P(Rules are also encoded in models.

For the query example in Chapter 7, the catalog data is edciodea TRIPLE model. To map
gueries to a certain catalog, we simply add mapping rulesed RIPLE model of the catalog. As a
consequence, of the added rules, new facts are added to thed, whien it is queried. Thus, what is
essentially done, is not a query mapping, but a mapping ofefeective catalog data. More details
on TRIPLE rules can be found in [Sintek and Decker 2001].

An example TRIPLE model with rules that allow the mapping oédes to the CIA World Fact-
book catalog is shown in Figure C.1.

An example TRIPLE model with rules that allow the mapping aédes to the DMOZ Open
Directory web catalog is shown in Figure C.1.

!See http://xsh.sourceforge.net/
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@ act book {
FORALL current Cat egory, subCategories
current Cat egor y[ subCat egor y- >subCat egori es] <-
EXI STS cl assl nst anceAssoci ati on
cl assl nst anceAssoci ati on[|
associ ati onMenber - >subCat egori es;
associ ati onMenber - >curr ent Cat egory;
associ ati onTenpl at e- >psi 1: at - cl ass-i nst ance] .
FORALL user Cat egory, comrunityCategory, rel ation, object
comruni t yCat egory[rel ati on->o0bj ect] <-
user Cat egory[rel ati on->o0bj ect] AND
user Cat egor y[ nat ches- >conmuni t yCat egory] .

FIGURE C.1: TRIPLE model that allows query mapping for the Factboatalog.

@noz {
FORALL current Cat egory, subCategories
current Cat egor y[ subCat egor y- >subCat egori es] <-
current Cat egor y[ nar r ow >subCat egori es] .
FORALL user Cat egory, comrunityCategory, rel ation, object
comruni t yCat egory[rel ati on->o0bj ect] <-
user Cat egory[rel ati on->o0bj ect] AND
user Cat egor y[ nat ches- >conmuni t yCat egory] .

FIGURE C.2: Part of the TRIPLE model that allows query mapping fer M OZ catalog.



Appendix D

Sample Document Catalog Data

Open Directory Contents RDF

<?xm version="1.0" encodi ng="1 SO 8859-1" ?>
<! DOCTYPE rdf: RDF [ <! ENTI TY dnmoz "http://dnmoz.org/">]>
<r:RDF xm ns:r="http://ww. w3. org/ 1999/ 02/ 22- r df - synt ax- ns#"
xm ns:d="http://purl.org/dc/elenments/1.0/"
xm ns="http://directory.nozilla.org/rdf/">
<Topic r:|D="&dnoz; ">
<tag catid="1"/>
<d: Title>Top</d: Title>
</ Topi c>
<Topic r:|D="&dnoz; Regi onal ">
<tag catid="2"/>
<d: Titl e>Regional </d: Titl e>
<link r:resource="http://ww.officialcitysites.org/"/>
</ Topi c>
<Ext er nal Page r:about="http://ww. of ficialcitysites.org/">
<d: Title>Oficial City Sites</d:Title>
<d: Description>Directory of official city, county, state and country
sites fromAustralia, Canada, United Kingdomand United States. Also
i ncl udes chanber of commerce and visitor bureau sites.</d:Description>
</ Ext er nal Page>
<Topi c r: | D="&dnoz; Regi onal / Eur ope" >
<tag catid="3"/>
<d: Titl e>Europe</d: Titl e>
</ Topi c>
<Topi c r:|D="&dnoz; Regi onal / Eur ope/ Denmar k" >
<tag catid="4"/>
<d: Titl e>Denmark</d: Titl e>
<link r:resource="http://ww.cia.gov/cialpublications/factbook/geos/da. htm"/>
</ Topi c>
<Ext er nal Page r: about="http://ww. ci a. gov/ci a/ publications/factbook/geos/da. htm ">
<d: Titl e>The Worl d Factbook - Denmark</d:Title>
<d: Descri pti on>About the Dani sh geography, people, governnent,
econony, comruni cations, transportation, mlitary and transnati onal
i ssues. </ d: Descri pti on>
</ Ext er nal Page>
</r: RDF>

FIGURE D.1: Open Directory Catalog Contents in RDF
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Open Directory Structure RDF

<?xm version="1.0" encodi ng="1 SO 8859- 1" ?>
<I DOCTYPE rdf: RDF [<!ENTITY dnoz "http://dmoz.org/">] >

<r:RDF xm ns:r="http://ww. w3. org/ 1999/ 02/ 22- r df - synt ax- ns#"
xm ns:d="http://purl.org/dc/elements/1.0/"
xm ns="http://directory.nozilla.org/rdf/">

<Topic r:|D="&dnoz; ">
<tag catid="1"/>
<d: Title>Top</d: Title>
<narrow r:resource="&dnoz; Ref erence"/ >
<narrow r:resource="&noz; Regi onal "/ >
<narrow r:resource="&dnoz; Sci ence"/ >
</ Topi c>

<Topi c r:|D="&dnoz; Regi onal ">
<tag catid="11"/>
<d: Titl e>Regional </d: Titl e>
<narrow r:resource="&dnoz; Regi onal / UK"/ >
<narrow r:resource="&dnoz; Regi onal / Eur ope"/ >
<narrow r:resource="&noz; Regi onal / Australia"/>
<rel ated r:resource="&dnoz; Wrl d"/ >

</ Topi c>

<Topi c r: | D="&dnoz; Regi onal / Eur ope" >
<tag catid="111"/>
<d: Titl e>Europe</d: Titl e>
<narrow r:resource="&dnoz; Regi onal / Eur ope/ Czech_Republic"/>
<narrow r:resource="&dnoz; Regi onal / Eur ope/ Denmar k" / >
<narrow r:resource="&dnoz; Regi onal / Eur ope/ Est oni a"/ >
<rel ated r:resource="&dInoz; Soci et y/ Et hni ci t y/ Scandi navi an/ Dani sh"/ >
<rel ated r:resource="&dnoz; Wr| d/ Dansk"/ >
</ Topi ¢>

<Topi c r:|D="&dnoz; Regi onal / Eur ope/ Dennar k" >
<tag catid="1111"/>
<d: Titl e>Denmark</d: Titl e>
<narrow r:resource="&dnoz; Regi onal / Eur ope/ Denmar k/ Arts_and_Entertai nment"/>
<narrow r:resource="&noz; Regi onal / Eur ope/ Denmar k/ Busi ness_and_Econony"/ >
<narrow r:resource="&dnoz; Regi onal / Eur ope/ Denmar k/ Count i es"/ >
<rel ated r:resource="&dInoz; Regi onal / Eur ope/ Regi ons/ Nor di c_Countries"/>
<rel ated r:resource="&dnoz; Soci et y/ Et hni ci t y/ Scandi navi an/ Dani sh"/ >
<rel ated r:resource="&dnoz; Wr| d/ Dansk"/ >
</ Topi c>

</ r: RDF>

FIGURE D.2: Open Directory Catalog Structure in RDF
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CIA World Factbook Topic Map

<?xm version="1.0" encodi ng="utf-8" standal one="yes"?>
<topi cMap xm ns="http://ww.topi cmaps.org/xtm 1.0/"
xm ns: xli nk="http://ww. w3. org/ 1999/ xl i nk" i d="fact book. hyt n{'>

<topic id="cl44">
<i nstanceOf >
<t opi cRef xlink: href="#country"></topi cRef >
</instanceO™ >
<subj ectldentity>
<subj ect | ndi cat or Ref
xlink:href="http://psi.ontopia.net/cialfactbook/#DA">
</ subj ect | ndi cat or Ref >
</ subj ectldentity>
<baseNane id="id1106" >
<baseNanesSt ri ng>Dennar k</ baseNanmeSt ri ng>
</ baseNanme>
<baseNane id="id1108">
<scope>
<t opi cRef xlink: href="#csfnane"></t opi cRef >
</ scope>
<baseNaneSt ri ng>Dennar k</ baseNanmeSt ri ng>
</ baseNanme>
<occurrence id="id1110">
<i nstanceCf >
<t opi cRef xl i nk: href ="#mai npage" ></t opi cRef >
</instanceOf >
<r esour ceRef
xlink:href="http://ww.cia.gov/cialpublications/factbook/geos/da.htm">
</ resour ceRef >
</ occurrence>
</t opi c>

<topic id="country">
<subj ectldentity>
<subj ect | ndi cat or Ref
xlink:href="http://psi.ontopia.net/cialfactbook/#Country">
</ subj ect | ndi cat or Ref >
</ subj ectldentity>
<baseNane id="id1176">
<baseNameSt ri ng>Count r y</ baseNameSt ri ng>
</ baseNanme>
</t opi c>

<topi c id="csfnane">
<baseNane id="id1138">
<baseNameSt ri ng>Conventi onal short fornk/baseNameString>
</ baseNanme>
</t opic>

</t opi cMap>

FiIcure D.3: CIA World Factbook XTM source
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