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S U M M A R Y
Glacial isostatic adjustment (GIA) and the hydrological cycle are both associated with mass
changes and vertical land motion (VLM), which are observed by GRACE and GPS, respec-
tively. Hydrology-related VLM results from the instantaneous response of the elastic solid
Earth to surface loading by freshwater, whereas GIA-related VLM reveals the long-term re-
sponse of the viscoelastic Earth mantle to past ice loading history. Thus, observations of mass
changes and VLM are interrelated, making GIA and hydrology difficult to quantify and study
independently. In this work, we investigate the feasibility of separating these processes based
on GRACE and GPS observations, in a fully data-driven and physically consistent approach.
We take advantage of the differences in the spatio-temporal characteristics of the GIA and
hydrology fields to estimate the respective contributions of each component using a Bayesian
hierarchical modelling framework. A closed-loop synthetic test confirms that our method suc-
cessfully solves this source separation problem. However, there are significant challenges when
applying the same approach with actual observations and the answer to the main question of
this study is more nuanced. In particular, in regions where GPS station coverage is sparse, the
lack of informative data becomes a limiting factor.

Key words: Loading of the Earth; Time variable gravity; Satellite geodesy; Hydrology; Joint
inversion; Statistical methods.

1 I N T RO D U C T I O N

1.1 Past and present-day surface loading

The Earth responds to large mass changes occurring at its surface
by changing its shape, gravity field and rotation. This response
depends on the nature and spatio-temporal characteristics of the
surface processes, as well as on the Earth structure and properties.

The loading and unloading of the Earth surface at subdecadal
periods (or present-day surface mass load, PDSML) induces instan-
taneous, elastic deformations of the Earth surface and changes in the
geopotential. In particular, vertical land motions (VLM) due to such
an elastic deformation have been routinely observed in relation with
current mass change at the surface (van Dam et al. 2001; Tregoning
et al. 2009; Nordman et al. 2009; Fritsche et al. 2012; Adusumilli
et al. 2019). The relation between hydrological mass change and the
induced elastic VLM field is non-local in the sense that it involves
a spatial convolution between surface mass change and the Earth

Green’s function for the vertical displacement in response to a point
surface load (Farrell 1972). Assuming a purely elastic deformation,
the Green’s function essentially depends on the elastic load Love
numbers (LLN) h′

�, where � is the harmonic degree in the spherical
harmonic decomposition of the displacement field, and the LLN are
completely defined by the Earth properties.

At short timescales, the contribution of the viscous deformation
of the Earth mantle to the total displacement in response to a load
remains small (Peltier 1974), which justifies the elastic response
assumption [except in areas of very low mantle viscosity such as
West Antarctica (van der Wal et al. 2015) and Southeast Alaska
(Hu & Freymueller 2019)]. At much longer timescales, however,
it becomes essential to consider the contribution of the viscous
response of the mantle. Past surface loading differs from present-
day loading because the associated mass changes which can be
directly observed today are from fundamentally different origins.
With present-day loading, observed mass change is due to the load
itself, whereas current mass change observed after past loading is
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due to the motion of viscous and dense mantle materials occurring
at depth. Although well-known in theory, this fact is still a challenge
in practice because it makes the separation of past and present-day
surface loading a difficult problem.

1.2 GIA and hydrology observed by space geodetic
techniques

Geodetic sensors such as satellite gravimetry, global navigation
satellite system (GNSS) and satellite laser ranging have been in-
strumental in mapping the mass redistribution near the surface of
the Earth. The total signal observed by these geodetic sensors has
been approximately attributed to known processes with the help
of geophysical models. Separating these underlying processes in a
data-driven framework is still a challenge, however.

In this work, we focus on separating the signals from two ma-
jor processes: the glacial isostatic adjustment (GIA), which is the
response of the Earth to past ice loading history, and present-day
land hydrology and ice mass balance, which governs surface load-
ing changes due to freshwater. We include in this study both liquid
water stored in aquifers, lakes, rivers, etc., and frozen water such
as snow cover and glaciers. We ignore long-term trends in hydrol-
ogy (centennial scales and above), which may also trigger a viscous
response. Both major processes induce VLM and changes in the
Earth geopotential, which can be, respectively, observed by GNSS
techniques, such as GPS, and gravity field measurement missions,
such as GRACE (e.g. van Dam et al. 2001; Fritsche et al. 2012;
Husson et al. 2018).

Hydrology-related loading occurs during the seasonal or secu-
lar accumulation of freshwater (including groundwater) in basins,
whereas unloading occurs when freshwater leaves the basins
through natural outflows, evapotranspiration and snow and ice melt-
ing. Other phenomena may induce the redistribution of freshwater
in a catchment or at larger scale without an immediate change in
local surface load (anthropogenic groundwater pumping or river
water abstraction for irrigation, for example), or may induce VLM
without changing the volume of water stored in a basin (poroelas-
ticity, for example). When they are non-negligible, these should be
dealt with separately as they are different from viscoelastic surface
loading.

Locally, when GRACE observes an increase in terrestrial water
storage (TWS), GNSS techniques observe a downward land mo-
tion, or negative VLM. Conversely, drought periods correspond to
a decrease in TWS as observed by GRACE and to a positive VLM
as seen by GNSS. This inverse relationship between GRACE and
GNSS observations is the signature of an elastic deformation due
to PDSML.

By contrast, glacial and interglacial periods are long-term events
during which the mantle can accumulate and return large viscous
deformations following loading and unloading by ice sheets. That
being said, GIA is more than the viscous counterpart of the purely
elastic deformation due to PDSML; as stated earlier, there is a more
fundamental distinction between both processes. Whereas there is a
causal relation between surface loading by freshwater during hydrol-
ogy cycles and the resulting VLM, such a view does not identically
apply to present-day GIA-related mass change. The upward viscous
motion of deeper and denser materials, and the simultaneous land
motion, which is observed at the Earth surface, should be seen as
two components of the same process, namely the delayed, dynami-
cal adjustment of the solid Earth to a new loading state. Contrary to
PDSML, GIA is a delayed response of surface mass changes which

happened decades to thousands of years ago and which are not
directly available to us from contemporary observations. Detailed
palaeogeographic reconstructions of ancient ice sheets are still pos-
sible (Clayton & Moran 1982; Dyke 2004; Margold et al. 2018)
but those are models inferred from field observations. The causal
Green’s function approach may be used to relate contemporary mass
changes to VLM (similarly to what is done when relating PDSML
to elastic VLM) but, for GIA, it requires assumptions and approxi-
mations on ice loading history. This is what is done in GIA forward
models such as Peltier et al. (2015). Thus, any fully data-driven
estimation of GIA-related VLM from observed contemporary mass
change remains a challenge.

This fundamental difference between PDSML and GIA has both
theoretical and practical implications (Chao 2016), for example
when interpreting geodetic observations. With GIA, when GRACE
observes an increase in mass locally, GNSS techniques observe
an upward land motion, or positive VLM, at the same location.
Conversely, in the peripheral region of the main GIA bulges, where
VLM is negative, GRACE observes a negative mass change. Such a
direct relationship between GRACE and GNSS observations is the
signature of a viscous deformation due to GIA (or to another delayed
process). Furthermore, GRACE measured mass changes are usually
expressed either as a geopotential anomaly or in units of millimetres
water-height equivalent, while VLM is in units of distance. Ideally,
to solve for the two underlying processes (GIA and hydrology)
from the two data sets in spatial domain, the observations should be
given in the same physical quantity, such as millimetres of VLM.
To achieve this, GRACE measurements should be transformed into
VLM. Such transformation is unfortunately not a simple conversion
or pointwise mapping but a convolution in the spatial domain, for
which the fraction of the total mass change from GIA (viscous
process) or from hydrology (elastic process) must be known, which
actually is the problem to be solved.

1.3 Statistical challenges in separating the past and
present-day surface loading

If it were possible to make precise measurements of mass and el-
evation at a specific location on the Earth’s surface, annually over
several decades, we would likely see a smooth dominantly linear
trend with subdecadal excursions in each time-series. The trend rep-
resents GIA and secular changes in hydrology, while the excursions
are mainly intra/interannual hydrological processes. Separating out
GIA and hydrology is crucial for understanding the physics of the
Earth’s mantle, for paleoclimate reconstruction, and for projecting
the effects of climate change on hydrology (Tapley et al. 2019).

Unfortunately, we do not have these measurements at a satis-
factory spatio-temporal resolution. Instead, we have GRACE mea-
surements of monthly mass change at a coarse spatial resolution
(approximately 65 000 km2; Vishwakarma et al. 2018), and GPS
measurements of elevation at specific locations, which are irregu-
larly distributed in space, and can change through the time period.
The GPS measurements are high-resolution in time, but can be
transformed into changes in monthly averages, to give annual VLM
to match the time intervals of the GRACE measurements.

As it stands, this sounds like a challenging but recognisable sta-
tistical problem. There are two latent spatio-temporal processes:
first, changes due to GIA, which we can treat as effectively time-
invariant on a timescale of a few decades; secondly, changes due
to hydrology, which varies in space and time. We expect that both
of these processes would be fairly smooth, and that the spatial
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correlation length of GIA (crudely, the spatial stiffness of the la-
tent process) would be longer than that of hydrology. Then we
have two sets of measurements which are known functions of
the two latent processes: GRACE annual mass change, and GPS
annual VLM.

This is a standard statistical model, in which the modelling runs
‘forward’ from the latent processes to the measurements; usually
termed a ‘state space model’. Bayesian updating handles the in-
verse problem, of passing information ‘backwards’ from the mea-
surements to the latent processes. This also requires a prior dis-
tribution on the latent processes, which is where we can con-
strain the spatial correlation lengths. Often this prior distribution
is specified conditionally on some hyperparameters, where uncer-
tainty in these hyperparameters allows for considerable vagueness
in the prior distribution, but requires a more sophisticated statistical
treatment.

At first glance, this statistical approach ought to perform well,
in separating the GIA and hydrology processes. As explained in
Section 1.2, these two processes are expected to have different
signatures in the observations. Furthermore, they have different
spatial correlation lengths, and GIA is effectively time-invariant.
The main challenge, from a statistical point of view, is shortness in
the measurement period. If we only have a decade of measurements,
then the hydrology at some locations will appear linear, and could
be confused with the GIA signal. The main strategy to defeat this
is to take into account the difference in spatial correlation lengths
between GIA and hydrology, but this is a soft constraint and may
not be enough to overcome measurement error and sparsity in GPS
measurements.

1.4 Past attempts

As stated in Section 1.2, the relationships between GRACE and
GNSS observations, in the contrasting cases of an elastic or viscous
response, are only valid locally. In addition, they only hold when
a single process is involved. At larger spatial scales, and/or when
GIA and hydrological signals are colocated, the separation of past
and present-day surface loading can be challenging or even impos-
sible if the differences in the spatio-temporal characteristics of the
processes are similar and not specifically handled.

The work of Sella et al. (2007) is such an example of a GIA esti-
mate where PDSML is implicitly assumed to be negligible over the
region of interest. In their study on GRACE data, van der Wal et al.
(2008) highlight the importance of the uncertainties in hydrology
models when estimating GIA in North America and mention the
fact that ‘for the purpose of studying GIA, the use of numerical
hydrology models is inevitable’ due to the lack of global observa-
tions of soil moisture. The main problem here is that both GIA and
changes in TWS can exhibit linear trends over the period of obser-
vation. Of course, PDSML is not the only source of errors in GIA
estimates. For example, the impact of 3-D structures in the Earth
mantle on GIA is an active field of research (Geruo et al. 2012; Li
et al. 2020; Marsman et al. 2021).

Conversely, Booker et al. (2014) provide a global estimate of
secular surface mass loading where GIA is assumed to be known,
although the limitations in the accuracy of the selected GIA models
is clearly recognised. Indeed, choosing a GIA model and subtracting
it from GRACE or GNSS observations is not necessarily a problem
when focusing on subannual seasonal changes in PDSML, but there
is a risk of biasing the results when estimating decadal or secular
components.

In response to these challenges, new studies have been dedi-
cated to the separation and simultaneous estimation of land mo-
tion, mass change or sea level and their different components
observed by various geodetic techniques. Several data-driven in-
versions have solved for the Stokes coefficients in the spherical
harmonic domain (Wu et al. 2010; Rietbroek et al. 2016) whilst
others have made local approximations on the ratio of densities of
the solid rock to ice to circumvent the challenge of source sepa-
ration between past and present-day surface loading (Riva et al.
2009; Gunter et al. 2014; Martı́n-Español et al. 2016). The work
of Vishwakarma et al. (2022) is one of the most recent step in that
direction, providing a global solution for both GIA and PDSML;
we shall refer frequently to this study as we share the same strategy
(see Section 2).

1.5 Overview of this work

This work is part of a larger project, GlobalMass, which aims at
attributing sea level rise to its component parts. In this context,
having a proper and consistent global estimate of VLM due to GIA
and hydrology is of particular importance. The present study is
another iteration in that direction. In particular, it follows the work
of Sha et al. (2018) and Schumacher et al. (2018) on global GIA
fields.

The goal of this work is twofold. First, we develop a new,
generic method to separate VLM fields due to past and present-
day surface loading in a data-driven approach. Here, we implic-
itly consider that being ‘data-driven’ means, loosely speaking, that
the main driving factor of our results should be the input data
and not some fixed (hyper)parameters in our inversion frame-
work or a chosen set of assumptions and geophysical models. Our
method is fully described in Section 2. Its main components are
provided in Section 2.1, along with a summary of a related ap-
proach where the data-driven constraint is relaxed, for illustrative
purposes. We detail the key idea of the method, which is a spe-
cific transformation of GRACE observations, in Section 2.2, before
providing a complete mathematical description of the method in
Section 2.3.

Our secondary goal is to apply this method using GRACE and
GPS observations to provide a new, data-driven estimate of the
VLM fields due to GIA and PDSML (mostly due to hydrology),
with a focus on North America for the decade 2005–2015, which
is fully covered by GRACE data. As expected, one of the biggest
challenges is the source separation problem described in previous
sections, particularly since on a time period of a decade, some long-
term hydrological processes may exhibit a linear behaviour similar
to the GIA-induced displacements. The actual implementation of
our framework is described in Section 3.1. To validate our method
and code, we run a synthetic test in Section 3.2 and provide the
results in Section 3.3. Then, we apply the method to actual GRACE
and GPS observations in Section 3.4 and provide the results in
Section 3.5.

We discuss the results in Section 4. The overall validity of our
approach is assessed in Section 4.1 thanks to the synthetic test
results and we discuss the results and potential improvements when
using real-world observations in Section 4.2. The main caveats
of the method are considered in Section 4.3 before concluding in
Section 5.
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2 M E T H O D

2.1 Overview

The simultaneous estimation of GIA and PDSML-related VLM
fields requires a geophysically consistent framework where the ob-
servations are properly related to each process, taking into account
their different physical nature (Section 1.2). Our goal is precisely to
separate these processes and provide a reliable estimate of the time-
invariant GIA (constant linear trend) and time-evolving hydrology
fields.

There are two main challenges here. At the observational level,
there is a modelling challenge because we need to combine different
physical quantities: displacements observed by GNSS techniques
and mass changes observed by GRACE. As stated in Section 1.2,
the transformation from one quantity to another is a non-trivial
problem. It depends on the Earth physical characteristics and, even
more importantly, it requires, in theory, the separation of hydrology
from GIA, which is the problem we are trying to solve. The second
challenge is the source separation itself. Both GIA and hydrology
processes contain large scale, long-term signals and exhibit linear
trends, which make them,in principle, impossible to separate unless
extra geophysical information is provided. Thus, since both chal-
lenges are tightly intertwined, we need a method which addresses
them simultaneously.

The usual approach relies on the dubious assumption that only
one process is observed at a time and that all other processes have
been removed using appropriate corrections, or that each process
has its own, non-overlapping temporal characteristics. If we want
to go beyond these assumptions, we can take advantage of the dif-
ferences between what GRACE and GNSS techniques observe. At
a very high level, the approach could be as follows. If we sup-
pose that the GIA model is perfect, after removing it from both
observed mass change (from GRACE) and VLM (from GNSS), the
remaining signals in each data set would have opposite signs and
amplitudes consistent with hydrology-related elastic loading. Such
consistency would reveal that the GIA correction is zero and that
the observed signal is from hydrology; then the latter can easily
be extracted from either data set. If the GIA model is not per-
fect, however, there will be inconsistencies between GRACE and
GNSS observations when interpreted in terms of hydrological sig-
nal. For example, an underestimated GIA amplitude in the model
could result in a positive VLM (due to uncorrected GIA uplift)
associated with positive mass change, which cannot be the result
of hydrological loading. From such inconsistencies, we should be
able to estimate a GIA correction to improve the original model
and, by implication, also an hydrology field consistent with the GIA
signal. Obviously, the real challenge is to put this general idea in
practice.

To do so, we have at least two different kinds of strategies. One
of them is data-driven only in a wider sense because it embeds more
physics than what we would aim at in a fully data-driven approach,
making for a slightly more ‘knowledge-driven’, or physics-based
approach. It uses the least squares method and has been recently
followed by (Vishwakarma et al. 2022). The cornerstone of this
method is to compute the difference between GNSS-observed VLM
and GRACE-derived VLM, using physical models for the transfor-
mation from mass change to VLM for GRACE and assuming that
GRACE observes either only an elastic deformation or only a vis-
cous deformation of the Earth surface (both of them having different
physical signatures as explained in Section 1.2). In both cases, such
an assumption is wrong for one of the GRACE component/process

and a correcting term is added in the model equation to counter-
balance that erroneous term. The result of this computation is ei-
ther the GIA or hydrology field, depending on the chosen GRACE
data transformation and its corresponding counter-correction. This
method is effective but directly relies on physical laws which re-
quire the computation of convolutions in the spatial domain as there
is no accurate local equation which relates mass change to VLM
(Section 1.1). That is why Vishwakarma et al. (2022) work in spatial
frequency domain, with spherical harmonics coefficients, where the
inversion is reduced to a linear algebra problem (but still requires
geophysical laws to relate the observed quantities to the unknowns).

The other approach, summarized on Fig. 1, is the one we use in
this work. It takes advantage of the generic Bayesian hierarchical
modelling (BHM) approach described in Section 3.1. It is data-
driven in the sense that we do not rely on any specific physical law
at the BHM level, apart from the very simple relation:

total VLM = time-evolving VLM + time-invariant VLM, (1)

which is nothing but the superposition principle applied to VLM
due to hydrology and GIA. The first challenge, regarding the trans-
formation from mass change to VLM, is split in two here. First, we
approximate the solution of the source separation problem with a
GIA forward model which we remove from GRACE observations
before applying the transformation, assuming a viscous response of
the solid Earth. This step is similar to the first step of the aforemen-
tioned approach of Vishwakarma et al. (2022) and results in what we
call the pseudo-GRACE product. The motivations and equations be-
hind the pseudo-GRACE product are detailed in Section 2.2. At
this point, all the input data (pseudo-GRACE product and GPS)
are given in terms of VLM and can be used by the BHM after a
few additional pre-processing steps. Then, we need to handle the
discrepancy between the actual GIA field and the GIA prior (used
in the pseudo-GRACE product computation and as an implicit prior
in the BHM) with great care, both at the BHM level and in an addi-
tional post-BHM processing step, because this discrepancy will be
different in the pseudo-GRACE product from the one in the GPS
data. Indeed, the pseudo-GRACE product computation erroneously
(but purposely) transforms the deviation from the GIA prior into an
elastic deformation, which is of course different from what GNSS
techniques observe. The aforementioned post-BHM processing step
is simply the inverse of the transformation we applied to compute
the pseudo-GRACE product, followed by the computation of VLM
from mass change. This step is depicted by the last box of Fig. 1.
Once again, the cornerstone of the method is to take that differ-
ence between GRACE and GNSS observations into account in the
design of the framework instead of trying to remove it by making
unsatisfactory assumptions.

Thus, in the approach we use in this work, we actually estimate
two time-invariant GIA-induced VLM fields (one from GRACE
observations, one from GPS) and one time-evolving hydrology-
induced VLM field, which is common to both observing techniques.
The time-invariant VLM field estimated from pseudo-GRACE data
is actually a pseudo-GIA field in the sense that it is a proxy which
describes the GIA signal but does not directly represent the GIA-
induced VLM field. It must be transformed before being compared
or combined with the GIA VLM field estimated from GPS observa-
tions [see output post-processing for option (a) on Fig. 1]. The next
sections will make all these steps more explicit and provide further
explanations.
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Figure 1. From observations to final PDSML and GIA related VLM estimates. This figure might also be useful to find the meaning of a symbol used in the
main text and to visually understand the physical meaning of the corresponding quantity. Options (a) and (b) are explained in the main text; the numbers in
front of ‘PDSML’ and ‘GIA’ at the top of the main green box indicate the number of processes used in the BHM for each approach. Red crosses indicate
non-physical quantities (for example, elastic VLM computed from GIA-related mass change), contrary to green ticks. Yellow exclamation points also indicate
non-physical quantities estimated from GRACE data, but those can be used as a proxy to estimate VLM due to GIA (a) or PDSML (b) in a post-processing
step (see Section 2.3). R-INLA refers to the R package we use to do the Bayesian inference (Rue et al. 2009, r-inla.org).
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2.2 The pseudo-GRACE product

In order to solve for the two processes, the observations should
describe the same physical quantities with the same units, i.e. we
need to transform mass change to VLM (or the other way around,
VLM to mass change, which would introduce the same challenges).
Only then can we combine GRACE and GPS data in the BHM.
Note that we compute year-to-year rate of change for each quantity
and exclusively work with these derived rates instead of the original
mass change and displacement. The motivations underlying this
choice are discussed in Section 3.1; for our purpose it is essentially
a way to remove the trends from time-series.

We assume the surface of the Earth to be the sphere S
2 and

work in the domain D ⊂ S
2. As usual, R is the set of real numbers.

Following Vishwakarma et al. (2022) notations, let �u̇ be the VLM
function which gives the VLM at position s ∈ D (for example, in
mm yr−1):

�u̇ : D → R

s �→ �u̇(s). (2)

Similarly, let �ṁ be the mass change rate function which gives the
mass change rate at position s (for example, in kg m−2 yr−1 or in
equivalent water height EWH, mm WE yr−1):

�ṁ : D → R

s �→ �ṁ(s). (3)

GNSS observations provide a sparse spatial sampling of �u̇(s),
whereas GRACE provides a continuous spatial sampling of �ṁ(s).
From a physical point of view, �u̇ and �ṁ are not independent of
each other because they describe different aspects of the same set
of geophysical processes (Section 1.2).

It is physically impossible, for a given s0 ∈ D, to compute �u̇(s0)
from �ṁ(s0) as there is no local relation between these physical
quantities (Section 1.1). In theory, we need to know �ṁ(s) for all
s ∈ S

2, or at least for all s ∈ D, to properly compute �u̇(s0). Here
we implicitly assume that VLM is entirely due to mass changes and
that no other processes come into play.

Let f and h be the functionals which map �ṁ to �u̇(s0), assum-
ing an instantaneous elastic or delayed viscoelastic response of the
Earth, respectively:

f : �ṁ �→ �u̇(s0) =
∫
D

�ṁ(s)F(s0 − s) ds (4)

and

h : �ṁ �→ �u̇(s0) =
∫
D

�ṁ(s)H (s0 − s) ds, (5)

where F is the Green’s function relating short-term (elastic) loading
and unloading at the Earth surface to VLM and H is the Green’s
function relating long-term (viscous) mass changes due to GIA to
VLM. Let us write GRACE observations as

R̃ = W̃ + G̃, (6)

with W̃ the mass change, observed by GRACE, due to hydrology
and G̃ the mass change, observed by GRACE, due to GIA (a tilde
means that the quantity describes EWH or mass change). If we
already know W̃ and G̃ accurately, we could apply f and h to each
components, respectively, and we would get a physically correct
GRACE product in terms of VLM:

R = f
(
W̃

) + h
(
G̃
)

= W + G, (7)

Table 1. Relation between GRACE observations as mass change and output
of the mass change-to-VLM functions, along with actual VLM. For the sake
of simplicity, we assume here that only one process is observed at a given
location.

GRACE observations (f or h input)
R̃ > 0 (mass gain) R̃ < 0 (mass loss)

Hydrology-induced
Actual VLM < 0 VLM > 0
Computed f (W̃) < 0 f (W̃) > 0

h(W̃) � 0 h(W̃) � 0

GIA-induced
Actual VLM > 0 VLM < 0
Computed f (G̃) � 0 f (G̃) � 0

h(G̃) > 0 h(G̃) < 0

using the definitions

W = f
(
W̃

)
and G = h

(
G̃
)
. (8)

The correspondence between these GRACE-specific notations and
the generic notations used in eqs (2)–(5) is: W̃ = �ṁhydro and W =
�u̇elastic for hydrology, and G̃ = �ṁGIA and G = �u̇viscous for GIA.

In practice GRACE observes a total of W̃ and G̃, therefore, we
can only transform the GRACE data to VLM with either f or h and
we make an error in one of the components. Table 1 relates the sign
of the output of f and h to the sign of their input, depending on the
geophysical process involved (locally), and provides a comparison
with actual VLM. When correctly using f to compute hydrology-
induced VLM or h for GIA-induced VLM, the computed value has
the same sign as the actual VLM (blue), although the value may
be slightly different due to errors in GRACE observations. On the
contrary, when wrongly using f to compute GIA-induced VLM or h
for hydrology-induced VLM, the computed value has the opposite
sign and an underestimated amplitude compared with the actual
VLM (red). This fact alone explains why we cannot use a single
constant factor to do the conversion from mass change to VLM,
which is in essence not just a conversion but a data transformation
through physics-based modelling. It also highlights the importance
of the counter-correcting term mentioned in Section 2.1.

Thus, we need to find a way of approximating R from R̃ even
though R is neither equal to f (R̃) nor h(R̃) in the general case.
The starting point of the pseudo-GRACE product computation is
the functional f defined in eq. (4), which depends on the chosen
earth model and transforms surface water mass change into VLM,
assuming an instantaneous elastic response of the Earth. We know
that, when applying this function to GRACE observations, we will
not properly convert the part of the signal due to GIA because GIA
is a viscoelastic process (see Table 1). The key is to handle this
inevitable error properly.

The transformations we apply to the original GRACE data are
listed hereafter on the left-hand side of what we will call the pseudo-
GRACE product equation; the result appears on the right-hand side.
The first two steps of the computation are:

(i)As f is linear, we can write f (R̃) = f (W̃) + f (G̃), using defini-
tion (6).
(ii)Then, we know that W = f (W̃), from definition (8), but G �=
f (G̃). So, we can only simplify the previous relation to f (R̃) =
W + f (G̃).

The third step would be

(i) f (R̃) + G = W + G + f (G̃)
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to get the W + G = R term we are looking for (a physically
correct VLM field from GRACE observations), but it should be
clear from the previous sections that we have no practical way to
determine G to add it on the left-hand side of the equation or even
to compute f (G̃) and remove it from the right-hand side, otherwise
our source separation problem would be completely solved already.
Instead, we have no other choice here but to use approximations of
G and G̃.

Note that these problems are tackled differently in Vishwakarma
et al. (2022) because, in their study, GPS data are used to directly es-
timateW + G and the spherical harmonic decomposition makes the
combination of G and f (G̃) in a single term trivial. As a result, it was
possible to solve for G directly. Such an approach could be adapted
to the BHM but for various reasons discussed in Appendix A, it
would be suboptimal here.

Let G0 and G̃0, depending on the physical quantity in use (VLM
or mass change), be the prior mean field for GIA, given by a forward
model such as ICE-6G (Peltier et al. 2015). Then, δG̃ and δG are
the deviations between the GIA component of GRACE data and the
chosen GIA model, that is to say:

G̃ = G̃0 + δG̃ (9a)

G = G0 + δG. (9b)

Thus, making the approximation G ≈ G0, using eq. (9a), and taking
advantage of the linearity of f, what we can compute, in practice, is

(iii) f (R̃) + G0 − f (G̃0) = W + G0 + f (δG̃).
(iv)Finally, we make the GRACE-derived VLM term W + G = R
appear by adding and removing δG on the right-hand side:

f
(
R̃

) + G0 − f
(
G̃0

) = W + (G0 + δG) − δG + f
(
δG̃

)
= W + G − δG + f

(
δG̃

)
= R − δG + f

(
δG̃

)
.

The left-hand side of this equation is known because we know f,
we have observed R̃, and we can choose the GIA model we want for
G0 and G̃0. We have no way to separate the terms on the right-hand
side, however. As a result, we can readily identify the error we make
when computing the pseudo-GRACE product to approximate R:

f
(
R̃

) − f
(
G̃0

) + G0︸ ︷︷ ︸
computed (observed/known)

= R + [
f
(
δG̃

) − δG
]

︸ ︷︷ ︸
error (unknown)

. (10)

This error term in eq. (10) is the reason why it is required to intro-
duce two GIA processes and handle them separately for GRACE and
GPS data, respectively, in the BHM. Indeed, before computing the
actual, GRACE-derived GIA field in terms of VLM, we must first
estimate a GIA proxy, or pseudo-GIA, from the pseudo-GRACE
product, because the VLM field directly derived from GRACE ob-
servations contains an error that we cannot estimate and remove
beforehand (eq. 10). On the contrary, we have direct access to VLM
using GPS observations. That is why we estimate two GIA fields
which we keep separated in the BHM, one for each observation
technique. Section 2.3 is dedicated to the detailed description of
such an approach.

2.3 Detailed description of the method

For the sake of simplicity, we postpone the discussion of the actual
implementation of the method in the BHM to Section 3.1. In this
section, we only provide the equations which relate the input data
to the processes we want to estimate. Apart from a few assumptions

on the estimated fields, we do not need to provide much more
information at the physical level anyway as the BHM is strongly
data-driven.

In order to avoid more computational complexity than required
in the BHM, it is preferable to use linear combinations to relate
the processes (GIA and hydrology fields) and the data together.
The pseudo-GRACE product makes this constraint easy to satisfy
but requires the estimation of two separate GIA fields, one from
pseudo-GRACE data, the other from GPS data, as mentioned in
Section 2.1.

By analogy with eqs (6) and (7), we define E1 and E2, the latent
processes of elevation change (VLM), as the sum of hydrology-
induced VLM (process W) and GIA-induced VLM for pseudo-
GRACE (process G1) and GPS (process G2), respectively:

E1 = W + G1 and E2 = W + G2. (11)

It is required to work with deviations from a reference model to
fulfil assumptions made in the BHM. That is to say, we must choose
an implicit prior and estimate the deviations from a zero mean field
for each process. Thus, after subtracting the implicit GIA prior (G0

of eq. 9b), we actually have

δE1 = W + δG1 and δE2 = W + δG2, (12)

where we have defined δEi = Ei − G0 and δGi = Gi − G0 for i =
1, 2.

Then, δE1 and δE2 are related to pseudo-GRACE and GPS data
(Z), respectively, as:

f
(
R̃ − G̃0

) = 1

|Fi |
∫
Fi

δE1 ds + εR

= 〈δE1〉 + εR

= 〈W + δG1〉 + εR (13)

Z − G0 = δE2 + εZ

= W + δG2 + εZ, (14)

with εR and εZ the observations errors, Fi ∈ F , an ordered set
of GRACE footprints and we have replaced the integral for the
computation of the average over a footprint with the shorthand
notation 〈.〉. The integral in eq. (13) comes from the areal nature of
GRACE data. We need to compute the mean effect of the elevation
change process over the corresponding GRACE footprint Fi , taken
from all GRACE footprints F , which matches the current location
in the estimated field. Note that, because of the linearity of f, f (R̃ −
G̃0) is simply the pseudo-GRACE product given in eq. (10), after
the removal of the GIA prior G0.

This formulation, illustrated in Fig. 1, option (a) is physically
correct and can be implemented in a BHM framework relatively
easily. Its main limitation is that we have to transform δG1 into a
geophysically meaningful quantity and eventually (but not neces-
sarily) combine it with δG2 post-BHM. It can be seen in eq. (13)
that δG1 is actually estimated from f (δG̃) when using the pseudo-
GRACE approach we have just described, which means that we
need to compute [h◦f−1](δG1) to get the actual GIA-induced VLM
as seen by GRACE.

The strength of this approach, in theory, is that it works equally
well when computing an alternative pseudo-GRACE product in
which we favour GIA over hydrology, by transforming the original
GRACE observations assuming a viscous-only response, using h
instead of f (option (b) on Fig. 1). Then, instead of eqs (13) and (14),
we would have

h
(
R̃ − G̃0

) = 〈W1 + δG〉 + εR (15)
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Z − G0 = W2 + δG + εZ, (16)

where we have introduced two hydrology processes, W1 and W2, and
replaced δG1 and δG2 with a single GIA process δG. The practical
limitation with this alternative formulation is that the BHM needs
to handle two time-evolving processes in that case, which is a more
challenging problem and does not yield satisfying results here. As
a result, we retain only option (a) given by eqs (13) and (14).

3 A P P L I C AT I O N

3.1 Bayesian hierarchical modelling in a nutshell

In Section 2.3, we have loosely introduced several processes with-
out specifying how they would be mathematically defined and actu-
ally implemented. We address these important questions now. Our
data-driven approach is built on a Bayesian hierarchical modelling
(BHM) approach for obtaining simultaneous spatio-temporal solu-
tions which is extensively explained in Cressie & Wikle (2011),
Zammit-Mangion et al. (2015) and Sha et al. (2018). Here, we only
give a brief summary of our assumptions and choices.

From the BHM perspective, a process is any physical quantity
(a field) describing one specific aspect of some multi-faceted geo-
physical phenomenon. For example, as we have discussed in Sec-
tion 1.2, GIA can be seen as both a mass change and VLM field but
GIA-related VLM and GIA-related mass change are two different
processes in the sense of the BHM. As explained in Section 2, we
focus on VLM fields in this study. Thus, to avoid unwieldy naming,
we may sometimes refer to the GIA-induced VLM field as GIA
field and to hydrology-induced VLM field as hydrology field, given
that there is no ambiguity. Similarly, we may use the terms PDSML
and hydrology interchangeably as all of the PDSML signal is as-
sumed to originate from hydrology in the present context (including
present-day snow and ice melting, as mentioned in Section 1.2).

We work with separable space–time fields: each of them will
have a description in space [for GIA processes G1, 2(s)] or space
and time [for PDSML process W(s, t)]. In space, a process is de-
fined by a Gaussian Markov random field on a mesh, at each vertex
of a triangulation which covers the sphere or a subdomain of it.
Each process is characterised by a set of hyperparameters, the most
relevant in space being its length scale r. This hyperparameter de-
fines the smoothness of the field over the domain. In the BHM, we
mostly rely on the difference in smoothness between the VLM field
associated with GIA and the VLM field associated with PDSML to
separate these processes. Indeed, GIA signal is expected to be much
smoother than hydrological signal even if some overlap is expected
(see Section 4.3). We have loosely set the prior on hydrology length
scale at 10◦ (or about 1000 km) and the GIA prior at about 40◦

(4500 km). Once again, these values should be understood as loose
thresholds more than tight limits. For example, the spatial length
scale prior for hydrology is set in such a way that the probability
P(r > 1000 km) is small but not zero and, in any case, it is still
possible for the hydrology field to exhibit large scale features. In
addition, our sensitivity tests have confirmed that we were not sen-
sitive to the choice of priors for the hyperparameters, even when the
BHM cannot properly separate the processes (see Section 3.5).

Another essential property of a process is its temporal evolution.
Here we define time-invariant processes as those which are con-
stant in time over the observation period and time-evolving those
processes which evolve with time. With this convention, the VLM
field due to GIA is, at first order, a time-invariant process. On the

contrary, VLM due to hydrology cycles is a time-evolving process
in general. We assume that the time-evolving processes can be de-
scribed by an AR(1) model, an autoregressive model of order 1 (for
a gentle introduction to the autoregressive model family, see Feigel-
son et al. 2018). For the AR(1) correlation parameter ρ, we assume
a fairly uninformative prior by making use of a penalised complex-
ity prior (defined to penalize the complexity induced by deviating
from a simpler base model, see Simpson et al. 2017). In particu-
lar, this prior specifies that the probability P(ρ > 0) is 0.9, that is
the probability that the process evolves in time is 0.9. The AR(1)
assumption requires that we remove the trend in (pseudo-)GRACE
and GPS time-series, which is why we work with VLM instead of
displacement. More precisely, we compute the differences between
the mean annual displacements for each pair of consecutive years
and use these new time-series in the BHM. This operation is sim-
ilar to the computation of the time derivative with a time step of
1 yr.

As a result, we work with three processes: two time-invariant
processes with large spatial length scales which describe the
deviation from a GIA forward model (δG1 and δG2) and
one time-evolving process which describes the VLM due to
PDSML, or hydrology (W), in agreement with eqs (13) and (14).
When choosing these processes, we implicitly assume that any
other geophysical signal has been removed from the data or
is negligible. The validity of this assumption is discussed in
Section 4.3.

The spatio-temporal modelling itself, that is the estimation of the
VLM fields, involves dedicated statistical techniques which can be
found in Lindgren et al. (2011).

3.2 Synthetic test

We validate the method and assess its efficiency with a synthetic,
or closed-loop test. We focus on North America as it is a compar-
atively data-rich region, parts of which exhibit a significant GIA
signal, and where the underlying processes are relatively well stud-
ied and understood. Of course, this choice of region is not im-
portant for now as we create synthetic data anyway, but it will
become more relevant when using real-world data (Sections 3.4
and 3.5).

We generate a synthetic field made of (1) a positive mass gain
over a large region in Alaska, with some overlap of Western Canada,
to mimic a deviation from a GIA model and (2) a set of both pos-
itive and negative mass change over four regions of various size
to mimic trends in hydrology in the conterminous United States.
In addition, we put a small hydrological signal on top of the syn-
thetic GIA bulge in Alaska to determine whether it is possible to
separate both processes when they are colocated. Then, we com-
pute the corresponding synthetic VLM field, taking into account
the geophysical origin of each signal when transforming these mass
changes into VLM. To do so, we use the elastic load Love num-
bers on the hydrological signal (van Dam et al. 2007), while the
GIA is already in terms of VLM. Note that we do not put any
time-evolving component in hydrology in this synthetic test be-
cause the extraction of the time-invariant component from a time-
evolving field is a trivial problem once all the fields have been
properly separated. The real challenge here is to separate GIA from
hydrology even when both have a constant, linear trend. These
linear trends of the GIA and hydrology components which make
up the synthetic VLM field are depicted on Figs 2(a) and (b),
respectively.
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(b)

(a)

Figure 2. Synthetic VLM fields used to generate the synthetic data.

The synthetic mass change field is used to generate GRACE data,
from which we compute the pseudo-GRACE product by following
the procedure described in Section 2.2. The synthetic VLM field
is used to generate GPS data, which are simply point samples of
the field. Our goal for now is to check the validity of our method,
not to assess its practicability on real data. Thus, the density of
stations is very loosely chosen to mimic the GPS network over
North America, but we simply use a large number of regularly
spaced synthetic GPS stations, with a full coverage of the region
of interest. In Section 3.4, we suggest a method to improve the
coverage to a similar level even when using real data. The linear

(a)

(b)

Figure 3. Linear trends of the synthetic BHM inputs. The pointed colour
bars here and in subsequent figures indicate that the largest or smallest values
of the plotted data are beyond the colour bar extrema.

trends of the synthetic pseudo-GRACE field and GPS data set are
depicted on Figs 3(a) and (b), respectively. Once the year-to-year
difference mentioned in Section 2.3 has been computed, those data
sets become the input of the BHM.
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(a)

(b)

Figure 4. Raw BHM outputs.

3.3 Results of the synthetic test

The output of the BHM for both GIA-induced VLM fields (from
pseudo-GRACE and GPS, δG1 and δG2) and for the PDSML or
hydrology-induced VLM field (W) are depicted on Figs 4(a), (b)
and 5, respectively. The VLM field due to PDSML has been split
into a time-invariant and a time-evolving component, the latter being
zero (and not shown) here, as mentioned in Section 3.2. Thus, only
the linear trend is shown on Fig. 5 for hydrology.

Figure 5. Hydrology-induced VLM field estimated from both GPS and
pseudo-GRACE data.

As expected, the VLM field estimated from GPS data for the
GIA deviation (δG1) reveals the additional GIA bulge over Alaska,
with both the right shape and amplitude. The maximum uplift am-
plitude in the original synthetic field and the estimated value in this
region are consistent. The second GIA field estimated from pseudo-
GRACE data (δG2) has the same pattern at the correct location
but this time the sign is opposite and the amplitude is different, as
expected with the pseudo-GRACE data. In brief, this synthetic test
confirms that our method enables us to properly extract the GIA
deviation from the input data.

Regarding the PDSML-induced VLM field, however, the results
are less encouraging as some of the signal is assigned to the GIA
fields, as revealed on Figs 4(a) and (b) by the spurious patterns which
match our synthetic hydrological signals in the United States. Such
contamination was at least partly expected due to the lack of a
clear length scale threshold between hydrology and GIA processes.
Despite this, most of the hydrological signal is correctly attributed
to the PDSML field. Considering that there is also a good match
between the hydrology-related patterns in both fields, we can take
advantage of these facts to extract the remaining hydrological sig-
nals from the GIA field in a post-processing step. A simple method
consists in the computation of a scaling factor for the hydrology
field and to subtract the scaled version of this field from the GIA
field. In so doing, we remove the unwanted hydrology component
from the GIA field and we recover a full hydrology field with the
expected amplitude. The optimal scaling factor can be determined
by minimizing the residuals of the difference between both fields,
computed over a restricted region where the fields match in pat-
tern and, to a certain extent, in amplitude. Indeed, in other regions,
where a non-zero GIA signal has been identified, the contaminated
GIA and the hydrology fields should exhibit different patterns and
amplitudes. Obviously, we could use a much more involved method
to complement the BHM but the one described appears to be effec-
tive as illustrated on Figs 6(a) and (b), which depict the final GIA-
induced VLM field and hydrology-induced VLM field, respectively,
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(a)

(b)

Figure 6. Post-processed BHM outputs.

obtained with this technique. These fields can be directly compared
with the original synthetic fields used in this closed-loop test, plot-
ted on Fig. 2: there is now a very good agreement overall both in
shape and amplitude for all the signals. The result of this qualitative
comparison is confirmed by Fig. 7 which depicts the difference be-
tween the total VLM field computed from the BHM outputs (plus
ICE-6G) and the GPS synthetic data. At large scale, no signifi-
cant difference is visible and the root-mean-square error (RMSE) is
below 0.2 mm yr–1.

Figure 7. Differences between the total field estimated by the BHM (sum of
Figs 6a, b and ICE-6G) and the synthetic trends at each GPS stations from
Fig. 3(b). The root-mean-square error computed from these differences is
0.14 mm yr–1.

The most disappointing result is in the region of the small-scale
hydrological signal we have superimposed to the GIA signal in
Alaska. This discrepancy is confirmed by the differences visible
in this region on Fig. 7. Although our method is able to detect
this weak signal which was mostly hidden by the much larger GIA
uplift, the recovered amplitude is notably smaller than in the original
synthetic field. Such discrepancy is not surprising, though, because
when both processes occur at the same location, the solution cannot
be unique. In the worst case scenario, if GIA and hydrology almost
exactly cancel each other, either in terms of mass change or VLM,
it becomes impossible to determine the amplitudes of each signal
independently in a fully data-driven approach. Similarly, when one
of the process strongly dominates (as is the case with GIA in Alaska
in this test), we cannot expect the BHM to yield the exact solution
for the second, much weaker process. To conclude, the main reason
why we are not able to fully extract the hydrological signal colocated
with GIA is because of an intrinsic lack of information in the data
more than a limitation of the method itself.

3.4 Real data

After validating the method on synthetic data, we now come back to
actual observations from GRACE and GPS. Once again, we focus
on North America where we expect to have a non-zero linear trend
in hydrology superimposed with a GIA signal in some regions. Our
period of interest is January 2005 to December 2015. It is a compro-
mise based on the time span of high-quality GRACE observations
and the limited GPS data availability prior to 2005.

We use the GPS time-series from the Nevada Geodetic Labora-
tory (NGL) in the IGS14 reference frame (Blewitt et al. 2018), to
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which we apply atmospheric loading1 and polar motion (King &
Watson 2014) corrections. The NGL data are provided with a list
of possible offset dates at each station, which are associated with
earthquakes occurrence and station maintenance. We complement
this list using a custom offset detection algorithm, even though this
step is not critical as we also inspect all the time-series visually be-
fore using them in the BHM, in order to ensure that no large offsets
or other problems have been missed. We use a least squares method
to estimate the annual, semi-annual and linear trend components at
each station, along with the offsets correction modelled by a step
function at each assumed offset date. The latter correction is used to
remove the offsets before running the BHM. As already mentioned,
we assess the overall quality of the resulting data set and discard
stations which are outliers, on the basis that they are not representa-
tive of the land motion in their region. Indeed, as we are interested
in hydrology at regional to continental scale, and in GIA, which
is essentially a spatially smooth field, we can safely exclude any
station contaminated by a very localized signal, assuming there are
enough stations in the surrounding area to identify such abnormal
signal. After this last cleaning step, there are approximately 3900
GPS time-series remaining in the final data set. Most of the quality
control discussed in this paragraph was undertaken using a new,
soon-to-be-released GUI software package dedicated to the visuali-
sation and analysis of a large number of geolocated time-series and
initially developed as part of the GlobalMass project.

For the GRACE data, we use the JPL mascon solution available
at PODAAC (Watkins et al. 2015). These mascon fields are con-
verted to spherical harmonic fields and processed to obtain GRACE
products in terms of geopotential and VLM.

In order to properly understand the BHM outputs, we need to
further discuss a few important points regarding GPS station selec-
tion. There are many regions in North America with geophysical
and anthropogenic signals unrelated to GIA or hydrology. Along the
Pacific coast, from Alaska to Mexico, several large earthquakes are
well-documented, some of them with associated long-term post-
seismic deformations. Smaller earthquakes which have occurred
during our period of study might have impacted GPS observations
as well but those time-series with changes in trend associated with
an earthquake have been removed. The most potentially problematic
events for our study are the 1964 earthquake in southern Alaska, in
the Cook Inlet region (Huang et al. 2020) and the 2002 Denali fault
earthquake in central Alaska (Freed et al. 2006). Those have docu-
mented postseismic displacements while being located in a region
where we expect a non-zero GIA signal. To tackle this problem,
there are essentially three different approaches: (1) discarding most
if not all of the potentially impacted stations, (2) estimating and ap-
plying a correction and (3) keeping as many time-series as possible
and trying to separate the sources of the observed signal using other
techniques to complement GNSS observations (GRACE here). Op-
tion (1) has been used in other works such as in Simon et al. (2017),
but it would mean that we accept to be blind to all the geophysical
processes at play in this region when using our method. Option (2) is
the ideal choice but the problem when applying ad hoc corrections
is that we add another degree of freedom. If the end results are not
as expected, it becomes hard to tell whether the limiting factor is
in the correction or in the original observations. Conversely, if the
results seem to be correct, we cannot tell whether there are no errors
or if the errors cancel considering that the estimation of accurate

1MERRA2 atmospheric model (Gelaro et al. 2017) provided by the Loading
Service (Petrov 2015): http://massloading.net/atm/index.html.

postseismic deformations remains a challenge. That is why our pre-
ferred choice is (3), that is to keep most stations and see what the
BHM would estimate in those regions with a challenging mix of
signals. Note that we have removed all the stations on Kenai Penin-
sula and others around Cook Inlet anyway, as those where surely
dominated by post-seismic signals.

Hydrology-related signals which are not related to surface load-
ing are another family of signals which are incompatible with our
assumptions. Indeed, aquifer compaction in some regions of Cali-
fornia or anthropogenic water pumping induce VLM and/or mass
changes which do not have the signature of a surface load. In a fully
data-driven approach, it is useful if not essential to be able to detect
when the content of the input data breaks our assumptions. Thus,
we have made the choice here to keep stations in regions where a
contamination by other signals is expected to see whether the BHM
output would reveal these inconsistencies. This logic is in line with
our choice regarding stations in Alaska, although we expect the
source separation to be even more challenging in the former case.

Like the synthetic data in Section 3.2, the processed GPS and
GRACE data are prepared as described in Section 2.3 before be-
ing used as inputs of the BHM (ICE-6G removal, pseudo-GRACE
product and year-to-year difference computation). In addition, we
cluster nearby GPS stations together to decrease the number of data
points, increase the signal-to-noise ratio and mitigate spatial corre-
lation problems (except in Alaska and especially in Canada where
the density of stations is smaller, compared with the contiguous
United States, and the majority of the stations are too isolated to
be clustered). Since the data set is very sparse in some regions, we
augment it with artificial GPS stations whose time-series are com-
puted from pseudo-GRACE data. Indeed, due to the limitation to
the 2005–2015 period, the number of stations in a some areas can
be much smaller than the actual number of stations currently—but
sometimes recently—installed. This augmentation simply means
that pseudo-GRACE data fully determines the field where we have
no GPS observations, without having any impact in regions where
we have observations. Contrary to the similar approach followed by
Vishwakarma et al. (2022), where VLM observations were required
everywhere to estimate the GIA or hydrology fields, such augmen-
tation is not strictly necessary here, in theory, but it makes the
inversion more stable in practice. The resulting data sets are shown
on Figs 8(a) and (b) for pseudo-GRACE and GPS, respectively.

3.5 Results with real-world data

The results we obtain from real-world data are shown on
Figs 9(a) and (b) for the pseudo-GIA deviation field obtained
from pseudo-GRACE data and for the GIA deviation field obtained
from GPS data, respectively (these figures are the equivalent of
Figs 4(a) and (b) of the synthetic test). The VLM field due to
PDSML/hydrology is shown on Fig. 10 (equivalent to Fig. 5 of the
synthetic test).

As already noted in the synthetic test, the separation of GIA and
hydrology by the BHM is not immediately perfect. We can clearly
see some common patterns in the estimated GIA and hydrology
fields. Contrary to the synthetic test, however, the fields are much
noisier and their correlation is not sufficient to apply the post-
BHM processing method described in Section 3.3 to complete the
processes separation. We expected the augmentation of the GPS
data to mitigate this problem but it seems to be insufficient here. If
we complete the separation process anyway, the RMSE, which was
at the level of a few tenth of a millimetre per year for the synthetic
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(a)

(b)

Figure 8. Linear trends of the BHM inputs when using actual GRACE and
GPS observations.

test (Section 3.3) is now above 1 mm yr–1 with both local and larger
scale discrepancies (Fig. 11). The residues are even above 2 mm yr–1

for 5 per cent of the stations/clusters. Contrary to the synthetic test,
these values are comparable with the differences we would like to
estimate.

As a result, it is somewhat difficult to tell which part of the
GIA deviation field is an estimate of the deviation from ICE-6G
or if a hydrological signal has been wrongly attributed to GIA. Of

(a)

(b)

Figure 9. Raw BHM outputs (linear trend) when using actual GRACE and
GPS observations.

course, we are confident that the signal in California and most other
regions of the conterminous United States is not related to GIA
but we can only reach such a conclusion because we have prior
geophysical knowledge of the observed signals. In California, we
should actually see a negative trend if we had been able to pick
the aquifer compaction signal from the stations we have purposely
kept in this region (Section 3.4). Because of all these limitations, we
cannot provide a reliable geophysical interpretation of Figs 9 and 10.
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Figure 10. Linear trend of the hydrology-induced field estimated from both
pseudo-GRACE and GPS data.

Figure 11. Differences between the total field estimated by the BHM (sim-
ilar to Fig. 7 for the synthetic test) and the observed trends at the location
of each GPS cluster or station from Fig. 8(b). The RMSE computed from
these differences is an order of magnitude bigger than the RMSE shown on
Fig. 7.

There would be a significant risk of being deceptive if we attempted
to determine physical causes for what might only be artefacts due
to the aforementioned problems.

We discuss probable reasons for the separation not being as good
as the synthetic test when using real-world data and suggest possible
improvements in Section 4.2.

Looking at the time-evolving component of the hydrology-
induced VLM (Fig. 12), the BHM performs well here with real-
world data. This was expected because the separation of a time-
evolving signal from all the other time-invariant components is a
straightforward task. Nevertheless, we mention this result because
such separation is not hard-coded in the BHM like in other methods
where the linear trend is explicitly extracted from the time-series.
From a purely geophysical point of view, the results depicted on
Fig. 12 are also interesting because they give a clear picture of the
evolving hydrology in North America over the 2005–2015 period.

4 D I S C U S S I O N

4.1 Data-driven solution to the source separation problem

The closed-loop test discussed in Sections 3.2 and 3.3 has con-
firmed that the method developed in this study and applied in a
BHM framework, complemented by a few simple, assumption-free,
post-processing steps, is a successful data-driven approach to sep-
arate past and present-day surface loading. This approach is also
physically consistent in the sense that it does not require any non-
physical assumption on the observed signals and correctly deals
with the error made when transforming GRACE data from mass
change into VLM. The only issue is the contamination of the GIA
fields by some of the PDSML signal but, as we have shown in Sec-
tion 3.3, there is a way of mitigating this problem when it occurs.

As mentioned in Section 3.3, in regions where one process domi-
nates, the quality of the partitioning of observed VLM between past
and present surface loading is primarily determined by the quality of
the input data, including the quality of their coverage. However, in
regions where both processes are colocated, such as the Great Lakes
region (Argus et al. 2020), our approach is limited by its data-driven
nature, like any other similar approach (see Section 4.3). In theory,
we are still able to extract a small signal hidden in a signal of much
larger amplitude, but the estimated amplitude of the former is not
reliable and the overall quality of the solution will strongly depend
on the characteristics of the original signals in such a case, not just
on the quality of the observations.

As a result, the answer to the main question of this study—is
it possible to separate past and present-day surface loading from
GPS and GRACE data in a BHM led data-driven approach?—
is ‘yes’ where GIA and hydrology signals are not colocated and
when enough observations are available, and the answer is ‘partly’
where both processes are superimposed. A few more conditions are
required for this positive conclusion to hold in practice, though, as
we shall detail in the next two subsections.

4.2 Challenges and potential improvements

We have established the validity of our approach at the theoreti-
cal level, at least when the processes we want to separate do not
significantly overlap. Nevertheless, when applying this method to
actual observations in North America, we have seen that the qual-
ity of the results was not adequate. The most obvious explanation
is that we are limited by the density of GPS stations in practice,
especially in northern regions. Even if we have improved the cov-
erage with artificial GPS stations, their time-series are computed
from pseudo-GRACE data, which means that we cannot estimate a
GIA deviation where no GPS stations are present. In those regions
where data coverage is very poor, our approach does not perform
better than other techniques such as the one used in Vishwakarma
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Figure 12. Time-evolving hydrology-induced VLM field estimated by the BHM.

et al. (2022) because the lack of informative data cannot be easily
compensated for in a fully data-driven approach without providing
additional observations. With the progressive increase in the num-
ber of GPS stations, however, this method should yield better results
in the near future.

Another potential problem of the current approach when using
real data is the contamination of the GIA signal by ice mass change.
Indeed, VLM due to present-day mass loss (especially here from the
Greenland ice sheet) and VLM due to GIA, are both characterized
by a linear trend in time at first order and large length scale in space.
Thus, we would ideally need to subtract an ice loading correction
from both GPS and GRACE data as we cannot expect the BHM to be
able to fully separate both components. We made several attempts
to solve that problem but encountered a few major difficulties.
First, such an ice correction might depend on GRACE observations,
meaning that the same set of observations is used twice in the
estimate: once as a correction and once as an input data set. In
such a case, these corrections may also depend on the GIA model
used to compute them. This problem can be mitigated by using
altimetry products to estimate the ice loading correction but there
are still assumptions and uncertainties on firn compaction or ice
density when doing the volume to mass conversion. Overall, there
is still a significant risk that our GIA estimate is biased by the ice
correction. In regions where the error on the ice signal is larger than
the GIA deviation we are estimating, applying the correction might
be worse than simply relying on the BHM to separate the processes.
Our attempts at running the BHM after removing the VLM due to
present-day ice mass loss from GPS and GRACE observations have
shown that at least some of the previous problems were occurring,
the ice correction creating several spurious artefacts in the final
GIA deviation field, especially in Alaska where all the contributing
processes to VLM are difficult to separate.

The last challenge is not related to the method itself but to the
implicit assumptions we made when designing our model: possibly
the most obvious limitation here is that we have ignored all the
processes which are neither related to PDSML/hydrology nor GIA.
Even if we have manually excluded many GPS stations in regions
affected by tectonics or impacted by local anthropogenic effects,
some of the time-series may still contains signals which are not part
of our model. Some of them, like tectonics or poroelasticity, can
be modelled and removed from the observations but it would be

more in line with the approach described in this work to estimate
additional processes for these ignored components. The physical
complexity of these processes cannot be overlooked, though, and
including them in the BHM framework would be an interesting but
challenging problem.

4.3 Caveats

In Section 4.1, we have mostly discussed the overall strengths and
efficiency of our method. Like any other method, however, it also
has a few limitations and pitfalls that we list below. The following
points are more generic than the ones discussed in Section 4.2 and
should be considered even if other data sets are used.

In Bayesian methods, it is common, if not critical, to assess and
discuss the sensitivity to the prior. In the BHM, the actual prior
is, strictly speaking, a Gaussian distribution with zero mean, not
the GIA forward model from which we estimate a deviation. That
is why we called these GIA models implicit priors when referring
to them from the BHM point of view. We have tried to change
the parameters defining these prior distributions (standard devia-
tions); the clear conclusion is that our results are insensitive to these
changes. Furthermore, any time we changed the BHM inputs, we
got notably different outputs without being restricted by the prior.
In other words, the outputs of the BHM are not sensitive to the prior
and the results are strongly data-driven as claimed. That being said,
we are sensitive to the choice of GIA forward model, because it is
used implicitly to define the zero mean of the prior distribution. In
Bayesian methods, we cannot reasonably expect the results to be
fully independent from the mean of the prior distribution consid-
ering that this value determines the position of the domain, in the
parameter space, where the solutions will be sought out. If we want
physically sensible solutions (or any solution at all), we always need
to pick a reasonable domain to explore unless the data are extremely
informative. With this comment in mind, it is obvious that we can-
not expect to completely get rid of the sensitivity to GIA models.
In particular, we cannot expect to get the same results if we change
the mean field too much because GRACE has a limited resolution
and GPS data are sparse in the region of largest GIA signal.

Another important aspect of the approach is the assumption we
make about the spatio-temporal characteristics of the fields we want
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to separate (see Section 1.1). The key assumption is that the GIA
deviation field is significantly smoother spatially than the PDSML
field. In other words, the use of a purely data-driven approach in this
context means that we cannot separate processes which exhibit both
the same spatial (long) wavelengths and similar temporal behaviour,
such as a constant linear trend. Such an assumption on the difference
in length scale can be justified by differences in the surface load and
by the Earth rheological properties, but the fact that we have to work
in terms of VLM implies that the PDSML-induced VLM field is also
quite smooth, contrary to what we would have if we were working
with changes in EWH. As a reminder, we have chosen to work
with VLM because the transformation from mass change to VLM
of GRACE data is more robust than the inverse transformation—
from VLM to mass change—of sparse GPS data (see Section 2.2).
The drawback of this choice is that we are making the difference
between GIA and hydrology fields less clear-cut. Of course, it is the
result of a trade-off between what can be done with the available
data and the physical constraints coming from the model and its
implementation.

The last, but most prominent limitation of this work, is also
its strength: as we use a fully data-driven approach, our results
are essentially limited by the availability and quality of data. In
essence, any data-driven approach cannot provide more information
than what is actually provided by the data. This means that both
the content of the data (signal-to-noise ratio) and their coverage
play an important role. Such characteristics are obviously critical
in any method but in a data-driven approach, a lack in the data
cannot be easily counterbalanced by the constraints coming from
the underlying geophysical models. In particular, data gaps in space
and time are a limiting factor of our method, even when using
time-series of high quality.

5 C O N C LU S I O N

The separation of past and present-day surface loading is a com-
plex challenge which requires a rigorous theoretical framework and
dense, high-quality observations. We have shown that it is indeed
feasible in theory to partition GIA and PDSML using GPS and
GRACE data, following a fully data-driven approach to simultane-
ously estimate the VLM fields due to each process. In practice, we
are limited by the sparsity of GPS stations, especially in Canada
and northern Alaska.

The impact of contemporary ice mass loss at large length scale
and the local impact of other processes such as tectonics are another
difficulty that we can partially overcome when selecting and pre-
processing the input data, but which would require a dedicated
solution to be tackled at the BHM level, if possible.
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A P P E N D I X : V I S H WA K A R M A E T A L .
2 0 2 2 A P P ROA C H A DA P T E D T O T H E
B H M

The approach of Vishwakarma et al. (2022) mentioned in Sec-
tions 1.4 and 2 can be translated for use in our BHM framework. It
is more convoluted than the method presented in this work because
we must use f and h (see Fig. 1) to transform both some of the ob-
servations and some of the processes. In return, its strength is that
it is not required to actually do complex computations involving f
or h inside the BHM.

Keeping the notations of Section 2, this approach starts from the
fact that

R − G0 = f
(
R̃

) − f
(
G̃
) + h

(
G̃
) − G0

= f
(
R̃ − G̃0

) − f (G̃ − G̃0) + h(G̃ − G̃0)

= f
(
R̃ − G̃0

) − f
(
δG̃

) + h
(
δG̃

)
, (A1)

Then, eq. (13) is replaced with

f
(
R̃ − G̃0

) = 〈δE〉 + f
(
δG̃

) − h
(
δG̃

) + εR. (A2)

Similarly, but focusing now on the hydrology field, we have

R − G0 = h
(
R̃

) − h
(
W̃

) + f
(
W̃

) − G0, (A3)

which leads to

h
(
R̃ − G̃0

) = 〈δE〉 − f
(
W̃

) + h
(
W̃

) + εR. (A4)

If we introduce a new functional χ = f − h, we can write eqs (A2)
and (A4) more succinctly:

f
(
R̃ − G̃0

) = 〈δE〉 + χ
(
δG̃

) + εR (A5)

h
(
R̃ − G̃0

) = 〈δE〉 − χ
(
W̃

) + εR. (A6)

Here we have a complex computation, using χ , that the BHM
cannot handle. In order to avoid it, we may simply define new
abstract processes from processes given in terms of changes in
EWH (δG̃ for GIA deviation, W̃ for hydrology and δẼ = W̃ + δG̃)
and work with these new meta-processes:

δEχ = χ
(
δẼ

)
, Wχ = χ

(
W̃

)
and δGχ = χ

(
δG̃

)
. (A7)
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Then, similarly to eq. (13) but now for both GIA and PDSML, we
have

χ
(
δG̃

) = 〈
δGχ

〉 + εχ(δG̃) (A8)

χ
(
W̃

) = 〈
Wχ

〉 + εχ(W̃) (A9)

and, considering that 〈x〉 + 〈y〉 = 〈x + y〉, we can rewrite eqs (A5)
and (A6) as

f
(
R̃ − G̃0

) = 〈
δE + δGχ

〉 + ε ′
R (A10)

h
(
R̃ − G̃0

) = 〈
δE − Wχ

〉 + ε ′′
R, (A11)

where we have collated the error terms into ε ′
R and ε ′′

R.
In this new formulation, 〈δE〉 is still related to the GPS data

using eq. (14) and, compared with the BHM formulation given in
Section 2.3, we have two new processes, δGχ and Wχ , which are re-
lated to two different pseudo-GRACE products, namely f (R̃ − G̃0)

and h(R̃ − G̃0). Note, as a sanity check, that taking the difference
between eqs (A10) and (A11) (and neglecting the error terms) gives

f
(
R̃ − G̃0

) − h
(
R̃ − G̃0

) = 〈
χ (δG̃)

〉 + 〈
χ (W̃)

〉
χ

(
R̃ − G̃0

) = 〈
χ (δẼ)

〉
as expected.

One of the problems in this approach is that the processes δGχ

and Wχ only appear in relation with GRACE data; the BHM is
not informed that the GPS data are also sensitive to these pro-
cesses. In addition, there are two time-evolving processes to es-
timate here (δE and δWχ ), which is more challenging for the
BHM, and large regions where we have no GPS data to con-
strain δE. In the original least squares approach of Vishwakarma
et al. (2022), the augmented GPS data themselves replace the
〈δE〉 term in all the previous equations and the unknown pro-
cesses are directly and independently estimated from eqs (A10) and
(A11).
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