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Abstract

Human Activity Recognition (HAR) is the process of identifying and monitoring phys-
ical activities through wearable sensor data, providing real-time insights that enhance pa-
tient care, personalized fitness planning, and lifestyle interventions. With the growing
adoption of wearable devices, demand for reliable HAR systems capable of operating
in diverse, free-living environments has increased, as these systems must handle varied
data quality. Wearable device-based HAR, leveraging multimodal data, holds significant
promise for applications like health monitoring, fall detection, and rehabilitation, where
precise, continuous activity tracking is critical.

This study evaluates HAR performance using multimodal data from two wearable de-
vices: the Cosinuss® C-Med® Alpha (an in-ear device) and the Garmin Venu 2 (a wrist-worn
smartwatch). Data were collected from eight participants in a free-living setting, with Cos-
inuss® capturing continuous physiological metrics, including heart rate, blood oxygen sat-
uration, body temperature, and accelerometer data. Garmin also recorded physiological
data, such as heart rate and oxygen saturation, in addition to an extensive motion dataset
comprising accelerometer, gyroscope, and GPS altitude readings. By independently as-
sessing motion-only and motion plus physiological data, this study investigates how mul-
timodal data integration, specifically adding physiological signals, impacts model perfor-
mance, particularly for complex activities.

Various machine learning models (KNN, SVM, Random Forest, XGBoost) with hand-
crafted features and deep learning models (LSTM, ConvLSTM, Transformer) using raw
features were evaluated. Machine learning models performed well with motion-only data
for both simple and complex tasks, while deep learning models showed notable gains with
the addition of physiological data. XGBoost achieved the highest accuracy among machine
learning models, while Transformer led in deep learning across single and multi-subject
datasets. The LSTM model showed a 30% improvement in weighted F1 score when us-
ing both motion and physiological data from Cosinuss®. Zero shot learning revealed that
Cosinuss® performed better than Garmin in motion-only classification, while Garmin’s
combined motion and physiological data exhibited superior cross-subject generalization.

The results highlight the value of multimodal data integration in enhancing HAR for
complex activities and suggest that Transformer and XGBoost models are particularly
suited for robust healthcare and fitness applications. Future work may explore transfer
learning and cross-subject training to broaden HAR'’s adaptability and generalizability.

X






Contents

Acknowledgements vii
Abstract ix
1 Introduction 1
1.1 ResearchQuestions . . . . . . .. . . . . . ... i 3

2 State of the Art 5
2.1 Related Work . . . . .. . 5
22 SensorInformation . . .. . ... ... 6
221 Ear-Worn Sensor for Activity and Vital Metrics . . . . . ... ... .. 7

222 Wrist-Worn Smart Watch for Activity and Vital Metrics . . . . . . .. 8

23 Machine Learning . . . . . . . . ... L L L 9
231 Support Vector Machine (SVM) . . . .. ... ... ........... 9

2.3.2 K-Nearest Neighbors (KNN) . ... ................... 10

233 RandomForest(RF) . .. ... ... ................... 11

234 eXtreme Gradient Boosting (XGBoost) . . . . .. ... ... .. ... 13

24 Artificial Neural Network (ANN) . . . . . .. . ... oo o ... 14
241 Multilayer Perceptron MLP) . . . ... ... ... ... ... ... 14

25 Deeplearning(DL) . . . . ... ... .. L o 15
251 Recurrent Neural Network (RNN) . . . . ... ... ... ... .... 15

252 Long Short-Term Memory (LSTM) . . . . . ... ... ... ...... 16

25.3 Convolutional LSTM (ConvLSTM) . . . . . .. ... ... ....... 17

254 Transformer . . . . . . ... 18

2.6 Hyperparameter Optimization . .. ... .. ... .. ... .. ........ 20
2.6.1 Random Search for Machine Learning Models . . . . . ... ... .. 21

2.6.2 Tree-structured Parzen Estimators (TPE) for Deep Learning Models . 22

3 Wearable device-based Human Activity Recognition (HAR) 23
3.1 Data Acquisition Workflows for Wearable Devices . . . . .. ... ... ... 24

3.2
3.3

3.1.1 Data Workflow for Cosinuss® C-Med® Alpha Using the Health Portal 24
3.1.2 Data Collection Workflow for Garmin Venu 2 Using Custom Soft-

ware DevelopmentKit (SDK) . . . . ... ... ... ......... 25
Human Activity Recognition Dataset . . . . ... ... ..... ... ... .. 25
Feature Definition . . . . . . . . . . . . e 29

xi



Contents

34

35

3.6
3.7
3.8
3.9
3.10

Data Preprocessing . . . . . . . ... ... . o
3.4.1 Data Alignment and Re-Sampling . . ... ... ... .........
342 DataCleaning . . . . . . ... .. .
3.43 Filtering and Noise Removal . . . ... ... ... ... .. ......
344 Simple Moving Average . . . . ... .. ... Lo
3.45 Scaling and Transformation . . . . .. ... ...............
Feature Engineering . . . . . ... ... ... . ... oo L.
3.51 Time-Domain Feature Extraction . . . . . ... ... .. ........
3.5.2 Frequency-Domain Feature Extraction . . . .. ... ... .. ... ..
Recursive Feature Elimination (RFE) . . . . . ... ... ... ... ......
Windowing and Segmentation . . . ... ... ... ... ... .. ... ...
Data Splitting and Cross-Validation . . . . ... ... ... .. ... ... ..
Evaluation Metrics . . . . . .. ... . L
Resultsand Discussion . . . . .. ... ... ... .. .. oL
3.10.1 Cosinuss® Results with Machine Learning . . . . . .. ... ... ...
3.10.2 Garmin Results with Machine Learning . . . . . ... ... ... ...
3.10.3 Cosinuss® Results with Deep Learning . . . . . .. ... ... ... ..
3.104 Garmin Results with Deep Learning . . . . . ... ... ........
3.10.5 Performance Analysis for Individual Subjects . . . . ... ... ...
3.10.6 Performance Analysis for Multi-Subject . . . . . ... ... ... ...
3.10.7 Single-Subject vs. Multi-Subject Model Performance . . . . . . .. ..
3.10.8 Impact of Physiological Features on Cosinuss® and Garmin Dataset .
3.10.9 Comparison of Model Performance Across ML and DL for Garmin

and Cosinuss® . . . . . ...
3.10.10 Effect of Multimodal Data on Model Performance . . . . .. ... ..
3.10.11 Effect of Multimodal Data on Activity Classification . . . . . . .. ..
3.10.12 Zero Shot Learning . . . . . . .. ... ... L L Lo
3.10.13 Hyperparameter Optimization Analysis . . . . . ... ... ... ...

4 Conclusions

Bibliography

xii



1 Introduction

Throughout daily life, we engage in a diverse array of activities, from routine tasks like
cleaning and driving to more structured activities such as playing games. These activi-
ties involve fundamental actions like standing, sitting, jogging, and running. While ac-
tions like sitting and standing may appear simple, more complex activities, such as eating,
cooking, and commuting, pose greater challenges for accurate identification [29]. Pre-
cise recognition of these activities is essential for improving Human-Computer Interaction
(HCI). Human Activity Recognition (HAR) automates the detection of physical actions
by analyzing data from wearable devices and vision-based systems. It not only identifies
movements but also provides insights into a person’s goals and mental states, offering a
deeper understanding of their behaviour [23].

The field of HAR is rapidly evolving and holds significant promise for transforming
our understanding of human behaviour. It has diverse applications in healthcare [21],
[33], athletic performance [35], and personal assistance systems [45], [31]. In healthcare,
HAR is crucial for monitoring vital signs such as blood pressure, respiration rate, and
Electrocardiogram (ECG) patterns, making it vital for telemedicine and personal health
systems [66]. Its growing presence in robotics, security, and entertainment further enriches
our ability to analyze and engage with human activities [42], [49].

Research on recognizing human activity can be divided into computer vision-based ap-
proaches [6] and sensor-based methods [12]. In computer vision-based human activity
recognition, videos of activities are collected through cameras and then divided into se-
quences of frames. These frames are analyzed sequentially to detect specific activities [60],
[41]. Although computer vision-based HAR offers high recognition accuracy, it is limited
by environmental factors such as sensitivity to lighting conditions and has a restricted
detection range, which can affect its performance in diverse settings [4].

Depending on the sensor arrangement, sensor-based activity recognition falls into two
broad categories: multi-node and single-node frameworks. By capturing extensive motion
data from several identical sensors, such as accelerometers, multi-node techniques usually
achieve better accuracy [14]. However, the use of multiple sensors can be cumbersome,
limiting ease of movement and reducing overall user comfort. To resolve this issue, recent
methods aim to combine different sensor types into a single node, minimizing data loss
while improving user comfort and practicality [40]. The development of sensor technology
has dramatically improved the portability and capabilities of sensors [5].

The rise of the Internet of Things (IoT) has accelerated the integration of various sensor
types, such as motion, optical, and temperature sensors, into wearable devices like smart-
watches and in-ear health monitors, all while maintaining user comfort. These wearable
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sensors capture a comprehensive array of multimodal data, including movement informa-
tion from accelerometers and gyroscopes, as well as vital health metrics such as heart rate,
blood oxygen levels, and body temperature. This combination of motion and physiologi-
cal data is crucial for effective human activity recognition [38].

Different algorithms of machine learning have been widely used in various fields, in-
cluding Human Activity Recognition (HAR), due to their ability to identify patterns and
classify data. Such traditional machine learning includes decision trees [52], support vec-
tor machines (SVM) [3], and K-Nearest Neighbors (KNN) [47]. However, these approaches
often face significant challenges, including the need for extensive domain knowledge,
manual feature extraction, and the difficulty of real-time data processing [68]. To tackle
these challenges, deep learning has emerged as a robust alternative. Unlike traditional
machine learning approaches, deep learning models can automatically learn and extract
features from raw sensor data, thus eliminating manual intervention. Various Convolu-
tional Neural Network (CNN) architectures have been extensively explored in human ac-
tivity recognition [30]. Recent advancements in recognizing complex activities have been
made through Recurrent Neural Networks (RNNs), particularly Long Short-Term Mem-
ory (LSTM) networks, which excel at capturing temporal dependencies. Transformers,
with their self-attention mechanisms, further enhance activity recognition by effectively
modeling long-range dependencies and complex patterns within the data, making them
well-suited for handling both temporal and spatial relationships in HAR [44]. However,
these models still struggle with accurately identifying intricate activities, and data imbal-
ance can adversely affect their performance.

Sitting Walking Ascending Floors Descending Floors Jogging

e F e | s

A® || B
| o

Figure 1.1: Typical day-to-day activities.

However, many existing public datasets for HAR are collected in controlled environ-
ments. To thoroughly evaluate HAR models, it is essential to gather data in free-living
conditions where real-world variability can be introduced [34]. In this study, a multi-
modal dataset collected from two types of wearable devices, the Cosinuss® in-ear sensor
and the Garmin smartwatch, is utilized in a free-living environment. These devices cap-
ture data from five crucial activities—walking, jogging, ascending stairs, descending stairs,
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and sitting—as illustrated in Figure 1.1. This multimodal dataset combines movement and
physiological data, which is vital for health monitoring, fitness tracking, and rehabilitation
applications.

In this study, a structured approach to data collection, cleaning, and preprocessing is
utilized to ensure dataset quality. The performance of traditional machine learning algo-
rithms, including Support Vector Machines (SVM), k-Nearest Neighbors (KNN), Random
Forest, and eXtreme Gradient Boosting (XGBoost), is compared with that of deep learning
models, such as Long Short-Term Memory (LSTM), Convolutional LSTM (ConvLSTM),
and Transformer architectures. Our analysis focuses on how model performance varies
between motion-only data and multimodal data that includes physiological information,
aiming to identify which device provides higher-quality data for HAR and which algo-
rithms are most effective for complex activities with limited samples.

1.1 Research Questions
This study seeks to address the following research questions:

1. How do wearable sensors from Cosinuss® and Garmin compare in capturing data
quality for HAR in a free-living environment, using both motion-only and motion
plus physiological data?

2. What preprocessing techniques are necessary to build robust HAR datasets from
wearable sensors, considering varying activity sample sizes?

3. How do machine learning and deep learning models (e.g., SVM, KNN, LSTM, Con-
vLSTM, Transformer) compare in recognizing complex activities when trained on
both motion-only and motion plus physiological data?

4. How does model performance differ between individual models trained for each
participant and models trained on the full dataset in both motion only and motion
plus physiological dataset?

5. Do multimodal datasets (motion plus physiological) improve the recognition of com-
plex activities with limited samples?

This research addresses these questions through an in-depth analysis of sensor data,
model comparisons, and the impact of data quality and class imbalance on HAR outcomes,
as outlined below:

In Section 2, related studies are reviewed, establishing foundational insights into wear-
able sensor technologies and introducing relevant machine learning and deep learning
algorithms for activity recognition.
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In Section 3, the experimental setup is described, and a comprehensive performance
analysis of machine learning and deep learning models is provided for both the Cosinuss®
and Garmin datasets, examining the effectiveness of motion-only and multimodal data.

In Section 4, the main findings of this research are summarized, and potential avenues
for future work are outlined to further enhance activity recognition models.




2 State of the Art

In this section, we review related work and establish the theoretical foundations of classical
machine learning and deep learning algorithms relevant to our study.

2.1 Related Work

The development of Human Activity Recognition (HAR) models relies heavily on high-
quality datasets collected through wearable devices such as smartwatches, smartphones,
and medical devices [53], [9]. Traditionally, motion data from inertial sensors such as ac-
celerometers and gyroscopes, as well as image data from vision-based sensors, have been
used for activity recognition. Prominent datasets like WISDM [36], ARAS [2], OPPOR-
TUNITY [56], and UCI HAR [55] provide motion data from smartphones and wearable
devices for time series analysis in HAR. These datasets have laid the foundation for early
research into activity recognition. However, many of these datasets focus on controlled en-
vironments, making them less suited for evaluating real-world, free-living scenarios [34].

Recent research demonstrates that using multimodal datasets, which combine data from
multiple sensor types, is more effective than single-modal datasets. Integrating data from
different sensors, such as wearables and mobile devices, through data fusion techniques
has been shown to reduce uncertainty and enhance HAR accuracy [50]. Different sen-
sor modalities like Wearable Sensor-based HAR (WSHAR), Ambient Sensor-based HAR
(ASHAR), and Hybrid Sensor-based HAR (HSHAR) for HAR were discussed [65]. The fo-
cus was on wearable sensor modality-centered HAR in healthcare, and the survey covered
various steps involved in WSHAR, such as sensor selection and placement, data collection
and pre-processing, feature extraction and selection, and classification algorithms [65].

Following up, emphasize the importance of incorporating physiological data into HAR
models, particularly in healthcare settings. Systems such as Centinela integrated both ac-
celerometer and physiological data, showcasing the ability of machine learning models to
improve classification accuracy, especially for activities with similar movement patterns
[38]. Although most HAR datasets focus primarily on motion data, those incorporating
physiological metrics are still relatively rare. While motion sensors effectively capture
movement patterns, they often miss the physiological and contextual aspects of human
behaviour [15]. Notable multimodal datasets such as PAMAP2 [54], ETRI Lifelog [15], and
EMG Physical Action [61] address this gap by incorporating both motion and physiologi-
cal data, providing more comprehensive HAR systems.

Preprocessing techniques play a crucial role in ensuring the quality of sensor data for
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HAR models. Sensor data is typically recorded at sampling rates between 20 and 50 Hz,
depending on the sensor capacity and activity. After data collection, sensor signals must be
cleaned and filtered to remove noise, spikes, and missing values, which is essential for real-
world applications. Common methods include like nonlinear, low-pass, high-pass filters,
bandpass filters [32], and Kalman filtering [39]. Data imputation is essential for handling
missing values caused by sensor failures, improving model accuracy and minimizing the
impact of incomplete data during analysis.

Machine learning (ML) and deep learning (DL) techniques have both played pivotal
roles in advancing HAR systems. Traditional ML algorithms like K-Nearest Neighbors
(KNN), Support Vector Machines (SVM), and Random Forests have been widely used for
classifying activities, relying heavily on handcrafted features [57], [19] and extensive do-
main knowledge [46]. While effective, these approaches often struggle with scalability and
generalization, particularly in the face of diverse sensor modalities and complex activity

types.

The advent of deep learning has addressed many of these limitations. Deep learning
models, particularly Convolutional Neural Networks (CNNs) and hybrid CNN-LSTM
models, have been shown to outperform traditional ML methods by automatically extract-
ing spatial and temporal features from raw sensor data. These models eliminate the need
for manual feature engineering and have demonstrated significant improvements in HAR
accuracy [63]. In recent years, Transformer models have shown significant potential in Hu-
man Activity Recognition (HAR) due to their ability to capture long-range dependencies
in time-series data. Unlike RNNs and CNNSs, Transformers rely on attention mechanisms,
allowing them to process sequences in parallel and focus on the most relevant parts of the
data. This has led to improved performance, especially in complex tasks. Studies suggest
that Transformer-based architectures outperform traditional deep learning models in Nat-
ural Language Understanding and Computer Visision and Time Series [62], [22], [11], [24].
Finally, A comprehensive review of both ML and DL techniques in HAR is provided by
recent survey [67]. It is emphasized that while traditional ML approaches remain relevant
for computationally efficient and interpretable applications, the availability of large-scale
sensor data has made deep learning the preferred method for capturing complex depen-
dencies in HAR.

2.2 Sensor Information

This section describes the data collection methodologies for the Cosinuss® C-Med® Alpha
in-ear sensor and the Garmin Venu 2 smartwatch. Both devices capture motion and phys-
iological data, each with unique advantages and limitations.




2.2 Sensor Information

2.2.1 Ear-Worn Sensor for Activity and Vital Metrics

The C-Med® Alpha by Cosinuss® is a compact and lightweight in-ear wearable device, de-
signed for continuous monitoring of vital signs and motion data. Weighing just 7 grams, it
features dimensions of 55.2 mm x 58.6 mm x 10.0 mm, making it comfortable for extended
wear in various settings, such as hospitals, clinics, and daily use. The device includes a
silicone earplug, available in three sizes (S, M, and L), ensuring a secure and customized fit
that helps to minimize motion artifacts and ensures accurate data collection. The C-Med®
Alpha continuously tracks essential health metrics, including heart rate, blood oxygen sat-
uration (SpO;), and body temperature, with a sampling rate of 1 Hz.

(1

Figure 2.1: C-Med® Alpha in-ear sensor architecture: (1) Sensor head containing the pho-
toplethysmography (PPG) sensor and temperature sensors, (2) Preprocessing
block responsible for real-time signal processing, and (3) Triaxial accelerometer
for capturing motion data, adapted from [17].

As shown in Figure 2.1, the core of the device features a photoplethysmography (PPG)
sensor, housed in the sensor head, which utilizes alternating red (655 nm) and infrared
(940 nm) light-emitting diodes to measure blood flow. This setup allows for precise, beat-
by-beat readings of heart rate and SpO,, providing reliable tracking even during physical
activities. The sensor head also contains both an infrared thermometer and a contact ther-
mometer to accurately measure body temperature from the outer ear canal.

Additionally, integrated within the main body of the device is a triaxial accelerometer,
which captures three-dimensional motion data at a 100 Hz sampling rate, enabling pre-
cise monitoring of physical movements and body orientation. The preprocessing block
processes all collected data in real time, transmitting it via Bluetooth Low Energy to con-
nected mobile devices or the online health portal for instant monitoring and analysis.
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2.2.2 Wrist-Worn Smart Watch for Activity and Vital Metrics

The Garmin Venu 2 is a versatile smartwatch, designed for comprehensive fitness and
health tracking. Weighing just 49 grams, it is lightweight and comfortable for all-day wear.
The watch features a 1.3-inch AMOLED touchscreen with a resolution of 416 x 416 pixels.
It boasts a battery life of up to 11 days in smartwatch mode and 8 hours with GPS and mu-
sic enabled. For location-based activities, it comes equipped with GPS/GLONASS/Galileo
receivers, enabling accurate tracking of running, cycling, hiking, and other outdoor activ-
ities.

0:10

(a) Front view of the Garmin Venu 2 Smart- (b) Rear view of Garmin Venu 2: (1) optical heart
watch. rate sensor and (2) the charging port.

Figure 2.2: Overview of the Garmin Venu 2 Smartwatch: (a) displays the smartwatch’s
front interface and design, while (b) highlights the placement of the optical
heart rate sensor and charging port on the back of the device, adapted from

[28].

At the core of the Venu 2’s health monitoring capabilities is the Elevate V4 sensor pack-
age as shown in Figure 2.2. The sensor package includes advanced systems for both heart
rate and blood oxygen saturaton (SpO,) measurement. Heart rate is measured continu-
ously using green LEDs through photoplethysmography (PPG), while SpO; is monitored
using red and infrared (IR) LEDs. The device has an upgraded system with two sets of
red/IR LEDs and four signal paths, improving the accuracy of SpO; readings. Addition-
ally, the four black rectangles surrounding the central sensor assist specifically with SpO,
measurements by analyzing how much red and infrared light is absorbed by the blood,
ensuring real-time monitoring of blood oxygen saturation during both activity and rest.

Beyond heart rate and SpO,, the Venu 2 includes a triaxial accelerometer and gyro-
scope for tracking movement and orientation, providing accurate data for activity recogni-
tion. The smartwatch also monitors advanced health metrics such as heart rate variability
(HRV), sleep stages, and stress levels, giving users a holistic view of their health. While
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the standard software does not allow direct access to raw accelerometer and gyroscope
data, a custom SDK enables data collection at a 20 Hz sampling rate, making the Venu 2
suitable for Human Activity Recognition (HAR) tasks. The collected data is stored in FIT
files for further analysis, making the Garmin Venu 2 an ideal tool for both everyday fitness
tracking and more detailed health studies.

2.3 Machine Learning

Machine Learning (ML) is a branch of artificial intelligence (AI) that focuses on devel-
oping systems capable of learning from data to make decisions without being explicitly
programmed for specific tasks [26]. Machine learning algorithms use sample data, known
as training data, to build models that are capable of making predictions based on unseen
new input data.

Machine learning tasks can be classified into two primary classes: supervised learning
and unsupervised learning. The most commonly utilized approach in practical applica-
tions is supervised learning. Both supervised and unsupervised learning utilize an input
variable X, but in the case of supervised learning, it has an associated output variable
Y [26]. Supervised learning works by learning a function that maps inputs to outputs,
denoted as:

where Y is the predicted output and X is the input data. The objective of supervised
learning is to approximate this mapping function closely, allowing the model to predict
the output Y for any new input data X with high accuracy.

On the other hand, unsupervised learning does not have predefined output labels Y.
Instead, its purpose is to explore the hidden structure or distribution within the data to
uncover patterns or relationships that are not immediately apparent [10]. This type of
learning is often used for clustering or association tasks, where the algorithm identifies
groups or associations between the data points.

2.3.1 Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a supervised learning model that is widely used for

classification tasks [16], [59]. It works by finding a hyperplane in the feature space that

maximally separates data points from different classes. For multi-class classification tasks,

such as in Human Activity Recognition (HAR), the SVM can be extended using strategies

like One-vs-Rest (OVR) or One-vs-One (OvO), allowing it to classify multiple activities.
Formally, the training dataset is denoted as:

T:{({Ei,yi),i:LQ,...,N}, (22)

where z; € R" represents the feature vector of the i-th training sample, and y; € {1,2,
..., M} represents the corresponding class label, with M being the number of classes and
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N the number of training samples. The feature vector z; is described as:

xr; = (ZEZ(I),.TEQ), e ,.%'l(n)) y (23)
where n is the number of features.

In the linear SVM case, the model seeks to find a hyperplane defined by the vector w
and bias term b that separates the classes. The decision boundary is given by:

wlz+b=0, (2.4)

where the data points are classified according to the sign of the resulting value. To correctly
classify the data points, the following constraints must be satisfied:

wle; +b>1 fory; =1, (2.5)

wlz; +b< -1 fory; = —1, (2.6)

which ensures that data points from different classes are separated by a margin. The mar-
gin can be computed as:
2

lwl”

2.7)

with the goal of maximizing this margin.
Thus, the SVM optimization problem can be formulated as minimizing the norm of w,
subject to the classification constraints:

minW (wla; +b)>1, Vi 2.8
i 27yz(w$z+)_v i. (2.8)

This optimization problem is typically solved using Lagrange multipliers, leading to a
quadratic programming formulation where the final decision function for classifying a
new sample z; is given by:
N
Flo) =) opyeat oy + b, (2.9)
k=1

where o, are the Lagrange multipliers, and the predicted class for z; is determined by the
sign of f(z;), represented as y:

e = sign(f(x)). (2.10)

2.3.2 K-Nearest Neighbors (KNN)

The K-Nearest Neighbors (KNN) algorithm is a widely used classification technique based
on assigning a class label to a test sample by considering the majority class among its
k-nearest neighbors in the feature space [64]. The parameter k denotes the number of

10
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neighbors considered for classification, typically chosen as a small odd integer to avoid
ties.

The training dataset used in the KNN algorithm follows the same notation as defined
in Equation 2.2, where T represents the set of feature vectors and corresponding class
labels. As before, x; € R" represents the feature vector of the i-th training sample, and
yi € {1,..., M} represents the corresponding class label, with A/ and N being the number
of classes and training samples, respectively.

Given a test sample z; € R", the algorithm computes the distance between the test
sample and each training sample using a distance metric. For example, using Euclidean
distance, the distance between z; and a training sample z; is calculated as:

n

dii= | > (= - xgﬂ)?, (2.11)
j=1
where xgj ) and xz(j ) are the j-th features of the test sample and training sample, respectively.
Once the distances d;; are calculated, they are sorted in ascending order, and the top k-
nearest neighbors are selected.
The corresponding class labels of these k-nearest neighbors are stored in an array:

Cr = [Ut,1, Y2, - s Ytk

where y; ; denotes the class label of the i-th nearest neighbor. To classify the test sample, the
algorithm performs majority voting based on the class labels of the nearest neighbors. The
predicted class 9, is determined by the most frequent class among the k-nearest neighbors:

7 = mode(Cl,), (2.12)

where mode(C},) returns the class that appears most frequently in Cj,.

By following this procedure, KNN assigns the test sample to the most common class
among its k-nearest neighbors. The performance of the KNN algorithm depends signif-
icantly on the choice of k, the distance metric used, and the distribution of the training
data.

2.3.3 Random Forest (RF)

Random Forest (RF) is an ensemble learning method that builds multiple decision trees,
each trained on a random subset of the data and features [37]. For Human Activity Recog-
nition (HAR), Random Forest (RF) is effective at handling complex classification tasks by
combining the predictions from all trees through majority voting, reducing the risk of over-
fitting that is common in individual decision trees.

11
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Each decision tree uses a criterion like Gini impurity to select the best feature splits at
each node. The Gini impurity at node ¢ for a feature X is defined as:

X = 1= 3 (12)?
(t,X)J-Z(f) , (2.13)

m
y=1

where M is the number of classes, n, is the number of samples belonging to class y, and m
is the total number of samples at node ¢.

The Random Forest (RF) model selects the feature that minimizes the Gini impurity after
the split. The Gini split index G(r, X) is the weighted average of the Gini impurity across
all child nodes, calculated as:

J
Gr.X)=Y %I(t,xi), (2.14)

=1

where j is the number of child nodes, m; is the number of samples at the i-th node, and N
is the total number of samples in the parent node.

Feature importance in Random Forest (RF) measures how much each feature contributes
to reducing impurity across all trees. For a feature 7 in a decision tree, the importance is
defined as:

_ 259

- > LGk’
where G;; is the Gini impurity reduction for feature i at the j-th split, and G is the total
Gini impurity reduction across all splits in the tree.

The overall feature importance for feature 7 across all trees, denoted RF F'I;, is the aver-
age feature importance across all decision trees, which is given by:

T
Zj:l FIij
T b

FI, (2.15)

RFFI; = (2.16)
where T is the number of trees in the forest.

For multi-class HAR tasks, Random Forest (RF) predicts the activity by aggregating the
votes from all decision trees. Each tree h:(x) casts a vote for a class y, and the final pre-
dicted class is determined by majority voting, expressed as:

T

j=argmax} I(h(z) =y), (2.17)
t=1

where [ is the indicator function.

By combining predictions from multiple trees and calculating feature importance, Ran-
dom Forest (RF) offers a robust classification method, effectively handling multi-class
problems and reducing overfitting through its ensemble approach.
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2.3.4 eXtreme Gradient Boosting (XGBoost)

eXtreme Gradient Boosting (XGBoost) is an advanced ensemble learning algorithm that
builds multiple decision trees iteratively to minimize residual errors [13]. For multi-class
classification, the model is represented as a sum of K decision trees:

K
i = (i) =D fulwi), fr€F, (2.18)
k=1

where fi,(z;) is the score assigned by the k-th tree, and F represents the space of decision
trees. XGBoost optimizes a regularized objective function:

N K
L(g) = Uy i) + D Qi) (2.19)
=1 k=1

where [(y;, ;) is the loss function (e.g., logistic loss for classification), and the regulariza-
tion term €2( f) is defined as:

Ofi) =T + A, (2.20)

with T" as the number of leaves, w the leaf weights, and A and v regularization parameters.
At each iteration, XGBoost adds a new tree to minimize the following objective:

N
LY =37 0ye, 577 + f5(@0) + Q) (2.21)
i=1

where the optimization leverages second-order Taylor expansion, and the approximate
loss reduction after a split is given by:

[ (Eens) | (Sens) (S’

Lot = = - . 2.22
spllt 2 ZiEIL hl + )\ + ZZ-GIR h,L + )\ ZZEI hl + )\ e ( )

where g; and h; are the first and second derivatives of the loss function, and Iy, and Iy
denote the data subsets after splitting.
The final classification is obtained by applying the softmax function:

e:’?y

Py|lz) = —7—, 2.23
o) = 2.23)
and the predicted class 7 is:
y = arg max P(y|z). (2.24)
Y
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2.4 Artificial Neural Network (ANN)

Artificial Neural Networks (ANNSs) are machine learning models inspired by biological
neurons, designed to imitate brain functions. Rather than functioning as standalone algo-
rithms, ANNSs provide a structural framework used by various learning algorithms. An
ANN consists of layers (input, hidden, and output) and weighted connections between
neurons [26].

2.4.1 Multilayer Perceptron (MLP)

The Multilayer Perceptron (MLP) is a common ANN architecture with multiple layers,
including an input layer, one or more hidden layers, and an output layer. The hidden
layers enable the MLP to model complex non-linear relationships. Each layer consists of
neurons, and connections between neurons are weighted by w! ;» where wh ; denotes the
weight between neuron i in layer [ and neuron j in layer / + 1.

Input Layer Hidden Layer Output Layer
YN

Input1 ———>»  nj
Input2 ———> nb
Input3 ———> n}

Inputn ———>» n,

Figure 2.3: Architecture of a Multi Layer Perceptron (MLP) Network.

For neuron n't! in layer [ + 1, the total input v! 1 is the weighted sum of the outputs of
j y put v, g P

neurons in the previous layer, as illustrated in Figure 2.3:
n
I+1 1ol
=0

where ol is the output of neuron n! in layer I. This weighted sum is passed through an
activation function ¢(-) to introduce non-linearity:

ot = p(ulth), (2.26)
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where a commonly used activation function is the Rectified Linear Unit (ReLU), defined
as:
¢(v) = max(0, v). (2.27)

During training, the network minimizes the error between predicted and true outputs
using a loss function. The weights are adjusted iteratively through backpropagation, which
calculates the gradient of the error with respect to each weight, updating them to reduce
the overall error [26]. The loss function measures this error, guiding the weight updates to
improve performance across the network.

2.5 Deep Learning (DL)

Deep Learning (DL) is a subset of machine learning architectures that relies on artificial
neural networks (ANNs) with multiple hidden layers to learn complex patterns from large
datasets. These deep models, such as the Multilayer Perceptron (MLP), are capable of cap-
turing intricate features but require significant computational resources and large amounts
of data for effective training [48].

2.5.1 Recurrent Neural Network (RNN)

A Recurrent Neural Network (RNN) is designed to retain information over time, making
it well-suited for processing sequential data [26]. Unlike feedforward neural networks,
which assume independence between inputs, RNNs introduce loops in their architecture,
allowing information to persist across different time steps. This is achieved by maintaining
a hidden state h; at each time step ¢, which serves as a memory of the previous inputs.

At each time step t, the hidden state h; is updated based on the previous hidden state
hi—1 and the current input z;. The update is computed as:

he = o(Wihhi—1 + Wyae + by), (2.28)
where:
® h_; is the hidden state from the previous time step,
* 1 is the input at the current time step,
¢ W}, is the weight matrix applied to the hidden state,
¢ W, is the weight matrix applied to the input,
® ), is the bias term, and

* o(-)is the activation function (commonly a sigmoid or tanh function) that introduces
non-linearity into the model.
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hy hy by hs hy
E A | = A A A A
Figure 2.4: Unrolled Recurrent Neural Network (RNN) loop over time steps, showing the

flow of information from one time step to the next via hidden states h; and
inputs z;.

—> —> —>

In Figure 2.4, the RNN loop is unrolled across multiple time steps, showing how the
hidden state h; is updated iteratively. Each block labeled A represents the computation
performed at each time step, including the updating of the hidden state and the processing
of the current input. The figure illustrates how the hidden states A1, ho, ..., h; are sequen-
tially computed, and how the input z, x1, ..., z; influences the evolution of the hidden
states over time.

2.5.2 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM), shown in Figure 2.5, is an extension of RNNss designed
to handle long-range dependencies in sequential data [27]. LSTMs introduce gates to con-
trol the flow of information, namely the input gate i;, forget gate f;, and output gate o,
which are computed as:

hy
Ci 1 >(X >+ C,
oo,
o o tanh tanh
hi—1 T T o ® hi

| 2
Tt

Figure 2.5: Structure of a Long Short-Term Memory (LSTM) Cell.
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The input gate 7, is calculated as:

ir = o (Waize + Whilu—1 + b;), (2.29)
while the forget gate f; is computed as:
Jt = o(Wypze + Whphe—1 + by), (2.30)
and the output gate o, is given by:
or = 0(Waort + Whohi—1 + by). (2.31)
The cell state C; is updated using the forget gate and input gate as:
Cy = froCpy+iroCy, (2.32)

where C; = tanh(Wyexy + Whehi—1 + be) is the candidate cell state. The hidden state h; is
then updated as:
hi = oy o tanh(Cy), (2.33)

where o denotes element-wise multiplication, and o(-) represents the sigmoid activation
function.

2.5.3 Convolutional LSTM (ConvLSTM)

Convolutional LSTM (ConvLSTM) integrates convolutional layers with LSTM units to cap-
ture both spatial and temporal dependencies, making it ideal for tasks like human activity
recognition [51]. In ConvLSTM, the gate operations are similar to those in the standard
LSTM, but with convolutional operations () instead of matrix multiplications, as illus-
trated in Figure 2.6.

In ConvLSTM, each gate is computed as:

’it = U(Wm * Tt + Whi * ht_l + bz), (234)
ft:U(W:pf*xt+th*ht—l+bf)7 (235)
or = 0(Wayo % ¢ + Whe * hy—1 + by), (2.36)

where * denotes the convolution operation.
The cell state C; is updated as:

Cy=fioCi1+i;0Cy, (2.37)
where the candidate cell state C; is computed as:
Cy = tanh(We % 2 + Whe % hy_1 + be). (2.38)
Finally, the hidden state h; is updated as:
hi = oy o tanh(Cy), (2.39)

where o denotes element-wise multiplication, and o(-) and tanh(-) represent the sigmoid
and hyperbolic tangent activation functions, respectively. Here, W,;, W}, etc., represent
convolutional filters that capture spatial dependencies in the data.
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Figure 2.6: Convolutional LSTM (ConvLSTM). The convolutional filters (W, and W},) are
shown as grid-like structures, representing their role in capturing spatial pat-
terns, in contrast to the matrix multiplications in standard LSTMs.

2.5.4 Transformer

The Transformer model is a powerful sequence-to-sequence architecture that has been
widely adopted for various tasks, including classification [43]. In this work, time series
classification is modeled using an encoder-only Transformer approach, which maps se-
quences of sensor measurements to class labels, as illustrated in Figure 2.7 [58]. A crucial
advantage of this approach is its ability to capture long-range dependencies in the time se-
ries data, making it particularly effective for tasks like Human Activity Recognition, where
capturing both short-term and long-term patterns is essential.

The training dataset follows the same notation as defined in Equation 2.2, where z; €
REX™ is the feature matrix for the i-th training sample, with k representing the sequence
length and n the number of features, and y; € {1,2,..., M} is the corresponding class label.
The task is to map the sequence z; to a class label y; through the Transformer architecture.

2.5.4.1 Input Embedding and Positional Encoding

Each sequence z; € R¥*" is first embedded into a higher-dimensional space through a
learned linear transformation. This results in an embedding E(x;) € R¥*¢, where d is
the embedding dimension. Additionally, to encode the temporal order of the sequence, a
positional encoding P € R¥*4 is added to the input embeddings, giving the final input to
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the Transformer as:
Zy = E(x;) + P, (2.40)

where Z; € RF*9 represents the input to the Transformer layers.

Output Probabilities
T Yt

Classifier Head

g1 = Softmax(Wszas + bes) T
T

—>» Add & Norm

Feed & Forward
A

—>»  Add & Norm

T

Self Multi Head
Attention

=

Transformer Encoder

Positional Encoding

ik

\[07 E(:L‘,)] c R(k+1)><d

Learnable Class > Concatenation
Tokens
C e R? 1 B(z:) € B
Conv Backbone
z; € Rb>m T
Inputs

Figure 2.7: Transformer Architecture for Human Activity Recognition.

2.5.4.2 Transformer Encoder

The Transformer Encoder consists of L layers, where each layer comprises two main com-
ponents: multi-head self-attention (MHA) and a feedforward network. The MHA mecha-
nism is responsible for capturing relationships between different positions in the sequence.
For a given input sequence Z, the self-attention mechanism computes the attention scores
as follows:

A(Q, K, V) = softmax <QZT> V, (2.41)
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where @, K,V € R¥*? are the query, key, and value matrices, and d is the dimension of the
embedding space. The attention mechanism allows the model to weigh the importance of
different time steps in the sequence. In multi-head attention, this operation is repeated for
multiple attention heads, each focusing on different parts of the sequence:

MHA(Q, K, V) = concat(A1(Q, K,V),..., Ap(Q, K, V)), (2.42)

where h is the number of attention heads, and each head A; computes the attention inde-
pendently.

After the attention block, the output is passed through a feedforward network (FFN)
consisting of two fully connected layers with a non-linearity in between:

FEN(Z) = GELU(ZW + by)Ws + by, (2.43)

where Wi, W; are learned weight matrices, and b1, b, are biases.
The complete Transformer layer is then computed as:

7' = LayerNorm(Z + MHA(Z, Z, 7)), (2.44)

7 = LayerNorm(Z' + FFN(Z')), (2.45)

where Z' represents the output of the attention block, and Z is the final output of the layer
after the feedforward network and layer normalization.

2.5.4.3 Classification Head

Once the input passes through the Transformer encoder, the output corresponding to the
first position (class token) is extracted. This output, zqs € RY, represents the entire se-
quence. The classification is performed by passing zys through a fully connected layer
followed by a softmax activation:

9 = Softmax(Wszes + beis), (2.46)

where Wy, € RM is the weight matrix mapping the latent vector to the class probabili-
ties, and ¢ is the predicted class distribution.

2.6 Hyperparameter Optimization

Hyperparameter optimization is a crucial step in both Machine Learning (ML) and Deep
Learning (DL) tasks, as it directly impacts the model’s performance. Hyperparameters are
the parameters set before the training process begins and are not learned from the data.
These include learning rates, batch sizes, number of layers, and many other model-specific
parameters. Optimizing hyperparameters can lead to better generalization and perfor-
mance on unseen data, and there are various techniques available to efficiently search for
the best hyperparameter combinations.
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For machine learning models, simpler optimization techniques like Random Search are
often effective due to the lower computational cost and smaller search space [8]. How-
ever, for deep learning models, which tend to have more complex architectures and larger
hyperparameter spaces, more sophisticated optimization methods like Bayesian Optimiza-
tion with Tree-structured Parzen Estimators (TPE) are employed to efficiently navigate the
high-dimensional search space [8], [1].

2.6.1 Random Search for Machine Learning Models

Random Search is a hyperparameter optimization technique where hyperparameter val-
ues are randomly sampled from predefined distributions, and the model performance is
evaluated for each sampled set of hyperparameters. Unlike grid search, which system-
atically explores all combinations of hyperparameters, random search selects a subset of
combinations based on randomness, which often leads to more efficient exploration of the
hyperparameter space [8].

Formally, the optimization problem is to find the set of hyperparameters z* that maxi-
mizes the objective function f(z), where € X represents a combination of hyperparam-
eters. The objective is expressed as:

&7 = argmax f(x), (2.47)
where U is the set of candidate hyperparameter configurations, and f(z) represents the
model performance, typically measured by a validation metric such as accuracy, Fl-score,
or mean squared error.

In Random Search, the hyperparameter values « are sampled independently from pre-
defined distributions. For each trial %, the process of Random Search is as follows:

1. Randomly sample a hyperparameter set z;, from the search space:

xp ~ P(z), xp €U, (2.48)

2. Evaluate the model performance using the hyperparameter set ;, denoted as f(xy).

3. Repeat the process for a predefined number of trials 7', storing the performance f(xy)
for each sampled hyperparameter set.

At the end of the search process, the best hyperparameter set z* is the one that maxi-
mizes the objective function:

f=a a . 2.49

vt =arg  max f(z) (2.49)

Random search is simple to implement and often results in good hyperparameter config-

urations, especially for smaller search spaces, as it can avoid exploring suboptimal regions
in a grid-like manner [8].
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2.6.2 Tree-structured Parzen Estimators (TPE) for Deep Learning Models

For deep learning models, the search space of hyperparameters is typically much larger
and more complex. As a result, Random Search may not be efficient enough. Instead,
advanced optimization methods such as Bayesian Optimization are employed to system-
atically explore the search space. One popular Bayesian method is Tree-structured Parzen
Estimators (TPE), which is used in the present study for deep learning model optimization
[7].

TPE constructs a probabilistic model mapping hyperparameters to the objective func-
tion, based on past evaluations. The objective is to maximize the function f(x), where
r € X represents the hyperparameter values, and the best set of hyperparameters z* is
defined as:

o7 = argmax f(x), (2.50)

where U represents the set of all candidate hyperparameter sets.
An important step in TPE is the Expected Improvement (EI) criterion, which is used to
choose the next set of hyperparameters to evaluate. The EI criterion can be expressed as:

Bly(e) = [ max(y” - v.0pas(ule) dy @51)

where y* is the threshold for improvement, y is the objective function value, and pys(y|x)
is the probability density of obtaining value y given hyperparameter set x.
TPE models the probability p(x|y) as a combination of two densities:

) (=), ify<y*
““”_{mw,ﬁy>w 5

where [(x) represents the probability distribution of hyperparameters resulting in values
lower than y*, and g(z) represents the probability distribution for values higher than y*.
The Expected Improvement is maximized using these densities:

-1
v 9@
Ely(x) =~l(z) — (1 - — == 2.53

(@) =ile) — (1= ta) (24 25 259

where v represents the ratio of the number of evaluations with y < y* to the total number
of evaluations.

TPE efficiently selects the most promising hyperparameters to evaluate in the next itera-

tion, reducing the overall number of evaluations required to find the optimal configuration

[7].
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3 Wearable device-based Human Activity
Recognition (HAR)

This section outlines the experimental design employed for Human Activity Recognition
(HAR) in this thesis, leveraging data from two wearable devices: the Cosinuss® C-Med®
Alpha in-ear sensor and the Garmin Venu 2 smartwatch. These devices independently
capture physiological and motion data during activities such as sitting, walking, jogging,
and stair navigation. The experimental setup is illustrated in Figure 3.1.

Machine Learning

l Cosinuss® C-Med® Alpha ‘ ‘ Data Preprocessing ‘ l Feature Extraction ‘ Training
- —
Resampling Time Domain Features /\/\/\ b4 <H>
\ oo SVM
.o
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Figure 3.1: Experimental setup for Human Activity Recognition (HAR) using Cosinuss® C-
Med® Alpha in ear device and Garmin Venu 2 smart watch.

The data collection process is thoroughly explained in Section 3.1, followed by a descrip-
tion of the dataset and exploratory data analysis (EDA) in Section 3.2. After collecting data,
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the dataset goes through a thorough preprocessing pipeline that includes data cleaning,
resampling, and noise filtering, as discussed in Section 3.4. Handcrafted features derived
from both the time and frequency domains are introduced in Section 3.5.

To improve model performance, Recursive Feature Elimination (RFE) is employed to
select the most relevant features, as detailed in Section 3.6. Techniques for windowing and
segmentation, which are crucial for preparing time-series data for machine learning and
deep learning models, are presented in Section 3.7.

Finally, model performance is evaluated using various metrics described in Section 3.9.
The impact of incorporating both motion and physiological data on human activity recog-
nition (HAR) is evaluated by comparing traditional machine learning models—SVM, KNN,
Random Forest, and XGBoost—with deep learning models such as LSTM, ConvLSTM, and
Transformer. Detailed results are provided in Section 3.10.

3.1 Data Acquisition Workflows for Wearable Devices
This section summarizes the data collection workflows for the Cosinuss® C-Med® Alpha

in-ear sensor and the Garmin Venu 2 smartwatch. Each device captures both physiological
and motion data using unique methods for transmission and analysis.

3.1.1 Data Workflow for Cosinuss® C-Med® Alpha Using the Health Portal

\ Bluetooth Wifi OoO—)
0 — R —o- v o mO—)

C-Med° alpha Gateway Cosinuss® health

Figure 3.2: Cosinuss® C-Med® Alpha data collection workflow.

The data collection process for the Cosinuss® C-Med® Alpha device involves multiple
stages, as illustrated in Figure 3.2. The device acquires physiological data such as body
temperature, heart rate, and blood oxygen saturation (Sp0O,), as well as motion data from
the embedded accelerometer. This data is transmitted via Bluetooth Low Energy (BLE)
to a gateway, which could be a smartphone or tablet, where it is further relayed through
a Wi-Fi connection to the Cosinuss® Health server. The server provides access to real-
time data monitoring, and analysis. Data is stored and made accessible for download
via the Cosinuss® Health portal for further preprocessing and analysis. The accelerometer
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captures motion at 100Hz, while vital signs are recorded at 1Hz, enabling a comprehensive
dataset for analysis.

3.1.2 Data Collection Workflow for Garmin Venu 2 Using Custom Software
Development Kit (SDK)

Data Transmission via
USB cable

R

r——Y

App Development & Debugging Garmin Venu 2 Computer

Figure 3.3: Garmin data collection workflow.

The Garmin Venu 2 smartwatch data collection workflow, shown in Figure 3.3, over-
comes the default limitation of accessing raw accelerometer and gyroscope data by de-
ploying a custom SDK built using Garmin’s Connect IQ platform. The Software Develop-
ment Kit (SDK), built using the Monkey C programming language, utilizes APIs from the
Toybox framework to enable high-frequency data collection at 20Hz for motion data (ac-
celerometer and gyroscope) and 1Hz for physiological metrics, including heart rate, blood
oxygen saturation (SpO;), and temperature. The custom application is deployed to the
smartwatch, allowing it to record data in real-time. Once data is collected, it is transmitted
to a computer via USB, where it is stored in the .FIT format for efficient handling. Tools
like FitSDK are used to decode the data into readable formats, enabling further analysis
and insights into the motion and physiological metrics collected.

3.2 Human Activity Recognition Dataset

The study initially involved 9 participants; however, data from one participant was ex-
cluded due to a Cosinuss® server issue. As a result, the final analysis was conducted
with 8 healthy participants, with an average age of 27, comprising 7 males and 1 female.
Each participant was assigned a unique user ID and wore both Cosinuss® and Garmin de-
vices during data collection to capture synchronized physiological and motion data. Data
was recorded during five specific activities: sitting, walking, jogging, ascending, and de-
scending stairs. For sitting, walking, and jogging, approximately 5 minutes of continuous
recording was performed. The duration of recording the ascending and descending stairs
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varied based on the number of floors at each of the four data collection locations. In one
case, a participant performed only four activities (sitting, ascending stairs, descending
stairs, walking) due to scheduling constraints. During jogging sessions, if a participant ex-
perienced fatigue, recording was paused and resumed after a rest period; otherwise, con-
tinuous 5-minute sessions were maintained. Both Cosinuss® C-Med® Alpha and Garmin
Venu 2 devices were used simultaneously to ensure accurate timing across both platforms.
Activity timing was managed using the ATracker mobile app for time tracking, with the
researcher instructing the participants when to start and stop each activity. The recorded
times and corresponding activities were logged in the app and later used to annotate the
datasets.

Table 3.1: Distribution of Activities and Duration Statistics for Cosinuss® C-Med® Alpha
and Garmin Venu 2.

Activity ~ Percentage (%) Total Time (s) Mean (s) Std(s) Min(s) Max(s)

sitting 28.00 2623.00 327.88 39.00  301.00  401.00
ascending 10.94 1025.00 128.13 42.43 72.00 179.00
descending 10.15 951.00 118.88 45.30 45.00 174.00
walking 27.67 2592.0 324.00 21.22  305.00 371.00
jogging 23.23 2175.95 310.85 18.76 27795  334.00
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' \'
10 w
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UMAP Component 1 UMAP Component 1
(a) UMAP visualization for Cosinuss® dataset. (b) UMAP visualization for Garmin dataset.

Figure 3.4: Uniform Manifold Approximation and Projection (UMAP) visualizations com-
paring Cosinuss® and Garmin devices for subject S4.

Table 3.1 provides an overview of the distribution and duration statistics for each activ-
ity, displaying the total time, mean, standard deviation, and range (minimum and maxi-
mum) of recording durations across participants. The dataset contains a total of 9,06,585
samples for the Cosinuss® device and 186,620 samples for the Garmin device. The total
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recording time across all activities was approximately 156.1 minutes. Sitting and walking
constituted the highest percentages of total recording time, while ascending and descend-
ing activities were recorded for shorter, variable durations due to differences in available
stairs at each location. These statistics offer insight into the variability and consistency of
the dataset, forming the basis for evaluating activity-specific performance in later analyses.

Figure 3.4 presents a comparison of Uniform Manifold Approximation and Projection
(UMAP) visualizations for subject S4, generated from C-Med® Alpha and Venu 2 devices.
Figure 3.4a displays data from the Cosinuss® device, which includes an accelerometer and
physiological features, while Figure 3.4b visualizes data from the Garmin device, encom-
passing a broader set of sensors, including accelerometer, gyroscope, and altitude data,
etc. The color-coded clusters correspond to different activities, such as walking, sitting,
jogging, ascending, and descending.
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(a) Heart rate time series samples for subject S1 using the Cosinuss® C-Med®
Alpha for different activities.
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(b) Heart rate time series samples for subject S1 using the Venu 2 for different
activities.

Figure 3.5: Comparison of heart rate time series samples for subject S1 using the Cosinuss®
C-Med® Alpha and Garmin Venu 2 devices during different activities.

Figure 3.5 compares heart rate time series samples for subject S1 using the Cosinuss®
C-Med® Alpha and Garmin Venu 2 sensors during different activities. These plots show
a subset of the full time series data, highlighting trends during various activities. In both
cases, heart rate remains relatively stable during sitting, rises sharply during ascending,
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slightly decreases during descending, and peaks during jogging, reflecting the varying
intensity levels of each activity. The heart rate samples captured by the Cosinuss® sensor in
Figure 3.5a demonstrate a clear increase during ascending, with the highest rates observed
during jogging. Similarly, the Garmin sensor data in Figure 3.5b shows comparable trends,
confirming the consistency in physiological responses captured by both devices.
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(a) Accelerometer time series samples for subject S1 using the Cosinuss® device
for different activities.

—— sitting ascending —— descending —— walking —— jogging
1000+
x
Is] 0 —‘1’*‘%— e S anan i
<
_10007 T T T T T T T T
1000+
>
E 0 ‘J«ﬁﬂv———— Wi A W

—1000+

200 ]
—200
0 100 200 300 400 500 600 700
Index

Acc Z
o

(b) Accelerometer time series samples for subject S1 using the Garmin device
for different activities.

Figure 3.6: Comparison of accelerometer time series samples for subject S1 using the C-
Med® Alpha and Garmin Venu 2 devices during different activities.

Figure 3.6 presents accelerometer time series samples for subject S1, recorded using the
C-Med® Alpha and Garmin Venu 2 devices during different activities. Both plots highlight
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distinct movement patterns for each activity. The Cosinuss® data in Figure 3.6a shows
smoother transitions between activities and lower amplitude variations, likely due to its
in-ear placement, which is more sensitive to head movements. The jogging phase displays
periodic peaks, while the sitting phase remains nearly flat. In contrast, the Garmin data in
Figure 3.6b captures larger fluctuations, particularly in the z-axis, reflecting its wrist-worn
placement and sensitivity to full-body and arm movements. The higher intensity during
jogging and walking is evident in the pronounced z-axis spikes.

3.3 Feature Definition

Data from both the Cosinuss® C-Med® Alpha and Garmin Venu 2 devices were collected
and processed using a standardized methodology to ensure consistency across the dataset.
The C-Med® Alpha device primarily recorded physiological metrics, including heart rate,
SpO,, body temperature, and triaxial accelerometer data, while the Venu 2 captured mo-
tion data from its accelerometer and gyroscope, along with heart rate, SpO,, and GPS-
based activity metrics. Below is a summary of the key features extracted from both de-
vices:

* Accelerometer: Captures raw motion along the X, y, and z axes, offering insights into
the subject’s physical activity levels and movement patterns.

* Gyroscope: Measures rotational movement along the x, y, and z axes, indicating
changes in orientation and angular velocity.

¢ Heart Rate: Recorded using photoplethysmography (PPG), this feature represents
beats per minute (BPM), providing information on cardiovascular activity.

* Oxygen Saturation (SpO,): Indicates the percentage of oxygen-saturated hemoglobin
in the blood, a key metric for assessing respiratory function and physical exertion.

¢ Temperature: Monitors both core body temperature and ambient temperature, offer-
ing valuable insight into the subject’s physiological state.

¢ Perfusion Index: Reflects the strength of the PPG signal and serves as an indicator
of blood flow in the measured area.

¢ Distance: Tracks the total distance traveled in meters, relevant for assessing activity
levels during exercises such as walking or running.

¢ Enhanced Altitude: Provides precise altitude readings in meters above sea level,
using GPS or barometric sensors for accuracy.

¢ Cadence: Measures the rate of steps or pedaling, usually expressed as revolutions
per minute (RPM), offering insights into locomotion efficiency.
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e Fractional Cadence: A refined version of cadence, which includes fractional values
for greater precision in RPM measurements.

¢ Pressure: Records atmospheric pressure in Pascals (Pa), which can be used to pro-
vide additional context for altitude and environmental conditions.

¢ Heading: Captures the direction of movement in degrees, valuable for navigation
and orientation during outdoor activities.

¢ Enhanced Speed: Measures velocity in meters per second (m/s), offering precise
information about the subject’s movement speed during activities.

Table 3.2: Summary of Features, Device Support, and Sampling Rates.

Feature Cosinuss® Garmin Cosinuss® Rate (Hz) Garmin Rate (Hz)
Heart Rate Yes Yes 1 1
Oxygen Saturation (SpO») Yes Yes 1 1
Body Temperature Yes No 1 N/A
Accelerometer Yes Yes 100 20
Gyroscope No Yes N/A 20
Perfusion Index Yes No 1 N/A
Distance No Yes N/A Variable
Enhanced Altitude No Yes N/A Variable
Cadence No Yes N/A 1
Fractional Cadence No Yes N/A 1
Pressure No Yes N/A 1
Heading No Yes N/A 1
Latitude/Longitude (GPS) No Yes N/A Variable
Enhanced Speed No Yes N/A Variable

Table 3.2 summarizes the key features supported by the Cosinuss® C-Med® Alpha and
Garmin Venu 2 devices, along with their respective sampling rates. While both devices
support physiological metrics like heart rate and SpO,, only Garmin provides additional
motion-related features such as gyroscope data, GPS, and altitude tracking at variable sam-
pling rates.

3.4 Data Preprocessing

This section outlines the steps involved in preprocessing raw sensor data and the subse-
quent feature engineering process. These steps transform the data into a format suitable
for machine learning and deep learning models. Both Cosinuss® and Garmin sensor data
were processed through a comprehensive pipeline that includes filtering, noise removal,
outlier removal, and feature extraction.
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3.4.1 Data Alignment and Re-Sampling

To align data streams with differing sampling rates, as shown in Table 3.2, from Cosinuss®
and Garmin sensors, each device’s data was resampled to a consistent frequency: 100 Hz
for Cosinuss® and 20 Hz for Garmin. For example for Garmin device, lower-frequency
signals like heart rate (1 Hz) were upsampled to 20 Hz to match its accelerometer and gy-
roscope readings. This alignment was achieved through forward-filling, ensuring contin-
uous and consistent data points without altering the underlying sensor signals. By stan-
dardizing sampling rates across all features, this process maintained data integrity and
provided a synchronized dataset for further analysis.

3.4.2 Data Cleaning

Data cleaning is essential for improving data quality by identifying and handling incon-
sistencies, errors, and anomalies that could distort analysis or model training. For this
dataset, outlier detection focused on removing sensor errors, particularly saturated val-
ues.
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Figure 3.7: Removing Sensor Errors for Garmin Smart Watch.

As shown in Figure 3.7, the Garmin smart watch occasionally produced abnormally
high accelerometer and gyroscope readings, reaching a maximum value of 32767. This
saturation error indicates that the sensor exceeded its recording capacity, likely due to
hardware limitations or transmission issues. Such unrealistic outliers were flagged and
removed to retain only meaningful data. By filtering out these extreme values, the dataset
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better represents true activity signals, ensuring accuracy in subsequent analysis and model
training.

3.4.3 Filtering and Noise Removal

Raw sensor signals often contain noise due to the limitations of wearable devices, which
can degrade the performance of machine learning models. This noise may stem from sen-
sor inaccuracies, environmental interference, or irrelevant body movements. To address
these issues, a Butterworth bandpass filter was applied to the accelerometer data, as illus-
trated in Figure 3.8.

04475

1 0.44501

X axis (Filtered)

= ]
5 0z 0002

Bandpass
Filter

e

€ oaano]
Foams]
0 ALY [ >3
$ o350}
£

9 0.4325
A L L L e VY

Accelerometer Values across

uuuuu :
[ 50 160

200 250 300 3 50 100 200 250 300

150 150
Sample Index Sample Index

Figure 3.8: Comparison of Raw and Preprocessed Accelerometer Data for Cosinuss® Sen-
SOf.

The left side of Figure 3.8 shows the raw accelerometer data, which is prone to low-
frequency drift and high-frequency noise. These artifacts can obscure meaningful move-
ment signals, such as walking or running. In contrast, the right side displays the filtered
accelerometer data after applying a bandpass filter with a frequency range of 2 to 8 Hz.
The filtering process, described by the transfer function in Equation 3.1, selectively retains
the relevant frequency components while attenuating noise:

82

52+ (%) s + wiws

H(s) = , (3.1)

where, w; and w; are the lower and upper cutoff angular frequencies, and @ is the quality
factor. This filtering step significantly improves data quality by removing noise outside the
relevant range of human activity, ensuring that only meaningful accelerometer signals are
preserved for subsequent machine learning analysis.

The first 300 samples of filtered accelerometer data across all three axes for each ac-
tivity, shown in Figure 3.9, reveal distinct movement patterns. Periodic activities such
as walking and jogging are clearly identifiable, while sitting produces stable, low-motion
signals. Although the patterns for ascending and descending are more complex, they re-
main distinguishable, demonstrating the effectiveness of the preprocessing in enhancing
activity-specific signals.
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Figure 3.9: Preprocessed Accelerometer Data for Cosinuss® Sensor for different activities.

3.4.4 Simple Moving Average

The moving average is a simple yet effective technique for smoothing time series data
by averaging consecutive values within a defined window, which helps reduce random
noise and highlight underlying trends. Given the fluctuations in heart rate data, a moving
average filter with a window size of 3 was applied to smooth the signal. This technique av-
erages each data point with its two neighboring values, reducing rapid fluctuations while
maintaining the overall trend, thereby making the signal more suitable for further analy-
sis and feature extraction. The simple moving average at time ¢ with a window size NV is
defined as:

| Nl
MA; = N Z Tt—i, (3.2)

=0
where M A; represents the moving average at time ¢, IV is the window size, and z;_; is
the data value at time ¢t — i. With IV = 3, this moving average effectively smooths short-
term fluctuations, enhancing the heart rate signal for more robust analysis and feature

extraction.

3.4.5 Scaling and Transformation

Following filtering and outlier detection, the sensor signals are standardized using a Stan-
dardScaler to ensure that each feature contributes equally to the learning process. This
transformation normalizes the data by adjusting it to have a mean of zero and unit vari-
ance, thereby reducing any bias caused by differing feature scales [25]. The standard scal-
ing of a feature z is calculated using Equation 3.3,

=TT H (3.3)
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where z is the standardized (scaled) value, z is the original feature value, i is the mean
of the feature, and o is the standard deviation of the feature. Standardization using this
formula enables consistent feature representation across the dataset, facilitating balanced
learning and improving model performance by ensuring that all features are on a compa-
rable scale. This step is especially critical for models that are sensitive to input magnitudes,
as it helps stabilize the training process and optimizes the effectiveness of the learning al-
gorithm.

3.5 Feature Engineering

Once the sensor data is preprocessed, feature engineering is applied to transform the raw
data into meaningful representations suitable for classical machine learning models that
heavily rely on handcrafted features [57]. This process involves extracting both time-
domain and frequency-domain features. Time-domain features capture statistical prop-
erties within segmented windows, helping to distinguish between activities based on pat-
terns like central tendency, variability, and signal intensity. Frequency-domain features,
extracted using the Fast Fourier Transform (FFT), reveal periodic patterns and energy dis-
tribution across frequency bands, adding further insights into the characteristics of each
activity.

3.5.1 Time-Domain Feature Extraction

Time-domain features are computed from segmented windows of sensor data to capture
statistical characteristics that distinguish between activities. A total of 143 time-domain
features were extracted from the Cosinuss® data, and 274 from the Garmin data. Key fea-
tures include the mean and standard deviation, representing the central tendency and vari-
ability, and additional measures such as variance (dispersion), sum (total segment value),
magnitude (Euclidean norm), and motion variation, which captures movement fluctua-
tions across successive readings. Features like mean absolute deviation (MAD), maximum
and minimum values, root mean square (RMS), signal magnitude area (SMA), energy,
and zero-crossing rate (ZCR) provide insights into the signal’s intensity and fluctuations.
Skewness and kurtosis describe the shape of the data distribution, while autoregressive
(AR) coefficients capture temporal dependencies within the signal. Correlation coefficients
and inter-axis angles add spatial context, while the interquartile range (IQR) and empirical
cumulative distribution function (ECDF) percentiles summarize data spread and distribu-
tion characteristics.

3.5.2 Frequency-Domain Feature Extraction

Frequency-domain features are extracted using the Fast Fourier Transform (FFT) to cap-
ture periodic patterns in sensor data. From the Cosinuss® device, 45 frequency-domain
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features were extracted, and 90 from the Garmin data. Key features include the maximum
frequency index, identifying the dominant frequency in the FFT spectrum, and mean fre-
quency, representing the weighted average of frequencies. Spectral skewness and kurtosis
describe the shape of the frequency distribution, while spectral entropy quantifies the ran-
domness in the signal. Additionally, band energy is calculated by dividing the spectrum
into predefined frequency bins, providing insight into the distribution of energy across
frequencies.

3.6 Recursive Feature Elimination (RFE)

Feature selection is crucial in machine learning, especially for high-dimensional datasets,
as it enhances model interpretability and mitigates overfitting [18]. In this study, Recursive
Feature Elimination (RFE) is used to identify significant features for classification tasks
across the Cosinuss® and Garmin datasets. RFE iteratively removes the least important
features, refitting the model until the most relevant subset remains [18].

Using RFE, 100 of the 188 time and frequency-domain features were selected from the
Cosinuss® dataset, while 200 of 364 features were chosen from the Garmin dataset, enhanc-
ing contextual information for Human Activity Recognition. The RFE process begins by
splitting the data into 70% training and 30% testing subsets, with a Random Forest Clas-
sifier as the base estimator, as shown in Figure 3.10. RFE ranks features by importance,
eliminates the least impactful, and refits the model iteratively until only the top features
remain. In fixed mode, RFE retains a specified number of features, whereas in variable
mode, it evaluates subsets from 1 to n, selecting the subset with the highest classification
accuracy.

The feature subset at iteration i is:

Fi=A{f1,fo, -, fn}, 1=1,2,... n. (3.4)

Feature ranking is computed as:

R(fl) :Rank(flaf277fn)7 (35)

with the model trained on the selected features:

7 = Model(Xtrain| Fn), (3.6)

where Xir,in is the training data and 7, is the feature subset. Classification accuracy is
computed on the test set as:
Z?i1 I (Qz = yz)

Accuracy = - , (3.7)

where m is the number of test samples. Tracked features and accuracy at each iteration
are:
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Figure 3.10: Process flow diagram of Recursive Feature Elimination (RFE) for feature se-
lection.

Tracked; = {;, Accuracy,}. (3.8)

In variable mode, the optimal subset Fy,q is selected based on the highest accuracy:

Fbest = argmax Accuracy,, i€ {1,2,...,n}. (3.9)

By applying RFE, the most relevant features are identified, improving classification per-
formance while optimizing the computational efficiency for both datasets.

3.7 Windowing and Segmentation

In this experimental design, after preprocessing the sensor data was segmented into fixed-
size, overlapping time windows to optimize training for machine learning and deep learn-
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ing models. A consistent 1 second window with a 90% overlap was applied to both Cos-
inuss® and Garmin data, allowing for finer temporal resolution and ensuring sufficient
training samples. For Cosinuss® data (sampled at 100 Hz), each 1 second window con-
tained 100 samples with a 10 sample step size, achieving 90% overlap. Similarly, Garmin
data (sampled at 20 Hz) used a 1 second window with 20 samples and a 2 sample step
size. This overlap facilitates smooth transitions between activity segments, enhancing the
model’s ability to capture detailed temporal patterns. This segmentation approach was
tailored for deep learning models, aiming to generate at least 10,000 samples, thereby pro-
viding ample data to capture activity-specific features effectively.

3.8 Data Splitting and Cross-Validation

In this experimental design, the dataset was split into training, validation, and testing sets.
First, 20% of the entire dataset was set aside exclusively as the test set for final evaluation,
providing an unbiased assessment of model generalization after training. The remaining
80% was split into training and validation sets in an 80:20 ratio, ensuring sufficient data
for model training while reserving a validation set for hyperparameter tuning and perfor-
mance monitoring.

For machine learning models, 5-fold cross-validation was applied on the training set,
where the data was divided into five subsets, each used once for validation while the
others were used for training. This approach ensured robust hyperparameter tuning and
minimized overfitting risks. For deep learning models, cross-validation was not utilized
due to computational demands. Instead, these models were trained on the training set
and validated on the 16% validation set. After optimal tuning, both model types were
evaluated on the 20% test set. This data-splitting strategy was applied consistently across
subject-specific and combined evaluations, ensuring balanced model assessments.

3.9 Evaluation Metrics

The performance of the models was assessed using standard evaluation metrics commonly
used in classification tasks. These metrics include accuracy, precision, recall, and F1 score,
each defined as follows.

Accuracy (Acc) measures the overall effectiveness of the model, representing the ratio of
correctly predicted activities to the total number of predictions. It is defined as

TP+TN

Acc =
“TTPYTN+FP+FN’

(3.10)

where T'P is the number of true positives, T'N is the number of true negatives, F'P is the
number of false positives, and F'N is the number of false negatives.

Precision (P) quantifies the model’s ability to correctly identify positive instances. It
is calculated as the ratio of true positives (I'P) to the total number of predicted positives
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(I'P + FP): p
P=7piFp
A higher precision indicates a lower rate of false positives.
Recall (R), also known as sensitivity, measures the model’s effectiveness in identifying
all relevant instances. It is defined as the ratio of true positives (7'P) to the total actual
positives (I'P + F'N):

(3.11)

TP
"= TP EN
High recall indicates a lower rate of false negatives.
F1 score (F1) is the harmonic mean of precision and recall, providing a balanced metric
when there is an uneven class distribution. It is given by

PxR

P+ R

A higher F1 score indicates good performance in terms of both precision and recall.
For multi-class classification tasks, two F1 score variants, macro and weighted, were

calculated. The Macro F1 score averages the F1 scores across all classes, treating each class

equally. It is defined as

(3.12)

F1:2><

(3.13)

- 1 iF 1 i 5« Precision, x Recall, (3.14)
1 macro — C et le = C — Precision, + ReCch’ .

where C is the total number of classes, and Precision. and Recall. are the precision and
recall for class c.

The Weighted F1 score adjusts for class imbalances by weighting each class’s F1 score
by its sample size. It is calculated as

1 N,
Fy weighted = 6 Z; WC X Flca (315)
c=

where N, is the number of samples in class ¢, and N is the total number of samples in the
dataset.

The macro F1 score is ideal for balanced datasets, while the weighted F1 score better
represents performance on imbalanced datasets by giving more weight to larger classes.
In this study, the weighted F1 score is used as the primary evaluation metric due to class
imbalance.

3.10 Results and Discussion

This section provides a detailed analysis of machine learning (ML) and deep learning (DL)
model performance on the Cosinuss® and Garmin datasets, emphasizing the compara-
tive effectiveness of motion-only (M) features versus combined motion and physiological
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(M+P) features for human activity classification. The impact of incorporating physiologi-
cal data on the accuracy of classifying activities, ranging from sitting and walking to more
complex actions like ascending and descending stairs, is assessed across both datasets and
models.

In total, four machine learning models (KNN, Random Forest, SVM, and XGBoost) were
trained and evaluated on both datasets using motion-only and motion plus physiological
features, spanning 9 distinct configurations (8 individual subjects plus a combined dataset
encompassing all subjects). This resulted in 144 machine learning models being evaluated.
Additionally, 3 deep learning models (LSTM, ConvLSTM, and Transformer) were trained
on both datasets, again using both motion-only and motion plus plysiological (M+P) fea-
tures, across the same 9 settings, leading to the evaluation of 108 deep learning models.

Overall, the total number of model evaluations reached 252, covering both single-subject
and multi-subject scenarios. This thorough evaluation highlights the impact of adding
physiological data and demonstrates the varying performance of different machine learn-
ing and deep learning models when classifying both simple and complex human activities.

3.10.1 Cosinuss® Results with Machine Learning

Table 3.3: Machine Learning Model Performance on Cosinuss® Dataset.

. KNN Random Forest SVM XGBoost
Subject

M M+P M M+P M M+P M M+P
S1 09783 0.9921 0.9925 0.9992 0.9865 0.9893 0.9964 1.0000
S2 0.9779 0.9963 0.9927 1.0000 0.9825 0.9996 0.9935 1.0000
S3 0.9737 0.9988 0.9928 0.9992 09794 0.9992 9956 1.0000
S4 09724 09889 0.9910 0.9984 0.9712 0.9942 0.9955 1.0000
S5 0.9229 0.9807 09636 0.9994 0.9077 1.0000 0.9819 0.9994
S6 0.9292 09883 0.9745 0.9991 09154 0.9922 0.9858 1.0000
S7 09550 0.9871 0.9849 0.9956 0.9759 0.9908 0.9939 0.9982
S8 0.9716 0.9869 0.9859 0.9980 0.9763 0.9965 0.9915 0.9985

Multi-Subject Dataset  0.9597 0.9907 0.9814 0.9990 0.9417 0.9834 0.9891 0.9996

Table 3.3 shows the performance of four machine learning models (KNN, Random For-
est, SVM, and XGBoost) on Cosinuss® dataset using both motion (M) and motion plus
physiological (M+P) features across individual subject and multi-subject scenario. Incor-
porating physiological (M+P) features significantly improves classification performance,
with near-perfect weighted F1 scores, particularly for Random Forest and XGBoost reach-
ing 1.0000 in the M+P settings. Even without physiological features (M-only), the results
are also very satisfactory, indicating that motion features alone provide strong classifica-
tion performance across models. The multi-subject dataset also benefits from motion plus
physiological features, where Random Forest and XGBoost achieve the highest results,
highlighting the value of combining motion and physiological data for enhanced activity
recognition.
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Figure 3.11: Comparison of KNN Confusion Matrices for subject S6 using motion (M) data
vs. motion plus physiological (M+P) data from Cosinuss® device.

Figure 3.11 shows the KNN confusion matrices for subject S6 using motion (M) data
(Figure 3.11a) and motion plus physiological (M+P) (Figure 3.11b) features. In the motion-
only setting, KNN performs well for activities like sitting and jogging with perfect clas-
sification, but struggles with more complex activities such as ascending and descending,
with only 81% and 79% accuracy, respectively, and notable confusion between these two
activities. When physiological data is added with motion data, the model’s performance
improves significantly, with ascending accuracy increasing to 97% and descending to 94%,
while maintaining perfect accuracy for sitting and jogging. These results demonstrate that
incorporating physiological features enhances the model’s ability to classify complex ac-
tivities, reducing misclassifications and improving overall accuracy:.

3.10.2 Garmin Results with Machine Learning

Table 3.4 shows how four machine learning models (KNN, Random Forest, SVM, and XG-
Boost) perform on Garmin data, utilizing motion (M) and motion plus physiological (M+P)
features in both individual and multi-subject scenarios. Incorporating physiological (M+P)
data slightly improves or maintains near-perfect classification performance across all sub-
jects and models, with Random Forest and XGBoost consistently achieving accuracies close
to 1.0000. KNN and SVM also show high performance, with slight improvements when
adding physiological features, particularly for more complex activities. The multi-subject
dataset follows the same trend, emphasizing that combining physiological data with mo-
tion features enhances classification accuracy across all models. Despite the addition of
physiological features, even the motion only results remain highly satisfactory, demon-
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strating that motion features alone provide solid classification performance with Garmin
dataset.

Table 3.4: Machine Learning Model Performance on Garmin Dataset.

. KNN Random Forest SVM XGBoost
Subject

M M+P M M+P M M+P M M+P
S1 0.9968 09972 0.9984 0.9984 0.9984 0.9984 1.0000 0.9996
S2 0.9980 0.9988 0.9972 1.0000 0.9944 0.9964 0.9988 1.0000
S3 0.9996 0.9996 0.9988 1.0000 0.9980 1.0000 0.9996 1.0000
S4 0.9996 0.9992 0.9988 0.9992 0.9975 0.9992 0.9996 0.9996
S5 0.9981 09981 0.9994 0.9994 0.9994 0.9994 0.9994 0.9994
S6 0.9993 09993 0.9996 0.9993 0.9996 0.9993 0.9993 0.9993
S7 0.9996 1.0000 0.9996 1.0000 0.9991 0.9996 0.9996 0.9991
S8 0.9986 0.9995 0.9995 0.9995 0.9995 0.9976 0.9991 0.9995

Multi-Subject Dataset  0.9979 0.9987 09991 09994 0.9942 0.9968 0.9994 0.9994

°
°
8
°
°
8

sitting

sitting

0.8

ascending
ascending
\

0.6

True Labels
descending
°
S
2
°
8
True Labels
descending

~0.4

walking

°

°

8

°

>

8

°

°

8

°

°

8
walking

-0.2

0.00

Jogging
o
=
5]
o
°
3
o
°
3
jogging
'

-0.0

sitting ascending descending walking jogging sitting ascending descending walking jogging

Predicted Labels Predicted Labels
(a) SVM Confusion Matrix for Multi-Subject us- (b) SVM Confusion Matrix for Multi-Subject us-
ing motion (M) data. ing motion and physiological (M+P) data.

Figure 3.12: Comparison of SVM Confusion Matrices for Multi-Subject using motion (M)
data vs. motion plus physiological (M+P) data from Garmin device.

Figure 3.12 shows the confusion matrices for SVM on the Garmin dataset in a multi-
subject context using motion (M) (Figure 3.12a) and motion plus physiological (M+P) fea-
tures (Figure 3.12b). In the motion-only (M) setting, SVM performs well for sitting, walk-
ing, and jogging with perfect classification but shows some confusion between ascending
and descending activities, with both achieving 98% accuracy. When physiological data
is added, the model’s performance improves, increasing ascending and descending ac-
curacy to 99%, while maintaining perfect classification for sitting, walking, and jogging.
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These results highlight the positive impact of adding physiological data, which enhances
SVM'’s ability to differentiate between more complex activities, particularly ascending and
descending, and reduces misclassification in the multi-subject dataset.

3.10.3 Cosinuss® Results with Deep Learning

Table 3.5: Deep Learning Model Performance on Cosinuss® Dataset.

. LSTM ConvLSTM Transformer
Subject

M M+P M M+P M M+P
S1 0.7158 0.9718 0.9570 0.9932 0.9881 0.9928
S2 0.7250 0.9670 0.9728 0.9992 0.9793 0.9980
S3 0.7009 0.9886 0.8443 0.9778 0.9652 0.9980
S4 0.8147 0.9534 0.7159 0.9288 0.9772 0.9921
S5 0.7776 09917 0.7297 0.9817 0.9295 0.9955
S6 0.7014 0.9765 0.7106 0.9905 0.9592 0.9926
S7 0.7167 0.9519 0.7063 0.9202 0.9881 0.9819
S8 0.7128 0.9521 0.8718 0.9833 0.9614 0.9921

Multi-Subject Dataset 0.7678 0.9306 0.7895 0.9462 0.9754 0.9945

Table 3.5 shows the performance of deep learning models (LSTM, ConvLSTM, and Trans-
former) on the Cosinuss® dataset using motion-only (M) and motion plus physiological
(M+P) features. Adding physiological features (M+P) significantly boosts performance
across all models, with Transformers achieving the highest scores, consistently exceeding
0.99 in weighted F1 score. LSTM models demonstrate the largest improvement with M+P
features, averaging a 30.92% increase over the M-only setting. ConvLSTM also sees steady
gains with M+P features. In the multi-subject dataset, the combination of M+P features
results in nearly perfect performance, particularly with Transformers. This highlights the
significant benefit of incorporating physiological data to improve classification accuracy
across various models and subjects.

Figure 3.13 illustrates the loss curves for the Transformer model on the multi-subject
Cosinuss® dataset using motion (M) (Figure 3.13a) and motion plus physiological (M+P)
(Figure 3.13b) features. In both cases, the model shows a consistent decrease in training
and validation loss over time, indicating effective learning. However, when physiolog-
ical features are included (M+P), the initial loss is lower, and the model converges more
quickly, achieving better performance in fewer epochs. The close alignment between train-
ing and validation loss in both cases suggests that the model generalizes well, but the
addition of physiological features helps the model reach lower overall loss and faster con-
vergence, highlighting the benefit of incorporating this additional data.

Figure 3.14 presents the LSTM confusion matrices for subject 54 using motion (M) (Fig-
ure 3.14a) and motion plus physiological (M+P) (Figure 3.14b) features. In the motion
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Figure 3.13: Loss Curves for Transformer Model in Multi-Subject scenarios: motion (M) vs.
motion plus physiological (M+P) data from Cosinuss® Sensor.
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Figure 3.14: Comparison of LSTM Confusion Matrices for subject S4 using motion (M)
Data vs. motion plus physiological (M+P) Data from Cosinuss® Sensor.

Only setting, the model struggles with complex activities like ascending, descending, and
walking, with significant misclassifications, achieving only 78% accuracy for ascending
and 58% for descending and walking. However, sitting and jogging are classified with
near-perfect accuracy. When physiological data is combined with motion data (M+P), the
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model’s performance improves significantly, reaching 99% for ascending and 87% for de-
scending. However, there remains some confusion with jogging, leading to a performance
drop. but the inclusion of physiological features leads to better overall classification per-
formance, especially for more complex activities, while maintaining perfect accuracy for
sitting.

3.10.4 Garmin Results with Deep Learning

Table 3.6: Deep Learning Model Performance on Garmin Dataset.

. LSTM ConvLSTM Transformer
Subject

M M+P M M+P M M+P
S1 0.8681 0.9900 0.9960 0.9964 0.9912 0.9936
S2 0.9051 0.9887 0.9525 0.9935 0.9503 0.9960
S3 09178 0.9964 09169 0.9988 0.9244 0.9912
S4 0.8327 0.9955 0.8327 0.9988 0.9434 0.9934
S5 0.9852 0.9865 0.9623 0.9879 0.9871 0.9917
S6 0.9978 0.9911 0.9970 0.9922 0.9966 0.9974
S7 09777 09974 0.9882 0.9974 0.9917 0.9978
S8 09724 0.9962 0.9560 0.9981 0.9562 0.9972

Multi-Subject Dataset 0.9626 0.9927 09731 0.9950 0.9818 0.9918

Table 3.6 shows the performance of deep learning models (LSTM, ConvLSTM, and Trans-
former) on Garmin data, comparing the use of motion-only (M) features with motion plus
physiological (M+P) features across multiple subjects. The inclusion of physiological fea-
tures with motion consistently enhances classification performance across all models, with
ConvLSTM and Transformer achieving near-perfect accuracy in most cases. Transformer
models, in particular, perform exceptionally well, often reaching accuracy scores close
to 1.0000. LSTM models also show significant improvement when physiological data is
added, although their overall performance tends to be slightly lower than ConvLSTM and
Transformer. The multi-subject dataset follows a similar pattern, where M+P provides the
best results, especially for ConvLSTM and Transformer models. Though with motion-only
data, the models deliver strong results, particularly ConvLSTM and Transformer, but the
addition of physiological features clearly boosts accuracy across all subjects.

Figure 3.15 illustrates the loss curves for the ConvLSTM model on the multi-subject
dataset using motion (M) (Figure 3.15a) and motion plus physiological (M+P) features
(Figure 3.15b). In both cases, the training and validation losses decrease steadily over
the epochs, demonstrating effective learning. However, when physiological features are
added (M+P), the model converges faster and reaches lower overall loss values more
quickly. The gap between training and validation loss remains small in both scenarios, in-
dicating good generalization and minimal overfitting. The addition of physiological data
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Figure 3.15: Comparison of Loss Curves for ConvLSTM model in Multi-Subject setup us-
ing Garmin data: motion (M) vs. motion plus physiological (M+P) data.

helps the model achieve better performance in fewer epochs, highlighting the benefit of
incorporating this information to improve classification accuracy.
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Figure 3.16: Comparison of ConvLSTM Confusion Matrices for subject S4 using Garmin
Data: motion (M) vs. motion plus physiological (M+P) data.

Figure 3.16 illustrates the confusion matrix for the ConvLSTM model applied to sub-
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ject 5S4, comparing the model’s performance using motion-only (Figure 3.16a) versus mo-
tion plus physiological (M+P) features (Figure 3.16b). In the motion-only scenario, the
model performs well in classifying activities like sitting and walking, but it faces chal-
lenges distinguishing between ascending and descending, with substantial misclassifica-
tions of ascending as descending. Jogging, however, is classified with 99% accuracy. When
physiological data is incorporated (M+P), the model’s performance improves dramati-
cally, achieving perfect classification for all activities, including the previously challeng-
ing ascending and descending tasks. These results emphasize the importance of incorpo-
rating physiological features, significantly reducing misclassifications and improving the
model’s ability to distinguish between complex activities like ascending and descending.

3.10.5 Performance Analysis for Individual Subjects

This section provides a detailed analysis of the performance of classical machine learning
and deep learning models on an individual subject basis. The weighted F1 score is used as
the primary evaluation metric to assess each model’s performance on individual subjects,
incorporating both motion-only and motion plus physiological features.

3.10.5.1 Performance Evaluation for Individual Subjects on Cosinuss® Dataset
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Figure 3.17: Performance of a Deep Learning models on the Cosinuss® dataset for Individ-
ual Subjects.

Figure 3.17 presents the weighted F1 scores of machine learning models namely KNN,
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Random Forest (RF), SVM, and XGBoost evaluated on individual subjects (51-S8) using the
Cosinuss® dataset. Each subject’s performance is displayed in two settings: motion-only
(M) data and motion plus physiological (M+P) data. The incremental improvement in the
weighted F1 score due to the inclusion of physiological data is shown as a numeric value
above the motion bar for each model and subject. The figure demonstrates that for most
subjects, combining physiological data with motion data enhances the model performance,
as evidenced by the positive increments in F1 scores across the models.
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Figure 3.18: Performance of Machine Learning models on the Garmin Dataset for Individ-
ual Subjects.

Figure 3.18 illustrates the comparison of weighted F1 scores for three deep learning mod-
els: LSTM, ConvLSTM, and Transformer, evaluated across all subjects (51-58) using the
Cosinuss® dataset. Results for each subject are presented for two conditions: one that uti-
lizes only motion-only (M) data and another that includes both motion plus physiological
(M+P) data. For the majority of subjects, a significant enhancement is observed, particu-
larly with the LSTM and ConvLSTM models, where the increase from integrating physi-
ological data is notably greater. This underscores the advantage of merging physiological
data with motion data to boost the classification accuracy of the models.
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3.10.5.2 Performance Evaluation for Individual Subjects on Garmin Dataset
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Figure 3.19: Performance of Machine Learning models on the Garmin Dataset for Individ-
ual Subjects.

Figure 3.19 shows the performance of the machine learning models KNN, Random Forest
(RF), SVM, and XGBoost on individual subjects (51-58) using the Garmin dataset. Interest-
ingly, the inclusion of physiological data (M+P) alongside motion data does not result in
any significant improvement across most subjects, as evidenced by the marginal or non-
existent weighted F1 score changes. In fact, for the majority of the subjects, the perfor-
mance remains almost identical between the two feature sets (M and M+P), with incre-
ments close to zero. This observation suggests that the physiological data collected from
the Garmin device has limited impact on enhancing the classification accuracy for these
models, in contrast to the improvements seen with the Cosinuss® dataset.

Figure 3.20 illustrates the weighted F1 scores for the deep learning models, LSTM, Con-
vLSTM, and Transformer, on individual subjects (51-S8) using the Garmin dataset. The
results are shown for both motion (M) data only and motion plus physiological (M+P)
data. Similar to the machine learning models, the improvement in weighted F1 score with
the inclusion of physiological data is relatively minor for most subjects. Notable improve-
ments are observed for certain models on subjects S1, S2, S3 and S4, where the LSTM and
ConvLSTM models exhibit some performance gains, particularly when physiological data
is added, as indicated by the positive increments above the bars. However, for the majority
of the subjects, the difference between M and M+P configurations remains small, suggest-
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Figure 3.20: Performance of Deep Learning models on the Garmin Dataset for Individual
Subjects.

ing that physiological data from the Garmin sensor has limited influence on improving the
classification performance of these deep learning models.

3.10.6 Performance Analysis for Multi-Subject

This section examines the combined performance of classical machine learning and deep
learning models across multiple subjects, using the Cosinuss® and Garmin datasets. Weighted
F1 scores are used to assess each model’s generalization effectiveness in multi-subject sce-
narios, incorporating both motion-only and motion plus physiological features.

3.10.6.1 Performance Evaluation for Multi-Subject on Cosinuss® Dataset

Figure 3.21 compares the performance of Machine Learning (ML) and Deep Learning (DL)
models on the multi-subject Cosinuss® dataset, using weighted F1 scores as the metric. In
Figure 3.21a, the ML models, KNN, Random Forest, SVM, and XGBoost, show marked
improvements when combining motion and physiological (M+P) data. XGBoost reaches
the highest score, achieving a perfect F1 score of 1.000 with M+P features, while Random
Forest and KNN also perform well at 0.999 and 0.991, respectively. SVM demonstrates a
substantial gain, improving from 0.942 (M) to 0.983 (M+P). Similarly, in Figure 3.21b, DL
models see notable gains with M+P data: LSTM improves from 0.768 to 0.931, ConvL-
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Figure 3.21: Comparison of the performance of Machine Learning and Deep Learning
models on the Cosinuss® dataset, examining both motion (M) and motion plus
physiological (M+P) data across multiple subjects.

STM from 0.789 to 0.946, and Transformer reaches the highest F1 score of 0.995 with M+P
data. The Transformer model demonstrates the strongest overall performance among DL
models, particularly when utilizing both motion and physiological data. This comparison
underscores the positive impact of combining physiological data with motion data across
both ML and DL models.

3.10.6.2 Performance Evaluation for Multi-Subject on Garmin Dataset

Figure 3.22 presents the performance comparison of Machine Learning (ML) and Deep
Learning (DL) models on the multi-subject Garmin dataset, measured by weighted F1
scores. In Figure 3.22a, the ML models achieve nearly identical results with both motion
(M) and motion plus physiological (M+P) data. Both Random Forest and XGBoost obtain
F1 scores of 0.999 in both configurations, while KNN scores 0.998 (M) and 0.999 (M+P).
SVM shows a slight improvement, from 0.994 with motion data to 0.997 when physiolog-
ical data is added. In Figure 3.22b, the DL models also demonstrate small gains with the
inclusion of physiological data. LSTM improves from 0.963 (M) to 0.993 (M+P), ConvLSTM
increases from 0.973 to 0.995, and the Transformer model moves from 0.982 to 0.992. These
results highlight the minimal impact of adding physiological data on Garmin’s multi-
subject setup, as both ML and DL models maintain high performance with motion data
alone, with only slight improvements from the added physiological features.
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Figure 3.22: Comparison of the performance of Machine Learning and Deep Learning
models on the Garmin dataset across multiple subjects, using motion (M) data
versus motion plus physiological (M+P) data.
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Figure 3.23: Comparison of the performance of Machine Learning and Deep Learning
models on the Cosinuss® Dataset, using motion (M) features and motion plus
physiological (M+P) features.

Figure 3.23 presents a comparison of weighted F1 scores for Machine Learning (ML) and
Deep Learning (DL) models on the Cosinuss® dataset, showing average F1 scores for
single-subject cases and the combined multi-subject dataset. In the ML models (Figure
3.23a), the addition of physiological data to motion data (M+P) has minimal impact on
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KNN performance across both M and M+P settings. For Random Forest (RF) and XGBoost,
the average performance in single-subject cases surpasses that of the multi-subject dataset
when using motion data (M) alone. However, for SVM, the multi-subject performance is
consistently lower than the single-subject average in both the M and M+P settings. Among
DL models (Figure 3.23b), LSTM achieves the highest gains from M data, with its score ris-
ing from 0.7331 (single-subject average) to 0.7678 in the multi-subject setting, though it
slightly drops to 0.9306 with M+P data in the multi-subject case. Conversely, ConvLSTM
sees a decline in performance in both single and multi-subject setups with M and M+P
features, indicating sensitivity to subject variability. The Transformer model demonstrates
outstanding stability, reaching an F1 score of 0.9945 with M+P data in the multi-subject
setup, underscoring its strong generalization capability across subjects.
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Figure 3.24: Comparison of the performance of Machine Learning and Deep Learning
models on the Garmin Dataset, using motion (M) and motion plus physio-
logical (M+P) features.

Figure 3.24 presents the weighted F1 scores for ML and DL models on the Garmin
dataset, comparing single-subject averages with the combined multi-subject dataset across
motion (M) and motion plus physiological (M+P) feature sets. Among the ML models (Fig-
ure 3.24a), KNN, Random Forest, and XGBoost display stable performance across single
and multi-subject cases, with little to no effect from adding M+P features, indicating re-
silience to subject variability. SVM, however, exhibits a minor decrease in F1 scores in both
single-subject and multi-subject scenarios with both M and M+P features. For DL mod-
els (Figure 3.24b), LSTM shows a modest improvement (+0.031) with multi-subject data in
the M-only setting, reflecting its adaptability to broader subject diversity. ConvLSTM also
benefits slightly from the multi-subject dataset in the M setting, although it remains con-
sistent in the M+P scenario across both single and multi-subject comparisons. The Trans-
former model maintains robust performance with minimal variations, showing a slight
gain in single-subject settings compared to multi-subject in the M scenario, and a minor
drop (-0.004) in the M+P setting when transitioning from single-subject to multi-subject,
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underscoring its strong generalization capability across subjects. This analysis highlights
that while ML models and the Transformer model exhibit resilience across subjects, DL
models, particularly LSTM, gain marginally from multi-subject data.

3.10.8 Impact of Physiological Features on Cosinuss® and Garmin Dataset

In Table 3.7, the ConvLSTM model, using motion data only, achieves an overall accuracy
of 0.77 in terms of weighted F1 score. The model performs well for activities like sitting
and jogging, with F1 scores of 0.99 and 0.92, respectively, but struggles with more complex
activities, such as ascending stairs and descending stairs, achieving F1 scores of only 0.43
and 0.35, respectively. This indicates that motion data alone is insufficient for accurately
distinguishing activities with nuanced or subtle movement patterns. The macro average
F1 score of 0.68 reflects uneven performance across activities, particularly for challenging
tasks like stair navigation.

Table 3.7: Classification report for ConvLSTM on Cosinuss® dataset (Multi-Subject) using
motion (M) data only.

Activity Precision Recall F1 Score Support
sitting 0.99 1.00 0.99 4818
ascending stairs 0.60 0.34 0.43 2053
descending stairs 0.39 0.32 0.35 1882
walking 0.62 0.85 0.72 5038
jogging 1.00 0.85 0.92 4267
accuracy 0.78 18058
macro avg 0.72 0.67 0.68 18058
weighted avg 0.78 0.78 0.77 18058

Table 3.8: Classification report for ConvLSTM on Cosinuss® dataset (Multi-Subject) using
motion and physiological (M+P) data.

Activity Precision Recall F1 Score Support
sitting 0.97 1.00 0.98 4818
ascending stairs 0.85 0.87 0.86 2053
descending stairs 0.88 0.84 0.86 1882
walking 0.95 0.98 0.96 5038
jogging 1.00 0.93 0.96 4267
accuracy 0.95 18058
macro avg 0.93 0.92 0.93 18058
weighted avg 0.95 0.95 0.95 18058

In contrast, Table 3.8, which includes both motion and physiological data, shows a sub-
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stantial improvement in model performance. The addition of physiological data raises the
overall weighted F1 score to 0.95 and enhances F1 scores for ascending and descending
stairs to 0.86 for both activities. This improvement highlights the importance of physio-
logical data in aiding activity classification, particularly for complex activities. The macro
average F1 score also rises to 0.93, indicating more balanced and consistent performance
across all activities. The same situation is observed in the Garmin dataset as well. These
results demonstrate that incorporating physiological data significantly boosts the model’s
ability to classify activities accurately, especially those involving subtle movements.

3.10.9 Comparison of Model Performance Across ML and DL for Garmin and

Cosinuss®
Motion (M) Features Motion + Physiological (M+P) Features Motion (M) Features Motion + Physiological (M+P) Features

1.01 o060 09% 0.984 0.999 0.960 299 0.991 1.000 1.01 0.999 0.999 0.999 0.999 0.998 0.999 0.999 1.000
2 0.81 2os
o o
[w} o
2] (%]
T 0.6 T 0.6
gl ko]
[0} (0]
E E 0 4,
o) 0.4 50
[ (7]
= =

0.2 0.2

0.0 T T T T 0.0 T T T T

KNN RF SVM XGBoost KNN RF SVM XGBoost
Models Models

(a) Average ML Performance on Cosinuss® (b) Average ML Performance on Garmin
Dataset. Dataset.

Figure 3.25: Average ML Performance on Cosinuss® and Garmin Datasets (M vs. M+P).

Figure 3.25 presents the average ML performance on the Cosinuss® and Garmin datasets,
with the weighted F1 scores averaged across individual subjects and the multi-subject
dataset. Figure 3.25a shows the performance on the Cosinuss® dataset, while Figure 3.25b
illustrates the results on the Garmin dataset. Across all models (KNN, Random Forest,
SVM, and XGBoost), the Garmin dataset achieves nearly perfect F1 scores, with each model
scoring close to 1.000, indicating consistent high performance. In contrast, the Cosinuss®
dataset displays slightly lower F1 scores, especially for KNN and SVM when using only
motion (M) features (0.960). However, incorporating motion plus physiological (M+P) fea-
tures significantly enhances the Cosinuss® dataset’s performance, with Random Forest and
XGBoost approaching perfect scores (0.999 and 1.000, respectively). This result highlights
the importance of integrating motion and physiological data, especially for the Cosinuss®
dataset, in achieving the best classification accuracy.
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Figure 3.26: Average DL Performance on Cosinuss® and Garmin Datasets (M vs. M+P).

Figure 3.26 illustrates the average performance of DL models on the Cosinuss® and
Garmin datasets, comparing motion (M) features alone with motion plus physiological
(M+P) features. In the Cosinuss® dataset (Figure 3.26a), incorporating M+P features signif-
icantly enhances model performance, with the LSTM model improving from 0.737 to 0.965,
ConvLSTM from 0.811 to 0.969, and Transformer achieving the highest F1 score of 0.993.
This highlights the added value of physiological data for activity recognition in Cosinuss®
data. In contrast, the Garmin dataset (Figure 3.26b) shows consistently high performance
across all models, with minor improvements from M+P features. Here, LSTM, ConvLSTM,
and Transformer achieve F1 scores of 0.993, 0.995, and 0.994, respectively, demonstrating
the robustness of the Garmin dataset.

3.10.10 Effect of Multimodal Data on Model Performance

Figure 3.27 illustrates the performance variability of machine learning models (KNN, Ran-
dom Forest, SVM, and XGBoost) on the Cosinuss® dataset, comparing motion-only (M)
features and combined motion plus physiological (M+P) features. The inclusion of physio-
logical data leads to consistent improvements in weighted F1 scores, particularly for KNN
and SVM, where it notably reduces model variability. While Random Forest and XGBoost
already achieve high F1 scores with motion-only data, XGBoost demonstrates near-perfect
and stable performance across both feature sets. These results highlight the benefits of
multimodal data in improving model stability and accuracy, particularly for models that
are more susceptible to variation, such as KNN and SVM.

Figure 3.28 illustrates the impact of combining motion and physiological data (M+P) on
the performance of the deep learning models (LSTM, ConvLSTM, and Transformer) using
the Cosinuss® dataset. The LSTM model shows the most pronounced improvement, with
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Figure 3.27: Comparison of machine learning models on the Cosinuss® dataset using
motion-only (M) and motion plus physiological (M + P) features.
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Figure 3.28: Deep learning models on the Cosinuss® dataset using motion-only (M) and
motion plus physiological (M + P) features.

its weigted F1 score and variability significantly enhanced by the inclusion of physiological
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features. ConvLSTM, which exhibits substantial variability with motion-only data, also
achieves better performance and stability with M+P features. The Transformer model,
which already performs well with motion features, benefits from further refinement when
physiological data is added, reaching near-perfect performance with minimal variance.
This demonstrates the importance of multimodal data in improving both performance and
consistency in deep learning models.

I Motion (M) Features I Motion + Physiological (M+P) Features
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Figure 3.29: Machine learning model performance on the Garmin dataset using motion-
only (M) and motion plus physiological (M + P) features.

Figure 3.29 displays the weighted F1 scores for four machine learning models (KNN,
Random Forest, SVM, and XGBoost) evaluated on the Garmin dataset, contrasting the
performance of motion-only (M) features with the combined motion plus physiological
(M+P) features. Overall, all models achieve near-perfect F1 scores, with minor gains ob-
served when physiological features are added. SVM particularly benefits from the addi-
tion of M+P features, with a reduction in both variability and outlier presence compared to
motion-only data. KNN and XGBoost maintain consistently high performance with min-
imal variance, irrespective of the feature set. While the overall improvements from M+P
features are marginal due to the strong baseline performance, the additional data helps to
improve model stability and consistency.

Figure 3.30 shows the performance comparison of three deep learning models (LSTM,
ConvLSTM, and Transformer) on the Garmin dataset, highlighting the impact of motion-
only (M) versus motion plus physiological (M+P) features on weighted F1 scores. The
results clearly show that incorporating physiological data improves performance for all
models. LSTM, in particular, benefits from a notable increase in F1 score and reduced
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Figure 3.30: Deep learning model performance on the Garmin dataset with motion-only
and motion plus physiological features.

variability with M+P features. ConvLSTM, which displays considerable variance with
motion-only data, stabilizes and achieves higher scores when physiological features are
added. The Transformer model, already strong with motion features, reaches near-perfect
performance with M+P features, showing minimal variability. These results demonstrate
the effectiveness of integrating physiological data to enhance deep learning model perfor-
mance and consistency on the Garmin dataset.

3.10.11 Effect of Multimodal Data on Activity Classification

Figure 3.31 illustrates the performance of the machine learning models on the Cosinuss®
datasets using motion-only (M) data and motion plus physiological (M+P) data for dif-
ferent activities. In Figure 3.31a, the box plot shows how the models perform using only
motion data. Activities like sitting and jogging exhibit consistently high precision, re-
call, and F1 scores with minimal variance. However, for more dynamic activities such as
ascending and descending, the performance of the models shows higher variability, espe-
cially in recall and F1 score, indicating challenges in accurately classifying these activities
using motion data alone. Figure 3.31b reveals the impact of adding physiological data to
the motion data. With the addition of physiological signals, the performance of the models
improves, particularly for walking, ascending and descending, where the precision, recall,
and F1 scores are higher and more consistent. This improvement suggests that physiolog-
ical data provides valuable context for recognizing more complex activities. For simpler
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Figure 3.31: Activity variation on Cosinuss® Datasets (M vs. M+P) using Machine Learning

Models.

activities like sitting and jogging, the addition of physiological data has a less pronounced
effect, as these activities were already classified well using motion data alone.

Figure 3.32 compares the performance of deep learning models on the Cosinuss® datasets
using motion-only (M) data and motion plus physiological (M+P) data. In Figure 3.32a,
the box plot shows the variance in precision, recall, and F1 score for different activities
when using only motion data. While the models perform well on simpler activities such
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Figure 3.32: Activity variation on Cosinuss® Datasets (M vs. M+P) using Deep Learning

Models.

as sitting and jogging, they struggle with more complex movements, particularly ascend-
ing and descending stairs, where there is a wider variance in the F1 scores. This suggests
that motion data alone may not be sufficient for accurately classifying certain activities.
Figure 3.32b demonstrates the improvement in the performance of the models when phys-
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iological data, such as heart rate and temperature, are added alongside motion data. Ac-
tivities like ascending and descending, which previously exhibited high variability, now
show more consistent and higher precision, recall, and F1 scores. Incorporating physio-
logical data helps reduce uncertainty and improve classification accuracy, particularly for
activities involving subtle or vertical movements.
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Figure 3.33: Activity variation on Garmin Datasets (M vs. M+P) on Machine Learning

Models.

Figure 3.33 presents the performance of machine learning models using the Garmin

61



3 Wearable device-based Human Activity Recognition (HAR)

datasets using motion-only (M) data and motion plus physiological (M+P) data for var-
ious activities. In Figure 3.33a, the box plot shows the performance of the models based
solely on motion data. For most activities, such as sitting, walking, and jogging, the model
achieves near-perfect precision, recall, and F1 scores with minimal variance. However,
activities like ascending and descending show slightly higher variability, indicating that
these activities are more challenging to classify using only motion data. Figure 3.33b illus-
trates the performance of the models when both motion and physiological data are com-
bined. While activities such as sitting, walking, and jogging maintain their near-perfect
classification, the addition of physiological data does not show a significant improvement
for ascending and descending activities, which exhibit some variability in recall. This in-
dicates that for the Garmin dataset, incorporating physiological data may not enhance the
performance of the models for more dynamic activities as significantly as it does for sim-
pler activities, where performance is already nearly perfect.

Figure 3.34 presents the performance of deep learning models on Garmin datasets using
motion-only (M) data and combined motion plus physiological (M+P) data for various
activities. In Figure 3.34a, the box plot shows the variation in precision, recall, and F1
score when using only motion data. For activities such as sitting and jogging, the models
perform with high consistency across all metrics, as evidenced by the narrow range in
values. However, for more dynamic activities like ascending and descending stairs, the
performance exhibits greater variability, especially in recall and F1 score. This indicates
that the models struggle more with these movements when relying solely on motion data.
Figure 3.34b highlights the impact of adding physiological data alongside motion data.
For activities like ascending and descending, there is a noticeable improvement in both
precision and F1 score, showing how the inclusion of physiological signals helps reduce
the variance and increases the accuracy of the models. Despite this improvement, activities
such as sitting and jogging show minimal change, as these simpler activities are already
classified with high precision using motion data alone.

3.10.12 Zero Shot Learning

In this section, the effectiveness of zero shot learning is evaluated on the Cosinuss® and
Garmin datasets using a Transformer model. Subject S2 was chosen as the training subject
for its strong performance on both the Cosinuss® and Garmin datasets, while the trained
model was tested on subject S1 for both datasets. This setup allows us to analyze the
model’s generalization ability across subjects and assess how well it can leverage cross-
subject knowledge without additional fine-tuning. Both motion-only and motion plus
physiological feature sets are included to assess the impact of physiological signals on
model performance, especially in distinguishing various activities with unseen data. Tra-
ditional machine learning models could not be tested in this setup because recursive fea-
ture elimination (RFE) was used for feature selection, leading to different feature sets for
S2 and S1, which prevented consistent cross-subject evaluation.
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Figure 3.34: Activity variation on Garmin Datasets (M vs. M+P) on Deep Learning Models.

The confusion matrices in Figure 3.35 illustrate the performance of zero shot learning on
the Cosinuss® dataset using motion-only (M) features (Figure 3.35a) and motion plus phys-
iological (M+P) features (Figure 3.35b). With motion-only features, the model effectively
classifies activities, showing high accuracy across most classes. However, when incorpo-
rating physiological data, performance declines, especially in distinguishing between ac-
tivities like ascending and descending. This decrease in accuracy can be attributed to the
variability in physiological signals, which differ significantly from user to user, making it
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Figure 3.35: Zero Shot Learning Analysis on Cosinuss® Dataset: Comparison of Confusion
Matrices for motion (M) vs. motion plus physiological (M+P) Features.

challenging for the model to generalize. The individualized nature of health vitals, such
as heart rate and SpO,, adds complexity to the model’s task, as these signals are less con-
sistent across different subjects compared to motion data, which is relatively more stable
and activity-specific.
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Figure 3.36: Heart Rate Distribution for subject S1 and S2 of Cosinuss® Dataset.
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Figure 3.36 shows the heart rate distribution for subjects S1 and S2 across different ac-
tivities, illustrating how inter-subject variability impacts model generalization in the Cos-
inuss® dataset. Activities like ascending and jogging show a higher heart rate range for
S1 compared to S2, suggesting different exertion levels. Conversely, descending and sit-
ting display lower heart rate variability, with S2 generally having lower heart rates across
these activities. This variability complicates zero shot learning, as physiological responses
differ significantly between individuals, leading to inconsistent patterns across similar ac-
tivities. As shown in Figure 3.35, such differences hinder the model’s ability to gener-
alize effectively, indicating that physiological data alone may not provide the necessary
distinctiveness for accurate cross-subject classification, especially in activities with subtle
physiological changes.
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Figure 3.37: Zero Shot Learning Analysis on Garmin Dataset: Comparison of Confusion
Matrices for motion (M) vs. motion plus physiological (M+P) Features.

Figure 3.37 presents the confusion matrices for zero shot learning on the Garmin dataset
using motion-only (M) features (Figure 3.37a) and combined motion plus physiological
(M+P) features (Figure 3.37b). With motion-only data, the model achieves high accuracy
for sitting and jogging but struggles to distinguish complex activities, such as ascending
and descending stairs. When physiological data is included, the model’s performance im-
proves for these complex movements. This enhancement is likely due to the additional
physiological indicators, such as heart rate and SpO,, which vary significantly with phys-
ical exertion and provide unique signals for activities involving elevation changes. These
physiological metrics complement motion data by capturing the body’s response to differ-
ent activity levels, making it easier for the model to differentiate between similar activities
that vary in physical intensity.
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Figure 3.38: Heart Rate Distribution for subject S1 and S2 of Garmin Dataset.

Figure 3.38 shows the heart rate distribution for subjects S1 and S2 across various ac-
tivities in the Garmin dataset, illustrating how physiological data enhances model per-
formance in distinguishing complex movements. Activities like ascending and jogging
exhibit higher heart rates for both subjects, while sitting has the lowest heart rate, reflect-
ing different exertion levels. This consistent trend in heart rate across both users helps the
model better differentiate between complex activities, such as ascending, descending and
jogging, when physiological data is included, as seen in Figure 3.37. The distinct heart rate
patterns for each activity provide complementary information to motion data, enabling
the model to capture intensity-specific cues. For example, in descending and walking, the
heart rate differences between subjects create a clearer distinction than motion data alone,
thereby improving model accuracy in zero shot learning by leveraging both motion and
physiological features.

Figure 3.39 compares heart rate distributions for subjects S1 and S2 across different ac-
tivities using both Cosinuss® and Garmin datasets. Overall, in this experimental setting,
Garmin demonstrates more consistent heart rate patterns between subjects, particularly
in activities like ascending and jogging, where both S1 and S2 show similar trends and
ranges. This stability supports Garmin’s effectiveness for complex activity recognition,
such as ascending and descending. In contrast, Cosinuss® data exhibits significant inter-
subject variability, especially for S2, where heart rate trends diverge from those of S1. This
inconsistency may be due to sensor placement issues in the ear for S2, potentially affecting
signal accuracy, or individual physiological responses that differ between subjects. Such
variability suggests that Cosinuss® measurements may be more sensitive to sensor posi-
tioning, impacting reliability in cross-subject scenarios.
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Figure 3.39: Heart Rate Distribution for subject S1 and S2 of Cosinuss® and Garmin
Dataset.

3.10.13 Hyperparameter Optimization Analysis
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Figure 3.40: Parallel Coordinates Plot for Transformer Hyperparameter Tuning on Cosi-
nuss® Dataset.

Figure 3.40 shows a parallel coordinates plot generated by Optuna framework [1], il-
lustrating the influence of various hyperparameters such as batch size, dropout rate, and
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learning rate on model performance. Each line represents a trial, or a unique set of hy-
perparameters, with the line’s position on each axis indicating the chosen hyperparameter
value. Line color reflects the objective value (e.g., weighted F1 score), with darker lines
denoting better performance. This plot helps uncover patterns and interactions among
hyperparameters, highlighting ranges that optimize model performance. For example, we
observe that certain values of batch size and dropout rate consistently yield higher objec-
tive values, suggesting their critical influence on the model’s effectiveness.
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Figure 3.41: Contour Plot of Hyperparameter Interactions for Transformer Tuning on Cos-
inuss® Dataset.

Figure 3.41 presents a contour plot illustrating the interactions between selected hy-
perparameters and their influence on model performance. Each subplot shows a pair of
hyperparameters, with color gradients representing the objective value (e.g., weighted F1
score), where darker regions indicate better performance. Contour lines highlight areas of
optimal combinations, making it easier to identify effective hyperparameter ranges. For
instance, specific regions in the learning rate vs. dropout plot show distinct contours, sug-
gesting a strong interaction and a notable impact on performance. In contrast, pairs like
encoder layers and dropout exhibit flatter contours, implying less sensitivity within the
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tested range. This plot provides valuable insights into which hyperparameter combina-
tions most effectively improve the model, guiding targeted tuning strategies.
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Figure 3.42: Hyperparameter Importance for Transformer Model Tuning on Cosinuss®
Dataset.

Figure 3.42 illustrates the relative importance of hyperparameters in optimizing the
Transformer model using Cosinuss® data. The transformer dimension has the highest im-
pact (0.29), followed by the learning rate (0.22) and random seed (0.15), indicating these
parameters are critical for performance. Weight decay also has moderate influence (0.12),
while the number of encoder layers (0.08) and feedforward dimension (0.06) have smaller
effects. Other hyperparameters, such as batch size, dropout, and the number of heads,
show minimal impact, each contributing 0.03 or less. This plot highlights which hyperpa-
rameters are most valuable to prioritize in fine-tuning efforts.

Figure 3.43 shows the progression of objective values during the hyperparameter tun-
ing process for the Transformer model on the Cosinuss® dataset. Each blue dot represents
a trial, which is a single run of the model with a specific set of hyperparameters, and its
corresponding objective value (e.g., weighted F1 score). The red line tracks the best value
achieved up to each trial. The plot reveals that the model’s performance rapidly improves
within the initial trials, stabilizing around an optimal objective value of approximately 0.99
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Figure 3.43: Objective Value (weighted F1 score) Progression During Hyperparameter Tun-
ing for Transformer Model on Cosinuss® Dataset.

after about 10 trials. Subsequent trials produce values close to this optimal level, indicat-
ing that the tuning process converged efficiently, with only minor performance variations
in later trials. This suggests that the search algorithm quickly identified effective hyperpa-
rameter configurations, leading to a stable and near-optimal solution early in the process.
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4 Conclusions

This study explores the effectiveness of wearable sensor data from Cosinuss® and Garmin
devices in Human Activity Recognition (HAR). It focuses on how combining motion-only
features with physiological features influences model performance. Machine learning and
deep learning models are applied to assess the impact of these data combinations, with
particular attention to their performance in recognizing complex activities like stair as-
cent and descent. Machine learning models (e.g., KNN, SVM, Random Forest, XGBoost),
which rely on handcrafted features, performed robustly with motion-only data, demon-
strating that carefully engineered features capture essential activity information effectively.
In contrast, deep learning models (e.g., LSTM, ConvLSTM, Transformer) trained on non-
handcrafted features saw substantial performance gains with the addition of physiologi-
cal data, with the Transformer model consistently outperforming others across single and
multi-subject datasets. The LSTM model, for instance, exhibited a 30.03% improvement
with motion and physiological data in Cosinuss®, reaching a performance level compa-
rable to machine learning models. Furthermore, zero shot learning findings reveal that
accelerometer data by Cosinuss® provided superior classification with motion-only data
compared to Garmin’s multi-featured motion data. However, when physiological features
were included, the Garmin dataset achieved better zero shot generalization across sub-
jects than Cosinuss®, underscoring the importance of physiological data for cross-subject
transferability. Overall, the study highlights that while motion data alone may suffice for
simpler tasks, physiological data is essential for accurately recognizing complex move-
ments. The Transformer model’s consistent performance further emphasizes its suitability
for generalized activity recognition in multimodal wearable applications.

The multimodal characteristics of the dataset highlight distinct differences in the data
capture capabilities and limitations of the Cosinuss® and Garmin devices, each present-
ing unique challenges. Cosinuss®, an in-ear wearable, excels in continuous physiological
monitoring, capturing high-quality heart rate, SpO,, and body temperature data through a
photoplethysmography (PPG) sensor. However, its motion data is limited to a single triax-
ial accelerometer, which may reduce its sensitivity to complex spatial movement patterns.
Data collection can be further complicated in free-living conditions, as connectivity issues
may interrupt data transmission to the online portal, leading to intermittent data loss. Ad-
ditionally, some participants reported occasional fit instability during complex activities,
which could affect data quality. To address this, Cosinuss® includes a signal quality pa-
rameter to help ensure collected data meets predefined standards. Garmin, by contrast,
captures a broader range of motion data through an integrated accelerometer, gyroscope,
and GPS, which enhances spatial accuracy but may compromise the stability of physi-
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ological data during high-motion activities due to potential wrist sensor displacement.
Furthermore, Garmin’s high accelerometer and gyroscope sampling rates impact battery
life, potentially limiting continuous data collection. While this study includes eight par-
ticipants, increasing the number of participants would strengthen the robustness of HAR
patterns and enhance model accuracy, especially across varied real-world contexts.
Future research should focus on implementing transfer learning and cross-subject train-
ing to improve HAR model generalizability, allowing models trained on large datasets to
adapt quickly to new users and scenarios. Developing robust cross-subject training could
further enhance generalization by allowing models to better account for inter-user vari-
ability, especially in physiological responses. Additionally, optimizing window and over-
lap configurations could be explored to understand their impact on model performance,
potentially fine-tuning these parameters to improve accuracy across activities [20]. Fur-
ther research is needed to validate the reliability of these models in diverse populations,
including non-healthy clinical groups, to expand HAR’s applicability in healthcare and
other domains. Integrating techniques like deep reinforcement learning (DRL) [25] and
large language models (LLMs) may also strengthen HAR by enabling adaptive learning,
efficient annotation of large datasets, and personalization based on user preferences. By
focusing on these advancements, HAR systems can evolve into more accurate, adaptive,
and user-centered tools for various fields, thriving in complex real-world environments.
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