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A B S T R A C T   

In this article, we address the introduction of AI-powered surveillance systems in our society by looking at the 
deployment of real-time facial recognition technologies (FRT) in public spaces and public health surveillance 
technologies, in particular contact tracing applications. Both cases of surveillance technologies assist public 
authorities in the enforcement of the law by allowing the tracking of individual movements and extrapolating 
results towards monitoring and predicting social behavior. Therefore, they are considered as potentially useful 
tools in response to societal crises, such as those generated by crime and health related pandemics. To approach 
the assessment of the potentials and threats of such tools, we offer a framework with three dimensions. A 
function dimension, examines the type, quality and quantity of data the system needs to employ to work 
effectively.The consent dimension considers the user’s right to be informed about and reject the use of sur-
veillance, questioning whether consent is achievable and whether the user can decide fully autonomously/ 
independently. Finally, a societal dimension that frames vulnerabilities and the impacts of the increased 
empowerment of established political regimes through new means to control populations based on data sur-
veillance. Our analysis framework can assist public authorities in their decisions on how to design and deploy 
public surveillance tools in a way that enables compliance with the law while highlighting individual and societal 
tradeoffs.   

1. Introduction 

Considering the progressive datafication of reality, virtually every-
thing can be coded and processed. With the possibility to collect, code, 
store and process data generated from activities that individuals carry 
out in everyday life, public authorities increase their fields of influence. 
Furthermore, new means enabled by AI support can assist complex 
decision-making processes and inform policies towards enhanced ways 
of managing and acting over public domains. All this encourages the 
uptake of AI systems leveraging big data. 

As AI relies on the datafication process to progressively support 
humans in decision making processes in all spheres of life, personal data 
is used to generate intel. AI and specifically machine learning feed on 
available data to resolve patterns based on inference and validation. 
Data is the basis for the system to perform and deliver results, thus, we 
can state that data dependency is an inherent feature of AI. The nature of 
data and the generalization of its collection points expand the possibil-
ities to monitor individual and societal activities/behavior on a large 
scale calling for a discussion around surveillance and its risks. Indeed, 

the opportunities for combining big data with automatization using AI 
are not without concerns. 

Technologies that generate and transfer data are becoming 
embedded in our cities’ landscapes or are already essential for con-
ducting daily activities. Privacy is a major concern as everyone is sub-
jected to ubiquitous surveillance, especially if we depart from the 
assumption that people generally wish to reveal as little about them-
selves as possible and want to control with whom they share certain 
information. Beyond potential threats to individual privacy, the abusive 
use or misuse of private data represents a risk to both individuals and 
communities as they come under the influence of third parties, be they 
public authorities or private enterprises. Consequently, individuals 
might see their ability to make free and uncoerced decisions hampered. 

Even if efforts to implement regulatory frameworks were set in 
motion (see the GDPR (2018) and AI Act (2021) in the EU or in China the 
Data Security Law (DSL) and Personal Information Protection Law 
(PIPL) (2021)) the underlying principles remain under discussion and 
culturally dependent [1]. AI is still a moving target [2]. Therefore, it is 
crucial that we take on a role in monitoring and continuously 
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questioning whether the tradeoffs are acceptable. 
In this paper, we question the reasoning behind AI-enabled public 

surveillance and outline an answer to why we actually might need 
automated surveillance systems and, if so, how we want them to behave 
and work. We describe two cases of AI-powered surveillance systems 
applied to healthcare and law enforcement: (1) contact tracing apps, 
particularly those adopted by many governments during the Covid-19 
pandemic and (2) facial recognition technology (FRT) used to verify 
identities, remotely and in real time, widely tested and implemented 
around the world and highly contested or even banned in many cities 
and countries. Both cases enable the possibility to track individuals by 
collecting direct or indirect information on how they move through the 
world. Furthermore, they are tools that can potentially assist public 
authorities in law enforcement, leveraging what we describe in the next 
section as dataveillance. 

From the examination of these two cases, we draw conclusions about 
potentials and threats of the use of AI-enabled public surveillance sys-
tems aimed at defining a three dimension framework. The function 
dimension examines the type, quality and quantity of data the system 
needs to work effectively. The consent dimension looks at the user’s 
right to be informed on and reject surveillance, questioning whether 
consent is achievable and how it relates to individual autonomy. Finally, 
a societal dimension frames vulnerabilities and the impacts of the 
increased empowerment of established political regimes through new 
means to control populations based on data surveillance (or 
dataveillance). 

2. The Use of Data for Public Surveillance 

The process of transforming information generated by everyday life 
activities into quantified data has been referred to as datafication [3–5]. 
While not too long ago data was seen as a mere by-product or even 
something to be deleted as costs for storage surpassed its value, more 
recently it became its own currency [5] or capital [6]. With the ongoing 
digitalization, a rapidly increasing amount of data is available. The in-
formation is being ‘datafied’, which means the accumulation of un-
precedented amounts of data, providing new possibilities to leverage 
information generated at both ends of the spectrum: personalization and 
generalization. Indeed, due to the imprinted knowledge on individuals, 
services and societies, it represents a highly valuable asset. Data trans-
lates to value, for instance, by enabling profiling and people tracking, 
optimizing systems, managing and controlling things, modeling proba-
bilities and building and growing the value of assets [6]. 

Both governments and corporations have been increasingly enacting 
the use of data, crossing the line to the idea of mass surveillance of so-
ciety [7]. According to Ref. [8], surveillance is a systematic form of 
attention with a purpose and implies both the idea of care and control. 
This definition is particularly interesting when we consider surveillance 
conducted by public authorities. There is a paternalistic sense behind 
this type of surveillance that goes along with the role of the state when 
caring for and protecting citizens through law and its enforcement. It 
also fits the idea of a broader agenda arguable in the definition of [9] 
that suggests dividing surveillance into direct surveillance, which aims 
at particular persons for particular reasons, and indirect surveillance, 
differing from the first by not having a specific target or purpose. 
Considering that the data can be stored and is therefore available for a 
longer period, a purpose can be defined and redefined at any point in 
time, so it is far from being a stable condition. Furthermore, a purpose is 
not necessarily what determines which data is to be generated and 
collected, once it can be a collateral result of using a specific service. 
Ref. [10] addresses the limits of surveillance in terms of how it curbs 

privacy and proposes a classification evolving from observation. The 
author considers passive observation, i.e. without intent to use the in-
formation to influence the target, a first type of surveillance. Thus, 
surveillance does not require an intentionality aspect, in terms of con-
trolling others, albeit it encompasses leveraging the collected informa-
tion in some way. Conversely, in active observation, collected 
information can be used retroactively namely to sanction the individual. 
However, to qualify as surveillance proper, the author implies that in-
formation must be used to prevent actions or to interfere in a proactive 
manner in an individual’s behavior. Defining surveillance in the data-
fication era seems to twist the need for a predetermined and rather 
specific purpose, target or even starting point. However, it implies 
intentionality, considering that from a broader perspective leveraging 
data is what justifies surveillance in the first place. 

Combining the long-lasting and ongoing trend of datafication with 
surveillance rationales results in the concept of dataveillance (see 
Table 1). Having data as the cornerstone, dataveillance is a type of 
surveillance enacted through sorting and sifting datasets in order to 
identify, monitor, track, regulate, predict and prescribe [11]. It differs 
from datafication due to the underlying observation intention. Both 
surveillance and dataveillance do not necessarily lead to inference but 
while the first implies a purpose and when done overtly affects people’s 
behavior [10] dataveillance refers to continuous (and ubiquitous) 
tracking [5]. Moreover, dataveillance can be performed both on the 
personal and interpersonal level, can be voluntary or imposed and can 
be undertaken overtly or covertly. It implicates retrospective use of 
stored data, as well as data generated in real-time, due to interconnec-
tedness, high speed processing capacities and automation applied to 
systems displayed in public and private spheres of an individual’s life. In 
particular, covert dataveillance can bear high risks for societies, as these 
systems allow for little knowledge about how they operate and are often 
dispersed and constant in nature [12]. 

Table 1 
Dataveillance definition.   

Datafication Surveillance Dataveillance  

Definition Process of 
transforming 
reality features 
and social 
behavior into 
quantified data 

Process of 
observing 
individuals or 
groups for a 
purpose and 
make 
inferences/ 
judgements on 
their behavior 

Leveraging big 
data/ 
datafication to 
scale up/ramp 
up surveillance  

Attributes Continuous and 
ubiquitous data 
generation/ 
collection using 
automatized 
systems 

Retroactive, 
real-time and 
proactive 
observation of 
individuals or 
groups held 
overtly or 
covertly 

Collecting and 
processing of 
personal data 
including in 
real-time by 
employing 
automatized 
systems and 
routines   
Monitor, 
identify, track, 
regulate, 
predict, 
prescribe, 
prevent and 
steer 
individuals’ or 
groups’ 
(behavior) 

Applications  
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Personal – but also non-personal – data comes with additional 
inherent knowledge about the person [13]. This poses two types of 
challenges: risks at an individual’s level, which relate to personal pri-
vacy, and societal risks, involving the possibility of tracking each indi-
vidual and making inferences about any person or group, having in 
profiling an emergent threat to individual autonomy and democratic 
values. From a technical perspective, a challenge lies in how data is 
interpreted during a sense-making process [14], as it is driven by 
mathematical interpretation that only secondarily considers the context 
[15] and biased outcomes can be difficult to identify and assess. 

Many studies identify and define threats and risks of surveillance 
ramped up by big data and AI [5,7,10,12,13,16,17]. Our contribution in 
this field goes towards the outlining of a contingency strategy by pre-
senting a first tool to assess threats and motivate stakeholders to ques-
tion how a surveillance technology might hinder theirs/others 
individual liberties and choice. Firstly, to further discuss what pur-
poseful surveillance means and when it crosses a red line to a mass, 
continuous and speculative kind, we present two AI-enabled systems 
adopted for health surveillance and public space surveillance. We 
examine how data is a condition to the functioning of those AI-powered 
public surveillance systems, the collection of which often blurs consent 
and transparency by deliberately or non-deliberately concealing risks. 
Secondly, we present three dimensions, pillars of a framework aimed at 
assisting public authorities in their decision to adopt tools that rely on 
dataveillance and raising awareness on individual and societal tradeoffs, 
liberating the space for an effective role for civil society. 

2.1. From public health surveillance to health dataveillance 

While in its beginnings public health surveillance activities were 
focused on the mere monitoring of diseases and reporting of resulting 
deaths [18], it has evolved into a “continuous, systematic collection, 
analysis and interpretation of health-related data” [19], or data-
veillance. Epidemiologic observations have since developed from typi-
cally individual and locally concentrated health-related event 
recordings to large-scale, structured and preventive data interpretation 
[20]. This advancement has been facilitated by the availability and use 
of a growing variety of input opportunities. 

While traditionally information is drawn from data sources like 
regularly repeated health surveys or disease registries, for example for 
monitoring cancer occurrences [20], new, innovative data sources are 
investigated and successively integrated in national health surveillance 
activities, e.g., syndromic data, like the number of patients that visit an 
emergency department [21]. Also, non-health related data, like social 
media, is increasingly regarded as a valuable information source. [22]; 
for example, suggested using Twitter geolocation data along with flight 
passenger information to identify potential illness risks, specifically, the 
spread of the Chikungunya virus in the Mediterranean area. Another 
example is the development of Google Flu Trends in 2008, a web 
application that predicted influenza occurrences based on linear 
regression between multiple, distinct Google search entries correlating 
with influenza time series data [23]. The inclusion of new input op-
portunities, especially involving Big Data, created a need to process 
these data using more innovative methods. This has led to the creation 
and growing adoption of AI-based systems supporting health data-
veillance activities. 

Text mining, for instance, is considered a powerful tool to extract 
disorganized information from electronic health records and, thus, 
enable an automated integration of diverse data types [24]. [25]; in this 
manner, proposed the use of Natural Language Processing (NLP) to 
automatically detect postoperative complications from clinical text 
documents. In particular, the Covid-19 pandemic has facilitated the 
development of innovative approaches of public health surveillance 
techniques, resulting in an increase in the use of smartphone apps for 
datafication and dataveillance purposes [4]. However, at the same time, 
it has revitalized the discussions on benefits and burdens of such 

mechanisms. 

2.1.1. The case of contact tracing apps 
With the spread of the Covid-19 pandemic, calls for innovative ap-

proaches to contain the virus spread quickly. Tracing apps were found to 
be one useful means to tackle the problem of reducing transmission of 
infectious diseases. Contact tracing, i.e., “identifying and monitoring 
each person who has been in contact with an infected person” [26]; p. 2), 
has already proven to be an effective measure in previous epidemics. 
Initially used for syphilis tracking in the 1930s, detecting potentially 
infected contacts of patients has been advanced during the Ebola out-
breaks in West Africa in 2015 [27]. 

Traditionally, a human workforce is required, i.e., healthcare 
workers interview infected people, document and check provided con-
tacts, as well as notify those at risk. However, this task is challenged by 
multiple limitations, such as low responsiveness of patients, memory 
gaps or bias of patients regarding their contact list, or the possibility to 
track encounters between persons unknown to each other [27]. To 
address these limitations and simultaneously support healthcare 
workers in their often standardized tasks, digital contact tracing appli-
cations have been developed to automatically and more effectively trace 
virus transmission. 

Although there are multiple variations of the concrete design of 
tracing instruments, most smartphone-based contact tracing applica-
tions essentially follow the same principle. Wireless communication 
mechanisms are used to scan a user’s surrounding for other transmitting 
smartphones and digital keys are exchanged to record the encounter of 
two devices. If a user submits a positive test result to the tracing app, all 
applications that store their key, and hence have been in contact with 
the infected person, receive a notification. Proximity and duration of the 
encounter determine the registered intensity of the contact and, there-
fore, may suggest to the notified user to self-isolate or seek medical 
advice. 

Many implementation options have been proposed, varying, for 
example, on how data is collected, whether AI modules are used to 
calculate the infection risk or how the app can be installed on the users’ 
smartphones [27]. Two major options for variation were profoundly 
discussed during the development phase of contact tracing apps: the 
approach to store user data and the method used to assess proximity. 

Proposed strategies for data storage include centralized and decen-
tralized techniques. While using centralized methods the user’s contact 
list is uploaded to a platform and checks for potentially infected en-
counters are performed by a central entity, the decentralized methods 
retain user data on their smartphone and only perform certain pull and 
push requests to update the list of “positive-tested” user keys [28]. The 
implementation of the centralized version, while seemingly more 
straight-forward, however, bears potential for privacy issues as sensitive 
data leaves the user’s disposition domain. 

The way proximity is measured includes approaches such as WiFi 
MAC address sniffing, GPS, cellular network geolocation and Bluetooth 
tracing [28]. Bluetooth, with its advantage of measuring proximity 
based on signal strength, has been demonstrated to be highly effective. 
This is in particular the case because it does not allow the inference of 
geospatial location information [29], which is deemed to be more 
intrusive to users. 

Regardless of their many variations in technical implementations, all 
contact tracing technologies offer strong potential in supporting the goal 
of registering exposures and informing contacts at risk during a 
pandemic. Due to automation, smartphone-based contact tracing apps 
are faster than their human counterparts. They can support human 
workforce and reduce the workload of healthcare authorities. Addi-
tionally, with increased speed they are able to administer higher 
numbers of infected people and contacts [30]. During the Covid-19 
pandemic, authorities in Germany, for example, had to limit infection 
tracking to a minimum when incidences were too high for the tracing 
teams to handle [31]. Such problems can be prevented with the use of 
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automated tracking systems. 
Another strong benefit of contact tracing technologies is their inde-

pendence of user perception or knowledge. While human tracing teams 
are mostly limited to the patients’ memory, technology-based tools can 
draw conclusions from previously recorded information. This improves 
the likelihood of registering risk cases, even facilitating the identifica-
tion of people unknown to each other, an advantage that many gov-
ernments sought to target during the Covid-19 pandemic. Ultimately, 
contact tracing technologies, hence, enable faster and better contain-
ment of communicable diseases leading to advancements for a society’s 
health standards. 

Many governments recognized these opportunities early on in the 
Covid-19 pandemic and relied on the development of national contact 
tracing applications to support their healthcare authorities. Singapore, 
for example, was one of the first countries to deploy a ready-to-use app 
to its citizens. ‘TraceTogether’ was published in March 2020 [29]. It uses 
short-distance Bluetooth signals to detect close contact with an infected 
user. Registration with a phone number is required, however, informa-
tion on encounters is deleted after 21 days [32], which led to Trace-
Together being broadly classified as well privacy preserving. A second 
example that was developed with a strong data privacy mindset was the 
German ‘Corona-Warn-App’. High privacy debates during its develop-
ment phase resulted in a decentralized data storage approach keeping 
most of the data on the user’s phone instead of transmitting them to a 
governmental server. No personal identifier is needed to use the app and 
proximity is measured through location-independent Bluetooth signal 
recognition. 

However, while many proposed tracing applications have put data 
privacy among the highest priorities, there are also examples where this 
intention was not properly realized. Aiming at a quick introduction of 
their app, Norway launched the first version of ‘Smittestop’ in April 
2020, relying on live tracking of users’ GPS coordinates and uploading 
them to a central server [33]. It was highly criticized for its substantial 
potential for mass surveillance, or dataveillance, as real-time trans-
mission of user’s geolocation data to a governmental database was found 
to be unbalanced with the required public health response [34]. Shortly 
after the privacy breach was detected, the Norwegian government 
decided to withdraw and revise their application. 

Another example of how contact tracing technologies were imple-
mented during the pandemic is the Chinese Alipay Health Code. 
Collected, along with self-reported data is analyzed to calculate a per-
son’s risk of being infected with Covid-19. Large debates arose with the 
launch of the application related to user autonomy, as adoption was 
mandatory, and a user’s predicted risk determined their freedom of 
movement [32]. 

Despite its social and ethical risks, digital contact tracing, as a form 
of dataveillance, is generally found to be promising in helping contain 
virus spread [35–37]. Digital contact tracing enables, for instance, faster 
identification of users at risk, minimizing a testing and therefore isola-
tion delay [35]. The various contact tracing applications developed 
during the Covid-19 pandemic show how technology can support in the 
response to such crises. Nevertheless, data protection is a concern and 
while some issues can be handled through regulation and control [38] 
society also has a claim in shaping such technological applications 
considering that effectiveness greatly depends on public acceptance. 

Research has been pointing out factors that play a role in the public 
acceptance of more intrusive health surveillance measures, in particular 
looking at contact tracing technology. [39]; examine the extent to which 
public acceptance of contact tracing technology depends on cultural and 
socio-demographic aspects. The authors identified eight factors that 
influence the acceptance of such applications, including trust, privacy 
concerns or technological understanding [40]. investigate how different 
types of risk perception can either hinder or motivate an individuals’ 
adherence to mobile health apps and focus on the risk-risk tradeoff with 
respect to privacy concerns or health-related hazards [17]. explore in-
dividuals’ attitudes towards privacy and surveillance through a 

theoretical model to explain citizen’ acceptance of governmental led 
surveillance and respective privacy protection measures. Besides their 
individual contributions, from a broader perspective, these findings 
further emphasize the interrelatedness between society and technology 
in a way that each is shaping the other. Therefore, developing guidance 
to deal with risks introduced by technically implementable concepts is 
paramount to ensure that benefits offset (at least most of) the burdens, 
justifying the deployment and fostering public acceptance. 

2.2. The emergence of dataveillance of public spaces for law enforcement 
purposes 

The datafication of everyday life activities in public spaces has been 
intended for multiple purposes, namely, to assist public authorities in 
managing urban issues. The adoption of a data-driven approach to urban 
governance is justified for being more objective and pragmatic in regard 
to making political decisions and guiding urban policy. Theoretically, 
data presents raw neutral facts, whereas ideologies create filters to 
interpret reality. Consequently, new mechanisms to collect and code 
public space features and activities in the form of urban big data have 
been implemented. 

However, even when the amount justifies referring to it as big data, 
data is in fact partial, fragmentary and actually a product of complex 
socio-technical assemblages producing an incomplete and imperfect 
replication of reality [41,42]. This might point towards the idea that 
data is not neutral, but rather inherently biased, depending on the 
environment in which it was collected, the purposes behind its use and 
all the decisions about the way it is handled, processed, stored, analyzed 
and presented. Furthermore, socially embedded stereotypes that lead to 
biases must also be considered when employing big data. There are 
many forms of discrimination that serve as conditions or norms to 
organize societies and not necessarily considered unfair or negative. 
However, even in these cases, the scaling up and reproduction of biases 
due to the use of data based automatized systems may lead to unpre-
dicted and undesirable outcomes. 

Public space configures the spaces within a city that are accessible to 
everyone, independently of being publicly owned. This is the case for 
streets and squares, but also includes, for example, cinemas and sports 
halls. Moreover, they are characterized for being inclusive and funda-
mental in the creation/exaltation of cultural values and consummation 
of democracies. Public spaces in cities are also places of conflict where 
power is contested and social relations are established [43,44]. Public 
space is, therefore, a place of public sovereignty, managed and mediated 
by public authorities in charge of maintaining public order and 
enforcing the law. Surveillance is a mechanism to assist public author-
ities in doing that, namely by supporting the policing of streets. The 
deployment of cameras (CCTV) across cities, for instance, was consid-
ered a big step towards leveraging technology to the surveillance of 
public spaces. 

Overall surveillance is also changing the nature of public space 
because it affects the way people act [45,46]. Through the use of CCTV 
systems, public authorities acquired a tool to support policing and law 
enforcement activities. Nevertheless, in the last decades, many studies 
have pointed out that these systems might not be as efficient as hoped 
and that specific circumstances should be accounted for prior to 
deciding whether CCTV is the best solution to foster safety and reduce 
crime in public spaces [46–48]. Additionally, ethical issues arise when 
employing CCTV related infringements to individual privacy and also 
transparency, discrimination and exclusion [49–52]. 

2.2.1. The case of facial recognition technology (FRT) 
Facial recognition technology (FRT) enables identity validation by 

measuring and analyzing a person’s facial image and comparing it 
against other samples in a database. This technology is quickly bridging 
the gap between traditional surveillance and dataveillance in public 
spaces. The processing delivers a score indicating the likelihood of the 
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compared images referring to the same person. The system can be used 
for authentication, which means verification of identity, identification 
or establishment of identity and tracking a face on several recorded 
images. Additionally, the process can take place “in real time” or on pre- 
recorded materials. The applications for FRT are multiple. Identifying 
faces on photos on social networks, validating identity working as a 
password or to verify attendances, diagnosing diseases and evaluating 
candidates in recruiting are just a few examples [53–55]. 

These technologies also have the potential to enhance CCTV systems 
by allowing real time identity checks. This means that AI is used to 
analyze the data and make certain inferences and decisions in real time, 
enabling new possibilities for the dataveillance of public spaces in 
support of law enforcement and public security. 

Public authorities have already begun justifying the use of Smart 
CCTV systems (i.e., upgraded CCTV systems due to the use of AI-enabled 
FRT) to potentially assist in policing and reducing criminality by iden-
tifying known or suspected criminals, terrorists or missing persons or for 
tracking down suspicious behavior. The use of such a system implicates 
the continuous monitoring of public spaces and consequently surveil-
lance of human activities and presences, raising pressing concerns on 
privacy and potential threats to individual rights and liberties (FRA, 
2019; [56,57]. 

Despite the technology’s regulation being at a preliminary stage (the 
European Commission has only recently proposed its regulation through 
the AI Act [58]), the use of FRT for public surveillance has been rapidly 
spreading, with sixty-four countries testing and adopting it in some way 
[59,60]. At the other extreme many countries and cities have been 
claiming and declaring the ban of the use of FRT for public surveillance. 
Exemplifying the contentious nature of this form of dataveillance. 

In key examples, the Leicestershire Police in the UK used automated 
facial recognition in 2015 at the Download Festival, checking 90,000 
people against a Europol watchlist. The South Wales Police has been 
using FRT to monitor big events such as outdoor festivals, sports events 
or public protests [61]. According to public reports, between 2017 and 
2019, over 70 events were targeted, and 60 persons were arrested. The 
Metropolitan Police Service has already used FRT to monitor public 
spaces and conducted 10 test deployments between 2016 and 2019 to 
verify technical accuracy and to assess implications for policing opera-
tions [62]. 

In Germany in 2016, the Cologne Police deployed 26 stationary 
video cameras at the main station forecourt and other central public 
areas, such as the surroundings of the Cologne Cathedral and Breslauer 
Platz. The Hamburg police trialed the use of FRT during the G20 Summit 
in 2018. In 2017, FRT was tested at Berlin Südkreuz train station and 
about three years later the federal government and Deutsche Bahn 
announced the deployment of cameras with possible recourse to real- 
time FRT as part of increased security measures at train stations [63]. 

In Serbia and Kenya, the Huawei Safe City program employed FRT as 
well. In Belgrade, the plan was to deploy facial recognition and license 
plate recognition cameras in 800 locations across the city. This project 
faced strong opposition from individuals and organizations in civil so-
ciety. Nairobi deployed 1800 HD cameras and 200 HD traffic surveil-
lance systems as part of the same program [60]. The AI Global 
Surveillance Index [64] covers even more examples from Canada to 
China and from Mexico to India, looking at seventy-five countries listed 
for employing AI surveillance. Of those, sixty-four are already actively 
incorporating facial recognition systems in their AI surveillance pro-
grams. Thus, the employment of FRT for dataveillance is not an abstract 
idea, but an increasingly common occurrence. On the other hand, more 
and more cities have put bans or moratoriums on governmental uses of 
facial recognition. The trend is particularly visible in the US [65–67]. 
While in the US cities are leading the response to handling the assessment 
of threats versus benefits of such systems, in Europe responses are being 
prepared at the international level, with the EU developing regulation to 
standardize norms and protect the fundamental rights and European 
values. 

The European Commission has recently proposed an AI Act in which 
the use of real time remote biometric identification systems in publicly 
accessible spaces is highly conditioned. Implementation is only accepted 
in exceptionable situations, such as searching for victims of crime, 
prevention of a substantial and imminent threat to life or physical safety 
of natural persons or of a terrorist attack, detection, localization, iden-
tification or prosecution of a perpetrator or suspect of a criminal pun-
ishable in the Member State concerned by a custodial sentence or a 
detention order for a maximum period of at least three years [58]. The 
European Data Protection Board (EDPB) and the European Data Pro-
tection Supervisor (EDPS) go even further on prohibiting the use of such 
systems in public spaces calling for a general ban on any use of AI for an 
automated recognition of human features in publicly accessible spaces, 
such as faces, gait, fingerprints, DNA, voice, keystrokes and other bio-
metric or behavioral signals, in any context. They argue that remote 
biometric identification of individuals in publicly accessible spaces 
poses a high-risk of intrusion into individuals’ private lives, with severe 
effects on the populations’ expectation of being anonymous in public 
spaces [68]; pp.2-3). 

Even if public authorities seem to have plausible arguments to justify 
the mass surveillance, or dataveillance, of public spaces in support of 
law enforcement, and according to some studies people might be willing 
to accept being exposed to FRT for this purpose [69,70], its deployment 
raises questions in terms of fairness, transparency and proportionality 
[52,71]. Indeed, counter-arguments suggest that its deployment may be 
beyond the rule of law [72,73], pose a threat to fundamental and human 
rights [56,57], lead to the undermining of democratic values due to a 
potential chilling effect [62,74] and can impactthe social meanings of 
public spaces by promoting the exclusion of vulnerable groups [16,50, 
75]. Hence, actually assessing the need for its use in a systematic way is a 
relevant task for governments and policymakers. 

3. Assessing the ethics and public dataveillance: balancing 
benefits and threats 

Dataveillance technologies have inherent benefits for helping soci-
eties manage crises or preventing crimes. However, as has been illus-
trated by the examples in the previous section, the adoption of these 
technologies also bears a cost. In order to understand what is at stake, we 
have been pointing out how data, particularly its personal/private na-
ture, is a drawback when the goal is to design and deploy technologies 
that respect human rights and more ideally are people-centered. The 
latter assumption means that a reason to adopt a specific technology is 
beyond considering it a technical solution to a specific problem, even if 
deemed harmless to people. The adoption of a specific technology 
should contend to a societal demand regardless of who is the end-user 
and ensure from a holistic perspective that it is meant for the “good” 
of humankind. 

In order to mitigate risks around the use of personal data, privacy 
requirements and impacted users’ consent are preliminary conditions 
and anonymization is key not to overstepping privacy standards. Addi-
tionally, even if a technology is for some reason made inactive or 
removed (including malfunctioning), this does not mean that the data 
and information it provided are likewise out of use nor nullified. Inde-
pendently of how it was generated, data can be reused by whoever has 
ever had access to it, heightening the need for adequate security mea-
sures. In Fig. 1, we exemplify what a data cycle can look like. 

Data and an AI system lifecycles do not follow the same timeline. 
Data becomes an independent entity, i.e. it can be copied, multiplied, 
manipulated and repurposed. The [76] defined the AI system lifecycle in 
four phases: design, data and models; verification and validation; 
deployment; operation and monitoring. The first phase includes plan-
ning and design, data collection and processing, as well as model 
building. Therefore, during the development of an AI system there can 
be an immediate need to use available data for training that was likely 
collected by another system for a different purpose. 
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In its current version, the AI Act [58] refers to the AI lifecycle defined 
through what we could call milestones. In Fig. 2, we propose setting 
them in an abstract timeline while weighing stakeholders’ re-
sponsibility. We further illustrate how an AI system lifecycle and a data 
cycle encompass different steps and even if they intersect, they do not 
completely overlap. 

3.1. The functional dimension: assessing the data privacy/fairness trade- 
off 

Data dependency is an inherent feature of AI, as AI-enabled tools 
require it to function. This means not only that the system depends on 
the availability of data to perform, but also relies on it to deliver. Thus, 
data is paramount in terms of amount and quality. 

In terms of quantity, the question is how much data is enough? The 
kind of data needed to support the functioning of many surveillance 
technologies (including the two presented - FRT and contact tracing 
apps) is of personal nature, i.e., data is produced by individuals while 
pursuing their everyday activities and contains features that have the 
potential to trace the data back to the individual itself. Collecting more 
data heightens the risk of progressively intruding the individuals’ pri-
vacy. This raises privacy issues and supports the argument of only col-
lecting the minimum amount of data needed for functioning. 

Privacy is a societal value whose loss represents a pitfall. It relates to 
individuals’ access to, and control over, how personal data is used [77]. 
Collecting personal data implies pushing the borders of privacy so that 
an invasive data collecting process triggers the necessity of moving to-
wards increasingly intrusive surveillance and potentially leading to in-
fringements to privacy as an acquired right. 

The case of contact tracing apps illustrates the premise. For instance, 

the German contact tracing tool Corona-Warn-App was designed with 
the highest data privacy requirements, aiming to inhibit any inference of 
movement patterns through the Smartphone application [78,79]. 
Furthermore, it was meant to conceal the location where exposures 
might have occurred in order to avoid discrimination against and 
exclusion of infected people. The steps taken to protect the individuals’ 
privacy by not collecting and not enabling such information present, 
however, limits the tool’s efficiency by impairing and complicating the 
contact tracing work of health authorities. Namely, in the event of 
exposure signaled by the app, it would be impossible to determine 
whether the risk of being infected actually exists or if the conditions of 
an encounter might reduce or neutralize risks (e.g., if it took place with 
further hygiene precautions) [78]. This caused some decisions made by 
public authorities to be not based on accurate information, but rather 
based on incomplete and inconclusive data. 

Privacy protection and the emphasis on overcoming the idea of 
tracing an individual’s movements under false pretexts led to certain 
generalizations that might inadvertently result in enforcing unnec-
essary, and thus unfair, restrictive measures hampering individual lib-
erties. Should the collection of more data have been consented, the 
overall efficiency of the tool would have been improved towards 
potentially fairer results and more accurate predictions that could 
further help with the response to a pandemic. 

The more data a system uses the better prepared it will be to deliver 
high quality results. Consequently, larger amounts of data will positively 
impact accuracy and overall efficiency, increasing fairness in how users 
are perceived and treated. However, in order to avoid malfunctioning or 
erroneous outputs, using not only more data, but also highly represen-
tative data is a basic condition. Therefore, it is not exclusively a question 
of amount, but cumulatively a question of data quality. 

Fig. 1. Example of a data cycle.  

Fig. 2. Towards an AI governance framework. Identifying stakeholders and grading responsibility in an AI system lifecycle.  
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Enough representative data would ideally generate an identical 
“digital twin” reality that enables precise simulations and, again, more 
accurate and efficient outputs. However, deriving a perfect digital copy 
of the reality’s inherent processes can be troublesome. 

Inadequate data collection approaches can be the source of an 
insufficient representation of particular groups [80–82]. In the pre-
sented cases, this can have many facets. Considering that 
smartphone-based contact tracing applications require the necessary 
technical devices, a considerable target group, e.g., elderly people, 
cannot be reached and hence are not well represented in the analyzed 
datasets [83]. Acknowledging that the worldwide mobile services sub-
scription is 66% of the world’s population [84], this is not only an issue 
of excluding specific groups. 

As for FRT, the place of deployment can per se lead to biased results 
by over-targeting certain groups within society. Indeed, as the tool is 
considered a potential solution for crime, it is more likely that public 
authorities can justify its deployment in areas more affected by or sus-
ceptible to criminality. This in turn would lead to even higher arrest 
rates in areas employing the technology, as it would have increased 
observation, further stigmatizing the neighborhood and disproportion-
ately affecting those residents [85]. 

Moreover, even when/if this identical replica of a reality is achieved, 
it does not necessarily work towards fairness. Biased data can be caused 
by lack of representativeness, but it is not only a data collection problem. 
While aiming at a replication of our realities, we tolerate incorporating 
the reproduction of embedded cultural biases, which often take place at 
the grassroots’ level when it comes to unfair kinds of discrimination. 

Deploying a system by which the face of every passer-by is analyzed, 
mapped and their identity verified is a decision that impacts the whole 
population, meaning that everyone using public space is under surveil-
lance without being a suspect of any crime. Theoretically, everyone in a 
space under surveillance would then be exposed to the same risks that 
ultimately result in an AI-powered FRT triggering police action. But, the 
fact is that the likelihood of a false positive (false match) or false 
negative (failed association) has been shown to depend on ethnicity and 
gender [86,87]. 

According to the EU Ethics Guidelines [88] fairness means ensuring 
equal and just distribution of both benefits and costs, and that in-
dividuals and groups are free from unfair bias, discrimination and 
stigmatization. The guidelines also consider that if unfair biases can be 
avoided, AI-enabled systems could even increase societal fairness. In 
practice, due to lack of data quality that may be rooted on socially 
embedded patterns of discrimination, certain groups within society are 
more likely to be flagged by the system, justifying being stopped and 
asked to prove identity. This means being at a higher risk of unfair 
discrimination and potentially overstepping of the presumption of 
innocence, thus the denial of their rights. 

The principles of data privacy and fairness that underlie the 
dimension of functionality, require data processing measures that, in 
fact, pull in opposite directions. While trying to balance out both privacy 
and fairness, privacy might be the malleable notion, as tradeoffs may 
justify understanding it in light of levels of trust in the technology and 
public authorities and acknowledged needs [89]. 

3.2. The consent dimension: a paradox 

Transparency refers to the extent of information made available for 
those that were not part of a process in order to grant them the possi-
bility to make informed decisions [90]. It relates to the idea of making 
knowledge accessible by creating relationships of trust between 
different stakeholders. When applied to the implementation of 
AI-enabled systems, it means, for instance, that the users are informed 
about what the system does, and how and why it does it. Therefore, 
transparency is important to build confidence in the technology [91]. 

Transparency and consent come hand in hand when discussing the 
relationship between individuals and governments, namely when it 

comes to the collection and use of personal data. However, the 
complexity of the terms and of the technologies discussed here create 
hurdles to transparency and highly affect the meaning of consent. 
Consent goes beyond awareness. It implies an action of agreeing and 
simultaneously creating the path to withdraw. It has, therefore, a dy-
namic nature. 

In the use of personal data, consent should be both conditional and 
dynamic. This means that the processing of a person’s data must be 
explicitly called out, allowing them to cancel a service and potentially 
rescind any data shared [91]. If we extrapolate to privacy as a right 
applied to the case of FRT, as mentioned, people might be able to 
compromise and accept more intrusive surveillance if they can feel safer 
in public space in return. It is the same situation in the case of contact 
tracing apps. If they are proved to help in containing the spread of a 
virus, it becomes a sort of social duty to put the protection of lives above 
individual privacy. 

The latter argument illustrates another paradox of consent, on the 
one hand it should be dynamic, i.e., there must be a way to withdraw, 
and, on the other hand, it is conditional but should not be conditioned. 
For instance, if the values at stake are presented as unquestionable, then 
the possibility of a diverse opinion is conditioned and the autonomy to 
make an uncoerced choice is hindered. When a technology that relies on 
the intrusion of individual privacy is presented by public authorities as 
the most suitable solution to societal problems, such as criminality and 
terrorism or the spread of a disease, the request for consent is blurred by 
the apparent lack of arguments to decline. Notwithstanding, even if a 
person gives consent to share personal data with public authorities for a 
specific end, the lack of capacity to understand the technology and how 
a system will leverage the data is a further challenge for transparency. 

In another example from the public health domain, the German 
Infection Protection Act (IfSG) specifies in § 6 that measles, chickenpox 
and recently also Covid-19 must be reported to the national health 
agency if identified by a doctor or laboratory. To protect the broader 
society, although seemingly personal, patients are not asked for consent 
to report such information. With the introduction of new technologies, 
questioning to what extent automating identification and reporting of 
diseases is acceptable becomes a matter of consent over surveillance. 
However, the complexity of the situation presents nuances if we 
consider the sources of information available. Non-traditional data 
sources such as social media/networks (e.g., Twitter) detain valuable 
personal data that can support public authorities in a vast number of 
ways. They enable the association of identity and location, if the user 
makes these available and increase the representation of certain popu-
lation groups towards an improved comprehensive tracking of report-
able diseases. Nevertheless, it is questionable if this would be a 
transparent use of such information, even if made publicly available, as 
a Twitter user was not consulted and, especially, has not consented to 
make the data available for health surveillance purposes. 

Whereas contact tracing apps require an active action from in-
dividuals to install the application on their private smartphones, which 
can be considered a kind of consent if use is not mandatory, the 
deployment of FRT in public spaces raises other issues in terms of how to 
discuss consent. Firstly, the deployment might not be that obvious as the 
end-interface that people will eventually recognize are cameras, some-
times discretely added to the urban landscape. Often FRT is imple-
mented as an upgrade to CCTV so not an evident or even noticeable 
change for citizens crossing public space. 

On the one hand, full disclosure in policing activities can be coun-
terproductive, affecting the effectiveness and pertinence of surveillance 
in a sort of paradoxical situation where transparency and efficiency 
seem impossible to balance out towards justifying the use of such 
technology [52]. On the other hand, if people exposed to such systems 
are not aware that they are under surveillance, the need to consent to it 
appears redundant. Hence, unless public authorities increment trans-
parency by disclosing the location and extent surveillance is being 
conducted, open a discussion to reasoning the purposes and obtain 
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consent, citizens become either unaware of its existence or start dis-
trusting the technology, which is already motivating community back-
lash in several countries (see for example the European campaign 
Reclaim Your Face). 

Additionally, refusing to consent to being under surveillance in 
public space is possibly equivalent to giving up on access to it. This 
contravenes the inclusivity of public space, potentially promoting the 
exclusion of groups particularly exposed and vulnerable to surveillance 
[75]. Furthermore, individual decisions are conditioned by the uncer-
tainty of being able to refuse or withdraw consent without penalty [62], 
so if denying being under surveillance is understood as connected to 
being excluded from accessing to public spaces, it may be seen as a 
dissonance to pragmatically understand the meaning of consent. 
Without access to adequate information, consent is redundant since it 
can only be granted with enough autonomy where a choice can be truly 
uncoerced. This also relates to the idea that alternatives were considered 
and are acceptable, which means they do not deprive individuals from 
benefiting the plenitude of their privileges and rights such as access to 
goods and services. 

3.3. The societal dimension: dataveillance and the risk of abusive use 

As explained above, the lack of transparency and underestimating 
the need for consent already constitutes an abusive use of personal data 
by disrespecting individual privacy and freedom of choice regardless of 
the type of tools in which the data is employed. However, the new 
possibilities enabled by AI bestow an unprecedented amount of power 
on the watcher [74]. This has already been recognized in existing AI 
ethics approaches, such as the IEEE’s Principles for Ethically Aligned 
Design, in which creators are advised to “guard against all potential 
misuses and risks of A/IS (autonomous and intelligent systems) in 
operation” [91]; p. 31). 

The risks triggered by augmenting power imbalances, which data-
veillance tools have the potential to enable go beyond immediate in-
fringements of individual privacy. The fact that data is stored leads to 
risks which initial consent does not efface. Due to a breach or lack of 
security, information may be accessed by people that were not initially 
intended to have access and consequently, reused in ways that were not 
initially anticipated [10]. 

Further advancements have been suggested as being possible to 
deliver increasingly complex interpretations and predictions towards 
emotion analysis and drawing scenarios for future actions. AI would be 
able to analyze biological and behavioral patterns and make inferences 
on what is “normal” or “abnormal” [57,92–95]. 

At a societal level, mass and automated surveillance may radically 
affect the way societies function and have the potential to undermine 
democracy. FRT, for example, makes it possible for a government to 
conduct real-time location tracking and behavior policing of an entire 
population. However, the applications go even beyond identification or 
identity verification, as the processing of biometric data can be used for 
profiling individuals by collecting and categorizing personal character-
istics such as age, sex and ethnic origin. These profiles can inform 
comprehensive behavioral analyses, the basis for the generation of 
reputational scores for social credit systems [96]. The repurposing of 
stored data, has been trialed for example in Chinese social credit system 
projects [97] leveraging existing public information collected for other 
purposes. 

Concerning public health dataveillance, the Covid-19 pandemic has 
proven that governments are willing to undertake drastic measures in 
order to protect populations from the spread of diseases. Protecting 
populations might controversially mean depriving individuals from 
certain acquired rights, such as the freedom of movement and discrim-
ination of citizens according to their adherence to governmental norms, 
as the case of policies based around vaccination status have illustrated. 

Another example is the “Kwarantanna Domowa” (“Home Quaran-
tine”) App that the Polish Ministry of Digitalization has implemented to 

alleviate and reduce costs of home visits by the police and national 
health authorities for self-isolation compliance checks [98]. The initially 
voluntary, but later mandatory, tool uses geolocation tracking and facial 
recognition technology to validate the user’s current location and 
identity in order to remotely monitor whether an imposed quarantine is 
actually being adhered to. To ensure correct functioning users must 
upload a selfie taken at their self-isolation place upon app installation, 
which will be used as a reference photo for identity verification in the 
course of their quarantine. The app then randomly asks the user from 
time to time during the self-isolation period to take and send selfies 
within an allotted time period of 20 min from their quarantine place. If 
the photos are not transmitted in time, the app is designed to auto-
matically inform the responsible authorities. 

The two investigated examples might portray situations of power 
abuse prompted by AI-powered technologies for public surveillance. 
Abuse in this case is due to public authorities’ claim to have the au-
thority to control over image and location data of citizens, i.e., dis-
regarding the citizens’ personal data privacy and autonomy by not 
transparently informing them about the collection and use of personal 
information and, without allowing them the choice to self-decide 
whether this is acceptable or not. This also shows that individual con-
sent might not always offset abusive use, since prerequisites such as 
individual autonomy and transparency, are overlooked. 

In a scenario where public dataveillance tends towards omnipres-
ence, the empowerment of public authorities over citizens by accessing 
extensive information on individual and societal activities creates a 
background to enforce and coerce populations to accept the restraining 
of rights and further strengthen authoritarianism and autocracy. The 
banalization of surveillance by naturalizing the use of intrusive sur-
veillance systems may develop a chilling effect in a progressive path to 
transitioning individuals’ emancipation and social empowerment to-
wards coerced societies with increasingly constrained rights and 
autonomy. 

To prevent the banalization of the adoption of intrusive data-
veillance systems and abusive use of personal data, there is the need to 
raise the awareness of public authorities and populations about benefits 
and threats of the use of these systems, while empowering both to be 
able to discuss tradeoffs. This can be done through top-down initiatives 
such as frameworks and regulation (e.g. EU Ethics Guidelines, GDPR), 
but in parallel through bottom-up movements, namely led by civil so-
ciety organizations in a position to represent public opinion and 
comprehend impacts for societies. Civil society has indeed a paramount 
role to play in steering, demanding and enforcing democratic practices 
together with ethical safeguards prior to employing dataveillance 
related mechanisms. 

Conducting trials, studying impacts and collecting feedback through 
independent reports [62] has been a way to move forward in the use of 
FRT to monitor public spaces in the UK. Simultaneously civil society 
organizations (such as Big Brother Watch and LIberty), media and 
research institutions (as [69] have been adding to the discussion by 
raising public awareness and measuring the pulse of public opinion. The 
proposed EU Artificial Intelligence Act (Regulation 2021/0106) bans the 
use of “‘real-time’ remote biometric identification systems in publicly 
accessible spaces for the purpose of law enforcement”, only opening 
room for strictly necessary purposes as for the search for victims of 
crime, the prevention of a threat to life or physical safety or of terrorist 
attacks, or the search for perpetrator or suspect of a criminal offence 
(Art. 5(1) (d), AI Act). This sort of containment response reveals the per 
se concerns that this kind of AI-powered tool represents to established 
democratic systems and looks at the mitigation of undesirable impacts 
by assessing risks and inhibiting negative repercussions. 

In the case of contact tracing apps, the freedom to use or not to use 
these applications in the scope of Covid-19 has been highly debated 
since the beginning of the pandemic, with the result that most countries 
promoted a voluntary installation [33]. The German Federal Ministry of 
Health accepted a delay in setting up the official national contact tracing 
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application as a tool to control the spread of Covid-19 in order to check 
proof data privacy requirements and security standards. To avoid 
“mission creep”, many countries have explicitly limited the use to its 
intended purpose and for a particular timeframe. However, ongoing 
reconsideration and questioning of the design and implementation 
choices is inevitable to detect and mend potential omissions. The case of 
Norway’s national contact tracing tool shows that governmental power 
abuse is not just a matter of intention but that unintended privacy 
breaches can - and have to be - spotted, communicated and repaired. The 
example furthermore underlines the value and strength of good gover-
nance and democracy by continuously scrutinizing governmental 
measures. 

To summarize, the increasing use of mass and automated surveil-
lance systems on populations bestows unprecedented power on public 
authorities and governments by enabling access to privileged personal 
data of citizens that might be further used for multiple purposes and 
combined with other records. The given examples demonstrate that 
governments and supranational organizations have been acknowledging 
risks and setting in motion containment mechanisms to ensure the 
emphasis is put on the use of “AI for good” and giving individuals the 
assurance that their concerns are being tackled and their rights are 
safeguarded. 

3.4. A framework for dataveillance analysis 

The ODCE’s framework to classify AI systems [99] presents both the 
advantages and downsides of a holistic approach. There are four di-
mensions (people and planet, economic context, data and input, AI 
model, task and output) each subdivided in multiple sub-dimensions 
that relate to a specific question. The dimension data and input, the 
closest dimension to our focus, brings about the following questions: Are 
the data and input collected by humans, automated sensors or both? Are 
the data and input from experts; provided, observed, synthetic or 
derived? Are the data dynamic, static, dynamic updated from time to 
time or real-time? Are the data proprietary, public or personal data 
(related to identifiable individual)? If personal data, are they anony-
mized; pseudonymised? Are the data structured, semi-structured, com-
plex structured or unstructured? Is the format of the data and metadata 
standardised or non-standardised? What is the dataset’s scale? Is the 
dataset fit for purpose? Is the sample size adequate? Is it representative 
and complete enough? How noisy are the data? 

We argue that by defining a stakeholder’s perspective, there is a shift 
in the way we can formulate those questions above, where the answers 
are not redundant, but rather lead to a more complete view of the un-
derlying risk. On another note, the dimensions we propose relate to the 
presented use cases driven by a gradual generalization towards an 
outline of the framework. As a background to laying down a framework 
for dataveillance analysis, we define the following key takeaways based 
on the three dimensions examined and presented above:  

• There are limits to what is acceptable within democratic societies in 
terms of using personal data and conducting surveillance activities, 
regardless of the purpose.  

• There needs to be an openness to debate. Balancing out pros and cons 
is a process that not only includes, but focuses equally on the civil 
society perspective.  

• Establishing data privacy, transparency and individual autonomy are 
priority requirements to implement dataveillance systems. 

• Continuous reevaluation of the system is vital. This means ques-
tioning whether the system is still the best solution, ensuring that 
surveillance is still necessary and responding to the initially intended 
purposes. 

Given these findings, Table 2 outlines some core questions that both 
policymakers considering the use of dataveillance systems and civil so-
ciety actors potentially impacted by such systems should ask themselves. 

The presented cases (i.e. real-time facial recognition technologies 
and contact tracing apps) showcase the use of surveillance technologies 
to assist public authorities in the enforcement of the law by allowing 
tracking individuals’ movements and extrapolating results towards 
monitoring and predicting social behavior. Therefore, they are useful 
tools in response to societal crises such as those generated by crime and 
health-related pandemics. While these systems represent advancements 
and bring up new possibilities to the way public authorities deal with 
threats to human lives, they simultaneously pose new challenges to 
existing balance and order by calling for a compromise on individual 
privacy and even autonomy. By asking the questions above before 
employing of a system that relies on dataveillance, government policy-
makers and civil society will be in a position to systematically consider 
three relevant dimensions of the overarching questions of do we need 
automated surveillance systems and, if so, how do we want them to 
behave and work. This proceess can help to maximize the usefulness of 
these systems for bettering society and managing crises, while mini-
mizing their negative impact on democratic values and cultural norms. 

4. Conclusion 

In this article, we address the introduction of AI-powered surveil-
lance systems, or dataveillance systems, in our society by looking at the 
deployment of real-time facial recognition technologies in public spaces 
and contact tracing apps used for public health management. While the 
surveillance of populations might be necessary for law enforcement 
purposes, AI-enabled surveillance systems may trigger the offset of 
established order and societal values. This does not mean that benefits 
will not outstrip potential threats nor that populations are not willing to 
accept the tradeoffs, but rather that public authorities become ever more 
responsible to self-regulate their own power, as well as the power 
asserted by tech enterprises for providing the tools to collect and handle 
personal data generated through everyday life activities. 

The question is not only how much power can be handed to AI 

Table 2 
– Questions for policymakers and civil society. Core questions that policy-
makers and the civil society should consider regarding the use of dataveillance 
systems according to the three proposed dimensions.   

Policymakers’ perspective Civil Society’s perspective 

The function 
dimension 

How much data is needed to 
ensure accuracy while 
minimizing intrusion on 
privacy? 

Is personal data collected? 
Which kind of data and to what 
extent? 

Can we ensure data 
anonymization? 

Is data timely anonymized and 
secured? 

Are we looking at 
personalization or 
generalization as a data 
processing outcome? 

Is bias and discrimination 
against individuals or groups 
tackled and mitigated? 

The consent 
dimension 

Has consent to use data been 
clearly established? 

Have we been timely and 
appropriately informed on how, 
why and what personal data is 
collected and asked for consent? 

Is this informed consent 
dynamic and continuously 
available? 

Have we given consent? 

Is this informed consent 
conditional, if so, how may this 
affect autonomy? 

Are we aware of the possibility 
of consent withdrawal? Are 
getaways clear and effective? 

The societal 
dimension 

What are the potentials for 
misuse of the system? 

Are we being targeted beyond 
acceptable limits or 
overexposed to surveillance? 

What mechanisms can be put 
in place to avoid this misuse? 

Are the purposes behind the 
system’s implementation clear? 

Has civil society been informed 
and consulted during the 
process? 

Are individual rights 
safeguarded in the proposal or 
trade-offs explained? 
Do we trust the technology? Do 
we trust public authorities?  
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systems, but also how can we ensure that the power given to public 
authorities over individuals will be used exclusively in their best inter-
est. Adopting AI-powered surveillance systems expose populations to an 
increased risk of power imbalance, based on the enabling of access to 
privileged information on individuals’ private lives collected within and 
feeding the systems to provide intel to public authorities. While the 
output information may be extremely relevant to predict, prevent and 
neutralize societal threats, it pushes the boundaries of personal privacy 
and bestows an immense amount of power on public authorities over 
individuals, which may lead to the undermining of democratic values 
and individual rights and liberties. 

Therefore, it is crucial to understand how personal data is being 
handled, by whom and for what purposes, so that specific actors become 
accountable to regulate and supervise the overstepping of acceptable 
uses and the consented limits for surveillance. Transparency is key and 
so is fairness. Even if the whole population is under surveillance, specific 
groups are still disproportionately affected and exposed due to the way 
they use or interact in public space. Individuals and groups in civil so-
ciety have, therefore, a role to play by engaging in the debate over the 
technology’s impacts and limits and scrutinizing their governments. 

To move forward in assessing the context in which the AI-powered 
public surveillance systems are employed, and understand if the bene-
fits outweigh the costs in each particular situation, a multi-stakeholder 
and multi-dimensional framework would need to be build. However, 
as the OECD framework [99] showcases, it is rather challenging starting 
from scratch and building a simultaneously generic and detailed enough 
tool. Thus, our contribution in this paper may help to inform further 
initiatives to develop frameworks both from a methodological point of 
view and as a starting point to future work. 
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