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Abstract

For the operation of magnetically confined fusion plasmas, it is essential to combine high con-
finement of energy in the plasma with tolerable stress on the vessel components caused by the
exhaust power. Suitable impurity distributions are crucial for achieving this in future tokamak
devices. In the plasma core, impurities are undesired because they limit the fusion performance.
However, the metallic walls foreseen for reactors will introduce heavy impurities, and lighter
species will need to be intentionally added to cool the plasma edge by radiation. Thus, the
radial impurity transport must be well controlled. Of special relevance is the narrow edge re-
gion with steep plasma temperature and density gradients, known as pedestal, since it sets the
boundary conditions for the impurity content in the plasma core.

Experimental assessments of impurity distributions cannot be directly transferred to other de-
vices that exhibit different pedestal background plasma profiles. To predict the impurity behav-
ior in larger and hotter reactors, it is therefore necessary to gain a solid understanding of the
underlying physics governing radial impurity transport in the pedestal. However, the pedestal
impurity dynamics in confinement regimes that are currently considered reactor-relevant are
largely unexplored. This is because they naturally differ significantly in their plasma edge
physics from the standard high-confinement mode (H-mode), as they need to avoid its large
edge localized modes (ELMs), which will be detrimental in reactors.

This thesis contributes a new analysis routine to experimentally quantify the radial impurity
transport in the pedestal of ASDEX Upgrade (AUG) discharges. It is in particular capable of
separating the flux surface-averaged diffusion and convection, which together build the radial
impurity flux, and overcomes the challenges posed by the steep pedestal gradients, yielding pro-
files with unprecedented radial resolution. Comparing the corresponding transport coefficients
to theoretical simulations allows for conclusions on the amount of collisional, also termed neo-
classical, and turbulent transport.

The method is based on observations of spectral line radiation from ≥ 2 charge stages of
an impurity in stationary plasmas, using a tailored setup of the charge-exchange recombina-
tion spectroscopy (CXRS). From this data, the transport coefficients are derived in an inverse
inference procedure, which employs a complex forward model including a diffusive-convective
transport solver. To provide a robust uncertainty quantification, the full probability distribu-
tion of the free parameters is inferred with a Bayesian sampling algorithm, which can handle
high-dimensional, non-Gaussian error statistics.

After thorough tests with synthetic data, the novel framework has been successfully applied
to infer pedestal neon transport in a series of AUG discharges. Investigations of H-mode phases
between large ELMs confirm the strong suppression of impurity turbulence by the edge transport
barrier (ETB) in the pedestal. Moreover, the ELMs are qualitatively shown to act as a diffusive
process. Comparative results for a low confinement discharge (L-mode) show significant tur-
bulent transport in the pedestal. The thesis further focuses on promising confinement regimes
without large ELMs, namely the quasi-continuous exhaust (QCE) regime and the enhanced D-
alpha (Dα) (EDA) H-mode. Both are characterized by different plasma edge fluctuations that
are assumed to impact the impurity transport. The presented experimental results reveal espe-
cially substantial turbulent diffusion in the QCE pedestal, which is less evident in the studied
EDA H-mode discharge, where instead the neoclassical transport is altered. These properties
mitigate the impurity density peaking in the pedestal for both regimes.
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Zusammenfassung

Für den Betrieb von magnetisch eingeschlossenen Fusionsplasmen ist es essenziell, einen ho-
hen Energieeinschluss im Plasma mit einer tolerablen Belastung der Gefäßkomponenten durch
die abgegebene Leistung zu kombinieren. Geeignete Verunreinigungsverteilungen sind entschei-
dend, um dies in zukünftigen Tokamak-Anlagen zu erreichen. Im Plasmakern sind Verunreini-
gungen unerwünscht, da sie die Fusionsleistung einschränken. Die für Reaktoren vorgesehenen
Metallwände werden jedoch schwere Verunreinigungen einbringen, und leichtere Spezies werden
absichtlich hinzugefügt werden müssen, um den Plasmarand durch Strahlung zu kühlen. Daher
muss der radiale Verunreinigungstransport gut kontrolliert werden. Von besonderer Bedeutung
ist der schmale Randbereich mit steilen Temperatur- und Dichtegradienten im Plasma, bekannt
als Pedestal, da er die Randbedingungen für den Verunreinigungsgehalt im Plasmakern festlegt.

Experimentelle Begutachtungen von Verunreinigungsverteilungen können nicht direkt auf an-
dere Maschinen übertragen werden, die andere Hintergrundplasmaprofile im Pedestal aufweisen.
Um das Verhalten von Verunreinigungen in größeren und heißeren Reaktoren vorherzusagen, ist
es daher notwendig, ein solides Verständnis der zugrundeliegenden Physik zu erlangen, die den
radialen Verunreinigungstransport im Pedestal bestimmt. Die Dynamik der Verunreinigungen
im Pedestal der Einschlussregime, die derzeit als reaktorrelevant angesehenen werden, ist jedoch
weitgehend unerforscht. Dies liegt daran, dass sie sich in ihrer Plasmarandphysik deutlich vom
üblichen Szenario mit hohem Einschluss (H-Mode) unterscheiden, da sie dessen große lokalisierte
Randmoden (ELMs) vermeiden müssen, die in Reaktoren schädigend sein werden.

In dieser Arbeit wird eine neue Analyseroutine zur experimentellen Quantifizierung des radialen
Verunreinigungstransports im Pedestal von ASDEX Upgrade (AUG)-Entladungen vorgestellt.
Diese ist insbesondere in der Lage, die Flussflächen-gemittelte Diffusion und Konvektion zu
trennen, die zusammen den radialen Verunreinigungsfluss bilden, und überwindet die Heraus-
forderungen, die sich durch die steilen Gradienten im Pedestal ergeben, sodass sie Profile mit
einer beispiellosen radialen Auflösung liefert. Der Vergleich der entsprechenden Transportkoef-
fizienten mit theoretischen Simulationen erlaubt Rückschlüsse auf den Anteil des stoßbedingten,
auch neoklassischen, und des turbulenten Transports.

Die Methode basiert auf Beobachtungen von Spektrallinienstrahlung von ≥ 2 Ladungsstufen
einer Verunreinigung in stationären Plasmen, unter Verwendung einer angepassten Konfigura-
tion der Ladungsaustausch-Spektroskopie (CXRS). Aus diesen Daten werden die Transportkoef-
fizienten in einem inversen Inferenzverfahren abgeleitet, welches ein komplexes Vorwärtsmodell
verwendet, das einen diffusiv-konvektiven Transportcode einschließt. Um eine robuste Quan-
tifizierung der Unsicherheit zu liefern, wird die vollständige Wahrscheinlichkeitsverteilung der
freien Parameter mit einem bayesianischen Sampling-Algorithmus hergeleitet, der mit hochdi-
mensionalen, nicht-gaußschen Fehlerstatistiken umgehen kann.

Nach gründlichen Tests mit synthetischen Daten wurde das neue Framework erfolgreich ange-
wandt, um den Neontransport im Pedestal einer Reihe von AUG-Entladungen zu erschließen.
Untersuchungen von H-Moden-Phasen zwischen großen ELMs bestätigen die starke Unterdrück-
ung von Verunreinigungsturbulenz durch die Randtransportbarriere im Pedestal. Außerdem
wird qualitativ gezeigt, dass die ELMs als Diffusionsprozess wirken. Vergleichende Ergebnisse
für ein Szenario mit geringem Einschluss (L-mode) zeigen einen erheblichen turbulenten Trans-
port im Pedestal. Die Arbeit fokussiert sich außerdem auf vielversprechende Einschlussregime
ohne große ELMs, namentlich das sogenannte QCE Regime und die EDA H-Mode. Beide sind
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durch unterschiedliche Fluktuationen am Plasmarand gekennzeichnet, von denen angenommen
wird, dass sie den Verunreinigungstransport beeinflussen. Die vorgestellten experimentellen
Ergebnisse offenbaren vor allem wesentliche turbulente Diffusion im QCE-Pedestal, welche in der
untersuchten EDA H-Moden-Entladung weniger deutlich ist, in der stattdessen der neoklassische
Transport verändert ist. Diese Eigenschaften mildern den Anstieg der Verunreinigungsdichte im
Pedestal für beide Regime.
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1 Introduction

The realization of viable nuclear fusion power generation on Earth will tap a climate-neutral
and inherently base-load capable energy source that does not entail large risks or difficulties due
to radiotoxicity and is purely based on abundantly available resources. In short, “fusion has
advantages that ensure sustainability, safety and security of supply” (Oost, 2023, preface). Since
fusion is not yet commercially available, it is essential that renewable energy sources are advanced
politically and technologically to mitigate climate change in the short term. In the long term,
however, nuclear fusion has the potential to overcome many of the challenges emerging from
the transformation of the energy system. Most evidently, it will strongly facilitate the reliable
provision of base-load electricity without accepting the problems that come with nuclear fission
technologies.

1.1 Nuclear fusion research

If not indicated otherwise, the following remarks on nuclear fusion research are based on a syn-
thesis of the references Stroth, 2018, Dux, 2010, Wesson, 2011, Oost, 2023, and Zohm, 2019.
The interested reader is referred to these sources for further information.

The fusion of light nuclei into nuclei with enhanced binding energy per nucleon releases en-
ergy equivalent to the mass difference between the fusion reactants and products. However,
the repulsive Coulomb force between nuclei necessitates overcoming an energy barrier before the
short-ranged nuclear forces can effectuate the fusion. This can be achieved by collisions with high
kinetic energies and is fostered by quantum tunneling. Given the much higher cross-sections for
Coulomb collisions at the energies typically involved in fusion experiments, numerous collisions
are nevertheless necessary to reach significant fusion probabilities. Consequently, in addition to
the acceleration of the particles, efficient confinement with small energy loss is required. In a
confined system, the fusion reaction rate of two species with densities n1 and n2 per volume and
time is determined by ffus = n1n2〈σu〉. The rate coefficient

〈σu〉 =

∫ ∫
σu f(~v1)f(~v2) d3v1d3v2 (1.1)

represents the average of the product of the cross-section σ and the relative velocity u = |~v2− ~v1|
over the velocity distributions of the species, f(~v1) and f(~v2). In thermal equilibrium, i.e., given
a Maxwellian velocity distribution, the reaction parameter 〈σu〉 is solely temperature dependent
for a given fusion reaction.

The proton fusion reactions that dominate the Sun’s energy production have very low cross-
sections. These are partly compensated by the high gravitational pressure in the Sun’s core,
which effectuates especially high densities, but the reaction rate is still comparably low. Thus,
the Sun’s fusion reactions are not viable for a fusion reactor on Earth. A fusion reaction with
orders of magnitude higher cross-sections, which allows significant fusion rates at feasible tem-
peratures (around 15 keV) and densities (around 1020 m−3), is the deuterium (2

1D) - tritium
(3
1T) reaction 2

1D + 3
1T → 4

2He (3.5 MeV) + 1
0n (14.1 MeV), which provides Efus = 17.6 MeV of

released energy per fusion reaction. This is the most promising reaction for civil energy produc-
tion. Deuterium and tritium are readily available resources, found in seawater and bred from
lithium, which is abundant in the Earth’s crust. Moreover, a deuterium-tritium fusion power
plant will be intrinsically safe from uncontrolled runaway reactions due to the small amount of
fuel in the reactor and the absence of any neutron-amplifying reaction. Also, the resulting ra-
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diotoxicity will not require permanent waste disposal on a geological time span. It arises mainly
from the tritium, which has a short half-life of 12.3 years, and from some materials activated by
the fast neutrons born from the fusion reaction.

Due to the required high temperatures in a fusion reactor, a simple confinement of the fuels
by solid walls is not feasible. However, a long-researched concept, which is in the focus of this
thesis, is magnetic confinement fusion. It uses the fact that the matter is in plasma state, i.e.,
ionized, at the relevant temperatures, and thus can be contained in a magnetic field cage. In
this concept, the energetic alpha-particle (4

2He) born from the fusion reaction remains confined
due to its charge and reheats the plasma via collisions. The neutron (1

0n) instead leaves the
plasma, and its kinetic energy can be harvested for electricity generation.

An important figure for research is the Q-factor, Q = Pfus
Pheat

. It is the ratio of the fusion power

Pfus =
∫
ffusEfus dV generated in the plasma with volume V and the external heating power

Pheat, which is required to compensate the loss Ploss from the plasma if it is not fully balanced
by heating due to collisions with the alpha particles. The loss of thermal energy W in a plasma
is due to transport processes, namely collisions, turbulence, and macroscopic instabilities, which
are summarized in a global energy confinement time τE. Additional radiation losses depend
crucially on the concentration of impurities, that is, other elements than the fusion main ions,
which have higher atomic numbers. They contribute to the bremsstrahlung losses due to their
stronger deflection of electrons and to the line and recombination radiation due to their higher
full ionization potential. Thus,

Ploss = Ptransp + Prad =
W

τE
+

∫
cBrn

2
eZeff

√
T dV + Pline + Precomb, (1.2)

where the bremsstrahlung’s constant is given by cBr = 1.66 · 10−38 W m3 eV−
1
2 , ne signifies the

electron density and T is the product of the temperature in Kelvin multiplied by the Boltzmann
constant kB, yielding the temperature in energy units. Zeff is the effective plasma charge as a
measure for the plasma dilution by impurities, calculated from the densities ni and charges Zi

of all ion species in the plasma:

Zeff =

∑
i niZ

2
i

ne
(1.3)

Therefore, the main parameters that determine the performance of a fusion reactor are the
plasma density and temperature, the energy confinement time, and the impurity content. Q = 1
is known as the scientific break-even, but a future reactor will require much higher values of
Q & 30 (EUROfusion, 2024b) in order to compensate for additional losses in the system and
to operate more efficiently in a burning plasma regime where much of the plasma heating is
self-sustained by the alpha particles.

Charged particles can move freely along magnetic field lines but not perpendicular to them due
to deflection by the Lorentz force. It was found that the best magnetic confinement is reached in
a torus-shaped configuration using a magnetic field with both a toroidal and a poloidal compo-
nent, which produces helically twisted field lines. There are two main concepts for establishing
such a field: the tokamak and the stellarator. The tokamak (Russian for ‘toroidal chamber
with magnetic coils’) is in the focus of this thesis and schematically sketched in figure 1.1. Its
toroidal field is effectuated by planar coils and the poloidal component is induced by a toroidally
flowing plasma current Ip, which in turn is induced by a linear current ramp in a central solenoid
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1.1. Nuclear fusion research

transformer coil. Given the toroidal angle φ and the poloidal angle θ, the twisting of the field
lines can be described with the relation

qs =
dφ

dθ
=
rBT

RBP
, (1.4)

where r signifies the minor radius from the magnetic axis, R the major radius from the tokamak
center, BT the toroidal magnetic field strength, and BP the poloidal magnetic field strength. qs

is also known as safety factor as it impacts the plasma stability.

Figure 1.1: Schematic of a tokamak. The toroidal magnetic field coils generate the toroidal magnetic
field component, and a linearly ramped current in the transformer coil induces a loop
voltage, which generates the toroidal plasma current that induces the poloidal magnetic
field component. The poloidal field coils add a vertical magnetic field, which is needed for
shaping and stabilization of the plasma. The structure of the plasma edge is not shown in
detail but simplified as plasma boundary. Figure reproduced from Zohm, 2014.

In equilibrium, the pressure gradient in the tokamak is balanced by the magnetic field according
to the magnetohydrodynamic (MHD) force balance

∇p = ~j × ~B, (1.5)

where p is the kinetic pressure, ~j the plasma current density and ~B the total magnetic field. MHD
describes the plasma as a single conducting fluid in order to study its macroscopic behavior.
The force balance shows that the magnetic field lines establish nested magnetic surfaces with
constant pressure. These flux surfaces are labeled according to their enclosed poloidal magnetic
flux ψ with a normalized radial coordinate

ρpol =

√
ψ − ψaxis

ψseparatrix − ψaxis
, (1.6)
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1. Introduction

reaching from 0 on the magnetic axis to 1 at the last closed flux surface, called the separatrix.

With respect to stellarators, which establish the full field via stationary currents in sophisti-
cated 3D-shaped coils, tokamaks are more prone to current-driven MHD instabilities and have
to deal with possible plasma current disruptions and their intrinsic pulsed operation. However,
due to their better accessible axisymmetric physics and long research history, starting with the
works of Dolgov-Saveliev et al., 1958 in the mid-20th century, the energy and particle confine-
ment and power exhaust concepts are nowadays more mature. Detailed information on many
facets of tokamaks can be found in Wesson, 2011.

Several tokamak devices have so far demonstrated the feasibility to generate relevant fusion
rates, the record produced energy being 69 MJ and the record Q-factor 0.67, both achieved at
the so far largest tokamak, the Joint European Torus (JET) (EUROfusion, 2024a; EUROfusion,
2024c). However, getting to reactor-relevant Q-factors necessitates a further improvement in
energy confinement to reach τE in the order of a few seconds. With the currently available con-
finement regimes, this can be achieved along two major pathways. Either the torus volume is
expanded by increasing the major radius R0, which is the distance of the magnetic axis without
plasma from the tokamak center. Here, changes in the aspect ratio, that is, the ratio of R0 to the
minor radius a, which describes half the horizontal diameter of the poloidal vessel cross-section,
are not considered. Alternatively, the magnetic field strength B can be increased.

Following the first path, a new tokamak, the International Thermonuclear Experimental Reactor
(ITER), is currently under construction with envisaged R0 = 6.2 m and B = 5.2 T. This is more
than a doubling of R0 and also a significant increase in B with respect to JET and is envisaged
to allow the demonstration of a burning tokamak plasma with Q = 10. Subsequently, the even
larger demonstration power plant DEMO is planned. The second path, building compact but
high-field tokamaks, has become accessible only recently due to advances in high-temperature
superconductor technology, such as rare earth barium copper oxide (REBCO) tapes, which have
a higher critical current density. It is pursued mainly by the company Commonwealth Fu-
sion Systems (CFS) in collaboration with the Massachusetts Institute for Technology (MIT) in
their tokamak project ARC (‘Affordable, Robust, Compact’) and its demonstration predecessor
SPARC (‘Soonest/Smallest Possible ARC’) (cf. Creely et al., 2020; Rodriguez-Fernandez et al.,
2022; Sorbom et al., 2015; Kuang et al., 2018), which is currently under construction,.

So far, however, no devices with reactor-like R0 or B are yet operational, such that fusion
research has to rely on smaller experiments to address the remaining engineering and physics
challenges. The latter include mainly improvements in core-edge integration, meaning the com-
bination of high energy confinement in the core with a power exhaust solution that respects
target strain thresholds. Moreover, a general aim of tokamak research is to resolve the weak-
nesses of tokamaks, thus improving the non-inductive current drive efficiency, avoiding current
disruptions, and mitigating current-driven MHD instabilities.

1.2 The ASDEX Upgrade tokamak

The ASDEX (Axially Symmetric Divertor EXperiment) Upgrade, or AUG, tokamak is located
at the Max Planck Institute for Plasma Physics in Garching, Germany. Currently, it is the op-
erating device with the most similar configuration to the planned ITER tokamak. This includes
a tungsten (W) wall and a very similar coil and vessel configuration. As such, it was designated
the current “flagship facility” of the EUROfusion tokamak program in the most recent facilities

4



1.2. The ASDEX Upgrade tokamak

(a)

(b) (c)

0.0

0.2

0.4

0.6

0.8

1.0

[m
-3
]

×1020

ne

0.00 0.25 0.50 0.75 1.00
ρpol

0.0

0.6

1.2

1.8

2.4

3.0

[k
eV

]

Te
Ti

Figure 1.2: The schematic of AUG (a) shows the toroidal magnetic field coils, the transformer coil and
the poloidal magnetic field coils (brown), the support structure for the coils (blue), and the
vessel with ports and divertors (grey) filled with plasma (pink). The poloidal cross-section
(b) shows a typical AUG plasma shape (here AUG #39086, 5.885 s) with the confined
plasma with closed field lines around the magnetic axis, the separatrix as last closed flux
surface featuring the X-point and the scrape-off layer (SOL) with open field lines to the
lower divertor. The corresponding kinetic profiles (c) show the separation of the confined
plasma into the core with small gradients, in particular in density, and the narrow pedestal
with steep edge gradients. Schematic of AUG (a) reproduced from IPP, 2024a.
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review (IPP, 2024b). Figure 1.2 shows a schematic of AUG together with the poloidal cross-
section and kinetic profiles, of the electron density and the electron and ion temperatures Te and
Ti, for a typical plasma. The steep edge gradients define the narrow region known as pedestal.
Important parameters are stated in table 1.1. As for all currently operating tokamaks world-
wide, the experiments at AUG are executed without tritium to avoid the nuclear handling. No
significant fusion energy is therefore produced. However, studies on the plasma confinement are
done with pure deuterium (D), and isotope or mass effects can be investigated using hydrogen
(H) or helium (He).

Parameter Value

Major radius R0 1.65 m
Minor radius a 0.5 m
Plasma volume ∼ 14 m3

Plasma current Ip ≤ 1.4 MA
Magnetic field strength B ≤ 3.2 T
Available heating power 20 MW NBI, 6 MW ECRH, 5 MW ICRF
Fuel amount and species ∼ 3 mg; D, sometimes He or H
First wall material W
Available impurity species He, N, Ne, Ar, Kr, Xe

Typical core electron density ne 1020 m−3

Typical core electron temperature Te 3–10 keV
Typical energy confinement time τE 0.2 s

Table 1.1: AUG machine parameters. The information is retrieved from IPP, 2023, Zohm et al., 2024,
and private communication.

AUG is equipped with an upper and a lower divertor, which are special vessel components tai-
lored for power and particle exhaust. When operated in a divertor configuration, the plasma is
shaped such that the open field lines end in one or both of the divertors where the plasma-wall
interaction takes place and the exhaust gas is pumped spatially well separated from the confined
plasma. In the divertors, the magnetic field lines are expanded to reduce heat and particle fluxes,
and the energies of incoming particles are reduced by atomic interactions with added (‘seed’)
impurities and neutral gas.

During an experimental campaign, the vessel remains in an ultra-high vacuum throughout sev-
eral months. On experimental days, individual discharges with a maximum pulse length of
10 s are executed. A longer duration is not feasible due to the heat-up of the copper coils.
For the heating of the plasma, 3 options are available. Neutral beam injection (NBI) transfers
the kinetic energy of fast injected neutrals to the plasma, electron cyclotron resonance heating
(ECRH) heats the electrons via injected microwaves at their gyrofrequency, and ion cyclotron
resonance frequency (ICRF) heating injects electromagnetic waves in the radio frequency range
to heat the ions, which have a lower gyrofrequency due to their higher mass. The plasma fuel-
ing with the main species and possibly requested impurities is performed via gas valves in the
divertor or at the midplane, or via injection of frozen pellets.

1.3 The role of impurities and their transport in tokamaks

Core-edge integration with tailored impurity distributions As mentioned above, a
major remaining physics challenge in nuclear fusion research is the core-edge integration. This
means that a long energy confinement time in the core must be combined with a power exhaust
solution that prevents overheating of the plasma-facing components (PFCs). In current research
devices, the first wall is typically not at significant risk, at least when some basic safety measures
are applied, as described for AUG by Kallenbach et al., 2010. However, reactors will be hotter
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and will therefore require more sophisticated active moderation of the stationary power load and
minimization of transient peak power fluxes. Demonstrating successful core-edge integration is
therefore also an important objective to be achieved in the fusion power operation phase of
ITER (Campbell et al., 2024). Specifically, the steady-state power load in the divertor should
be kept below the engineering design point of 10 MW m−2 and the short-term power flux must
not exceed 20 MW m−2 (ITER, 2024).

In order to achieve the first objective – namely a tolerable stationary power load on the PFCs
in a tokamak reactor – a significant part of the outgoing power will need to be radiated at the
plasma edge. Radiation distributes the power over an extended area of the first wall and thus
reduces the power load on the divertor target plates. Ultimately, it is an important actuator to
access a divertor condition with a strong pressure drop in front of the target, which minimizes
the interaction between the plasma and the divertor target plates and is known as divertor de-
tachment (Matthews, 1995; Krasheninnikov et al., 2017). Equation 1.2 shows that the radiative
energy loss depends on the impurity content. Therefore, effective power exhaust in a reactor will
require impurity radiation in the divertor, the SOL, and possibly even the confined plasma edge.
For example, ITER is expected to operate with mainly divertor and SOL impurity radiation due
to its moderate heating power, whereas DEMO is likely to rely on additional impurity radiation
from the edge of the confined plasma (Kallenbach et al., 2013).

However, while impurity radiation is favorable in the outer plasma region, the allowable im-
purity content in the plasma center is limited. This is because impurity radiation degrades the
energy confinement, and fuel dilution reduces the fusion rate. The former is particularly critical
for impurities with high atomic number Z as they are not fully ionized at core temperatures,
whereas the latter also restricts the concentration of low-Z impurities (Pütterich et al., 2019).
Dealing with these competing demands, set by the impurity limits for plasma core performance
and the required power dissipation pattern at the plasma edge, necessitates carefully balanced
impurity distributions.

Impurity sources in tokamaks Impurities in a tokamak can arise from intrinsic sources,
namely from the fusion process itself producing He, and from physical sputtering or chemical
erosion from the first wall. Due to its very low Z, He does not substantially add to impurity
radiation, but due to its strong source in the plasma center, it is a relevant contributor to fuel
dilution. Efficient He removal from the plasma is therefore subject to ongoing research, see,
e.g., Zito et al., 2023. Future devices are planned with metallic walls owing to several beneficial
properties, namely small tritium retention, high stability against neutron irradiation, and small
erosion rates (Neu et al., 2013). A promising candidate material is W, which is used for the
AUG PFCs since 2007 and is also foreseen for the ITER first wall (Loarte et al., 2024). It was
shown at AUG that a W wall reduces the intrinsic impurity content in the plasma, in particular
when conditioned with a thin boron layer in a so-called boronization (Neu et al., 2013). How-
ever, the tolerable W core concentration is also very low since it is a strong radiator. Therefore,
sputtering from the wall must be avoided.

For customized radiative power exhaust, additional extrinsic impurity seeding, usually via gas
puffing or pellet injection, is required. Candidate impurities are in particular xenon (Xe), kryp-
ton (Kr), argon (Ar), neon (Ne), or molecular nitrogen (N2) as they are suitable for puffing,
chemically inert, and strongly recycling from the wall, which avoids co-deposition of tritium
(Kallenbach et al., 2011). Their influences on the plasma and the PFCs are reviewed in Kallen-
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bach et al., 2011. Importantly, they have a complex impact on the intrinsic impurity content,
as sputtering of high-Z first wall materials is on the one hand mainly caused by impurities, but
on the other hand also reduced due to the cooling by impurity radiation.

Importance of radial impurity transport in the pedestal In order to assess the in-
fluence of impurities on the plasma performance, it is essential to consider both the radiative
properties and the density distributions of all charge stages of the various impurity species that
may be present. Studies based solely on atomic data can provide boundary conditions for fu-
ture reactors, such as measures for the permissible W concentration in the core presented by
Pütterich et al., 2019, but cannot predict whether these constraints will be satisfied. Similarly,
experimental studies on current devices can only give indications. For example, Kallenbach et
al., 2012 and Kallenbach et al., 2013 point to the need to involve different seeding species with
increasing Z for radiative cooling of the divertor, the SOL, and the edge of the confined plasma,
and Kallenbach et al., 2022 and Lang et al., 2023 demonstrate a faster response and enhanced
radiative efficiency for cooling the pedestal when injecting the seed species via impurity doped
pellets, which could help to counteract transient divertor re-attachment. However, these exper-
imental results cannot necessarily be directly scaled to future reactors.

Accurate predictions must instead rely on physics-based modeling of the impurity density dis-
tributions and the charge stage balances. In order to fill the gaps in the required physical under-
standing, priorities are the investigation of impurity behavior in the divertor, e.g., addressed in
Makarov et al., 2024, and the comprehension of the relationship between the impurity content
in the confined plasma and in the divertor. A simple empirical scaling for impurity compression
and enrichment, that is, the ratios between the density or concentration of neutral impurity
in the divertor with respect to impurity ions in the core, has been derived from AUG data by
Kallenbach et al., 2024. Yet, these quantities are also not easily scalable to other devices. They
depend critically on the radial impurity transport in the core-edge connecting pedestal, which
needs to be thoroughly understood.

Impurity transport coefficients The transport of an impurity species acts on its charge
stage densities nI,Z via the continuity equation

∂nI,Z

∂t
= −∇ · ~ΓI,Z +QI,Z , (1.7)

where t is the time, ~ΓI,Z represents the flux density of the impurity charge stage, which is deter-
mined by transport processes, and QI,Z indicates the source term. Here, Z does not indicate the
atomic number but the charge of the atom, i.e., the ionization stage. This double use is conven-
tional in the literature and is therefore adopted here. The equations for all charge stages yield a
coupled system since the source is determined by ionization and recombination processes from
neighboring charge stages, except for the neutral one, which is released by the above-mentioned
intrinsic or extrinsic sources. Since the ionization and recombination equilibration time can be
longer than typical transport time scales, not only the total density of an impurity species but
also its charge stage balance can be affected by the transport.

In the confined plasma, thus also in the pedestal, it is mainly the component of the trans-
port directed perpendicular to the flux surfaces that is of interest, because the transport parallel
to the magnetic field is typically fast enough to avoid large impurity density asymmetries on a
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flux surface. Thus, a radial coordinate r is defined, which is constant on a flux surface. Together
with the angles φ and θ, it forms a complete set of coordinates in the torus. The transport pro-
cesses defining the radial flux density can then be parameterized into a diffusive and a convective
component with flux surface-averaged transport coefficients D and v, such that

ΓrI,Z = −D
∂nI,Z

∂r
+ vnI,Z . (1.8)

Thus, the flux surface-averaged radial continuity equation reads

∂nI,Z

∂t
=

1

r

∂

∂r
r

(
D
∂nI,Z

∂r
− vnI,Z

)
+QI,Z . (1.9)

In a steady state and without a neutral particle source, which usually applies to the confined
plasma, the flux density of the total impurity, i.e., summed over all charge stages, must vanish.
This yields the relation for the inverse of the gradient scale length LnI,tot of the total impurity
density nI,tot:

v

D
=

1

nI,tot

∂nI,tot

∂r
=
∂ lnnI,tot

∂r
=

1

LnI,tot

. (1.10)

It shows that negative/positive values of convection, i.e., inward/outward drift velocities, lead
to peaked/hollow density profiles of the total impurity, whereas diffusion always acts flattening
on the profiles. Both diffusion and convection can be due to collisional, also termed neoclas-
sical, and turbulent processes, the former setting the lower transport limit. A brief review of
important impurity transport theory and in particular on these different transport processes
contributing to diffusion and convection is provided in section 2.1.

It is important to quantify these underlying physical mechanisms in the pedestal based on
experimental observations of D and v and their comparison with transport modeling. Only such
knowledge allows the accurate scaling of impurity behavior in the pedestal to future reactors.
This can be understood by the example of predictions for pedestal impurity transport in ITER
when operated in the standard high-confinement regime (H-mode) (Dux et al., 2014; Dux et al.,
2017) and observations in strongly heated JET plasmas (Field et al., 2022; Garcia et al., 2022).
Here, the same underlying convection and diffusion mechanisms result in different phenomeno-
logical transport properties and impurity density distributions than typical in current devices
due to different kinetic profiles of the background plasma. More simple assessments of impurity
behavior, e.g., in terms of confinement times or density profiles, are not sufficient to predict or
explain such effects.

Interest in H-modes without large ELMs So far, it has been discussed how to achieve
a tolerable stationary power load on the PFCs via radiative cooling. However, the second ob-
jective introduced above has been neglected – namely to reduce transient peak power fluxes
to the wall below the detrimental threshold. This is not possible by radiation, even with so-
phisticated impurity distributions, but rather requires the avoidance of MHD instabilities that
endanger the first wall, in particular disruptions of the plasma current in the tokamak and large
(type-I) edge-localized modes (ELMs). The former result in a loss of the total stored thermal
and magnetic energy, whereas the latter are periodic relaxation events of the pedestal gradients,
which occur in standard H-mode plasmas and flush energy and particles out of the confined
plasma. Effective real-time disruption monitoring and control techniques are being developed
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for passive and active stabilization of disruptive modes (Strait et al., 2019). On the other hand,
the development of an H-mode with either natural absence of large ELMs or compatibility with
active ELM control techniques is inevitable. Good overviews of currently available promising
candidate regimes are provided in Stroth, 2022 and Viezzer et al., 2023.

Whereas disruption avoidance is hardly related to impurity issues, the ELM characteristics
of a regime and its impurity distribution mutually influence each other. ELMs can contribute
to wall sputtering, in particular in case of high levels of light impurities in the plasma (Dux
et al., 2009; Dux et al., 2011), and impurities can influence the pedestal stability (Beurskens
et al., 2013; Dunne, 2016). Furthermore, and most importantly for this thesis, H-modes without
large ELMs feature different MHD or turbulent instabilities at the plasma edge, which keep the
pedestal stable but also influence the pedestal impurity transport. Thus, the radial impurity
transport in the pedestal must be studied individually for the specific operational regimes to
assess their compatibility with a metal wall, and with impurity seeding for edge radiative cooling
and divertor detachment. As a side-effect, a better understanding of impurity transport in these
regimes could also further the understanding of their general pedestal physics. A brief review of
the standard H-mode, pedestal stability, and the current state of research on the most promising
ELM-free, small-ELM, and ELM-suppressed or -mitigated regimes is provided in section 2.2.

Summary In summary, knowledge of the radial impurity transport, in particular in the
core-edge connecting pedestal, is important for predicting the performance of reactor plasmas.
It influences the choice of the first wall material and conditioning, the impurity seeding scheme,
consisting of the species, amount, and method of extrinsic injection, and the operation scenario
of a future tokamak reactor. For all regimes considered, experimental quantification of the trans-
port in terms of diffusion and convection and its physical understanding by comparison with
modeling is crucial.

1.4 Previous knowledge

Core impurity transport bounded by the pedestal There have been numerous studies
on core impurity transport in the past years, such that this matter has by now reached a high
level of understanding. A rather recent detailed review is provided in Angioni, 2021. In current
devices, the transport of impurities in the core is governed by the balance between turbulent
diffusion and neoclassical inward convection, which scales linearly with Z and thus becomes
particularly relevant for high-Z elements. If the neoclassical transport is dominant, impurities
may accumulate, meaning that they exhibit a stronger density peaking than the background
plasma. This can typically be prevented by central wave heating of electrons or ions, the effects
of which have been thoroughly investigated experimentally (Dux et al., 2003; Angioni et al.,
2017; Sertoli et al., 2017; Odstrčil et al., 2020) and recently successfully modeled (Fajardo et al.,
2024), revealing changes in the impurity transport coefficients.

In future reactor-like devices, however, the conditions will be more beneficial from the out-
set, because of lower collision frequencies, measured as collisionalities, in the hotter core, as well
as a reduction in plasma rotation and central main ion source due to the minor role of NBI
heating with respect to ECRH heating. Integrated modeling predictions for ITER using these
constraints indicate that turbulence will dominate impurity transport throughout the plasma
core, thus preventing impurity accumulation and yielding relatively flat impurity density profiles
(Fajardo et al., 2024). Therefore, the impurity content in the core will be largely determined by
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the boundary impurity density at the pedestal top, which emphasizes the crucial role of impurity
transport in the pedestal.

Pedestal impurity transport in type-I ELMy H-modes Yet, impurity transport stud-
ies specifically targeting the pedestal are rare. The most detailed understanding is available
for H-mode plasmas with type-I ELMs. Already shortly after the discovery of the H-mode,
it was proposed that the pedestal impurity transport is close to the neoclassical lower limit
between ELMs, explaining the higher impurity confinement times compared to the low confine-
ment regime (L-mode), whereas the ELMs themselves were observed to have a screening effect
on impurities (ASDEX Team, 1989). Experimental investigations in several devices have since
supported this hypothesis, with the most comprehensive study of pedestal impurity transport
coefficients presented by Pütterich et al., 2011. In agreement with results from the tokamaks
Alcator C-Mod, DIII-D, and JET, it proves for a set of different low- to medium-Z impurities
in AUG H-modes the suppression of turbulent impurity transport by the edge transport bar-
rier (ETB) that occurs during inter-ELM phases. Furthermore, it demonstrates the common
approach to model ELMs as a diffusive process, namely with enhanced impurity diffusion above
the neoclassical level in the pedestal during ELMs.

Given typical kinetic profiles in current devices, neoclassical transport normally causes inward
convection of impurities in the plasma edge, which is balanced by impurity flushing during the
ELMs. The impurity distribution is thus influenced by both the background plasma profiles and
the ELM frequency and amplitude. However, as briefly touched upon above, due to the high
core temperatures and high separatrix densities in ITER, the outward directed contribution to
neoclassical convection, which driven by the temperature gradient, will dominate, leading to
hollow edge impurity density profiles, in particular for high-Z impurities (Dux et al., 2014; Dux
et al., 2017). Calculations with the extended MHD code JOREK have shown that, in this case,
ELMs can drive impurities inward as they act diffusively (van Vugt et al., 2019). These reverse
effects have been proven experimentally in plasmas using high heating power at JET (Garcia
et al., 2022; Field et al., 2022).

Open questions Despite these findings, an extensive investigation of radial impurity trans-
port in the type-I ELMy H-mode pedestal is still lacking. In particular, it should not impose
coarse parameterizations on the transport coefficient profiles and furthermore comprise differ-
ent collisionality ranges. Most experiments in current devices are conducted with much higher
impurity collisionalities than expected in future hotter devices, especially at the pedestal top.
For the ion heat transport, it has been shown at DIII-D that the pedestal may become more
turbulent as the collisionality decreases (Haskey et al., 2022), and it is not clear whether the
same applies to impurity transport.

Moreover, still poorly investigated is the pedestal impurity transport in the various operational
regimes without large ELMs that are potential candidates for reactor operation. In the focus
of this thesis are promising regimes in which large ELMs are naturally absent, in particular
the so-called quasi-continuous exhaust (QCE) regime and the enhanced D-alpha (Dα) (EDA)
H-mode. Both exhibit small MHD activity and turbulence in the plasma edge, which prevents
type-I ELMs, while good energy confinement is maintained. Observations indicate that despite
the absence of impurity flushing due to large ELMs, these regimes do not suffer from high-Z im-
purity accumulation and have shorter impurity confinement times (Faitsch et al., 2023; Pedersen
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et al., 2000). This suggests an altered impurity transport, probably related to the respective
edge fluctuations.

Experimental studies have explored the integration of seed impurities with these regimes, ex-
amining the phenomenological impurity behavior such as the divertor enrichment (Kallenbach
et al., 2020; Kallenbach et al., 2024). Yet, these findings are not directly scalable to other devices
without an analysis of the pedestal impurity transport coefficients. There have only been very
few investigations aimed at the determination of D and v, in particular Pedersen et al., 2000,
indicating enhanced impurity diffusion in the EDA H-mode pedestal compared to typical ELM-
free H-modes. However, these results are based on simplified assumptions about the transport
coefficient profiles, which are unable to provide accurate profile shapes with the high resolution
required for pedestal studies.

1.5 Experimental approaches

Experimental challenges The lack of experimental studies on radial impurity transport
coefficients in the pedestal is mainly due to experimental challenges, in particular caused by the
steep edge gradients in the background plasma and in the transport coefficient profiles. These
conditions demand high spatial diagnostic resolution, precise alignment of different diagnostic
data, and robust uncertainty quantification. Additionally, the changes in the ionization balance
between the multiple charge stages, which are present in the pedestal on narrow spatial scales,
and the proximity of the SOL with 3-D impurity density distributions can further complicate
the task.

General approaches The transport coefficients can be estimated from observations of
impurity densities if enough information is available such that the system of radial equations,
stated in equation 1.9, is not highly underdetermined. The easiest approach is the so-called
flux-gradient method. When measuring the time evolution of the total impurity density, the
source term vanishes due to the sum over all charge stages, and a linear equation in D and v
can be obtained:

1

nI,totr

∫ r

0

∂nI,tot

∂t
r′dr′ =

1

nI,tot

∂nI,tot

∂r
D − v. (1.11)

This approach is well suited for studies concerning low-Z impurities in the core, see, e.g., Bruhn
et al., 2018 and McDermott et al., 2021, as they are fully stripped, thus only one charge stage
has to be measured. The required impurity density time evolution can be induced by extrinsic
perturbations, such as gas puff modulations, laser blow-off (LBO) or pellet injections, or also
ICRF heating variations. However, the impurity must be in the trace limit, which is defined as

nI,ZZ
2

nD+

� 1, (1.12)

with the main ion density nD+ . This condition ensures that impurities do not contribute much
to any transport in the plasma (Angioni, 2021) and the impurity transport coefficients are there-
fore constant in time.

When there is more than one charge stage present, usually for high-Z impurities or in the
pedestal, the derivation of D and v becomes more difficult since the system of coupled trans-

12



1.5. Experimental approaches

port equations, as shown in equation 1.9, must be solved. Measuring only one charge stage
and applying the flux-gradient method requires assumptions or modeling of the charge stage
balance, as demonstrated by Sertoli et al., 2011. However, this is complicated by the fact that
the charge stage balance is usually not in ionization equilibrium but is affected by the radial
impurity transport. Furthermore, in the pedestal, it can be difficult to observe one charge stage
that is prevalent throughout, as the charge stage balance changes significantly across this region.

Solving the system of transport equations analytically is only feasible in very simple cases (Dux,
2004). Generally a numerical diffusive-convective impurity transport solver, such as the codes
STRAHL (Dux, 2021) or Aurora (Sciortino et al., 2021a; Sciortino, 2020), must be employed.
These codes are forward modeling the impurity densities of all charge stages, focusing on the
confined plasma without neutral impurity sources or losses, as they use rather simple models for
the SOL and divertor. Their inputs consist of the magnetic equilibrium, the plasma background,
the atomic rate coefficients for all relevant ionization and recombination processes, and specified
D and v profiles. Thus, inferring the latter from experimental data which contains information
on impurity densities, becomes an inverse problem.

A common simplification is to adopt equal transport coefficients for all prevailing charge stages,
assuming them to be close in Z. Then, it is possible to constrain the problem if sufficient
data on different charge stages is available. Typically, passive spectroscopic diagnostics, such
as soft X-ray (SXR) or vacuum ultraviolet (VUV) measurements, are used to acquire informa-
tion on multiple charge stages. The few studies of impurity transport in the pedestal presented
above have used such approaches. However, since passive spectroscopic observations are line-
integrated, tomographic inversion is needed to retrieve spatial information. The accuracy of
the pedestal transport coefficient inferences, which are very sensitive to the radial resolution, is
therefore limited.

Charge-stage method A different approach, called charge-stage method, is used here. It
has not often been used so far, but overcomes the aforementioned problems in the pedestal.
This method is based on stationary plasmas without modulation of the impurity content, such
that the time derivative in equation 1.9 vanishes:

0 =
1

r

∂

∂r
r

(
D
∂nI,Z

∂r
− vnI,Z

)
+QI,Z . (1.13)

Thus, in the confined plasma without neutral impurity sources or losses, the unknowns in the
system of equations are reduced to the densities of all charge stages plus the profiles of D and
v, their number being equal to the number of equations + 2. Therefore, measurements of the
density profiles of 2 charge stages are in principle sufficient to constrain the impurity transport
coefficients.

Recent works, in particular Dux et al., 2020 and Nishizawa et al., 2022, have started to ex-
plore the charge-stage method, but it has not yet become widely established. Its use requires
a specialized diagnostic setup that is capable of measuring accurate radial density profiles of
≥ 2 charge stages. Most suitable for this task is charge-exchange recombination spectroscopy
(CXRS) because it can provide the highest radial resolution and data quality for impurity den-
sity observations. CXRS observes the radiance of specific line transitions, emitted by impurity
ions after charge-exchange (CX) processes with NBI neutrals. The emission contains information
about the density of the charge stage involved in the CX reaction, with good radial localization
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provided by the intersection between the line of sight (LOS) and the NBI path. Yet, to apply
the charge-stage method, the CXRS system must possess a dense radial array of LOS in the
pedestal and be capable of measuring multiple charge states, which usually requires the LOS to
be distributed across different spectrometers.

With such a tailored diagnostic setup, very accurate inferences of pedestal impurity transport
are possible with the charge-stage method. The CXRS setup already comes with high radial
resolution and data quality by itself, but due to the steady-state condition, experimental tech-
niques for further improvements are available. First, the trace limit condition is not imposed,
as the transport coefficients cannot be altered by a time evolving impurity concentration. The
stationary influence of impurities above the trace limit on the transport can be included in
comparative theoretical simulations, such that accurate conclusions on the underlying transport
mechanisms are still possible. This allows a higher impurity content to be established in order to
obtain better signals, which can be particularly important at the pedestal foot where impurity
densities are typically lowest. In addition, the data can be averaged over longer time spans.
Therefore, NBI dips, i.e., short off-periods, can be used to separate passive contributions to the
spectral lines, which improves the data quality, and finally, radial plasma sweeps, as suggested
in Viezzer et al., 2012, can further improve the spatial resolution.

Fulfilling the steady-state condition is normally not a problem in regimes without large ELMs
or with sufficiently long inter-ELM phases. The main caveat concerning the charge-stage-based
approach, which also limits its widespread application apart from the complex diagnostic require-
ments, is that it is mostly only applicable in the pedestal. The use of medium-Z impurities,
such as Ne, is suggested because their poloidal density asymmetries are less pronounced than for
high-Z elements. Moreover, they have multiple charge stages for which effective CX-emission
rate coefficients of specific spectral lines are available, such that their impurity densities can be
evaluated from observed line radiances. However, in the core, such impurities are usually com-
pletely ionized. Thus, D and v cannot be disentangled based on the charge stage balance but
the charge-stage method can only yield their ratio v

D . For pedestal studies with the charge-stage
method, as with any impurity transport analysis at the plasma edge, it is important to ensure
that the model for SOL and divertor impurity sources and losses, which cannot capture the
real complex 3-D impurity distributions, does not influence the results. Moreover, the results
are sensitive to the kinetic profiles of the background plasma and to the atomic data used to
calculate ionization and recombination processes in the impurity transport solver. Thus, these
inputs, and especially their alignment, should be handled with care.

Bayesian data analysis The complete forward model used to derive D and v in the
pedestal from CXRS data with the charge-stage method consists of the coupled system of equa-
tions, simplified by the stationary state as shown in equation 1.13, together with the synthetic
diagnostic equations mapping the charge stage densities onto the measured line radiances, as
detailed in the chapters 3 and 4. The unknown, i.e., free, parameters comprise, in addition to
the profiles of transport coefficients and charge stage densities, scalar-valued sources of neutral
impurity and of thermal neutral D outside the confined plasma. They must be inferred since they
are difficult to measure and also difficult to model as they involve recycling. These constraints
yield a complex non-linear forward model, which poses a difficult inverse problem. Its solution
may in particular feature high-dimensional, non-Gaussian error statistics, and potentially even
multimodality, i.e., multiple local minima.
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Previous studies on radial impurity transport, such as Dux et al., 2020, Howard et al., 2012, and
Grierson et al., 2015, have often fitted D and v using least-squares minimization techniques such
as the Levenberg-Marquardt algorithm. However, given the conditions outlined above, a more
robust uncertainty quantification that is especially able to deal with non-Gaussian probability
distributions is strongly recommended. This applies to most experimental analyses of impurity
transport coefficient profiles, also those using time-dependent approaches, and can best be ad-
dressed by inferring the full probability distribution of the parameters according to Bayesian
statistics (Chilenski et al., 2019). However, this distribution cannot be calculated analytically
but must be sampled, which comes with a considerable computational computational demand
(Chilenski et al., 2019).

For this reason, the code Aurora (Sciortino et al., 2021a; Sciortino, 2020) has been devel-
oped, which is strongly based on its predecessor STRAHL (Dux, 2021) but reduces the runtime
of the numerical impurity transport solver. Moreover, based on Aurora, a new module aimed
at Bayesian impurity transport inference, ImpRad, has been developed within the One Modeling
Framework for Integrated Tasks (OMFIT) (Meneghini et al., 2013; Meneghini et al., 2015). So
far, however, the Aurora code and the ImpRad module have mostly been used and optimized
for inferring impurity transport in the plasma core, such as in Odstrčil et al., 2020, Sciortino
et al., 2020, Sciortino et al., 2021b, and Sciortino et al., 2022, where transport coefficients have
been derived from LBO impurity injections into different confinement regimes on DIII-D and
Alcator C-Mod. Recently, progress has been made on several extensions, e.g., to use ImpRad
also for main ion transport studies (Rosenthal et al., 2023). For impurity transport studies tar-
geted at the pedestal, and in particular for using the charge-stage method, a simplified impurity
transport solver for steady-state conditions has been developed and included in the Aurora
package (Nishizawa et al., 2022).

1.6 Thesis objectives and outline

This thesis presents a novel data analysis routine for experimental quantification of radial im-
purity transport in the pedestal of AUG discharges. It builds on previous achievements, in
particular the impurity transport solver Aurora, optimized for fast iterations based on the ear-
lier diffusive-convective transport code STRAHL, and the OMFIT ImpRad module, designed for
experimental analyses of impurity transport coefficients, as well as the AUG CXRS system and
data evaluation codes. High-quality CXRS data is acquired with a special diagnostic setup to
derive the transport coefficients with the charge-stage method, that is, based on spectral line
radiance measurements from ≥ 2 impurity charge stages in steady-state plasmas. The sophisti-
cated forward model mapping from the free parameters to the data includes the Aurora code
and a synthetic diagnostic, linking individual charge stage densities with the observed impurity
radiances. Thus, the method poses a high-dimensional non-linear inverse problem. It is solved
with a sampling algorithm providing the full probability distributions of the parameters accord-
ing to Bayesian statistics. The settings of the Bayesian inference are carefully configured.

Methodology tests using realistic synthetic data are done to prove the high radial precision
of the inferred transport coefficients and the rigorous uncertainty quantification. They also as-
sess the parameterization of the transport coefficient profiles, and the impact of potential data
perturbations and model errors. The new framework is applied to analyze radial Ne transport
in the pedestal of different confinement regimes. Type-I ELMy H-mode discharges are studied
between ELMs and qualitatively also during ELMs, and compared to L-mode transport. More-
over, for the first time, high-resolution profiles of diffusion and convection in naturally ELM-free
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regimes, namely the QCE regime and the EDA H-mode, are presented. All experimental results
are compared to collisional transport modeling, providing insights into the underlying transport
processes.

The structure of the thesis is as follows. Chapter 2 introduces important background infor-
mation, in section 2.1 on impurity transport, in section 2.2 on plasma edge physics, and in
section 2.3 on Bayesian statistics. Subsequently, the specific experimental setup, as it is used
for impurity transport inferences with the charge-stage method, is presented in chapter 3. The
new inference framework to infer D and v profiles from this data is detailed in chapter 4, in-
cluding in particular the individual elements of the forward model and the specifications for the
Bayesian sampling. The methodology is tested with synthetic data in chapter 5. Thereafter, the
framework is applied to deduce radial Ne transport coefficients in different confinement regimes
at AUG. Chapter 6 shows the Ne transport results for type-I ELMy H-modes and L-mode, and
chapter 7 for QCE discharges and an EDA H-mode. The thesis is summarized and concluded
with a discussion on the implications of the findings for reactor-like tokamaks and directions for
future work in chapter 8.
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2 Background

This chapter summarizes important background information that is needed to understand the
methodology and results of this thesis. It is structured into 3 sections on impurity transport
(2.1), plasma edge physics (2.2), and Bayesian statistics (2.3).

2.1 Impurity transport

Impurity transport comprises all processes that contribute to the flux density of different impu-
rity charge stages in the plasma (~ΓI,Z in equation 1.7). As it is an important and long-researched
topic in magnetic confinement fusion plasma physics, several comprehensive reviews have been
published over the years. Besides more general textbooks, such as Goldston et al., 2012 or
Stroth, 2018, which include informative chapters on the subject, recommended are Helander
et al., 2002 and Hinton et al., 1976 on collisional impurity transport theory, Fußmann, 1992
for general insights into particle transport, Dux, 2004 for an introduction to impurity trans-
port focusing on aspects relevant to experimental studies, and Angioni, 2021 which provides an
overview of the current knowledge and recent research developments concerning all aspects of
impurity transport.

This section is oriented on these publications. It first introduces some general properties of
transport in magnetized plasmas (section 2.1.1), before detailing the characteristics of radial im-
purity transport, subdivided into classical and neoclassical collisional transport (section 2.1.2),
and anomalous transport due to turbulence and MHD activity (section 2.1.3). Thereafter, the
relevance of poloidal asymmetries of impurity transport coefficients and densities is discussed
(section 2.1.4), and modeling approaches for radial impurity transport are outlined (section
2.1.5).

2.1.1 General properties of transport in magnetized plasmas

The motion of a single charged particle in a plasma to which an external magnetic field is
applied is influenced by the Lorentz force. Its velocity component perpendicular to the field
lines v⊥ is deflected, resulting in a gyration around the field lines. This fundamental gyromotion
is characterized by its gyroradius, also called Larmor radius. For a particle with charge q and
mass m it is given as

rL =
mv⊥
|q|B

. (2.1)

A tokamak plasma is usually magnetized, meaning that the Larmor radius is very small compared
to typical system sizes or gradient scale lengths L in the plasma. Hence, a small ordering
parameter

ρ∗ =
rL

L
� 1 (2.2)

can be defined. L is often specified as the pressure gradient scale length

Lp = |∇ ln p|−1 , (2.3)

or sometimes also as the minor tokamak radius a. The small ρ∗ effects that particles can move
rather freely along the field lines spanning the magnetic flux surfaces, but radial transport, i.e.,
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2. Background

perpendicular to the flux surfaces, is hampered and occurs on much slower time scales than
parallel transport.

The motion of many particles in the plasma is described statistically by the distribution function
in phase space f(~r,~v) for each particle species, which represents the density of particles with
velocity ~v at position ~r. A common assumption is that the velocity distribution is influenced
only by electric and magnetic fields, ~E and ~B, and by collisions with other particle species, in
particular neglecting gravity. Since Coulomb collisions dominate, other types of collisions are
as well typically neglected. Coulomb collisions are in fact also interactions due to electric fields,
but on spatial scales smaller than the Debye length λDebye, which is the characteristic length
scale at which the plasma maintains quasineutrality. Their effect on f(~r,~v) can therefore be
separated into a collision operator Cb for collisions with each other particle species b, which is
usually specified as the Fokker-Planck operator due to the dominance of small-angle collisions.
Then, ~E and ~B only describe fields on scales larger than λDebye. If furthermore any sources of
particles or heat are neglected, this yields the kinetic equation for a particle species with mass
m and charge q:

∂f(~r,~v)

∂t
+ ~v · ∇f(~r,~v) +

q

m

(
~E + ~v × ~B

)
· ∇vf(~r,~v) =

(
∂f(~r,~v)

∂t

)
coll

=
∑
b

Cb(f). (2.4)

The electromagnetic field in a tokamak is partly externally induced, such as the toroidal mag-
netic field and the toroidal electric field driving the plasma current. But in addition there are
fields caused by the plasma itself, such as the poloidal magnetic field induced by the plasma cur-
rent. Therefore, the kinetic equations for all particle species must be combined with Maxwell’s
equations to form a closed system that determines f(~r,~v), given suitable boundary conditions.
The density and mean velocity of a single species follow directly from f(~r,~v) as the first two
velocity moments:

n(~r) =

∫
f(~r,~v) d3v, (2.5)

~u(~r) =

∫
~v f(~r,~v) d3v

n(~r)
. (2.6)

Together, they yield the particle flux density

~Γ(~r) = n(~r)~u(~r). (2.7)

However, solving the coupled system of equations with the kinetic equation is very complicated.
Therefore, it is usually simplified by approximations or other methods are used to derive impor-
tant properties of particle transport in the plasma.

In the following, some general properties of particle transport are derived from the velocity
moments of the kinetic equation, known as fluid equations. In the lowest two orders, these
yield the particle and momentum conservation equations, also known as continuity equation
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and equation of motion, providing relations for n and ~u:

∂n

∂t
+∇ (n~u) = 0, (2.8)

mn

(
∂~u

∂t
+ ~u · ∇~u

)
= qn

(
~E + ~u× ~B

)
−∇p−∇π +

∑
b

~Fb. (2.9)

Here, p is the scalar pressure and π the viscosity tensor, which together form the pressure tensor.
The friction force due to collisions is defined as

~Fb =

∫
m~v Cbd

3v. (2.10)

The infinite number of fluid equations are inherently coupled because each equation involves
the next-order moment of f(~r,~v). For instance, ~u appears in equation 2.8 and the pressure ap-
pears in equation 2.9. Solving the system of equations thus requires a closure that approximates
higher-order moments in terms of lower-order moments.

However, some basic transport properties can also be more easily derived by ordering the equa-
tions in ρ∗. For this purpose, a temporal equilibrium with only a small deviation f ′ ∼ O(ρ∗) of
f(~r,~v) from a Maxwellian velocity distribution fM(T ), defined by a local temperature T with
thermal velocity

vth =

√
2T

m
, (2.11)

can be assumed.

The zeroth-order contributions in ρ∗ to equation 2.9 yield the stationary ideal MHD equilibrium
fluxes, namely the E ×B-drift and the diamagnetic drift:

~u
(0)
⊥ =

~E × ~B

B2
− ∇p×

~B

qnB2
. (2.12)

The diamagnetic drift causes the diamagnetic current, which flows poloidally, perpendicular to
the field lines. In a tokamak, B ∝ 1/R, such that the poloidal cross-section has an outboard
low-field side (LFS) and an inboard high-field side (HFS). Therefore, the diamagnetic current
is not divergence free and a top-down charge separation occurs. However, due to the helically
twisted magnetic field lines, this charging can be counteracted by a parallel current, the so-called
Pfirsch-Schlüter current, driven by the emerging vertical electric field.

Since collisional transport arises only from the perturbations of the Maxwellian velocity dis-
tribution, it is not included in the zeroth-order equation. Consequently, the zeroth-order drift
velocities can also be understood qualitatively in part from the collisionless motion of single
particles. Their guiding centers can move perpendicular to the field lines due to changes in
the gyroradius during the gyroorbit. The E × B-drift can be explained by the acceleration of
individual particles in the electric field, whereas the flows of the diamagnetic drift cannot be
fully recognized in the particle picture. Yet, the charge separation effect is captured in the torus
drifts, namely the curvature drift caused by the centrifugal acceleration on the trajectory along
the curved magnetic field lines, and the ∇B-drift caused by the radial gradient of the magnetic
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field:

~vcurv =
mv2
‖

q

~Rcurv × ~B

R2
curvB

2
, (2.13)

~v∇B = −
mv2
⊥

2qB

∇B × ~B

B2
, (2.14)

where v‖ is the velocity component parallel to the field lines and Rcurv the curvature radius of
the magnetic field. In a torus, these drifts result in drift surfaces of the particles in the poloidal
plane that are shifted with respect to the actual flux surface.

In the parallel direction, the particles can in principle move freely. However, v‖ is altered
by the inhomogeneity of the magnetic field since, in the absence of accelerating forces except for
the Lorentz-force, both the kinetic energy of a particle

Ekin =
1

2
mv2
‖ +

1

2
mv2
⊥ (2.15)

and its magnetic moment

µ =
mv2
⊥

2B
, (2.16)

which is an adiabatic invariant, are conserved. As a result, v‖ decreases for a particle moving
from the LFS towards the HFS. If the decrease is sufficient to reduce v‖ to zero, the particles
are trapped and cannot reach the HFS, but reverse the direction of their parallel motion. For
the typical magnetic field configuration in a tokamak, the condition for a particle to become
trapped can be approximated with the local inverse aspect ratio

ε =
r

R
(2.17)

as a condition for the velocity ratio at the LFS where v‖ is maximal:

v‖

v⊥

∣∣∣∣
LFS

≤
√

2ε. (2.18)

This results in a trapped particle fraction ft =
√

2ε. Trapped particles spend the most time near
their turning points since v‖ is lowest there. Together with the vertical displacement caused by
the torus drifts, stated in equations 2.13 and 2.14, this leads to orbits that are banana-shaped
when projected onto the poloidal plane, giving them the name banana particles. The banana
particles give rise to a current in the direction of the plasma current, which is therefore known
as bootstrap current

jBS ≈ −
√
ε
∇p
BP

. (2.19)

The fluid velocity described by equation 2.12 is perpendicular to the magnetic field lines, but
lies within a flux surface. This is because ∇p and the electrostatic potential gradients generat-
ing ~E are always orthogonal to the flux surfaces, while the additional induced toroidal electric
field is small enough to be negligible. Consequently, a radial particle flux density Γr, directed
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perpendicular to the flux surfaces, can only be derived from higher order contributions in ρ∗ to
equation 2.9. It is caused by collisions between different particle species or by instabilities of
the equilibrium, in particular turbulent fluctuations of pressure and electrostatic potential on
small scales above λDebye. Coulomb collisions are always present and set the lower limit for the
radial transport. Perpendicular to the field lines, they increase the particle transport, which is
in contrast to the situation in neutral gases or along the magnetic field. The additional turbu-
lent transport is often referred to as anomalous transport since it was discovered as unexpected
transport required in simulations to match the observed order of magnitude of heat conductiv-
ity. Macroscopic instabilities of the MHD equilibrium can also contribute to anomalous radial
particle transport, though these are often treated separately from collisions and turbulence.

All collisional transport of particles, energy/heat, and electric charge arises from gradients in
density, temperature, or electrostatic potential within the plasma. These gradients cause the
velocity distributions of different particle species to deviate from Maxwellian distributions with
identical temperatures, such that collisions drive transport by exchanging momentum between
the species. Collisions among particles of the same species, however, do not alter the fluid veloc-
ity of that species due to momentum conservation. Being close to a thermodynamic equilibrium,
with a thermal velocity as defined in equation 2.11, the relations between the radial fluxes and
the gradients can be linearized, resulting in a matrix relation. This relation can be reformu-
lated into a symmetric matrix that satisfies the Onsager symmetry principle, thus known as the
Onsager matrix. The fluxes in this formulation are referred to as generalized fluxes, and the
gradients as thermodynamic forces.

The diagonal elements of the transport matrix relate the flux of each quantity to its own gra-
dient. Therefore, they can be regarded as diffusion coefficients D, generating diffusive fluxes
according to Fick’s law of diffusion. For the density it is the diffusive particle flux

Γrdiff = −D∂n
∂r
. (2.20)

The off-diagonal elements contributing to the particle flux instead relate it to the particle density
itself. Thus they are termed convection coefficients as they contribute a convective particle flux

Γrconv = vn. (2.21)

Turbulent particle transport can be equally subdivided into diffusive terms, which are propor-
tional to the density gradient, and convective terms, which are proportional to the density itself.
The general objective of plasma transport theory is to determine the diffusion and convection
coefficients for both collisional and anomalous transport. In contrast to the ion heat flux, which
is known to be almost purely diffusive, convection plays a substantial role in the impurity particle
flux. Consequently, the radial impurity transport can be parameterized by a diffusive-convective
equation, also called advective-diffusive or drift-diffusive equation, stated in equation 1.8.

The collisional and turbulent transport processes contributing to the particle transport coef-
ficients generally act on different spatial and temporal scales, such that their coupling effects are
mostly negligible and they are typically treated as additive. It should be noted, however, that
some interactions may occur, e.g., due to turbulence influencing the plasma background profiles,
which in turn affect collisional transport (Angioni, 2021). For main ions or light impurities and
in most regions of the plasma core, turbulent transport dominates because collisional transport
is in principle small in tokamak plasmas. Nonetheless, collisional transport can become relevant
in regions of suppressed turbulence, like the H-mode pedestal in phases between type-I ELMs,
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or in regions with very weak pressure gradients, especially near the magnetic axis. Furthermore,
for high-Z impurities, collisional transport can be significant across the entire plasma, since the
collisional convection scales ∝ Z.

Finally, the magnitude of collisional transport also depends on the probability for collisions. The
effective 90° scattering frequency νeff is mainly caused by small-angle collisions. It is summed
over the scattering frequencies with all other particle species b, given as

νeff,b =
1

(4πε0)2

4
√
π

3

q2q2
b

√
mred nb ln Λb

m
√
T 3

, (2.22)

with the vacuum permittivity ε0, when assuming equal temperatures T of both colliding species,
which have the reduced mass

mred =
m ·mb

m+mb
. (2.23)

ln Λb is the Coulomb logarithm, which gives a measure for the importance of small-angle scat-
terings in the Coulomb collisions. It is defined as

Λb =
λDebye

b90
, (2.24)

where b90 is the impact parameter for 90° Coulomb collisions when the particles are moving at
the thermal speed. λDebye replaces the maximum impact parameter since the plasma becomes
quasineutral at this scale. Typical values for ln Λb are between 10–20. The collision probability
is typically quantified in the dimensionless parameter of collisionality ν∗, which is based on the
frequency with which the banana particles are freed from their trapped paths by collisions

νtr =
νeff

ε
, (2.25)

and the frequency with which they complete their banana orbits

ωtr =

√
εvth

qsR
. (2.26)

The collisionality is defined as the ratio of these two frequencies:

ν∗ =
νtr

ωtr
=
νeffqsR

ε3/2vth
. (2.27)

2.1.2 Classical and neoclassical collisional transport

Collisional transport arises from friction forces due to interspecies Coulomb collisions. The
forces are a consequence of the collisionless particle motion, which introduces perturbations and
shifts to the Maxwellian velocity distributions of the individual species. Here, the lowest order
collisionless motion is regarded, neglecting in particular small scale turbulent perturbations.
It comprises the gyromotion, the perpendicular drifts within the flux surface, and the parallel
motion including trapped particles, as explained in section 2.1.1. Throughout, an approximate
temporal equilibrium is assumed, implying that the gradient relaxation due to transport occurs
on a much longer timescale than the collision time. For impurities, collisional transport is pri-
marily caused by collisions with main ions, although collisions with other impurity species can
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2.1. Impurity transport

also contribute. Collisions with electrons are negligible due to the significantly lower mass. The
exact solution for collisional impurity transport from the kinetic theory presented in equation
2.4 is highly complex. Therefore, calculations usually rely on simplifications. The following dis-
cussion presents the common approaches and results, alongside simple random walk arguments
in the particle picture, which illustrate some main features but cannot provide the exact fluid
velocities.

Different contributions to radial collisional transport can be distinguished. First, there is a
basic level of transport, commonly referred to as classical (CL) transport. The friction force ~F
caused by the diamagnetic flow velocities in the flux surface perpendicular to the magnetic field
lines, included in equation 2.12, results in a fluid velocity in ~B × ~F -direction. In addition, the
toroidal geometry introduces significant collisional transport, termed neoclassical transport. It
originates from the friction caused by the parallel flow velocities in the tokamak, in particular
by the Pfirsch-Schlüter current and the banana orbits. Since the classical transport is usually
much smaller than the neoclassical contribution, the term neoclassical is often also used to refer
to the sum of both transport contributions, though this usage is somewhat imprecise.

First, the classical transport is discussed. As it does not depend on the larger field struc-
ture, it can be derived from local arguments. Specifically, the kinetic description is not needed,
but the fluid equations can be used, with a closure based on the assumption of a short mean free
path λ relative to the system size. These equations are often referred to as Braginskii equations,
since they were first derived by Braginskii, 1965. In a magnetized plasma, the gyroradius, which
dominates the perpendicular motion length scale, is typically much shorter than the perpendic-
ular system length scale L⊥. The condition for the derivation of classical transport therefore
concentrates on the ratio between the mean free path and the parallel system length scale L‖,

λ

L‖
� 1. (2.28)

With Braginskii’s closure, the classical radial impurity flux can be derived from the first-order
contributions in ρ∗ to the momentum balance, stated in equation 2.9. The resulting flux due to
collisions with another particle species b is

Γr,CL
b = −DCL

b

∂n

∂r
+DCL

b

q

qb

(
1

nb

∂nb
∂r

+HCL
b

1

T

∂T

∂r

)
n, (2.29)

with

HCL
b = −3

2

mred

mb
+ 1 +

qb
q

(
3

2

mred

m
− 1

)
(2.30)

and

DCL
b =

mT

q2B2
νeff,b. (2.31)

HCL
b quantifies the influence of the temperature gradient on the classical convection. It is

outward-directed for collisions with main ions because of the larger impurity charge. Such an
outward convection due to the temperature gradient is also called thermo-diffusion or temper-
ature screening. Conversely, the convection term that is proportional to the density gradient
of the other species b, is always inward-directed if the profile of species b is peaked, which is
the case for main ions. It is therefore known as (main ion) density peaking contribution to the
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convection. Overall, the classical impurity convection scales with the impurity charge.

The classical diffusion coefficient DCL
b can be intuitively understood since the diffusion is equal

to a random walk where the step width is given by the Larmor radius of the particles:

DCL
b =

1

2
r2

Lνeff,b. (2.32)

Moreover, the dependency of the classical convection on the temperature and density gradients
can be qualitatively understood by considering the gyromotion which generates the diamagnetic
flow and the corresponding friction. A stronger temperature or density gradient increases the
diamagnetic velocity of a species. This modifies the friction between different species, as it is
determined by the velocity difference between them. In the case of main ion-impurity collisions,
the diamagnetic velocity of the main ions is typically larger due to their smaller charge. There-
fore, the friction force points in the direction of the main ion diamagnetic drift if all particles
have the same collision efficiency. The resulting collisional transport is aligned with the main ion
density gradient. The temperature screening effect stems from the higher efficiency of collisions
with slower particles. Due to the temperature gradient, the guiding centers of slower particles
are located further outward. Their local velocities, and therefore the resulting friction force,
point in the opposite direction to the diamagnetic drift. This is well illustrated in Dux, 2004.

If the local transport assumption in equation 2.28 does not hold, neoclassical transport must be
considered. Its contribution to the radial impurity flux is typically significantly larger then the
classical component. It arises from changes to the guiding center motion of the particles in the
torus geometry, induced by collisions. The derivation of the neoclassical transport requires a ki-
netic approach because Braginskii’s fluid equations, which rely on the closure assumption given
in equation 2.28, are not valid for non-local transport considerations. However, the gyromotion
is not relevant to neoclassical transport, and the kinetic plasma description in equation 2.4 can
therefore be simplified. The distribution function is decomposed as f = f+ f̃ , where f describes
the gyro-averaged motion of the guiding center and f̃ the gyration. Moreover, fluctuations of ~E
or ~B on scales smaller than the Larmor radius, which are attributed to turbulent transport, are
neglected. These conditions yield the drift kinetic equation for f :

∂f

∂t
+ ~v‖ · ∇‖f + ~vD · ∇⊥f +

q

m
~E‖∇v‖f =

(
∂f

∂t

)
coll

(2.33)

Here, ~vD is the sum of all particle drift velocities, i.e., the E×B-drift and the torus drifts, which
are detailed in equations 2.13 and 2.14. The neoclassical transport can be calculated by solving
this equation for the first order perturbation in ρ∗ of f . Within the neoclassical transport, two
regimes can again be distinguished based on the mean free path of the impurity particles. They
result in different terms being dominant in the solution of the drift kinetic equation.

At rather high collision frequencies, i.e., short mean free paths, the neoclassical transport is
in the Pfirsch-Schlüter (PS) regime. The Pfirsch-Schlüter transport is due to the collisional
friction caused by the Pfirsch-Schlüter current, which is introduced in section 2.1.1. Due to
the finite resistivity of the plasma, a poloidal variation of the electrostatic potential remains,
creating an ~E-field with a component perpendicular to ~B in the flux surface. This field gives rise
to a radial E ×B-drift. Using the random walk argument in the particle picture, the transport
arises due to the drift surfaces of the passing particles, which are shifted with respect to the flux
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2.1. Impurity transport

surfaces, as described in section 2.1.1. The diffusion coefficient in the PS regime is given as

DPS ≈ q2
sD

CL. (2.34)

When the mean free path is long, additional radial transport is caused by the banana parti-
cles, whose properties are introduced in section 2.1.1. These particles generate parallel friction
because the density gradient leads to a local difference in the number of co-current and counter-
current moving particles. Their significant transport contribution, even at low collision frequen-
cies and despite the limited trapped particle fraction, can be understood from the random walk
picture. Collisions can cause trapped particles to be freed by altering their ratio between v‖ and
v⊥. Small scattering angles are often sufficient for this, leading to an increase in the effective
collision frequency. Moreover, the random walk step size corresponds to the banana orbit width,
which is much larger than the Larmor radius. However, once the collisionality becomes too high
for the banana particles to complete their orbits, the banana transport decreases. Thus, the
neoclassical transport transitions into the Pfirsch-Schlüter regime via an intermediate plateau
regime, where the transport remains approximately constant over a finite range of collision fre-
quencies. The banana regime and the plateau regime are often summarized as banana-plateau
(BP) transport. Its diffusion coefficient, which is mainly applicable in the banana regime, is

DBP ≈ q2
s

ε
3
2

DCL. (2.35)

D

ν*

banana

regime
plateau regime

Pfirsch-Schlüter 

regime

1 ε
−
3
2

Figure 2.1: Idealized schematic of the different collisional transport regimes as a function of the colli-
sionality. ε is the inverse aspect ratio. For very high collisionalities, which are typically not
reached in tokamaks, the transport approaches the classical level, which describes the effect
of local collisions without influences of the toroidal geometry.

Figure 2.1 shows a simplified picture of the diffusion coefficient as a function of collisionality
for the different contributions to collisional transport, indicating the different transport regimes.
Due to the definition of the collisionality as stated in equation 2.27, the trapped particles cannot
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anymore complete their orbits for ν∗ ≥ 1, and the banana transport consequently decreases.
The transport then remains in the plateau regime until the Pfirsch-Schlüter transport at ν∗ =
ε−

3
2 becomes as strong as the banana transport at ν∗ = 1. At very high collisionalities, the

Pfirsch-Schlüter transport also decreases, and the local classical transport dominates, but such
collisionality regimes are typically not reached. The different regimes of collisional transport
can thus be summarized as follows:

ν∗ < 1 : banana regime

1 < ν∗ < ε−
3
2 : plateau regime (2.36)

ε−
3
2 < ν∗ : Pfirsch-Schlüter regime

The total collisional radial impurity flux due to collisions with another particle species b is the
sum of the different contributions, which can all be written in the same form, analogous to
equation 2.29:

Γr,coll =
∑

x=CL,BP,PS

∑
b

Dx
b

(
−∂n
∂r

+
q

qb

(
1

nb

∂nb
∂r

+Hx
b

1

T

∂T

∂r

)
n

)
. (2.37)

Here, the coefficients Hx
b again quantify the influence of the temperature gradient on the con-

vective velocities. The total temperature screening coefficient (TSC) is defined as

TSC =

∑
x=CL,BP,PS

∑
b
Dxb
qb
Hx
b∑

x=CL,BP,PS

∑
b
Dxb
qb

. (2.38)

It is negative if the temperature gradient has an overall screening effect and positive if the
temperature gradient contributes an inward convection. In general it is a complex function of
ν∗, being negative for low ν∗ and positive for high ν∗. In current devices, where the main ions
are typically in the banana regime and the impurities in the Pfirsch-Schlüter regime, the TSC for
collisions between main ions and high-Z impurities usually has values around −1

2 . The direction
of the total convection depends in addition on the normalized density gradients of the other
species. In the case of a negative TSC, i.e., temperature screening, it is directed outwards if∑

x=CL,BP,PS

∑
b
Dxb
qb

1
nb

∂nb
∂r∑

x=CL,BP,PS

∑
b
Dxb
qb

/
1

T

∂T

∂r
< −TSC. (2.39)

2.1.3 Anomalous transport

Excluding large-scale MHD activity, any radial transport in a tokamak above the collisional
level is attributed to turbulence. Turbulence arises from small-scale instabilities caused by
perturbations in the electromagnetic field around ion and electron Larmor radius scales, in
combination with a background density or temperature gradient that exceeds a critical threshold.
If these perturbations are only due to electrostatic potential variations, resulting from stochastic
fluctuations in the plasma density or temperature, the turbulence is termed electrostatic. If,
instead, magnetic field perturbations, induced by the time-evolving electric field, also contribute
significantly to the instability, the turbulence is classified as electromagnetic. For simplicity,
this discussion focuses on the basic mechanisms of electrostatic turbulence arising from density
fluctuations superimposed on a large-scale density gradient. In this scenario, the plasma density
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2.1. Impurity transport

n and the electrostatic potential φ can be expressed as

n(~r) = n0(~r, t) + ñ(~r, t), (2.40)

φ(~r) = φ0(~r, t) + φ̃(~r, t), (2.41)

where ˜ indicates the deviations from the background states denoted by the subscript 0. If ñ
and φ̃ are not in phase and the background density gradient exceeds a critical threshold, the
E × B-drift due to the electric field emerging from φ̃ can amplify ñ. Such a self-enhancement
of a perturbation is known as an instability. It can result in eddies with complex flows that
interact non-linearly, leading to turbulence, which typically has a broad-band frequency/power
spectrum. From the random walk perspective, turbulent diffusion can be understood as guiding
center motion due to the E ×B-drifts resulting from the fluctuating field.

There are two main mechanisms by which an electrostatic potential perturbation can arise
from density fluctuations and lead to an instability: In the drift-wave instability, the density
perturbation exhibits a parallel gradient, to which the electrons respond faster than the ions
because their velocity is higher. This produces a φ̃ that is in principle in phase with ñ, however,
a non-zero cross-phase can occur if the electrons are slowed down by effects such as resistivity
between ions and electrons, trapped electrons, or Landau damping. In the MHD-like interchange
instability, the density perturbation is constant along the field lines. φ̃ is generated by the cur-
vature drift, as given in equation 2.13, which points in opposite directions for ions and electrons.
Therefore, the absolute value of the cross-phase with ñ is naturally π/2. As the curvature radius
of the magnetic field points outwards on the LFS and inwards on the HFS, an instability is only
caused on the LFS, which is thus referred to as bad curvature region.

Since the curvature drift is also temperature dependent, a temperature perturbation can as well
drive an interchange instability. Turbulent modes that can be attributed to the just presented
mechanisms are for instance:

• ITG (ion temperature gradient modes): ion temperature gradient-driven interchange in-
stability

• ETG (electron temperature gradient modes): electron temperature gradient-driven inter-
change instability

• TEM (trapped electron modes): drift-wave instability with a phase shift between ñ and φ̃
caused by trapped electrons

In addition, there are electromagnetic instabilities, such as MTMs (micro-tearing modes). These
resistive instabilities create magnetic islands through reconnection, i.e., field stochastization,
which act as shortcuts for the radial transport. Another example are KBMs (kinetic ballooning
modes), which are interchange-type instabilities that are specifically relevant in the pedestal re-
gion. A more comprehensive overview of micro-instabilities in tokamaks can be found in Manz,
2018 and Kalis, 2024. Experimentally, the mechanisms causing turbulence can be distinguished
through the cross-phase between the fluctuations, as well as the spatial and temporal evolution
of the eddies. In the core, the temperature gradient dominates over the density gradient, result-
ing in predominantly temperature gradient-driven turbulence.

Although the fundamental mechanisms driving turbulence are well known, stationary, i.e., sat-
urated, turbulent transport is a very complex non-linear phenomenon that cannot be described
analytically and is generally not understood. To approximate turbulent transport numerically,
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the kinetic equation, stated in equation 2.4, is simplified to the gyrokinetic equation. This in-
volves omitting the collision operator, thereby reducing it to the Vlasov equation, and averaging
over the gyromotion, except for finite Larmor radius corrections that account for variations of the
electromagnetic field across one Larmor radius. Turbulent transport is then calculated by solv-
ing the gyrokinetic equation to first order in ρ∗. The distribution function can be decomposed
into equilibrium and fluctuating contributions of different order in ρ∗ as follows:

f = fM + fequil[O(ρ∗)] + ffluct[O(ρ∗)] + fequil[O(ρ∗2)] + ffluct[O(ρ∗2)] + ... (2.42)

While the classical and neoclassical transport calculations contribute the gyromotion and guiding
center contributions to fequil[O(ρ∗)], turbulent transport calculations can contribute ffluct[O(ρ∗)].
Together, they therefore describe the full first order deviation of the distribution function from
a Maxwellian equilibrium (NEO homepage, 2024).

Similar to the collisional transport, the result for turbulent impurity transport can be dif-
ferentiated by multiple terms arising from the gradients of different quantities (Angioni et al.,
2012):

Γr,turb = −Dturb∂n

∂r
+

(
−DT

1

T

∂T

∂r
−DΩ

R

vth

∂Ω

∂r
+ V

)
n. (2.43)

Turbulence is also driven by density and temperature gradients, but this connection is less clear
in the equation. Dturb represents the diffusion coefficient for the impurity particle transport and
the term in brackets can be summarized as the convection coefficient. The latter can be subdi-
vided into three distinct contributions, proportional the temperature gradient (thermo-diffusion
DT ), the gradient of the toroidal angular velocity Ω (roto-diffusion DΩ), and one term inde-
pendent of any gradients (pure convection V ). However, this simplified linear relation does not
fully hold in reality, because the gradients impact also the types of turbulence that are present,
which influence the coefficients in equation 2.43 (Angioni et al., 2012). In contrast to what was
stated for collisional transport, this is not only the case far from thermodynamic equilibrium.

The turbulent impurity convection can be directed outwards or inwards, depending on the
dominant turbulent modes and the plasma conditions. However, in contrast to the collisional
transport, it does not involve any terms directly proportional to the impurity mass A or charge
Z, of which it is only a weak function. For more details, see Angioni et al., 2012. Thus, strong
high-Z impurity accumulation is less likely with turbulent transport, which rather produces flat
impurity density profiles.

Turbulent microinstabilities typically saturate at small amplitudes. However, larger-scale MHD-
instabilities, such as sawtooth profile relaxations in the core or ELMs in the pedestal, can also
affect the impurity transport. Since such instabilities are not continuous but rather abrupt,
it is unclear whether they can be adequately described within the diffusive-convective param-
eterization. ELMs are often modelled as radial diffusion and simulations using the non-linear
MHD code JOREK with a kinetic particle extension confirmed that the mechanism for particle
transport during ELMs is, as in turbulent transport, the E×B-drift caused by the electric field
that is generated by the MHD interchange-type instability (van Vugt et al., 2019). However,
the particle transport during ELMs happens much faster than via collisions or turbulence, and
it moreover depends on the mode phase and not only on the radial position, such that this sim-
plified approach cannot not capture all properties of ELM impurity transport (van Vugt et al.,
2019).
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2.1.4 Poloidal asymmetries of impurity transport coefficients and densities

The radial transport of impurities varies in its magnitude and can even differ in sign across a
flux surface due to the non-uniform magnetic field strength. This is particularly evident for
the Pfirsch-Schlüter contribution to neoclassical transport, as the Pfirsch-Schlüter current flows
in opposite directions on the LFS and HFS. Hence, also the direction of the associated radial
transport is reversed. Turbulent transport may also be inhomogeneous on a flux surface, al-
though this is less thoroughly validated. Despite these poloidal changes in radial transport, the
impurity densities are typically assumed to be rather constant within the flux surfaces due to
the fast parallel transport. Consequently, radial transport can be described as a 1-D problem
using flux surface-averaged transport coefficients.

Given a general radial coordinate r, being constant on a flux surface, the average of a scalar
quantity F on a flux surface S enclosing the volume V is defined as (Hinton et al., 1976)

〈F 〉 =

(
∂V

∂r

)−1 ∮
F

1

|∇r|
dS, (2.44)

with the flux surface average denoted as 〈〉. For a toroidally symmetric quantity that depends
only on the poloidal angle, this reduces to

〈
F (θ)

〉
=

(
∂V

∂r

)−1 ∫ 2π

0
F (θ)

1

|∇r|
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dθ
dθ. (2.45)

Furthermore, the flux surface average for the divergence of a vector field ~F is given by (Hinton
et al., 1976)

〈∇ · ~F 〉 =

(
∂V

∂r

)−1 ∂

∂r

∂V

∂r
〈~F · ∇r〉. (2.46)

Therefore, the general continuity equation for the impurity charge stage density, equation 1.7,
can be reformulated into a radial equation:

∂〈nI,Z〉
∂t
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(
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∂ρ

)−1 ∂

∂r

∂V

∂r
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The diffusive-convective parameterization of the radial component of the flux density ΓI,Z,r gives

∂〈nI,Z〉
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When assuming constant densities on a flux surface, this yields

∂nI,Z
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In the following, D and v are defined as flux surface-averaged transport coefficients, i.e.,

D = 〈D(θ)|∇r|2〉, (2.51)

v = 〈v(θ)|∇r|〉. (2.52)

Then, after dropping the flux surface average on the source term, and with a radial coordinate
definition based on the volume enclosed by the respective flux surface

rvol =

√
V

2π2Raxis
, (2.53)

where Raxis is the major radius of the magnetic axis, equation 1.9 for the radial impurity trans-
port is retrieved (Dux, 2021). |∇r| and |∇r|2 are metric coefficients.

For the above derivations, poloidally homogeneous impurity densities have been assumed. This
is often a valid approximation because the parallel transport redistributes the impurities on a
flux surface on short time scales. However, poloidal asymmetries can still develop, especially
due to the centrifugal force in a rotating plasma, but also due to electrostatic potential per-
turbations or parallel friction. The centrifugal force and the electrostatic potential are partly
related, since electrons and ions are subject to opposite centrifugal asymmetries and the gener-
ated potential difference counteracts these asymmetries (Angioni, 2021). Electrostatic potential
perturbations can however also be caused by other processes, such as temperature anisotropies
resulting from ICRH or NBI heating. The extent of poloidal asymmetries is largely determined
by the strength of the centrifugal force, which depends on the plasma rotation and the impurity
mass. Moreover, the impact of electrostatic potential perturbations is related to the impurity
charge. Thus, heavy and highly charged impurities, such as Kr, Xe, or W, are generally more
affected. For low- to medium-Z impurities, including Ne and Ar, the approximation of constant
impurity densities within the flux surfaces is valid (Dux, 2003), although minor asymmetries,
primarily due to friction, may remain (Viezzer et al., 2015).

Since substantial poloidal impurity density asymmetries can significantly influence the neoclas-
sical transport (Odstrčil et al., 2017; Angioni et al., 2014a; Fajardo et al., 2023), they must be
taken into account when interpreting experimental observations of high-Z impurity transport.
Thus, if studying the effects of poloidal asymmetries is not the objective, the use of lower-Z
impurities with negligible asymmetries is advantageous for transport investigations and there-
fore done in this thesis. Otherwise, more complex transformations are required to convert the
transport coefficients derived from the densities measured at a specific poloidal position into flux
surface-averaged transport coefficients. This procedure is described in the appendix of Angioni
et al., 2014b.

2.1.5 Modeling

Several codes with different approaches are available to model collisional, and turbulent radial
impurity transport. Typically, the classical, neoclassical and turbulent transport coefficients are
calculated separately and then summed, as their interactions are generally small. Therefore,
multiple codes are usually combined for integrated modeling of impurity transport, as done in
Fajardo, 2024. MHD phenomena, such as sawteeth or ELMs, are however often not included or
only treated with simplified approaches, like enhanced impurity diffusion during ELMs, because
the underlying mechanisms are not yet fully understood.
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Classical transport can be calculated directly according to equation 2.29. In contrast, mod-
eling neoclassical transport is more complex. It can be achieved most accurately by solving the
drift kinetic equation, as derived in equation 2.33, to first order in ρ∗. This is done without
further approximations by the code NEO (Belli et al., 2008; Belli et al., 2009; Belli et al., 2011),
but comes at a significant computational cost. Therefore, the fast analytical model FACIT
has recently been developed (Fajardo et al., 2022; Fajardo et al., 2023). FACIT reproduces
NEO results across a wide range of collisionalities, trapped particle fractions, impurity charges,
and masses, including the effects of plasma rotation. In addition, simpler fluid approaches are
available to approximate the neoclassical transport coefficients, such as the two similar codes
NEOART (Peeters, 2000; Dux et al., 2000) and NCLASS (Houlberg et al., 1997). They are based
on the approach for calculating the transport coefficients by Hirshman et al., 1981, which solves
a set of linear coupled equations for the parallel velocities. These fluid codes are fast, but lack
the ability to account for toroidal rotation and its poloidal density asymmetry effects, which are
discussed in section 2.1.4. Thus, their results are less accurate, especially for high-Z impurities.
Generally, it should be kept in mind that all approaches for collisional transport modeling rely
on the Larmor radius ordering introduced in equation 2.2. Due to the steep gradients in the
kinetic plasma profiles, this ordering may lose its validity in the pedestal.

For the work presented here, the computational expense of transport simulations is not a limit-
ing factor. Therefore, NEO is used as it provides in principle the most accurate results. However,
since the mass and charge of Ne, the impurity studied, are low enough to neglect poloidal density
asymmetries, the fluid approach is also valid. Calculations with NEOART are thus performed to
complement the NEO results. An advantage of NEOART is that it includes the classical transport
arising from the impurity gyromotion, whereas NEO calculates only the actual neoclassical trans-
port contribution caused by parallel friction in the toroidal geometry. Moreover, NEO does not
calculate transport coefficients for the individual contributions to collisional transport (classical,
banana-plateau, Pfirsch-Schlüter). Instead, it returns the total radial impurity flux, calculated
from the distribution function using the equations 2.5, 2.6, and 2.7. D and v can be disentangled
with two separate NEO runs, in one of which the density gradient of the concerned species is set
to zero in order to extract the purely convective flux. The banana-plateau and Pfirsch-Schlüter
contribution, however, can only be distinguished with NEOART.

Both NEO and NEOART can account for collisions with multiple species, though NEO is limited to
a maximum of 11 species. This capability is important in cases with significant impurity content
involving multiple charge stages that interact through collisions, such as the Ne puffed experi-
ments presented in this thesis. NEO offers two modes of operation: a profile mode, where it au-
tomatically reads many parameters from experimental data, using the routine profiles gen,
and a local mode, where calculations are only done for specified radial locations and all inputs
must be provided by the user in the way specified in the manual (NEO homepage, 2024). Since
the focus of this thesis is on pedestal transport, runtime is saved by operating NEO in its local
mode. Finally, it is important to be aware that different transport codes utilize different radial
coordinate definitions. Whereas the impurity transport solver Aurora and NEOART use the ra-
dial coordinate defined in equation 2.53, the radial coordinate of NEO is based on the maximum
and minimum major radii of a flux surface, RLFS and RHFS on the LFS and HFS, respectively.
It is defined as

rNEO =
RLFS −RHFS

2
. (2.54)
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Consequently, for a direct comparison of transport coefficients based on different radial coor-
dinates, transformations must be applied. To convert between two arbitrary radial coordinate

bases, from r1 to r2, the diffusion coefficient must be multiplied by
(
∂r2
∂r1

)2
and the convection

coefficient by
(
∂r2
∂r1

)
.

Turbulent transport is most accurately modeled with non-linear gyrokinetic codes, such as GYRO
(GYRO homepage, 2024) or GENE (GENE homepage, 2024), which solve the gyrokinetic equation
to first order in ρ∗. However, these codes are computationally very expensive. To reduce the
computational cost, quasilinear gyrofluid or quasilinear gyrokinetic codes with different models
for the turbulence saturation, such as TGLF or QuaLiKiz, have been developed (Staebler et al.,
2024). A rather new approach to improve the trade-off between accuracy and efficiency in tur-
bulence modeling are neural network based models, such as QLKNN, which has been trained on
QuaLiKiz output (Plassche et al., 2020). Moreover, advances are made in developing codes that
are specifically tailored for the difficult task of simulating turbulent transport in the pedestal,
where the background plasma profile gradients are steep. Notable examples include CGYRO
(CGYRO homepage, 2024), GENE-X (Michels et al., 2021), and GRILLIX (Stegmeir et al., 2019).
Yet, robust simulations of pedestal turbulence across different confinement regimes remain an
unsolved challenge. The experimental results presented in this thesis are therefore not compared
to turbulent transport calculations.
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2.2 Plasma edge physics

To understand the mechanisms underlying the observed pedestal impurity transport in different
confinement regimes, knowledge of the fundamental plasma edge physics in these regimes is
essential. In this section, the main properties of regimes with high and low confinement are
detailed (section 2.2.1), and the MHD stability of the pedestal is discussed (section 2.2.2), with
a particular focus on the formation of type-I ELMs. Moreover, several currently investigated
confinement regimes that may be compatible with reactor requirements, in particular due to the
absence of large ELMs, are introduced (section 2.2.3).

2.2.1 Properties of H- and L-modes

In former times, a major challenge in nuclear fusion research was to demonstrate tokamak op-
eration with high temperatures and high energy confinement since increasing the heating power
had been observed to degrade the confinement time. A major improvement in the plasma perfor-
mance was achieved with the breakthrough discovery of the so-called high-confinement regime
(H-mode) in 1982 in diverted plasmas at ASDEX, the predecessor of ASDEX Upgrade (Wagner
et al., 1982). It was shown that with heating powers above a certain threshold the pressure
gradient suddenly steepens in a narrow, only a few cm wide, region at the plasma edge, form-
ing the so-called pedestal (cf. figure 1.2), which enhances the pressure boundary condition for
the plasma core. The energy and particle confinement times increased by about a factor of 2
compared to the previous low-confinement regime (L-mode) (ASDEX Team, 1989). Thus, the
ratio between the stored kinetic energy and the heating power suddenly increases. The thresh-
old power for H-mode access PL−H empirically shows a hysteresis with higher powers needed to
access H-mode than where H-mode can be sustained.

The confinement degradation with increased heating power in L-mode can be understood from
the prevalence of turbulence that is driven by the temperature gradient, as described in sec-
tion 2.1.3. The transition to H-mode is caused by the formation of an edge transport barrier
(ETB), where turbulence is suppressed. It is located just inside the separatrix and is classically
attributed to sheared E ×B-velocities, hindering the development of turbulent eddies (Burrell,
1997). This E ×B-shear is due to a well in the edge radial electric field Er, which is the domi-
nant component of the ~E-field in equation 2.12. As explained in section 2.1.1, Er is caused by
gradients in the electrostatic potential between flux surfaces. A cross product of equation 2.12
with ~B yields the following relation, which holds for each species:

Er =
∇p
qn

+ ~u
(0)
⊥ × ~B. (2.55)

Since ~u
(0)
⊥ lies within a flux surface, Er can be experimentally determined from measurements

of the poloidal and toroidal velocities, the pressure gradient, and the magnetic field. However,
many details of the development of the edge Er well remain an active area of research, including,
e.g., its dependence on the drift-configuration determined by the direction of the ~B-field (Plank
et al., 2023). Consequently, predictions of PL−H must rely on empirical scaling laws, based on
data from different devices. The widely recognized scaling law by Martin et al., 2008 captures the
dependency on the electron density, the magnetic field, and the plasma size. More recent scaling
laws, in particular by Schmidtmayr et al., 2018, are based on findings of the power threshold
corresponding to a critical ion heat flux crossing the separatrix (Ryter et al., 2014). Simula-
tions highlight the role of finite ion orbit effects to explain this observation (Kramer et al., 2024).
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The H-L back-transition depends not only on the threshold power but also occurs once the
plasma density exceeds a certain limit. Empirically, the line integrated density n in tokamak
plasmas is constrained below what is known as the Greenwald density (Greenwald et al., 1988;
Greenwald, 2002)

nGW =
Ip

πa2
[1020 m−3]. (2.56)

While L-mode plasmas with too high densities typically disrupt, the H-mode density limit is
a soft boundary, as a back-transition into L-mode usually occurs slightly below nGW (Bernert
et al., 2014). Although n is line-integrated, these density restrictions are suspected to originate
from transport processes at the plasma edge. This has motivated the reconsideration of the
operational boundaries in H- and L-mode in the recent semi-empirical concept of the separatrix
operational space, which suggests an interplay of multiple processes connected to different tur-
bulent modes (Eich et al., 2021; Manz et al., 2023). Moreover, it has led to the development of
a new scaling law for the limit of the density close to the separatrix (Giacomin et al., 2022).

The primary challenge preventing the operation of future reactors in standard H-mode is the
occurrence of large ELMs. These MHD instabilities cause a rapid collapse of the ETB, flattening
the pedestal pressure profile on time scales of τELM ∼ 1 ms by expelling energy and particles
from the plasma edge. This strong radial edge transport is largely driven by filaments, that is,
poloidally and toroidally localized structures elongated along the field lines (Kirk et al., 2008;
Griener et al., 2020). ELMs occur in repetitive limit-cycles, with a recovery of the pedestal
profiles during inter-ELM phases, which typically last 10–100 ms. It was found that the electron
temperature gradient recovers on slower time scales than the electron density and ion tempera-
ture gradients (Cavedon et al., 2017; Cavedon et al., 2019) due to different heat flux dynamics
of electrons and ions (Viezzer et al., 2020). During an ELM, the power flux on the PFCs scales
as

PPFC ∝
∆WELM

Avessel
√
τELM

. (2.57)

Since the energy content in the ELM WELM is proportional to the energy content in the plasma,
which is determined by the plasma volume, while the wetted vessel area Avessel is only propor-
tional to the radius, PPFC increases with the device size, making ELMs problematic, e.g., for
ITER (Zohm, 2014).

The large ELMs observed in standard H-modes, which come with high peak power fluxes to
the edge, are classified as type-I ELMs. Other types of ELMs with smaller amplitudes and
higher frequencies have also been identified. They are typically categorized on the basis of phe-
nomenological properties, as their underlying physics are only partially understood. The most
common ones, that have been observed on several devices, are type II ELMs, sometimes also
referred to as grassy ELMs, and type-III ELMs. Type-II ELMs typically exist in highly shaped
plasmas, while type-III ELMs can occur close to the H-L transition (Zohm, 2014). Scenarios
involving type-III ELMs usually exhibit very modest heat loads in the divertor, but also an
empirically limited pedestal top temperature, which questions their applicability to reactor-like
devices (Zohm, 2014).
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2.2.2 MHD stability of the pedestal

A comprehensive overview of MHD theory and stability properties of tokamaks can be found
in Zohm, 2014, which serves as the foundation for this section. In general, two fundamentally
different types of MHD instabilities can be distinguished: pressure gradient-driven and current-
driven instabilities. Both are directly evident from the intuitive form of the energy principle of
ideal MHD, considered here for the bulk plasma with surface and vacuum terms neglected for
simplicity. This principle investigates the change in the potential energy of the plasma δWp,

given a small excursion, described by the vector ~ξ. ~ξ can be expressed as a sum of harmonics
with poloidal and toroidal mode numbers m and n:

~ξ(r, θ, φ) =
∑
m,n

~ξm,n(r) exp (i (mθ + nφ)). (2.58)

Flux surfaces where the magnetic geometry satisfies a rational relationship

qs =
m

n
(2.59)

are more prone to the development of MHD instabilities and are therefore referred to as resonant
surfaces.

Pressure gradient-driven instabilities appear in the equation for δWp as a term

∝ −
∫

2
(
~ξ⊥ · ∇p0

)
·
(
~κcurv · ~ξ∗⊥

)
dV, (2.60)

where the subscript 0 denotes unperturbed equilibrium quantities, ∗ the complex conjugate,
and ~κcurv is the curvature vector of the magnetic field. The term is negative, i.e., contributes to
instability, only when ~κcurv and ∇p0 are parallel, which is the case at the LFS. Pressure gradient-
driven MHD instabilities are therefore subject to a good and a bad curvature region in the same
way as explained for the turbulent interchange instability in section 2.1.3. The overall stability
depends crucially on the integral of the curvature along the field lines. In particular, instabilities
likely occur if pressure gradient-driven modes with different m but the same n, which live on
nearby flux surfaces, interfere. The interference can amplify the mode on the LFS while reducing
its amplitude on the HFS, causing the bad curvature contribution to dominate. The resulting
instability is called a ballooning mode, as it increases the plasma dimensions by extending the
plasma surface on the LFS. Since the distance between neighboring resonant surfaces decreases
with increasing n, ballooning instabilities are often analyzed in the infinite-n (n → ∞) limit,
e.g., with the code HELENA (HELENA homepage, 2024).

Besides the pressure gradient, which is typically specified as the normalized pressure gradient

α = −2µ0R0

B2
q2

s

dp

dr
, (2.61)

where µ0 denotes the vacuum permeability, the most relevant factor for ballooning stability is
the magnetic shear indicated by the shear parameter

s =
r

qs

dqs

dr
. (2.62)
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Higher shear narrows the region that is susceptible to MHD instabilities around each resonant
surface. It therefore has a stabilizing effect, as shown in the schematic stability diagram for
ballooning modes in figure 2.2. However, the diagram also shows the existence of a second
stability region for small flux surface-averaged magnetic shear, where conversely an increasing
pressure gradient acts stabilizing. This condition arises due to the natural radial outward shift
of the tokamak equilibrium, known as Shafranov-shift. The magnitude of this shift depends
on the plasma pressure and impacts the poloidal variation of the magnetic shear. In cases of
small average shear, a significant variation across a flux surface can reverse the shear locally,
and negative local shear can increase the absolute value of the shear, which enhances stability.
The connection between the first and second stability regions, as depicted in figure 2.2, exists
only for plasmas with non-circular poloidal cross-section.

s

α

unstable

1. stability region

2. stability region

Figure 2.2: Stability diagram for ballooning modes. The second stability region is only accessible in
plasmas with non-circular poloidal cross-sections. It is limited by the shear parameter s
instead of the normalized pressure gradient α.

Since the shaping of the plasma influences the length of the field line path on the HFS relative to
the LFS, it also affects the ballooning stability. It is typically measured in terms of elongation,
κ, and upper and lower triangularities, δu and δl. They can be defined as

κ =
Zmax − Zmin

Rmax −Rmin
, (2.63)

δu =

(
Rmax +Rmin

2
− R|Zmax

)/(
Rmax −Rmin

2

)
, (2.64)

δl =

(
Rmax +Rmin

2
− R|Zmin

)/(
Rmax −Rmin

2

)
, (2.65)

where the subscripts max and min indicate the maximum and minimum values of the radial po-
sition R and the vertical position Z on a given flux surface.
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Current-driven instabilities appear in the intuitive equation for δWp as a term

∝ −
∫
j0,‖

B0

(
~ξ∗⊥ × ~B0

)
· ~B1 dV, (2.66)

where j0,‖ is the unperturbed current density parallel to the magnetic field and ~B1 is the per-

turbation of the magnetic field due to the displacement ~ξ. Of particular relevance for pedestal
stability are so-called peeling modes, which occur due to high current densities at the plasma
edge and perturb the plasma boundary.

The pedestal stability of standard H-modes is governed by a combination of these two types
of instabilities, such that type-I ELMs can be well described by the peeling-ballooning model.
As explained in section 2.2.1, the pressure gradient at the edge rises due to the suppression of tur-
bulence by the ETB. Along with it, the current density at the edge also rises since the increased
pressure gradient enhances the bootstrap current, as evident from equation 2.19. Finally, an
ELM occurs once the combined peeling-ballooning stability boundary is crossed, causing both
the pressure gradient and the current density to collapse.

The peeling-ballooning stability of the pedestal can be calculated with linear MHD stability
codes. However, only non-linear modeling with codes like JOREK (JOREK homepage, 2024)
can simulate the breakdown of the pedestal and the formation of filaments, which emerge from
non-linear coupling of modes. Moreover, the peeling-ballooning theory captures many but not
all of the characteristics of ELMs. In particular, it does not uniquely determine the pedestal
width and its height, which sets the boundary condition for the plasma core. To address this,
the EPED model (Snyder et al., 2009; Snyder et al., 2011) has been developed, which success-
fully explains several experimental observations by additionally considering the KBM turbulence
in the pedestal, briefly mentioned in section 2.1.3. First, KBMs are destabilized at a critical
pressure gradient and locally limit its further increase. Subsequently, the pedestal width grows
until the peeling-ballooning boundary is reached. The complete present understanding of type-I
ELMs therefore combines a global stability constraint due to peeling-ballooning modes with a
local stability/transport constraint imposed by KBMs with high mode numbers.

2.2.3 H-modes without type-I ELMs

Since type-I ELMs cause major problems for reactor-like devices, significant effort in current
tokamak research is dedicated to identifying and investigating operational regimes that main-
tain high energy confinement, while being naturally ELM-free or having only small ELMs, and to
developing methods for active ELM suppression. These regimes must exhibit sufficient pedestal
transport to relax the pedestal gradients such that they stay away from the peeling-ballooning
boundary, but at the same time the pedestal transport must be small enough to stay above the
H-L backtransition threshold (Zohm et al., 2024). Their confinement properties are typically
assessed by H-factors, comparing the energy confinement to empirical H-mode scaling laws, such
as the widely used IPB98(y,2) scaling (ITER Physics Expert Group on Confinement and Trans-
port et al., 1999). Moreover, for compatibility with reactor requirements, they must support
high separatrix densities to enable divertor detachment. This means that high collisionalities
must be reached at the pedestal foot, while the pedestal top collisionalities in a reactor will
be low due to the high temperatures. Such profiles with a strong collisionality change in the
pedestal are challenging to achieve in current devices. Consequently, extrapolations to reactor
conditions must rely on models based on knowledge of the underlying pedestal physics.

37



2. Background

For impurities, such regimes often show favorable properties in current devices, especially the
absence of impurity accumulation in contrast to ELM-free phases of type-I ELMy H-modes. It
is therefore hypothesized that the edge fluctuations that stabilize the pedestal against peeling-
ballooning modes also affect the impurity transport. However, as for the general plasma be-
havior, a more detailed understanding of the underlying physics is required to reliably scale
the impurity behavior and its consequences for core-edge integration, outlined in section 1.3, to
reactor conditions.

An overview of the current knowledge on ELM-free regimes and their reactor relevance is pro-
vided in Viezzer, 2018, Stroth, 2022, and Viezzer et al., 2023, which form the basis for this
section where not indicated otherwise. ITER is foreseen to be operated primarily with ELM
suppression by resonant magnetic perturbations (RMPs) or pellet ELM pacing. However, the
recent progress on regimes with natural absence of large ELMs has led to some of them being
also considered for ITER operation. Due to their relevance for this thesis, the following discus-
sion of the most important high confinement regimes without type-I ELMs concentrates mainly
on the quasi-continuous exhaust (QCE) regime and the enhanced D-alpha (Dα) (EDA) H-mode.
The operating conditions achieved with the QCE regime are currently closest to those required
for future reactors (Stroth, 2022).

2.2.3.1 Operational regimes with natural absence of large ELMs

QCE regime The QCE regime is a promising small-ELM H-mode without significantly de-
graded confinement relative to type-I ELMy H-mode plasmas. It has been demonstrated in
several devices, recently also at JET (Faitsch et al., 2025), and is best established at AUG
(Harrer et al., 2018; Faitsch et al., 2021) and TCV (Tokamak à Configuration Variable) (Labit
et al., 2019). As it is accessed at high densities around the separatrix, the QCE regime nat-
urally complies with the collisionalities required at the pedestal bottom for power exhaust in
reactor-like devices, such as ITER (Harrer et al., 2022). Yet, the compatibility of its small ELMs
with the heat flux thresholds of the PFCs in a reactor is not fully guaranteed (Faitsch et al.,
2023). Experiments with fueling by pellet injection compared to gas puffing have proven the
sensitivity of the QCE access specifically to the density at the separatrix and in the SOL (Harrer
et al., 2018). The second access condition for the QCE regime is strong plasma shaping close to
double-null configurations, and especially a high triangularity, as shown in experiments at TCV
(Harrer, 2020).

The small ELMs in QCE plasmas, which are also known as type-II or grassy ELMs, come
at high frequencies > 300 Hz (an example time trace can be seen in figure 7.1). They can co-
exist with type-I ELMs, as they have a different underlying mechanism (Harrer et al., 2018).
Ideal n → ∞ ballooning stability analyses with HELENA indicate that QCE discharges are lo-
cally unstable to high-n ballooning modes, typically located at 0.99 . ρpol . 1.00, this means
mostly at the pedestal bottom (Radovanovic et al., 2022). The ballooning mode nature of the
small QCE ELMs was confirmed with the more realistic non-linear, resistive MHD code JOREK,
where ballooning modes occurred under QCE-like conditions (Hoelzl et al., 2021; Harrer et al.,
2022). Experimentally, a coherent structure with a frequency around 30–40 kHz is observed at
the plasma edge in QCE discharges (Griener et al., 2020), referred to as quasi-coherent mode
(QCM). This fluctuation is indeed localized near the separatrix and propagates in the ion dia-
magnetic direction, which is consistent with the properties of ballooning modes (Kalis et al.,
2023).

38



2.2. Plasma edge physics

The stability analyses by Radovanovic et al., 2022 provide deeper insights into the reasons
for the good energy confinement without large ELMs in the QCE regime. These qualities are
due to a fine balance of the ballooning stability, whose distinct stability regions are illustrated in
figure 2.2, across the pedestal. The pedestal bottom is in the first stability region (Radovanovic
et al., 2022), such that the small-ELM ballooning modes, which are very localized due to their
high n, are destabilized by lower magnetic shear or increased pressure gradient. This explains
the QCE access conditions, namely the high edge densities, which result in steep local pressure
gradients, and the strong shaping, which results in small local magnetic shear at the pedestal
bottom (Harrer et al., 2018; Harrer, 2020; Harrer et al., 2022). With increasing shaping, the
pressure gradient threshold for peeling-ballooning modes rises more rapidly than that for the
QCE ballooning modes, creating a larger operational space for the QCE regime (Dunne et al.,
2024). The additional transport by the ballooning modes at the plasma edge is efficient due to
the high densities in this region and flattens the local gradients such that the pedestal width
is reduced sufficiently to keep the entire pedestal away from the peeling-ballooning boundary
(Harrer, 2020). As the pedestal middle is in the second stability region, its gradients can in
contrast be locally steep without provoking ballooning modes (Radovanovic et al., 2022). This
ensures the good confinement in the QCE regime.

The small ELMs are observed to come with high-frequency, i.e., quasi-continuous, filamentary
transport in the SOL. These filaments exhibit velocities up to 3× higher compared to H-mode
phases between type-I ELMs (Griener et al., 2020). Their transport causes a density shoulder in
the SOL, characterized by flatter density gradients in the far SOL than closer to the separatrix
(Faitsch et al., 2021). Moreover, it increases the SOL power fall-off length, defined as the expo-
nential decay length to 1/e, by a factor of up to 4 compared to H-mode phases between type-I
ELMs (Faitsch et al., 2021). The high SOL densities, together with the broadened heat flux,
facilitate detachment and reduce the power load on the PFCs, potentially lowering the required
edge impurity radiation in a reactor (Faitsch et al., 2021). However, individual filaments may
have substantial local heat and particle impacts on the wall (Faitsch et al., 2021).

In the past, the QCE regime has not been considered for reactor operation because it is only
achievable with rather high pedestal top collisionalities in present-day devices, which will not
prevail in reactors. However, this limitation arises from the inability of smaller devices to decou-
ple the collisionalities at the pedestal top and bottom. The rather recently discovered localized
dependence of the QCE regime on the separatrix density thus invalidates this argument (Harrer
et al., 2022), and the compatibility of QCE operation with lower collisionalities at the pedestal
top is supported by experimental findings at JET, where the QCE regime has recently been
established (Faitsch et al., 2025). Nevertheless, further requirements must be met in order to
operate ITER in a QCE regime. The pedestal middle must remain in the second stability region
to ensure good confinement, and the small ELM filaments must be compatible with the heat
fluxes that are tolerable for the PFCs. Furthermore, the strong shaping needed to access the
QCE regime must not endanger the upper vessel tiles (Pitts, 2024). At AUG, the QCE regime is
usually operated at 0.8 MA, several example discharges are presented in chapter 7. Extensions
of the QCE operational space are subject of ongoing research.

EDA H-mode The EDA H-mode was discovered on the compact, high-field tokamak Alca-
tor C-Mod (Greenwald et al., 1999; Marmar et al., 2000) and has since then been established on
several devices, including AUG (Gil et al., 2020). It is named after the enhanced Dα radiation
observed at the plasma edge, which is related to an increased particle transport compared to
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H-mode phases between type-I ELMs. This increased transport prevents impurity accumulation
in present-day devices and keeps the pedestal away from the peeling-ballooning boundary, such
that it is practically ELM-free (an example time trace can be seen in figure 7.1). Nevertheless,
the particle confinement in EDA H-mode plasmas is high enough to build a clear density pedestal
with high core densities. Additionally, it provides excellent energy confinement, with H-factors
that can be even > 1.

The EDA H-mode is accessed primarily by strong electron heating via ECRH, and it is more
easily achieved with additional high fueling, i.e., high collisionality, and high shaping, in par-
ticular high triangularity. In AUG, EDA H-modes are typically operated at rather low plasma
currents, as the discharge presented in chapter 7 with 0.7 MA, and NBI heating contributing up
to 50 % of the heating power is tolerable.

A key characteristic of EDA H-mode plasmas is the QCM, which appears similar to the QCM
in the QCE regime. Although with a narrower frequency bandwidth, it is also observed near
the separatrix and propagating in the ion diamagnetic direction, identifying it as related to elec-
tromagnetic ballooning modes (Kalis et al., 2023). Thus, as in the QCE regime, ballooning-like
fluctuations are assumed to be responsible for the enhanced plasma edge particle transport. This
hypothesis is supported by non-linear MHD stability calculations with JOREK for an AUG EDA
H-mode, which find modes with a poloidal rotation velocity compatible with resistive ballooning
modes, and a ballooning-like localization at the LFS (Cathey et al., 2023). The increased edge
transport is probably also connected to filamentary activity, although the filament velocities in
the SOL are found to be smaller than those generated by the small ELMs in the QCE regime
(Griener et al., 2020).

Due to their similar parameter space, which is directly compared in Viezzer et al., 2023, and the
presence of a QCM, albeit with slightly different characteristics, in both the QCE regime and
the EDA H-mode, the connection or distinction between these regimes is not fully understood.
Typically, the regimes are distinguished by the higher ELM activity in the QCE regime and the
narrower frequency bandwidth of the QCM in the EDA H-mode. Further investigation of the
EDA H-mode physics, and also of the QCE regime, is required to assess their differences and for
robust scaling to future devices. In the EDA H-mode, in particular, the appearance of ELMs
can occur when the heating power is increased above a certain threshold. Thus, its compatibility
with higher heating powers, but also with lower collisionalities, needs to be proven and remains
a topic of current research.

XPR regime The X-point radiator (XPR) regime, demonstrated at AUG, TCV, and JET
(Bernert et al., 2017; Bernert et al., 2020; Bernert et al., 2023), is accessed by strong impurity
seeding. A highly radiating region, which is poloidally localized close to the X-point, is estab-
lished in the confined plasma, and the associated radiative cooling relaxes the pedestal gradients
such that type-I ELMs are suppressed. The ELM suppression depends on the position of the
XPR region, and usually occurs in AUG for heights of the XPR above the X-point of > 7 cm.
Therefore, in order to operate a stable XPR regime, a real-time control for the XPR position via
the seeding level has been developed. The XPR model proposed by Stroth et al., 2022 captures
further parameter dependencies of the XPR access and stability, which are in good agreement
with experimental observations. At AUG, a stable XPR regime with high energy confinement
can be operated without detrimental impurity accumulation. Due to the large radiated power
fraction, it is typically inherently fully detached. This allows the X-point to be placed closer
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to the divertor targets, which motivates the concept of the compact radiative divertor (CRD)
(Lunt et al., 2023).

I-mode The improved energy confinement mode (I-mode) (Whyte et al., 2010), found on
several tokamaks including AUG (Ryter et al., 2016; Happel et al., 2016), is characterized by the
combination of good energy confinement with L-mode-like particle confinement, thus the absence
of a density pedestal. As a result, the pedestal is peeling-ballooning stable, i.e., ELM-free, and
impurity accumulation is prevented. Similar to the QCE regime and the EDA H-mode, a plasma
edge fluctuation, the weakly coherent mode (WCM), is observed, but at higher frequencies than
the QCM. The I-mode is typically accessed via an unfavorable ion ∇B-drift configuration, where
the ion particle drift given in equation 2.14 is directed away from the active X-point. This can be
achieved by operating in upper single-null (USN), that is, with the X-point at the upper diver-
tor, or with a reversed B-field direction. It leads to a higher threshold power for H-mode access
and the I-mode is also established at high powers, though below PL−H, with an operational
power window that increases with the magnetic field. Close to PL−H, pedestal relaxation events
appear, which however have lower power fluxes than type-I ELMs and cannot be described as
peeling-ballooning instabilities (Silvagni et al., 2020). The reversed field operation and the high
access power pose challenges for future reactors. Moreover, the integration of the I-mode with
impurity seeding without transitioning into L-mode is challenging. Hence, its compatibility with
divertor detachment needs to be further investigated.

Negative triangularity L-mode Negative triangularity plasmas have a poloidal cross-
section that is opposite to the vessel shape at AUG. These plasmas can be operated in L-mode
without ELMs even at H-mode-like heating powers. However, even without a pedestal, they can
achieve high energy confinement with an H-factor around 1. They have first been studied on
TCV (Camenen et al., 2007), and have been shown to be able to reach reactor-relevant pressure
on DIII-D (Austin et al., 2019). Since its potential reactor relevance was only discovered rather
recently, this regime is not yet well studied and many other reactor-relevant criteria, such as
the integration with impurity seeding and divertor detachment, but also the vertical stability,
cannot yet be rated. A review is provided by Marinoni et al., 2021, and initial studies at AUG
are presented in Happel et al., 2022.

QH mode The quiescent H-mode (QH-mode) (Burrell et al., 2001; Suttrop et al., 2003)
is established via strong plasma rotation combined with low edge densities. It exhibits a similar
energy confinement as the type-I ELMy H-mode but no ELMs. Instead, additional edge trans-
port is driven by a kink-peeling type MHD instability, the edge harmonic oscillation (EHO). It
is saturated close to the peeling-ballooning boundary and keeps the pedestal peeling-ballooning
stable. Yet, in AUG with the W wall, as in metal-wall devices in general, impurity accumula-
tion is not prevented, such that QH-modes can only be reached transiently before a radiative
collapse occurs. Moreover, due to the low edge densities, compatibility with divertor detach-
ment is not ensured. The QH mode can, however, be operated stably in other devices, such as
the tokamak DIII-D, where even a new wide-pedestal QH-mode (WPQH-mode) was discovered
rather recently (Burrell et al., 2016; Burrell et al., 2020). This mode has a wider and higher
pedestal and thus also a higher energy confinement than the previous QH-mode, and is accessed
by particularly high shaping.
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2.2.3.2 Active ELM control techniques

ELM mitigation and suppression with RMPs With the use of tailored control coils, 3-
D, i.e., non-axisymmetric, magnetic fields can be generated that perturb the magnetic topology
at the plasma edge such that ELMs are mitigated or even fully suppressed. This was first dis-
covered on DIII-D by Evans et al., 2004. Although the exact mechanism of the ELM suppression
is complex and not fully understood, it is thought to be related to the formation of magnetic
islands near resonant surfaces at the pedestal top due to magnetic re-connection. Such an island
acts as a transport shortcut, therefore reducing the pedestal pressure gradient and stabilizing
the pedestal against peeling-ballooning modes. With RMPs, especially the pedestal density
is lowered, which is known as density pump-out. The existence of magnetic islands in RMP
plasmas has recently been proven experimentally and is supported by non-linear free-boundary
JOREK simulations (Willensdorfer et al., 2024).

RMP ELM suppression has been found to significantly reduce the accumulation and confine-
ment time of high-Z impurities with respect to ELM-free phases without RMPs (Grierson et
al., 2015). The experimentally observed impurity diffusion in the pedestal is increased (Victor
et al., 2020; Vogel et al., 2021), which is supported by JOREK simulations showing an increase
in pedestal impurity diffusion by a factor of about 2 during RMP ELM-suppressed operation
(Korving et al., 2024). This modeling indicates that the impurity diffusion cannot be explained
by neoclassical transport alone, although the reduced density gradient in RMP plasmas could
contribute to reduced neoclassical impurity inward convection in the pedestal. However, further
and more detailed quantitative validation of these results is required for a thorough understand-
ing and ITER predictions.

ELM pacing via pellet injection Instead of ELM suppression, ELMs can also be in-
tentionally triggered, called ELM pacing. This is favorable since frequent small ELMs can
provide sufficient transport to avoid large type-I ELMs. ELMs can be released by injection of
frozen fueling pellets, as they locally perturb the pedestal pressure. For ITER, this is foreseen
as an alternative to RMP ELM suppression or ELM-free/small-ELM regimes, especially during
the ramp-up and ramp-down of the plasma (Loarte et al., 2014). At AUG this technique was
established by Lang et al., 2004.

Pellet ELM pacing is critically dependent on a number of parameters, which have been sta-
tistically assessed at JET by Lennholm et al., 2021. The dominant influence is the injection
location, with injections from the HFS being favorable. Moreover, larger and faster pellets
trigger ELMs more reliably, but also contribute undesirably more to core fueling and degrade
the energy confinement more significantly. After each ELM, there is a lag time within which
further pellet injections do not trigger another ELM, an observation that has been successfully
modeled with JOREK by Futatani et al., 2021. Finally, the required pellet size depends on the
collisionality of the plasma, as the effect is connected to a pressure perturbation. The required
pellet size in reactor-like pedestals with low collisionality has been evaluated experimentally at
DIII-D by Wilcox et al., 2021 and is in good agreement with the MHD simulations by Wingen
et al., 2021.

ELM pacing via vertical plasma kicks As an alternative to pellet injection, ELM pac-
ing is also possible with vertical kicks, as first found by Degeling et al., 2003 and described in
Zohm, 2014. These are generated by changes to the radial magnetic field, which is induced by
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the poloidal field coils used for stabilization of the vertical plasma position. Controlled vertical
plasma displacements with sufficient velocity and magnitude can trigger small ELMs. However,
this method has several drawbacks for reactor operation. Most importantly, the plasma is more
prone to vertical displacement events (VDEs), which are instabilities that lead to a loss of ver-
tical position control. VDEs cause the plasma to move rapidly towards the wall, often resulting
in disruptions.

43



2. Background

2.3 Bayesian statistics

This section is concerned with the extraction of information from experimental data in a statis-
tically accurate manner with robust uncertainty quantification. It is structured into a general
discussion of inverse problems and their solution using Bayesian statistics (section 2.3.1), and
an introduction to sampling algorithms (section 2.3.2). Special attention is given to nested
sampling methods, and especially the algorithm MultiNest, which is employed in this work.
More information can be found in Sivia et al., 2006 and Toussaint, 2011, on which this chapter
is based.

2.3.1 Solving inverse problems

Experimental studies aim to obtain information about physical quantities, here referred to as
parameters P, for which some prior information I may already exist, from measured data D.
However, the parameters are often not directly measurable, but the observed quantities depend
on the parameters via a known or hypothesized (forward) modelM. Estimating the parameters
based on the data therefore poses an inverse problem, which can be complex to solve if the
model is not invertible. Moreover, especially for non-linear models, there may be multiple
distinct solutions for the parameters in fairly good agreement with the data, and additionally,
the data may be affected by large noise or may be sparse. In sum, it can be difficult to determine
a single narrowly constrained solution of the inverse problem and it is therefore insufficient to
use optimization methods such as χ2-minimization, which minimizes

χ2 =
∑
i

(fi − di)2

σ2
i

, (2.67)

where fi are the elements of the solution, di the corresponding data points, and σi their uni-
variate standard deviations. In these cases, it is recommended to infer a probability estimate
for the full parameter space, which also takes a priori knowledge explicitely into account. This
can be done according to Bayesian statistics with Bayesian inference methods. As such, they
provide an accurate quantification of the uncertainty.

Bayes’ theorem provides the following relation for the probability of the parameters given the
prior information, the measured data, and the forward model:

p(P|D,M, I) =
p(D|P,M, I)p(P|M, I)∫
p(D|P,M, I)p(P|M, I)dP

∝ p(D|P,M, I)p(P|M, I). (2.68)

Here, p(P|M, I), typically called prior (probability), is the probability assigned to the pa-
rameters prior to the experiment due to a priori knowledge, e.g., about the physical process.
p(D|P,M, I), typically called (data) likelihood, is the probability of the data, given a specific
parameter set, meaning that it describes the measurement noise. p(P|D,M, I) is often referred
to as posterior (probability). For an inference of the parameters, known as parameter estimation,
the denominator in equation 2.68 does not need to be computed, as it is simply a normalization
constant.

From the posterior, several summary statistics can be derived, such as its mean or confidence
intervals, which contain a certain percentage of the probability mass. Also, posterior distribu-
tions for a parameter subset can be calculated, marginalizing the other parameters. The mode
of the posterior is the point with the highest probability, called maximum a posteriori (MAP).
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However, in the case of strongly non-Gaussian or even multimodal posteriors, and in high-
dimensional parameter spaces, simple estimators, including the MAP, may not be particularly
representative of the high-probability region. This highlights again the advantages of Bayesian
inference over optimization methods that infer a single point in the parameter space.

Bayesian statistics can not only be used for parameter estimation but also to compare the
applicability of different models. The denominator in equation 2.68 is the likelihood integrated
over the prior space, so it depends only on the prior information and the given model, which can
be written as p(D|M, I). Since the parameters are marginalized, it is also known as marginal-
ized likelihood. Multiplied by the prior probability of the model p(M|I) it yields the posterior
probability of the model p(M|D, I) (Knuth et al., 2015). Assuming same prior probabilities for
two models, their relative posterior probabilities are thus directly indicated by the marginalized
likelihood, which is therefore also known as Bayesian (model) evidence. It measures how well
the data can be matched by a model, while favoring simpler models over more complex ones
(Knuth et al., 2015). The ratio between the Bayesian evidence values of two different models is
usually referred to as Bayes factor, and the approach of selecting an appropriate model via its
Bayesian evidence is known as model selection.

Calculating the posterior or the Bayesian evidence analytically is often impossible. Instead,
alternative approaches, usually sampling methods, are employed for their approximation. How-
ever, these can be costly and it is particularly challenging to accurately capture the integration
required to retrieve the Bayesian evidence, i.e., the denominator in equation 2.68 because the
parameter space region that strongly contributes to the evidence is typically small. In addi-
tion to choosing an inference algorithm, setting up a Bayesian inference in practice requires
the definition of a model, a prior, and a likelihood. The model should incorporate the physical
understanding of the mapping from the parameters to the ideal measured quantities. Moreover,
it often includes further parameterizations, e.g., of profiles, in order to reduce the dimensionality
of the parameter space. Non-parametric inference, e.g., with Gaussian-process regression, can
become computationally expensive in high dimensions. The prior should reflect any information
about the parameters before conducting the experiment. Following the principle of maximum
entropy, it should contain as little information about the parameters as possible while satis-
fying all known properties, e.g., a positivity constraint. Finally, the likelihood should capture
all knowledge about the measurement noise, in particular any correlations in the data error
statistics, non-Gaussian error distributions, or systematic offsets.

2.3.2 Sampling algorithms

Sampling algorithms approximate the posterior distribution by drawing a sample set to repre-
sent it. A common choice are Markov chain Monte Carlo (MCMC) methods, which are designed
such that their equilibrium chain samples are distributed according to the posterior. MCMC
methods are often efficient even in high dimensions, but if they are not run for a sufficient num-
ber of steps, the sample set can be correlated, and if they start in an unfavorable region, they
may need a rather long burn-in time to reach the regions of high posterior probability density.
Hence, very complex posterior shapes may not be well captured by MCMC methods. In ad-
dition, while parameter estimation only needs to approximate the unnormalized posterior, i.e.,
the right-hand side of equation 2.68, model selection studies require an estimate of the integral
in the denominator of the equation, which is not easily feasible with MCMC methods.

Particularly useful for both dealing with strongly non-Gaussian posteriors and accurately es-
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timating the Bayesian evidence is the nested sampling method first introduced by Skilling, 2004
and Skilling, 2006. For comprehensive recent reviews, see Ashton et al., 2022 and Buchner, 2023.
The basic principle of nested sampling is to iteratively update a set of nlive samples, the so-called
live points. They are initially drawn uniformly from the prior, and updated by rejecting the
sample with the lowest likelihood Li at iteration i and sampling a replacement uniformly from
the prior regions with higher likelihood. In the case of a simple likelihood space, peaking at a
central point, this yields nested shells. Each region or shell encloses a prior volume, i.e., prior
probability mass, Xi, the shrinkage of which determines the prior volume or weight wi that the
rejected sample represents. The posterior weight of the sample i is therefore

pi =
Liwi∑
i(Liwi)

. (2.69)

The posterior is approximated by all samples together with their posterior weights and the
Bayesian evidence is calculated as

p(D|M, I) =
∑
i

(Liwi). (2.70)

The multi-dimensional integration over the posterior space has thus been transformed into a
1-D integral. The MAP is obtained directly as the sample with the highest pi.

There are different methods for estimating the prior weight of each sample. In the nested
sampling code MultiNest (Feroz et al., 2008; Feroz et al., 2009; Feroz et al., 2019), which is
used in this work, wi is calculated as

wi =
Xi−1 −Xi+1

2
. (2.71)

The expectation value for the shrinkage of the prior volume in each iteration is estimated in
MultiNest by a statistical argument (Feroz et al., 2008) as

Xi

Xi−1
= exp

(
−1

nlive

)
. (2.72)

Thus, starting in the first iteration with a normalized prior volume of 1, the prior volume at
iteration i has the size

Xi = exp

(
−i
nlive

)
. (2.73)

The method for drawing new samples above the current likelihood threshold can also vary
between different implementations of nested sampling. MultiNest uses a region-based ap-
proach, namely ellipsoidal rejection sampling. The current live point set is enclosed by multiple
ellipsoids, from which samples are drawn randomly until a sample with high enough likelihood
is found, while those below the threshold are rejected. The ellipsoids are optimized to have a
high probability of covering the remaining parameter space defined by the likelihood threshold,
but to avoid including large regions with lower likelihood in order to reduce the sampling over-
head. Since with increasing dimensionality an increasing fraction of the sampling volume lies at
its boundaries, region based sampling can become inefficient in particular in high-dimensional
parameter spaces. The overview paper by Buchner, 2023 shows how ellipsoidal sampling scales
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with dimensionality.

MultiNest is well suited to identify multimodal posterior distributions by detecting distinct
groups of ellipsoids without overlaps. These regions can then be treated individually in the rest
of the sampling process. Alternatively, the multimodality detection can also be done on specific
parameters only or completely disabled, which saves computational cost. Complex non-Gaussian
posterior shapes, that means high-dimensional curved, i.e., banana-like, shapes, can still be well
captured by many overlapping ellipsoids.

The main critical factors for the runtime of a nested sampling evaluation are the number of
live points, the speed of the likelihood evaluation, the efficiency of the generation of new sam-
ples, which depends on the specific sampler used, and the distance between prior and posterior,
which can be measured as their Kullback-Leibler divergence, DKL (Handley, 2023). The accu-
racy of the nested sampling result instead depends mainly on nlive and DKL (Handley, 2023),
which emphasizes especially the importance of an appropriate prior definition.
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Parts of the content, figures, and text of this chapter are included in a publication that I have
submitted as first author to Nuclear Fusion. I was the main contributor to all the new aspects
described, in particular the extension of the Bayesian framework within the OMFIT ImpRad
module to handle AUG data and to infer pedestal impurity transport using the charge-stage
method, the testing of the novel methodology with synthetic data, the execution of the presented
discharge with the refined CXRS setup, and the analysis and interpretation of the pedestal Ne
transport in the QCE regime. The co-authors contributed by providing advice in discussions and
technical support. All co-authors read, commented on, and approved the text.

This chapter describes the diagnostics employed in this work to infer pedestal impurity trans-
port coefficient profiles with the charge-stage method, as outlined in section 1.5. Section 3.1
details the charge-exchange recombination spectroscopy (CXRS) diagnostic, which provides in-
formation on the impurity densities of multiple charge stages. The observed spectra also yield
the ion temperature profile. Moreover, the radial profiles of electron density and temperature
are important for the evaluation of the impurity transport coefficients, as explained in section
4.1.2.1. Therefore, the diagnostics that are routinely used at AUG to determine these quantities
are introduced in section 3.2.

3.1 CXRS diagnostic

3.1.1 General principle

CXRS observes spectral line radiance of an impurity I after a charge-exchange (CX) reaction
with neutral D from the NBI, when the electron decays from the initial excited state, i.e.,

D0
NBI + IZ+ CX→ D+

NBI + I(Z−1)+∗ → D+
NBI + I(Z−1)+ + photon. (3.1)

The radiance (in photons (Ph) ·m−2 · s−1 · sr−1) captured by each line of sight (LOS) is given by
the integration along the intersection region of LOS and neutral beam

LCXline,LOS =
1

4π

∑
n

4∑
j=1

∫
LOS

nI,Znb,n,j 〈σCXline,nuj〉eff dl. (3.2)

Here, nb,n,j is the density of the NBI neutrals in an excitation state with main quantum number
n and with a velocity indexed by j. 〈σCXline,nuj〉eff is the effective CX-emission rate coefficient,
calculated from the CX cross-section σCXline,n, which is a function of the relative velocity,

uj = |~vb,j − ~vI|, (3.3)

between the concerned beam neutrals with velocity ~vb,j and impurity ions with velocity ~vI. 〈〉 in-
dicates the integral over their velocity distributions. The beam consists of several energy/velocity
populations since charged D molecules (D+, D2+, D3+) are accelerated with the same voltage,
and subsequently break up during their neutralization, yielding beam neutrals with full, 1/2, and
1/3 beam energy. Besides these three components, there is a population of neutrals with thermal
velocity distribution produced by CX between beam neutrals and main ions, the beam halo. It
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forms the fourth velocity component in equation 3.2.

As the equation shows, the impurity emission observed with CXRS is directly related to the
impurity densities. In addition to the impurity transport solver, this relation is included as a
synthetic diagnostic in the forward modelM mapping from parameter space to data space. The
calculation of nb,n,j and 〈σCXline,nuj〉eff , and the LOS integration are detailed in section 4.1.4.
This chapter focuses on the acquisition of the high quality radiance data.

Detailed information on CXRS as a plasma diagnostic can be found in Isler, 1994. Unlike
passive spectroscopy, CXRS is able to measure fully ionized impurities and to provide good
spatial resolution due to the defined intersection region between NBI and LOS. Furthermore, in
addition to determining impurity densities, CXRS can provide ion temperatures and also the
(typically toroidal) plasma rotation. It observes radiation in the range of visible wavelengths,
which are long enough to resolve the Doppler broadening and wavelength shifts of the spectral
lines with sufficient accuracy. Since the plasma is optically thin in this wavelength range, there
is moreover no need to account for attenuation of the radiation within the plasma.

3.1.2 Specific setup

The transport analyses in this thesis focus on Ne, although the framework can, in principle, be
applied to other impurities as well, such as Ar or N. Since the charge-stage method requires
a stationary impurity content, best eligible are impurities that can be puffed. Moreover, mul-
tiple charge stages must be present in the pedestal, with spectral lines that can be observed
with CXRS, and for which the effective CX-emission rate coefficients are determined. Ne is
advantageous due to its moderate atomic number (10), which is high enough to have significant
densities of non-fully stripped ions throughout the pedestal, in particular the He- and H-like
charge stages, but low enough to provide good interpretability of the CXRS signal due to known
effective CX-emission rate coefficients. In addition, Ne is likely to be used for radiative power
exhaust in ITER (Campbell et al., 2024), hence its transport properties are of particular inter-
est.

Figure 3.1 shows a schematic of the experimental setup. It is similar to the one in Dux et
al., 2020, which also uses the AUG CXRS system with a radial array of toroidally looking LOS
to measure multiple Ne charge stages. Due to the CX-reaction that induces the observed line
radiation, as stated in equation 3.1, the density of the NeZ+ charge stage, which will further
be used to refer to the data, is represented by the radiance of a Ne(Z−1)+ transition. The
spectral lines used to provide information about the Ne10+, Ne9+ and Ne8+ densities are NeX
n = 11 → 10 at 524.88 nm, NeIX n = 14 → 12 at 610.44 nm and NeVIII n = 10 → 9 at
606.82 nm. Additional CX-lines (NeVIII n = 13→ 11 at 606.41 nm and carbon CVI n = 8→ 7
at 529.0 nm), which are not used, are also visible in the spectra.

The Ne8+ CX-line can hardly be distinguished from the equivalent CX-line of fully ionized
oxygen (O) since the Doppler broadening differs only by 10 % (Dux et al., 2020). However, also
the effective CX-emission rate coefficients of these spectral lines are approximately the same
since the atoms are Rydberg-like for the high principal quantum number (14) into which the CX
takes place. Thus, the impurity density information retrieved according to equation 3.2 from the
combined Ne8+ + O8+ spectral line when assuming Ne8+ rate coefficients can be attributed to
the sum of the Ne8+ and O8+ densities. Therefore, the impurity transport solver in the forward
model is additionally run for O and the summed densities are compared to the radiance data
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Figure 3.1: Schematic of the diagnostic setup. The top-down view of a torus segment shows the
toroidally looking LOS of the core and edge CXRS systems (dark green, looking on the
beam from different sides), from their intersection points with beam 3 of NBI box 1 in
sector 16 (blue) to the respective optical heads. The plasma is indicated by the magnetic
axis and separatrix (orange) and further flux surfaces (light grey). The LOS of each optical
head are alternately imaged on 2 spectrometers, which observe spectral lines that contain
information on the densities of the 3 charge stages 10+, 9+ and 8+ of the puffed Ne impu-
rity. Beam 3 is used for the diagnostic, and all other beams from box 1 are turned off. NBI
dips and, where possible, radial plasma sweeps are applied to improve the data quality.

using the Ne8+ effective CX-emission rate coefficients.

At AUG, the NBI system consists of 8 beams, 4 of which are injected from each of the 2
beam boxes, located on opposite sides of the torus. The maximum extraction voltages are 60 kV
and 93 kV for box 1 and box 2, respectively. Each beam can deliver an individually adjustable
power of maximally 2.5 MW. Optical heads for CXRS measurements are installed on both torus
sides, allowing beams from either box to be used for diagnostic purposes. However, the optical
heads whose LOS specifically observe the plasma edge are located in sector 16, designed to
observe beams from box 1. As the LOS go through the center of beam 3 and their focal points
are optimized for this beam, this beam is employed for the CXRS data acquisition in this work.

Beam 3 is observed with a radial array of toroidally looking LOS from different optical heads. In
both campaigns concerned in this thesis (2021 and 2022), the LOS of the CER optical head, ob-
serving the plasma core, were imaged on two spectrometers, called CER and CAR. This setup is
in the following referred to as core CXRS system. In the setup used for the presented discharges,
the plasma edge was observed with the CMR-1 and CMR-2 optical heads, and additionally with
the CMR-3 optical head in the 2022 campaign. Their LOS were imaged on two spectrometers,
called CMR and CPR, which is in the following referred to as edge CXRS system. The core
CXRS system consisted of 45 LOS in both campaigns and the edge CXRS system consisted of
22 LOS in the 2021 campaign and 32 LOS in the 2022 campaign. Figure 3.2 shows an example
of the LOS viewing geometry in the pedestal with respect to beam 3. It demonstrates that the
region observed with the LOS of the edge CXRS system is more tangential to the flux surfaces
and therefore better resolved in the radial direction.

All the spectrometers are of the Czerny-Turner type, with 2400 l/mm gratings and charge-
coupled device (CCD) cameras. The minimal exposure times depend on the cameras and are
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Figure 3.2: Example of the LOS configuration in the poloidal plane. The projections of the LOS onto
the poloidal plane appear as curved trajectories. The transparency indicates the density of
the first energy component of the NBI beam normalized to its maximum along each LOS.
The points of maximum beam density are indicated by the markers. This example shows
the setup of the 2021 campaign, specifically for #39461, observing beam 3. 3 optical heads
are used, CER (dark green) for the core CXRS system, and CMR-1 (orange) and CMR-2
(blue) for the edge CXRS system. Their LOS are distributed on different spectrometers,
CER and CPR measuring Ne10+ (crosses), and CAR and CMR measuring Ne8+ and Ne9+

(dots). The graphic shows the plasma edge region with the separatrix (black) and the other
flux surfaces in distances of ρpol = 0.01 (grey), calculated from the equilibrium at 5.38 s.

about 5 ms for the core CXRS system and about 2.5 ms for the edge CXRS system. Since the
fibers are arranged in a vertical stack in front of the spectrometer entrance slit, the CCD chip
is binned into vertical regions of interest (ROIs), which define the spectrometer channels. The
light is transmitted from the optical heads in the torus to the spectrometers in the laboratory
through a series of two (or more) optical (quartz glas) fibers, which are connected at a fiber
connector board. Prior to all the presented discharges, the configuration for the connection of
the LOS to the spectrometer channels was modified by dis- and re-connections at this connector
board. Namely, the LOS of the edge CXRS system were distributed alternately on the CMR and
CPR spectrometers. This is because the CPR spectrometer is usually dedicated to measuring
the poloidal plasma rotation for radial electric field studies, which require poloidally looking
LOS. In contrast, the LOS of the core CXRS system were consistently imaged on the CER and
CAR spectrometers without changes in LOS-channel attributions throughout the campaigns.

The steady-state approach with constant impurity densities supports a high data quality. It
allows the data to be averaged in time, and moreover NBI dips can be used for subtraction of
passive contributions to the spectra, and radial plasma sweeps can be performed for measure-
ments at more radial positions. More details on the data evaluation are provided in section
3.1.4.
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3.1.3 Calibrations

3.1.3.1 Geometry calibrations

The geometry of all LOS is determined using a robot arm provided by FARO (FARO Technolo-
gies, 2024), which is installed in the vessel during its openings. The fibers are backlit in the
laboratory, and several spatial points in the center of the LOS light cone are measured around
the focus point of the LOS with the robot arm. A straight line is then fitted through these
points to define the LOS geometry. This method achieves an accuracy ≤ 1 mm.

3.1.3.2 Spectrometer calibrations

The grating equation for a spectrometer is given by

n · g · λ = cos ε · (sinα+ sinβ) . (3.4)

Here, n is the diffraction order, g the grating constant (in this case 2400 l/mm), λ the wave-
length, α the horizontal angle of incidence on the grating, and β the horizontal diffraction angle.
ε represents the vertical angle between the incident light and the horizontal plane, which results
in a parabolic vertical image of a straight vertical line. This parabola is particularly important
as the fibers imaged to the different spectrometer channels are arranged in a vertical stack in
front of the entrance slit. The dispersion and the vertical parabola are measured using spectral
arc lamps. The size of the image on the CCD chip depends on two factors, namely the ratio
between the focal lengths of the two lenses or mirrors that collimate the light and focus it onto
the CCD chip, called image ratio, and on the magnification in dispersion direction due to the
angle of the grating.

Apart from the ideal grating equation, the image is influenced by the spectrometer optics,
in particular the finite width of the entrance slit, which is typically between 50–100µm, and
other imperfections, which are together summarized in the instrument function. These factors
broaden the measured spectral lines, meaning that a single wavelength is imaged onto a larger
wavelength range. The image of the entrance slit produces an intesity profile in the form of
a square function, while all other influences are well approximated by a Gaussian because the
lenses in the spectrograph produce Gaussian profiles. The width of the square function and
the full width at half maximum (FWHM) of the Gaussian are also calibrated using spectral arc
lamps.

The finite frame transfer time of the CCD camera, which is determined by the shift speed
and the size of the CCD chip in the shift direction, causes the actual exposure time to be
shorter than the set value. This offset is quantified by a linear fit of the count rate along a
scan in exposure time, using a constant light source. For both edge CXRS spectrometers, the
exposure time is approximately 0.3 ms shorter than the repetition time.

The photons arriving at the CCD chip pixels are converted into (photo-)electrons, which can
be amplified with an electron-multiplying gain (EM-gain) controlled by an adjustable voltage.
After amplification, the electrons are converted into digital counts by an analog-to-digital (AD)
converter. Its controller gain provides three predefined settings for low (1), medium (2) and
high (3) count rate, based on the electrons acquired on the CCD chip after potential electron
multiplication. Since the EM-gain leads to additional noise, it should only be applied when
necessary.
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For the calibration of the controller gain and the readout noise of the AD-converter, the count
noise σc is measured for different count numbers nc. It is assumed that the count noise depends
on the electron noise σe and the readout noise σAD as

σ2
c = Φ2σ2

e + σ2
AD, (3.5)

where Φ represents the counts per electron resulting from the AD converter. When the EM-gain
is disabled, the electron noise equals the photon noise, which follows a Poisson distribution.
Therefore, the variance σ2

e is equal to the number of electrons acquired on the CCD pixel ne.
Substituting this into equation 3.5 yields

σ2
c = Φ2ne + σ2

AD = Φnc + σ2
AD. (3.6)

Instead, if the EM-gain is enabled, the associated noise statistics must be included, introducing
an additional factor of 2g in the electron noise variance, where g is the EM-gain (Ryan et al.,
2021). Φ and σAD can be directly determined as slope and intercept of a linear fit. This cal-
ibration procedure is repeated for all possible controller gain settings in combination with the
EM-gain set to 0 and 1.

Moreover, the actual EM-gains g corresponding to the set EM-gains gset must be calibrated.
The actual EM-gain is determined for a range of EM-gain settings by calculating the ratio of
the count rate with respect to the count rate with the EM-gain set to 1. The AD offset count
rate, measured with closed shutter, is therefore subtracted. In a double logarithmic plot, the
result is an approximately straight line with

ln(g) = fg · ln(gset), (3.7)

from which a correction factor fg can be obtained. This factor was found to be approximately
0.729 for the CPR spectrometer and approximately 0.942 for the CMR spectrometer. However,
fg has a non-linear dependence on the total number of counts. To account for this, the mea-
surement is repeated several times with nc approximately fixed at different values by decreasing
the exposure time accordingly as the EM-gain increases. For a given nc of a signal, fg is then
interpolated from its values at different nc to retrieve g.

The spectrometer calibrations, and in particular the gain calibrations, are not always repeated
between experimental campaigns. However, for this thesis, they were repeated specifically for
the edge CXRS spectrometers due to suspected issues.

3.1.3.3 Spectral radiance calibrations

In order to obtained absolutely calibrated spectral radiance measurements, the calibration con-
stants that relate the measured count rate with the emitted spectral radiance for different
wavelengths must be determined. Therefore, the optical heads in the vessel are irradiated with
a well-characterized light source. An Ulbricht sphere of known spectral radiance Lsphere,λ is used
for this purpose. It is positioned approximately at the focus position of the LOS, using fiber
backlighting to ensure that its opening covers the whole focus spot. The signal is measured over
a scan across the full range of wavelengths for which the CXRS diagnostic can be used. From
this data, the sensitivity of each channel is calculated, depending not only on the wavelength
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3.1. CXRS diagnostic

but also on the specific pixel, as

Sλ,pixel =
nc

∆texp · Lsphere,λ ·∆λpixel

[
counts

Ph ·m−2 · sr−1

]
. (3.8)

Here, ∆texp is the exposure time, and Lsphere,λ · ∆λpix is the number of photons emitted per
unit time, area, and solid angle in the wavelength range that is seen by the concerned pixel.
The entrance slit width and the gain settings of the calibration are saved. Thus, if the gain is
changed during later measurements, correction factors can be applied.

The intensity calibration is also repeated by irradiating the fibers at the connector board in
the laboratory, instead of the optical heads in the vessel. Thereby, the transmission from the
vessel to the connector board can be separated from the intensity calibration starting at the
connector board. As a result, it is possible to redistribute LOS to different spectrometer chan-
nels during the campaign, while still being able to retrieve an absolute calibration. However, it
should be noted that when LOS are unplugged to connect them to other spectrometer channels,
their calibration may be affected by poor connections at the fiber connector board, as well as by
newly introduced dust and scratches. If only few LOS are affected while others remain perfectly
calibrated throughout the campaign, cross-calibration between channels can be used to correct
for the introduced calibration errors. In doing this, it should be kept in mind that the errors
may be wavelength-dependent.

Moreover, since the optics typically experience some degradation during a campaign, the in-
tensity calibrations are repeated both before and after each campaign, resulting in pre- and
post-campaign calibration data. The selection of which calibration to use for evaluating CXRS
data depends on the observed degradation and the time point of the discharge during the cam-
paign. This includes both the degradation of the optical head and of individual channels due to
unplugging.

Table 3.1 summarizes the choices regarding the calibrations used for the data evaluation in
this thesis. They are based on comparisons of the data profiles with both respective calibra-
tion options and on the analyses of the optics degradations in the respective campaigns. In
the 2021 campaign, the CER optical head, which is used for the core CXRS system, showed
minimal degradation, with a decrease of ≤ 5 % across all relevant wavelengths. In the 2022
campaign in contrast, a stronger degradation was observed. This degradation was reconstructed
using the evolution of routine Zeff calculations, which are derived from B CXRS measurements
on the CER spectrometer, with the pre- and post-campaign calibrations serving as boundary
conditions. The corresponding correction was implemented in the data loading routine to be
automatically applied. The optical heads used for the edge CXRS system did also not degrade
much in the 2021 campaign. In the 2022 campaign, however, in particular those LOS that
were frequently switched to be imaged on the CPR spectrometer suffered from degradation.
Moreover, for all data acquired on the CPR spectrometer, the calibrations are retrieved from
calibrations of the LOS on the CMR spectrometer in combination with the calibrations starting
at the fiber connector board on the CPR spectrometer. Thus, these LOS were never consistently
calibrated without any unplugging.

3.1.3.4 Shot-to-shot calibrations

To calibrate the exact wavelength axis on the CCD chip, which changes when the grating is
turned, a spectral Ne lamp is switched on after each discharge. Its spectrum is observed on one
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CER CAR CMR CPR

#39084 pre pre pre pre
#39086 pre pre pre pre
#39456 pre pre post post
#39461 pre pre post post
#39463 pre pre post post

#40014
shot dependent correction
based on Zeff

shot dependent correction
based on Zeff

pre pre

#40219
shot dependent correction
based on Zeff

shot dependent correction
based on Zeff

pre pre

Table 3.1: Pre- or post-campaign calibration choices for the evaluated discharges. Which calibration
data is used depends on several factors, such as the point of time within the campaign and
the observed degradation of the optical head. For all discharges, the measured radiance
profiles were compared using both calibration options, and the better one was selected.

of the spectrometer channels and averaged over several frames. The wavelengths of strong Ne
lines in the typical spectral ranges of the CXRS diagnostic are known and identified by their
approximate positions in the averaged spectrum. The lines are fitted as Gaussians, and the
shifts of their means with respect to the theoretical wavelengths of the lines are compared. If
these shifts are similar, their mean is taken as correction for the wavelength axis.

The channel observing the Ne lamp is also used to acquire background frames after the dis-
charge, i.e., without any light, measuring the AD offset counts. This signal is subtracted from
the data of all channels. The background-subtracted data is thereafter further corrected for
the cross-talk due to illumination during the frame transfer, also known as smear. During the
plasma phase, the Ne lamp channel should not detect any signal, making it suitable to represent
the smear contribution. The measured intensity in this channel is thus subtracted from all other
channels, at matching horizontal pixels along the wavelength axis and matching time frames.
To account for potential differences in the width of the ROIs of different channels, the smear
contribution is weighted according to the respective ROI sizes, thus assuming that the cross-talk
per vertical pixel is constant.

3.1.4 Data evaluation

Figure 3.3 illustrates the evaluation of the spectral lines. It shows that even in the case where
there are many passive lines around the active lines, cleaned spectra containing only the CX-
lines can be retrieved. This is achieved through averaging in time and subtraction of passive
background contributions to the spectra, which originate from processes such as radiative re-
combination, dielectronic recombination, or electron impact excitation.

The time intervals with stable voltage of beam 3 are identified as beam-on phases, and the time
intervals with no beam power of beam 3 as beam-off phases. In scenarios with non-stationary
conditions caused by ELMs, only those spectra which are within the time range of interest rela-
tive to the ELM onset are included. This ELM synchronization procedure is described in more
detail in section 6.2.1. The spectra from both beam-on and beam-off phases are then sorted by
the outermost radius on the separatrix Raus at the time they were acquired. Afterwards, they
can be averaged in groups of a few spectra and their corresponding Raus is also averaged. The
averaging of their data points yi is done weighted by their variances σ2

i , which are returned by
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3.1. CXRS diagnostic

Figure 3.3: Example of the evaluation of the observed spectra. Due to the steady-state condition the
spectra can be averaged in time (top), subsequently, the passive spectra, measured during
the phases without NBI, are subtracted (middle), and finally, the spectral lines are fitted,
taking the fine structure and Zeeman splitting into account (bottom). The spectra shown
are examples of data frames from the LOS CMR-1-3 in #39461, which was observing the
pedestal top, and the averaging was done over 3 spectra.

the data reading routine according to the photon statistics and the AD-converter noise, i.e.,

y =

∑ yi
σ2
i∑
σ2
i

. (3.9)

Next, the averaged passive spectra are interpolated to the positions of the averaged active spec-
tra based on Raus, and are subtracted. Moreover, a wavelength range without dominant spectral
lines is selected, and a mean background level is calculated for each spectrum from the signal in
this range. This background is subtracted from the entire spectrum.

The fits of the so prepared spectral lines are based on the interpolation of line shapes that were
precalculated on a logarithmic temperature grid. This grid covers temperatures from 60 eV to
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8000 eV and consists of 23 values evenly spaced on the logarithmic scale. For each temperature
value on the grid, the line shapes are calculated for all LOS, including the Doppler broadening,
the instrument function (cf. section 3.1.3.2), the Zeeman effect due to the magnetic field, and
the fine structure splitting. The magnetic field is approximated by the field at the intersection
of the LOS with the beam center, evaluated at the median time of the time interval considered.

For the calculation of the Zeeman effect, the typical set of quantum numbers is used to de-
scribe the energy levels of the ion:

main quantum number: n = 1, 2, 3, ... (3.10)

orbital angular momentum quantum number: l = 0, 1, 2, ..., n− 1 (3.11)

spin quantum number: s = ±1

2
(3.12)

total angular momentum quantum number: j = |l + s| = |l ± 0.5| (3.13)

projection of the total angular momentum quantum number: m = −j,−(j − 1), ..., j − 1, j
(3.14)

An observed spectral line corresponds to a specific transition between an upper and a lower
n-state, but includes contributions from various combinations of the other quantum numbers.
This is because their wavelengths are very close, such that the broadened spectral lines overlap
strongly. However, the only transitions that are allowed are those that satisfy the quantum
mechanical selection rules

∆l = ±1, (3.15)

∆m = 0,±1. (3.16)

The wavelengths of all allowed transitions are determined from the energy differences between
the corresponding quantum states, and are subsequently divided by the refractive index of air,
which is calculated using the Edlén equation.

For the calculation of the energy differences, the ion is approximated to be Rydberg-like. For
such an ion, the basic energy levels, determined by the main quantum number, are

E0 = − R∞
1 + me

mion

Z2

n2
, (3.17)

where R∞ is the Rydberg constant, me is the electron mass, and mion and Z are the mass
and charge of the ion. The fine structure splitting, which arises from the spin-orbit interaction
caused by their magnetic moments, modifies the energy levels to

Ef = E0

(
1 +

Z2α2

n

(
1

j + 1
2

− 3

4n

))
, (3.18)

where

α =
e2

4πε0~c
≈ 1

137
(3.19)

is the Sommerfeld fine structure constant. α is defined by the elementary charge e, the speed
of light c, and ~ = h

2π with the Planck constant h. The fine structure splitting results in every
l-level except for l = 0 being split into two sublevels. Furthermore, neighboring values of l can
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have the same energy level. Any hyperfine structure effects and the Lamb shift corrections are
not included as they are very small.

Figure 3.4: Example of the electron transitions included in the spectral line shape calculations. For
the spectral line NeVIII n = 10→ 9, the energy levels of the fine structure splitting (dark
green), and the final energy levels used for the spectral line shape calculation (orange and
blue), including the Zeeman splitting, are shown, for the n = 10 level (top, orange) and the
n = 9 level (bottom, blue), for different quantum numbers l each. The relative intensities
of the individual spectral line components are indicated by the transparency of the lines
connecting the respective energy levels (grey). All transitions with less than 10 % of the
maximum line intensity are not plotted. Evidently, transitions with ∆l = +1 contribute
much less than transitions with ∆l = −1. The magnetic field used for the calculation of
the Zeeman splitting was retrieved from the equilibrium of #39461 at 5.38 s, at the point
of maximum NBI beam density along the LOS CMR-1-3, i.e., at the pedestal top.

The Zeeman splitting is due to the interaction of spin and orbit with the external magnetic
field. To calculate it, the Landé g-factors are defined as

gs = 2 +
α

π
− 5.946

α2

π2
≈ 2, (3.20)

gl = 1− me

mion
≈ 1, (3.21)

and the Bohr magneton as

µB =
e~

2me
. (3.22)
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The exact solution for the Zeeman splitting, without any approximation for the magnetic field
strength B, depends on l and m, and yields the following energy levels:

El,m =


Ef + µBBgsm ∀ l = 0

Ef,+ + µBB (glm− 0.5(gs − gl)) ∀ l > 0, m = −l − 0.5

Ef,+ + µBB (glm+ 0.5(gs − gl)) ∀ l > 0, m = l + 0.5

(Ef,+ + Ef,−) /2 + λeig[Ml,m] ∀ l > 0, − l + 0.5 ≤ m ≤ l − 0.5,

(3.23)

with

Ml,m =

 1
2∆Ef + µBB

(
glm+ (gs−gl)m

2l+1

)
µBB(gs−gl)

√
(2l+1)2−4m2

2(2l+1)

µBB(gs−gl)
√

(2l+1)2−4m2

2(2l+1) −1
2∆Ef + µBB

(
glm− (gs−gl)m

2l+1

)
 . (3.24)

Here, Ef,+ and Ef,− represent the two fine structure energy levels for a given l > 0, as stated
in equation 3.18, ∆Ef = Ef,+ − Ef,−, and λeig[Ml,m] are the eigenvalues of the matrix Ml,m.
By applying the approximations for gs and gl as stated in equation 3.20, the formula that is
often found in the literature, such as in Bethe et al., 1977, p. 211, is recovered. The relative
intensities of the allowed transitions between the different energy levels are derived from their
dipole radiation. Figure 3.4 shows an example of the energy levels and transition intensities
corresponding to an observed spectral line.

The individual spectral line components determined by the fine structure and Zeeman split-
ting are subject to Doppler broadening caused by the thermal motion of the ion, which yields a
Gaussian with FWHM

∆λFWHM,T = 2
√

2 ln 2
λ0

c

√
Ti

mion
, (3.25)

for a central wavelength λ0. Additionally, the instrument function of the spectrometer, cali-
brated as described in section 3.1.3.2, broadens the image of the spectral line on the CCD chip.
These two contributions are convolved into a common line broadening function. The complete
spectral line shape used to fit the data is then obtained as the sum of the individual broadened
spectral components, weighted according to their relative intensities.

The fits of the spectral lines are done with a Levenberg-Marquardt χ2-minimization, making use
of the IDL function MPFITFUN. Since the signal-to-noise ratio is better for the Ne10+ data in the
core and for the Ne8+ and Ne9+ data in the edge, the temperature fits of the other CX-lines are
constrained by the fitted temperatures of these CX-lines in the core and edge CXRS systems,
respectively. This ensures that all spectral line fits have approximately the same temperatures
at the same radial positions. The maximum allowed discrepancy is set to be ±100 eV. While
the temperatures and spectral line radiances follow directly from the fits, the plasma velocity
vP, although not needed in this work, can be calculated from the wavelength shift ∆λ using the
relation

∆λ

λ
= cos(θ)

vP

c
, (3.26)

where θ is the angle between the (approximately toroidal) B-field and the LOS.
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3.2. Background plasma diagnostics

Any other effects that could influence the CXRS signal, in particular the CX cross-section
effect and the gyro-motion effect, are not included since they are small (Viezzer, 2012). Also
the plume effect, which is an additional signal contribution not originating from the NBI CX,
but from re-excitation of the recombined CX ions after the NBI CX (Kappatou et al., 2018), is
neglected. As it is connected to the NBI CX, it is not subtracted with the spectra acquired dur-
ing beam-off phases. However, its contribution is only substantial for light impurities, especially
He.

3.2 Background plasma diagnostics

3.2.1 Thomson scattering

The Thomson scattering diagnostic is based on the elastic scattering of light injected into the
plasma with a laser by the electrons in the plasma. Due to their small mass, the electrons are
accelerated in the electromagnetic field of the laser. Their oscillation emits dipole radiation at
the laser frequency, which is detected with a double Doppler shift, due to the movement of the
electrons relative to the laser and relative to the detector. ne can be determined from the inten-
sity and Te from the Doppler broadening of the measured radiation. Since Thomson scattering
is the only diagnostic that allows for the simultaneous observation of both ne and Te, it plays a
crucial role in ensuring the correct relative alignment of their profiles.

AUG has two Thomson scattering systems observing the plasma core and edge, respectively,
the details of which are described in Murmann et al., 1992 and Kurzan et al., 2011. Both sys-
tems utilize pulsed Nd:YAG lasers with a wavelength of 1.06µm. The core Thomson scattering
system consists of 16 channels, while the edge system consists of 11 channels, which measure at
different radial positions. The temporal resolution is limited to at least 8 ms due to the repeti-
tion time of the laser pulses, and the radial resolution is around 25 mm for the core system and
around 3 mm for the edge system.

3.2.2 Electron cyclotron emission radiometry

The electrons in the plasma emit cyclotron radiation at their cyclotron frequency and its har-
monics due to the gyromotion. Assuming a Maxwellian electron velocity distribution and an
optically thick plasma, the electron cyclotron emission (ECE) intensity complies with Planck’s
law for black body radiation due to absorption and re-emission of the light. Therefore, the signal
strength depends directly on Te. Furthermore, due to the approximately radial variation of the
magnetic field and the linear dependence of the emission frequency on the magnetic field, the
frequency can be matched to a radial position.

As the ECE diagnostic relies on the assumption of an optically thick plasma, it can provide
inaccurate results at the plasma edge, where the densities are too low to maintain this condi-
tion. This effect is known as ECE shine through. A correction for it was developed for AUG in
Rathgeber et al., 2012. Additionally, issues can arise if the plasma density is too high, causing
the ECE emission frequency to be below the cut-off frequency of the plasma, thus preventing
the propagation of the electromagnetic wave.

The fundamentals of the ECE diagnostic setup at AUG are detailed in Salmon, 1994. The diag-
nostic employs a heterodyne radiometer as receiver, which is capable of measuring 60 frequencies
in the range from 89 GHz to 187 GHz. The diagnostic therefore has 60 channels measuring at
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different radial positions with a high radial resolution of < 1 cm, and a high temporal resolution
of < 1 ms.

3.2.3 Lithium beam emission spectroscopy

A neutral lithium (Li) beam is injected into the plasma, where it undergoes collisional excitation
or ionization. The excitation processes give rise to line radiation as electrons decay from excited
states. This emitted light can be observed and, by applying collisional-radiative modelling, ne

can be derived from this data, as explained in Schweinzer et al., 1992. Typically, the LiI line at
670.8 nm is used for this purpose.

Since the Li beam is attenuated in the plasma by the ionization processes, the diagnostic is
primarily useful at the plasma edge. The system at AUG is described in Willensdorfer et al.,
2014. Its beam is injected horizontally in the upper half of the torus on the LFS. Two different
optics observe the beam, one from above with 35 channels, and a newer one from the side with
shorter LOS and 26 channels. The beam is modulated to subtract passive contributions to the
signal, so data are only available for the beam-on time intervals. Due to the large number of
channels measuring at the plasma edge, the Li beam diagnostic provides a high radial resolution
< 1 cm. Moreover, it has a high temporal resolution < 1 ms.

3.2.4 Deuterium cyanide laser interferometry

The refractive index of the plasma depends on ne, since the plasma frequency is density de-
pendent. Interferometry measures the phase shift of a laser beam passing through the plasma
relative to a reference beam that does not pass through the plasma. The line-integrated density
can be calculated very exactly from this shift. However, the measurement is prone to so-called
fringe jumps, which occur if the number of phase shifts is not correctly tracked during the
discharge. Post-discharge corrections are sometimes necessary, making use of data from other
diagnostics.

At AUG, a far-infrared deuterium cyanide (DCN) laser with a wavelength of 195µm is used.
The system includes 5 different injection paths ranging from the plasma core to the edge and
has a high temporal resolution < 1 ms.

3.2.5 Integrated data analysis

An integrated data analysis (IDA) framework (Fischer et al., 2010) is routinely employed at
AUG. This framework uses Bayesian statistics to combine data from the diagnostics presented
above. It infers the MAP profiles of ne and Te as functions of ρpol.
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4 Inference framework

Parts of the content, figures, and text of this chapter are included in a publication that I have
submitted as first author to Nuclear Fusion. For further details, see chapter 3.

The impurity transport coefficients D and v are derived in the pedestal of AUG discharges from
radial profiles of impurity line radiances measured with CXRS, as detailed in section 3.1. With
such observations, providing information on the density profiles of ≥ 2 impurity charge stages
in stationary plasmas with stable impurity content, the number of unknowns in the coupled
system of transport equations, given in equation 1.13, is reduced to fewer than the number
of equations. This relies on the assumption that D and v are identical for all charge stages,
which is justified when charge stages with similar Z dominate. Yet, the forward model mapping
the transport coefficients to the impurity line radiances is non-linear, and it includes additional
unknowns, in particular the neutral impurity source in the SOL, which involves recycling, and
the level of thermal neutral D density, which is difficult to measure. For these reasons, complex
non-Gaussian error statistics can occur. Consequently, the inverse problem is more robustly ad-
dressed with appropriate uncertainty quantification by inferring the full probability distribution
of the parameters according to Bayesian statistics using Bayesian sampling.

Figure 4.1 provides an overview of the full inference framework. The forward model is detailed
in section 4.1, while the details of the inverse inference are described in section 4.2. Finally, the
ImpRad module within the One Modeling Framework for Integrated Tasks (OMFIT), into which
much of the framework is embedded, is introduced in section 4.3.

4.1 Forward model

4.1.1 Magnetic geometry reconstruction

The magnetic geometry of the plasma equilibrium is essential for various components of the
inference framework. It can be obtained by solving the Grad-Shafranov equation, which describes
the poloidal magnetic flux in the tokamak according to ideal MHD (Zohm, 2014):

R
∂

∂R

(
1

R

∂ψ

∂R

)
+
∂ψ2

∂z2
= −µ0

(
2πR2

) dp

dψ
− µ2

0

dIp

dψ
Ip. (4.1)

Here, z is the vertical position in the plasma. This equation can be solved based on experimental
data, such as magnetic measurements outside the plasma and observations of kinetic quantities.
For this thesis, the routinely written EQH shotfiles were used. They contain the output of
equilibrium reconstructions performed with the code CLISTE (McCarthy et al., 1999; McCarthy,
1999), short for CompLete Interpretive Suite for Tokamak Equilibria, at a temporal resolution
of 1 ms. The reconstructions are called interpretive because they rely exclusively on magnetic
measurements. To ensure reliability, the equilibria for all discharges were verified using the newer
IDE (Integrated Data analysis Equilibrium) data analysis framework (Fischer et al., 2016). For
the IDE evaluations, the Grad-Shafranov equation is coupled to the current diffusion equation to
ensure a smooth temporal evolution of the equilibrium. Moreover, IDE also takes into account
kinetic data. The comparisons, in particular of Raus and of the kinetic stored energy WMHD,
showed only minor discrepancies for the concerned discharges.
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4.1. Forward model

4.1.2 Plasma background

Information on the background plasma profiles is important for the many atomic processes
involved in the forward model, and thus of particular relevance for the inference approach
based on data from multiple charge stages. Furthermore, comparative theoretical transport
simulations, e.g., of neoclassical convection, also rely heavily on the kinetic profiles. However,
accurately capturing the profiles in the steep gradient region of the pedestal is challenging.

4.1.2.1 Main ion and electron background

ne, Te, and Ti, are fitted by an exponential cubic spline interpolation with manually selected
spline knot positions. Figure 4.2 shows an example of such a fit for ne. Different diagnostics,
which are presented in section 3.2, are used for the fits, and a major challenge lies in achieving
accurate alignment of their data. This difficulty is due to uncertainties in the equilibrium re-
construction, as discussed in Illerhaus, 2017, combined with the different viewing geometries of
the diagnostics.

Figure 4.2: Example of a kinetic profile fit. The data are taken from #39461 in the time range 3.95–
6.81 s. In this example, the fit relies mainly on the IDA profiles in the core, whereas the
core and edge Thomson scattering systems (VTC and VTE) are used for the pedestal
fit. Additionally, the line-integrated DCN laser interferometry data are employed. The ne

profile is fitted using an exponential cubic spline interpolation, the results of which (red) are
shown in addition to the corresponding synthetic data for the DCN signal (black). The VTE
data has been shifted radially outward by 7.5 mm, as determined with the corresponding
fit of Te.

Both the Te and ne fits use Thomson scattering data. For the Te fit, the ECE diagnostic can be
used in addition, but the data are neglected outside of an individually determined radial position,
as they can suffer from ECE shine through in regions with small optical depth at the plasma
edge. For the ne fit, line-integrated density measurements from the DCN laser interferometry
are additionally used. Data from the Li beam diagnostic, which provides information on ne in
the pedestal, are not used because the diagnostic was not operated in some of the discharges
and its data quality is poor in other discharges. Where good IDA profiles are available, they
are used in the core, but the pedestal profiles are obtained directly from the diagnostic data.
The edge Thomson scattering data is shifted such that Te is 100 eV at the separatrix since it
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is known to be typically in the range of 80–120 eV at AUG (Pütterich et al., 2011). This shift
is done equally in Te and ne to ensure good alignment. Subsequently, all other diagnostic data
are shifted such that they are in agreement with the Thomson scattering data. Moreover, if
Li beam data were available, they were checked for consistency with the other diagnostics to
confirm that the applied alignment shifts are reasonable.

The Ti fits are based on the temperatures obtained from the Ne CXRS measurements, which
ensures good alignment with the impurity radiance data. The assumption of equal main ion and
impurity temperatures is justified by the fact that the thermal equilibration is fast compared
to transport time scales (Viezzer et al., 2013). The temperatures are obtained from the fits of
those CX-lines with better signal-to-noise ratio in the core and edge, respectively, which are also
used to constrain the fits of the other spectral lines (cf. 3.1.4). Their data are assigned to their
emissivity-weighted mean radial position. Some works, such as Pütterich et al., 2011, further
align the steep gradient regions of Ti and Te. This has not been done in this work, but has been
checked to be approximately the case.

4.1.2.2 Thermal neutral deuterium

It was first shown by Dux et al., 2020, and confirmed by Sciortino et al., 2021a and Sciortino
et al., 2021b that recombination due to CX of impurity ions with recycling thermal neutral deu-
terium contributes significantly to the charge stage balance at the plasma edge. It was also shown
in Dux et al., 2020 that although the CX processes may be local, this effect mostly acts globally
on flux surfaces due to slow enough impurity re-ionization. Whereas the thermal neutral D CX
was previously suspected to be only relevant in the SOL, these works highlight its relevance for
the pedestal. The strength of the effect in the pedestal depends on the sources of thermal neu-
trals, in particular the amount of recycling at the wall, and on the plasma density profile in the
SOL and the pedestal, which determines how far the neutrals penetrate into the confined plasma.

Measurements of the thermal neutral D density profile are not available. In principle, observa-
tions of Dα radiation at the edge could be used, but they do not provide quantitative results due
to strong reflections at the W wall. Instead, in this framework, the flux surface-averaged thermal
neutral D density nD0 and temperature TD0 are calculated with KN1D (LaBombard, 2001), a
1-D kinetic transport code for atomic and molecular hydrogen, using the KN1D OMFIT module.
KN1D requires as inputs some simple SOL geometry specifications, similar to the Aurora SOL
model explained in section 4.1.3.2, the electron and main ion background profiles as specified
in section 4.1.2.1, and the midplane molecular neutral pressure as is obtained from a pressure
gauge (AUG IOC shotfile, manometer 14).

However, merely the profile shape but no absolute densities can be obtained since the recy-
cling source at the edge is unknown. Therefore, an additional scalar parameter is introduced for
the absolute density at the separatrix nD0,sep. Moreover, reflected particles can have other start-
ing energies at the edge than the room temperature assumed in KN1D, which could impact the
profile shape. However, this effect is estimated to be small based on the calculations presented
in Dux et al., 2020, where profile shapes are compared for different starting energies between
10–160 eV.

4.1.2.3 Impurity content

The beam attenuation calculation in the synthetic diagnostic includes collisions with impurities,
which necessitates an estimate of the impurity content. Furthermore, the effective CX-emission
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rate coefficients depend on the effective plasma charge Zeff . At AUG, a Zeff value for the plasma
core is routinely determined via integrated data analysis (Rathgeber et al., 2010) based on the
bremsstrahlung background seen in the CXRS diagnostic. It is saved in the IDZ shotfile. For
the beam attenuation calculation, a fully stripped nitrogen (N) density nN with a profile shape
proportional to ne, thus a constant N concentration, is estimated as proxy for the impurity
content. It is determined such that Zeff is matched together with the corresponding nD+ .

4.1.3 Impurity transport solver

The forward model is based on the impurity transport solver Aurora (Sciortino et al., 2021a;
Sciortino, 2020; Aurora Website, 2024; Aurora Github Repository, 2024), which solves the
system of transport equations, stated in equation 1.9, for all charge stages. It thus returns
the charge stage density profiles of the impurity when provided with diffusion and convection
profiles. As additional inputs, it requires the magnetic equilibrium, the kinetic profiles Ti, Te,
ne, nD0 , and TD0 , the ionization and recombination rate coefficients for atomic processes affect-
ing the charge stage balance, and assumptions on the impurity sources and losses in the SOL.
From the derived charge stage densities, Aurora can moreover calculate the impurity radia-
tion, in particular line radiation, continuum radiation, and bremsstrahlung, using atomic rate
coefficients obtained from the Atomic Data and Analysis Structure (ADAS) (Summers, 2004;
OPEN ADAS, 2024) and the input kinetic profiles. Since Aurora relies on the full 2-D tokamak
equilibrium to solve the 1-D radial transport equation, it is also referred to as 1.5-D code.

The Aurora code is heavily based on and benchmarked against the successful impurity trans-
port solver STRAHL (Dux, 2021), which has been developed over several decades from its first
version introduced by Behringer, 1987. Both codes use the same radial grid coordinate as de-
fined in equation 2.53, and rely on very similar Fortran 90 routines for the numerical solution
of the coupled system of equations. Aurora is designed to enable Bayesian impurity transport
inference, which requires many iterations of the forward model. In particular, it avoids file I/O
operations to reduce the computational expense. In addition, it offers modern, user-friendly
interfaces in Python 3 and JULIA.

4.1.3.1 Ionization and recombination rate coefficients

The source term in equation 1.9 is due to ionization and recombination processes from neigh-
boring charge stages, that is,

QI,Z = −(neSI,Z + neαI,Z + nD0αcx
I,Z) · nI,Z

+neSI,Z−1nI,Z−1

+(neαI,Z+1 + nD0αcx
I,Z+1) · nI,Z+1, (4.2)

where S, α, and αcx indicate the effective rate coefficients for ionization, radiative and di-
electronic recombination, and recombination via CX with thermal neutral D (cf. section 4.1.2).
In contrast to the thermal neutrals, CX reactions with non-thermal NBI neutrals are neglected.
This contribution plays a minor role in the pedestal since the flux surface-averaged densities of
the NBI neutrals are small due to the large size of the flux surfaces (Dux et al., 2020). Typical
values and temperature dependencies of S, α, and αcx are shown in figure 4.3.

For Ne, S is retrieved according to Mattioli et al., 2007, and α from the ADAS adf11 acd96 ne
file. The αcx data were calculated based on the CX cross-sections for thermal D with principal
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quantum numbers n = 1, 2, 3, 4 as given in Janev et al., 1993, pp. 172 and 174, together with
the excited state populations due to electron impact excitation as provided by Geiger, 2013,
appendix B. To retrieve the CX rates with the recycling neutrals, the reduced temperature
Tred = (TimD0 + TD0mI) / (mD0 +mI), i.e., weighted by the neutral and impurity masses, mD0

and mI, is used.
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Figure 4.3: Atomic ionization and recombination rate coefficients for Ne. S, α, and αcx are shown as
functions of Te and Tred at constant ne = 1020 m−3. The colors indicate the different Ne
charge stages.

The recombination of the singly ionized impurity is artificially set to zero, in order to prevent
particle losses since the neutral impurity is not evolved in time but serves solely as a source
function. An option to calculate the temporal evolution of the neutral charge stage is included
in Aurora, but is not employed here.

4.1.3.2 SOL model

In the SOL, the radial coordinate cannot be calculated according to equation 2.53 since V is not
defined. Therefore, the grid is extrapolated beyond the separatrix by approximating V based
on the midplane flux surface width ∆Rmid, which is the difference between the LFS and HFS
radii in the horizontal plane of the magnetic axis. To approximate V for a SOL flux surface,
the separatrix shape is scaled up in the horizontal and vertical coordinates of the poloidal plane
according to the ratio of ∆Rmid between the flux surface and the separatrix.

Moreover, the impurity densities in the SOL have complex 3-D distributions, which cannot
be accurately captured by a 1.5-D transport model but their flux surface average must be ap-
proximated. The neutral impurity distributions (of Ne and O) in the SOL, which are the sources
of the ionized impurities, are calculated with Aurora’s simple neutral penetration model based
on a specified neutral impurity source location and strength, particle starting energy, and the
neutral ionization rate coefficients. Here, the neutral impurity source location is chosen as 4.5 cm
outside the separatrix and the particle starting energy as 0.5 eV, while the source strengths are
fitted for both impurity species. In addition to the radial transport, parallel transport in the
SOL results in particle losses to the limiter and the divertor. These losses are calculated in
Aurora from the plasma flow velocity specified by a Mach number, here set to 0.05, together
with geometry estimations on the radial extent of the SOL and limiters and on the average
connection lengths to the limiters and the divertor. The limiters are assumed to be always
positioned at 2/3 of the distance from the separatrix to the first wall, for which the minimum
distance at the LFS is calculated from the equilibrium. The connection length to the limiters
is approximated as 1/5 of the machine height, thus at AUG 0.5 m, and the connection length to
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the divertor is estimated based on the equilibrium as

cdiv = πR0 qs|ρpol=0.95 . (4.3)

The decay length λ determining the boundary condition at the last grid point, which is the wall
position, in Aurora is set to 1 cm.

Recycling can be modelled with Aurora’s 0-D reservoir model, which uses time constants for
wall retention, divertor pumping, and the backflow from the divertor into the SOL. However, in
order to reduce the number of free parameters, all recycling options are disabled such that any
particles that are lost from the radial domain to limiters, divertor, or the wall cannot return.
Instead the valve flux (of Ne) and the recycling fluxes (of Ne and O) are combined into the
neutral impurity source strengths (of Ne and O). As these are unknown, two additional scalar
parameters are added, namely a scaling factor of the Ne valve flux to account for the much
higher recycling flux, and the neutral O particle source strength to model the O content in the
device. For this to be valid, the impurity sources are assumed to be entirely located in the SOL,
as can be expected for a divertor plasma. All other quantities of the SOL model are fixed.

Because of these rather crude assumptions about SOL geometry, parallel transport, and plasma-
wall interaction, the framework is only able to infer reliable impurity transport coefficients within
the confined plasma. The tests in section 5.4 demonstrate that the results do not depend cru-
cially on the fixed SOL parameters.

4.1.3.3 Algorithm

Aurora is typically run with a numerical time evolution of the impurity charge stage densities
according to equation 1.9. It employs a first-order, vertex-centered, finite-volume scheme devel-
oped by Linder et al., 2020. In particular in the pedestal, where the impurity density gradients
are strong, this scheme is numerically more stable than the previously used finite-differences
scheme (Sciortino et al., 2021a). The grid points along the radial coordinate given in equation
2.53 are defined equally to STRAHL (Dux, 2021) as

∆r =

(
1

∆rcenter
+

(
1

∆redge
− 1

∆rcenter

)(
r

rmax

)kr)−1

. (4.4)

The distance between the innermost gridpoints ∆rcenter, between the outermost gridpoints
∆redge, and the grid exponent kr are in this work set to 1 cm, 0.05 cm, and 6, respectively,
resulting in a finer resolution near the plasma edge. rmax is the simplified estimation for the
first wall position, calculated as explained in section 4.1.3.2. The temporal grid is constructed
such that the time step width increases progressively. The initial ∆t0 is multiplied by a factor
kt each nt time steps (Sciortino, 2020). In this work, these parameters are chosen as 10−5 s,
1.01, and 1, respectively, meaning that each time step is 1.01 times longer than the previous
one. More details on the numerical algorithm can be found in Sciortino et al., 2021a. To assess
the numerical accuracy, Aurora includes a particle conservation test. This compares the total
number of particles in the system, including those lost to the wall, against the time-integrated
particle source. If the squared deviation is smaller than 5 % of the squared time integrated
particle source, the particle conservation test is considered passed.

Specifically for inferences based on steady-state impurity densities, an analytic solution scheme
has been developed by Nishizawa et al., 2022, which is also implemented in Aurora. This algo-
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rithm is based on the fact that under stationary conditions, the system of equations described
in equation 1.13 can be reformulated to

nI,Z(r) = exp

(
−
∫ rmax

r

v(r′)

D(r′)
dr′
)
·(

nI,Z(rmax) +

∫ rmax

r

1

D(r′)r′
exp

(∫ rmax

r′

v(r′′)

D(r′′)
dr′′
)∫ r′

0
QI,Z(r′′)r′′dr′′dr′

)
. (4.5)

This is not in strict sense an analytical solution of the system of equations since the impurity
densities still appear on the right-hand side within the term QI,Z . However, by discretizing
the integrals as summations over ∆r, the impurity density profiles can be obtained through
a straightforward matrix calculation. This steady-state solver also incorporates the impurity
source and parallel loss terms of the simple SOL model, as described in section 4.1.3.2, in QI,Z .

Both the time-dependent Aurora code and the steady-state solver are available for use with
this framework and have been checked for consistency. Only when Aurora’s recycling model
was used, small differences in absolute impurity densities could occur since this is not included
in the analytic solution scheme. In terms of runtime, there is no clear advantage of one method
over the other. Their difference in speed depends on the length of the simulation time interval.
For very short intervals of around 0.2 s, which is the minimum needed to ensure convergence,
the time-dependent solver can perform the Aurora simulations for this thesis up to twice faster,
whereas both methods take around 0.1 s for a single simulation if the interval spans a few seconds.
Although using the time-dependent Aurora model may offer slight runtime improvements, the
benefit of the steady-state solver is that it does not require convergence checks for stationary
impurity densities. It is therefore used in this thesis.

4.1.4 Synthetic diagnostic

The synthetic diagnostic maps the impurity charge stage densities that are obtained with the
impurity transport solver to the diagnostic data, namely the radiances of the CX-lines measured
with CXRS, according to equation 3.2. It thus requires knowledge on the NBI shape and
attenuation and on the effective NBI CX-emission rate coefficients, as well as on the geometry
of the LOS intersection with the neutral beam, along which the signal has to be integrated.

4.1.4.1 NBI shape and attenuation

The AUG beam shape, that is, the beam density distribution without attenuation, is provided
by an analytical beam model, whose parameters are determined to match beam emission spec-
troscopy (BES) measurements (Lebschy, 2014). This model describes the beam path originating
from two extraction grids, which are treated as homogeneously emitting surfaces. The mean
velocities of the beam particles are assumed to be directed towards a horizontal and a vertical
focus point with a small Gaussian spread of the velocity direction, i.e., a small divergence. As
free parameters in the beam model, the position of the extraction grids, the vertical and horizon-
tal focus points, and the Gaussian divergence width are obtained from fits to Doppler velocity
measurements along different BES LOS. The plasma is located at a distance of approximately
7–9 m from the extraction grids, thus close to the focus points, where the beam shape perpen-
dicular to the beam direction can be well approximated as a 2-D Gaussian with a vertical and
a horizontal standard deviation. This approximation is used for all further calculations in this
work.
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The densities calculated with the beam model are scaled according to the attenuation of the
beam in the plasma, which is simulated with the collisional-radiative model COLRAD. This code
additionally provides the excitation state populations of the beam, and has been validated
against experimental data and against other beam attenuation codes, FAST and FIDASIM, in
McDermott et al., 2018. With COLRAD, the beam attenuation can be calculated along several
beamlets, meaning on the beam axis, but also along beam pencils following a constant angle
in the perpendicular plane and a radial distance according to a constant density fraction with
respect to the beam axis. However, in this work, only the attenuation along a single beamlet
on the beam axis is used, as this was found to yield the equally accurate results as the multi-
beamlet approach. The numerical points along the beamlets are evenly spaced, in this work 167
points are used. An example for the Gaussian beam shape, as well as for the results of the beam
attenuation is shown in figure 4.4.

The collisional-radiative model includes mixing between excited states due to spontaneous de-
cay according to Einstein rates and due to electron-, main ion-, and impurity- impact excitation
and de-excitation, as well as losses due to electron-, main ion-, and impurity- impact ionization
and due to main ion- and impurity- CX. Thus, the code is relying on ne, nD+ , Te, Ti, and the
impurity density, which is estimated as nN from Zeff (cf. section 4.1.2.3). N is used as impu-
rity in the beam attenuation calculation since only atomic data for He, B or N are available in
COLRAD and in particular Ne is not available. All rate coefficients are retrieved from Geiger,
2013, appendix B, and summarized in a matrix C with the losses as the diagonal terms and the
mixing processes between excitation states as the off-diagonal terms. Thus, the time evolution
of the beam excitation state populations ~f is (Geiger, 2013, appendix A)

d~f/dt = C ~f. (4.6)

In this work, 10 excited states are resolved, and the truncation is compensated by increasing
the losses from the highest resolved state by a factor of 8. All beam neutrals start in the ground
state when arriving at the plasma, and the equation is solved in discrete time steps, which are
matched to positions along the beam according to the beam velocity determined from the beam
energy.

The halo, that is, the thermal neutral population that originates from the beam due to CX
between beam neutrals and main ions, is also calculated. The halo birth rate ~S is obtained in
COLRAD at each discrete point along the beam from excitation state resolved CX rates, meaning
that the CX reactions into different halo excitation states are treated individually. The subse-
quent mixing of the excitation states due to spontaneous decay, due to electron-, main ion-, and
impurity- impact excitation and de-excitation, and due to CX with main ions, and the losses
due to electron-, main ion-, and impurity- impact ionization and due to impurity- CX are again
summarized in a matrix Chalo. Since the halo is assumed to be in equilibrium, the equation

d~f/dt = Chalo
~f + ~S (4.7)

is solved as

~f = −C−1
halo

~S. (4.8)

All atomic data are again retrieved from (Geiger, 2013, appendix B).
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Figure 4.4: Example of the NBI shape, attenuation and effective NBI CX-emission rate coefficients. 1.
plot: Gaussian beam widths along beam 3 as approximated from the results of the AUG
beam shape model. Since beam 3 crosses the magnetic axis almost exactly, the profiles are
shown as a full function of ρpol at the LFS. The mapping to ρpol was done according to
the equilibrium of #39461 at 5.38 s. 2. plot: Kinetic profiles fitted for #39461 in the time
range 3.95–6.81 s. The N density is calculated to represent the overall impurity density
according to Zeff . 3. plot: Densities of beam and halo, and fractions of the n=2 excitation
states as calculated with the beam attenuation code COLRAD based on the kinetic profiles,
here for the first energy component of beam 3. The fraction of the n=1 excitation state
is above 99 % throughout in both, beam and halo. 4. plot: Effective CX-emission rate
coefficients for the NeVIII n = 10→ 9 spectral line, retrieved based on the kinetic profiles.
The n = 1 excitation state of the halo is not included in further calculations due to the
very low effective CX-emission rates.
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As for the NBI beam, the halo birth and attenuation is only calculated along the 1-D beam
axis in COLRAD. Its spatial distribution due to the movement of the neutrals is instead obtained
from interpolations of precalculated Monte Carlo simulations. For the Monte Carlo simulations,
a Gaussian decay length of the beam in perpendicular direction λbeam, a mean free path for CX
processes between halo neutrals and main ions λcx (which produces new halo neutrals), and a
mean free path for electron impact ionization of halo neutrals λion are estimated. λbeam is ap-
proximated from the beam shape model, and λion and λcx are calculated assuming a Maxwellian
velocity distribution according to Ti and loss and CX rates that are calculated in COLRAD. The
halo particles start at each point along the beam with a density distribution according to λbeam.
From there, they move into random directions, changing their direction into a new random direc-
tion after the path length λcx, or being removed after the path length λion. For this random walk
calculation, the plasma parameters are assumed to be constant, equal to those at the starting
position along the beam on the beam axis.

4.1.4.2 Effective NBI CX-emission rate coefficients

As shown in equation 3.2, the CX reactions between the impurity ions and the NBI neutrals
are summed over the velocity components j and excitation states n of the neutrals. The sum
over j includes the 3 NBI energy components and the halo. The sum over n includes different
principal quantum numbers of the NBI atoms. Given typical plasma parameters, most atoms
are in the ground state and the fraction of atoms with n = 2 is only about 0.5 % at its maximum
along the NBI path, both for the beam and the halo. However, the effective CX-emission rate
coefficients are higher for the excited states. Therefore, only the n = 1 and n = 2 states of the
beam neutrals and the n = 2 state of the halo neutrals contribute significantly, thus only these
are included in the calculations. This is shown in figure 4.4. The product of the beam density
and the effective CX-emission rate coefficient for the n = 1 halo contribution is more than 2
orders of magnitude smaller than the other plotted contributions.

The effective beam and halo CX-emission rate coefficients are usually strongly based on the-
oretical calculations, since there are only few measurements available, as, e.g., for Ar15+ by
McDermott et al., 2020. For Ne8+, Ne9+, and Ne10+, they are obtained as in McDermott et al.,
2018 from interpolations of data calculated with the ADAS 309 code (Summers, 2004) for differ-
ent ne, Ti, Zeff , and NBI energies, assuming Te = Ti and nD+ consistent with ne and Zeff . This
code runs a collisional-radiative model to determine the principal quantum number populations
taking into account transitions from higher excited states. The initial excitation state popula-
tions are obtained based on adf01 data (OPEN ADAS, 2024), which provides CX cross-sections
into different n and l quantum states. For the calculations of the radiative cascades into lower
n-states, the atoms are assumed to be Rydberg-like. A relevant effect for such atoms, especially
for high n, is l-mixing (Isler, 1994; Dux, 2004). The nearly degenerate states with different l (cf.
section 3.1.4), can be mixed by the influence of electric and magnetic fields without radiative
transitions. Since this mixing depends on the plasma background parameters, especially ne, Ti,
and Zeff , these quantities are important for the effective CX-emission rate coefficients, besides
the relative velocity of the beam neutral and the impurity ion.

4.1.4.3 LOS integration

As shown in equation 3.2, the product of the impurity and NBI beam densities with the effective
CX-emission rate coefficients is integrated along each LOS to forward model the line radiance.
This means that the CXRS measurement is semi-local, in the sense that each LOS observes
light emission from the small intersection region of the LOS and the beam, which is visualized
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in figure 3.2. The more tangential the LOS is to the flux surfaces in this region, the narrower is
the flux surface range contributing to the signal. In the inverse inference, this is equivalent to a
small tomographic inversion, which becomes particularly relevant for less tangential LOS. The
inclusion of the fully accurate LOS integral without constraints on the impurity density pro-
files in the forward model is an improvement with respect to earlier codes for impurity density
evaluation from CXRS data, such as CHICA, which approximates the pedestal impurity density
profiles by a simple functional form for the evaluation of the LOS integral (McDermott et al.,
2018). As implemented already in CHICA (McDermott et al., 2018), in the course of this work,
a finer splitting of the LOS for the LOS integration was tested, to account for the finite cone
width from which light is collected. This, however, did not yield any relevant differences.

For the integration along the LOS, the beam attenuation is calculated for each data point
individually. It is based on the plasma shape in the concerned time range that has the Raus

value closest to the mean Raus of all spectra contributing to the averaged spectral line (cf. sec-
tion 3.1.4). The trajectory of the LOS through the beam is subdivided into a predefined number
of distinct points, which is set to 71 in this work. At these points, the beam density for all
beam velocity components and the relevant excitation states of beam and halo are evaluated.
Subsequently they are multiplied with the distance to the next point, divided by 4π, and multi-
plied with the effective CX-emission rate coefficient according to the kinetic profile values at the
respective ρpol position. Then, the radiance is retrieved for a unit impurity density of 1 m−3.
Multiplication with the impurity density profile at the ρpol positions along the LOS and sum-
mation over all elements yields the forward modeled spectral line radiance, which is compared
to the measured data in the inference.

4.2 Inverse inference

In the following, the details of the Bayesian inverse inference, namely the sampling algorithm
and the prior and likelihood definitions, are presented. The inference is based on the CXRS
data and the forward model, which are explained in section 3.1 and section 4.1, respectively. A
visualization of the sampling process is shown in figure 4.5.

4.2.1 Posterior sampling

Specifically for impurity transport inference, the nested sampling algorithm MultiNest, which
has been briefly introduced in section 2.3.2, is suggested in Chilenski et al., 2019. In this frame-
work, its version v3.10, wrapped with the python code PyMultiNest (Buchner, J. et al., 2014),
is used. MultiNest is capable of handling complex non-Gaussian, if enabled even multimodal,
posterior shapes, which may arise due to the non-linearity of the model introducing non-linear
correlations between the parameters. Moreover, the algorithm does not rely on any gradient
information, which would be prone to the round-off error of finite differences as long as the
time-dependent numerical Aurora model is used (Chilenski et al., 2019). And lastly, as with
any nested sampling algorithm, in contrast to MCMC methods, good estimates of the Bayesian
evidence are provided.

However, as stated in section 2.3.2, the region-based sampling approach of MultiNest loses
efficiency with increasing dimensionality, such that MultiNest can only easily handle up to
around 30 parameters (MultiNest Github Repository, 2024). Therefore, a parametric inference
of the transport coefficient profiles is required. The chosen spline parameterization is explained
in section 4.2.2. In principle, such approach imposes prior constraints on the solution and risks
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Figure 4.5: Visualization of the Bayesian sampling process with MultiNest (using case 8 in table 5.2
as example). A 2-D cut through the parameter space shows the transport coefficients at
ρpol = 0.99. Left: Sampling history in the physical space. Every third rejected point is
shown, with the size of the dots increasing linearly with the iteration of their rejection, i.e.,
increasing with likelihood. The live points at the sampling termination are plotted with
the size of the dots now increasing linearly with logarithmic likelihood. Right: Sampling
process in the unit hypercube. Random samples from the current ellipsoids at the sampling
termination are plotted to indicate their combined shape. This inference was done without
smoothness constraint in the prior, such that the mapping between the unit hypercube and
the physical space is given by the univariate inverse prior CDFs.

to produce correlated residuals, i.e., systematic errors in the inferred profiles (Chilenski et al.,
2019). Alternatively, non-parametric inference of smooth profiles is possible using Gaussian pro-
cess regression and has been tried for impurity transport coefficient analyses in Nishizawa et al.,
2022. However, the high dimensionality of the non-parametric parameter space (around 200
parameters in Nishizawa et al., 2022) demands other sampling methods, such as gradient-based
MCMC algorithms, e.g., also used in Victor et al., 2020, which do not come with the above
mentioned advantageous properties of MultiNest. To ensure that large systematic errors can
be excluded, the framework has been thoroughly tested, as presented in chapter 5. It has been
shown to be capable of handling enough spline knots in the pedestal to reconstruct realistic D
and v profiles with good accuracy. This justifies the use of MultiNest, and implementing an
option for non-parametric inference is not considered essential.

In MultiNest, the samples are drawn uniformly in a unit hypercube space with each pa-
rameter ranging between 0 and 1. Subsequently, the hypercube sample ~sunit is transformed into
the physical space sample ~sphys, respecting the prior mass conservation∫

p(~sphys)d~sphys =

∫
d~sunit, (4.9)

with the prior probability p, such that uniform samples from the prior are obtained. In case of
univariate parameter priors, this is straightforward by applying their inverse cumulative distribu-
tion functions (CDFs), which is also known as inverse transform sampling. The implementation
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4. Inference framework

of the univariate prior distributions of the individual parameters, and the implementation of
additional correlations that are consistent with equation 4.9 is further detailed in section 4.2.2.
General possibilities for the implementation of prior correlations are outlined in UltraNest
Documentation, 2024

Since the number of free parameters in the inferences performed with this framework is at
the edge of MultiNest’s capability, MultiNest’s constant efficiency mode can be used to
ensure convenient runtimes. This limits the size of the ellipsoids within which new samples are
searched to meet a specified target sampling efficiency. It was found to yield reliable posterior
distributions when applied in our framework, as demonstrated in chapter 5, but can compromise
the estimation of the Bayesian evidence. Moreover, in this thesis, MultiNest was not used in
its multimodal mode, as in several test runs, no real multimodal posterior distributions could
be detected, but the ellipsoidal decomposition was mainly useful to capture the non-Gaussianity
of the posterior. Further, the MultiNest stopping criterion has to be selected. MultiNest
stops if the ratio between the approximate contribution of the remaining prior volume to the
Bayesian evidence, estimated as LiXi, and the Bayesian evidence calculated from the sample
set Zcal, is smaller than a set tolerance value δtol, i.e.,

log

(
LiXi

Zcal

)
< log(δtol), (4.10)

or if the likelihood span in the live point set becomes too small

log(Li)− log
(
Li−(nlive−1)

)
< 10−4. (4.11)

The second condition means that MultiNest also stops if a large region of parameter space is
left but all solutions in this parameter space have very similar likelihood, meaning that some
parameters are strongly underdetermined. δtol is set to 0.5 in this work, as recommended in
MultiNest Github Repository, 2024.

Run with a target sampling efficiency of 0.05, as suggested in MultiNest Github Repository,
2024, and with 1000 live points, a typical inference, like the reference inference presented in
section 5.1, requires around 500 core hours on IPP’s TOK batch cluster, which provides nodes
with 2 Intel Xeon Gold 6130 (Skylake) CPUs each. As the inference can be run using MPI
parallelization, the amount of time needed on such an HPC cluster is manageable. However,
for good performance, the specifications of prior and likelihood, presented in sections 4.2.2 and
4.2.3, are of crucial importance. A well chosen prior and likelihood increase the accuracy of the
sampling and can significantly reduce the number of iterations needed to complete the sampling.
Each individual iteration is however mostly constrained by the runtime of the impurity transport
solver and the sampling efficiency.

The posterior weights of the newly drawn samples typically first increase during the sampling,
as the likelihood threshold increases faster than the shrinking of the prior volume attributed
to the samples. Once a high likelihood region is reached, the threshold increases less in each
iteration and the prior volume, which is typically shrinking with increasing likelihood, dominates
the evolution of the posterior weights. Thus, they decrease again before the convergence of the
algorithm is reached (Feroz et al., 2008). This behavior has also been observed in the inferences
done in this thesis.
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4.2. Inverse inference

4.2.2 Prior

The prior probability should represent the prior knowledge on the parameters that are inputs
of the forward model. These are in particular the transport coefficient profiles, the neutral im-
purity sources, and nD0,sep (cf. figure 4.1).

In general, the framework provides the choice of a univariate normal, a log-normal, a uniform,
or a log-uniform prior distribution for each parameter, with mandatory and optional parameter
boundaries for the uniform and normal distributions, respectively. In this work, the priors for
the neutral impurity sources (of Ne and O) and for nD0,sep are chosen as log-normal distributions
to cover multiple orders of magnitude. The Ne source rate prior is based on the rate read from
the gas valve shotfile. This rate is scaled with a scalar factor, whose prior maximum is chosen to
be 10 to account for the high wall recycling of Ne. The nD0 profile is calculated with KN1D and
also scaled with a scalar factor, whose prior is specified such that nD0,sep is most likely around
1016 m−3, which is a typical value. All priors are shown in figure 4.6.

100 101 102

Ne source scaling

1017 1019 1021

O source [# s-1]

1015 1016 1017

nD0, sep [m-3]

10-2 100

D [m2 s-1]

-50 0 20

v (core) [m s-1]

-300 -100 20

v (edge) [m s-1]

Figure 4.6: Univariate prior probability distributions for the model parameters. Log-normal distribu-
tions are chosen for the scalar parameters and D, whereas a customized distribution is used
for v, with stronger skewness in the edge (ρpol ≥ 0.95) than in the core (ρpol < 0.95),
reflecting the typical impurity density gradients. In addition, parameter boundaries are
applied in the priors for the Ne source scaling (0.2–500), the O source (1017–1021# s−1),
nD0,sep (1015–1017 m−3), and D (0.01–20 m2 s−1).

The impurity transport coefficient profiles are parameterized by a piecewise monotonic cubic
spline interpolation. This allows the number of free parameters to be kept small, by using only
a few spline knots in the core but placing more spline knots specifically in the steep gradient
edge region. As it restricts the possible profile shapes, this parameterization is part of the prior.
Yet, it leaves more freedom to the profile shape than the pedestal profile parameterizations used
in many previous studies, such as the parameterization of the v profile with a Gaussian dip in
the pedestal, e.g., in Sciortino et al., 2020. Optional free parameters are the spline knot values
and positions (implemented as in Sciortino, 2021, pp. 113–115), but not their number. Since v

D
is better constrained by the experimental data than v and D individually, the latter are spline
parameterized to ensure reasonable, in particular smooth, profiles for all quantities v, D, and
v
D . The strong constraint of v

D can be seen in the correlation of the physical live points in figure
4.5. In line with Chilenski et al., 2019, the boundary conditions for the splines are chosen to be
v(0) = 0 and ∂D

∂r

∣∣
r=0

= 0. The former ensures that v
D

∣∣
r=0

= 0 since this ratio determines the
total impurity density gradient, as shown in equation 1.10, which vanishes on axis. The latter
prevents large scatter of the underdetermined D on axis. Since D is a purely positive quantity,
the spline interpolation is done on lnD.
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In case of poor data quality, in particular sparse data and systematic errors, profiles with un-
physical undulations, which are caused by spline overshoots in areas with dense spline knots,
can have high likelihoods. To mitigate this, an additional optional smoothness constraint can
be applied by introducing radial distance-dependent correlations in the prior of the spline knot
values. These correlations are introduced using a Gaussian copula, so for the spline knot values
of each profile, the unit hypercube sample ~sunit is transformed as

~sunit = CDFN (0,1)

(√
Mcov · CDF−1

N (0,1) (~sunit)
)
, (4.12)

with

M i,j
cov = exp

(
−1

2

(
|ρpol,i − ρpol,j|

λρpol

)2
)
. (4.13)

The CDF of the normal distribution with mean 0 and standard deviation 1 (N (0, 1)) is ap-
plied element-wise to ~sunit. However, the product with the square root of a covariance matrix
Mcov with radial correlation length λρpol

, which introduces the correlations, is a multidimen-
sional transformation. This breaks the direct traceability of the mapping between the original
unit hypercube and the physical parameter space. In the sampling process shown in figure 4.5,
which was done without smoothness constraint, this immediate mapping is retained. λρpol

can
be adjusted individually for each inference, depending on the data quality.

√
Mcov is a matrix

A such that Mcov = AAT . It is computed via Cholesky decomposition, or alternatively, via
eigendecomposition.

After performing the Gaussian copula correlation in unit hypercube space, each spline knot
value is transformed into a physical parameter by applying the inverse CDF of its univariate
prior distribution. In this work, a log-normal distribution is used for D, as shown in figure 4.6.
For v, especially in the pedestal, negative values are much more likely than positive values, due
to the typically observed peaked impurity density profiles, which are due to inward convection.
Therefore, a special skewed prior distribution, which, however, still covers flat or even hollow
impurity density profiles, is defined as

p(v, α, β) =
βα (−(v + vmax))α−1 eβ(v+vmax)

Γ(α)
, (4.14)

with

α =
(2 σ2

v
v2
max

+ 1 +
√

4 σ2
v

v2
max

+ 1)

2 σ2
v

v2
max

,

β =
α− 1

vmax
. (4.15)

This is a gamma distribution, mirrored around 0, and shifted such that the maximum possible
value is vmax, the standard deviation is σv, and the maximum probability is at v = 0. In this
work, vmax is chosen as 20 m s−1, and σv as 12.5 m s−1 in the core and 75 m s−1 in the edge.

If v and D are sampled independently, physically reasonable values of v
D cannot be ensured.

To achieve this, v can be sampled not directly from the above presented univariate prior dis-
tribution but conditionally on the value of D if the spline knot positions of the profiles are set
to be equal. A maximum and standard deviation are therefore also defined for v

D , in this work
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v
Dmax

is 20 m−1, and σ v
D

is 12.5 m−1 in the core and 75 m−1 in the edge, as for v. Then, for each
sample, the prior from which v is sampled is adapted based on the value of the sample for D,
such that the constraints for v and v

D are respected, i.e.,

vmax,samp = min(vmax,
( v
D

)
max
·Dsamp),

σv,samp = min(σv, σ v
D
·Dsamp). (4.16)

Thus, the total univariate prior distribution for v, which is shown in figure 4.6, is the integral
of the conditional prior for v over the prior for D:

p(v|M, I) =

∫
p(v|D,M, I)p(D|M, I)dD. (4.17)

The conditional prior is evident in the rejected samples in the physical space in figure 4.5, e.g.,
the top left region does not contain any samples as they are excluded by the constraint on the
maximum of v

D .

The univariate priors for all parameters, as well as the Gaussian copula transformation and
the conditional prior for v, all ensure the prior mass conservation stated in equation 4.9. More-
over, prior predictive checks confirmed that the prior covers the range of physically reasonable
solutions.

4.2.3 Likelihood

The data likelihood defines the probability of observing the actual CXRS data based on the
synthetic data that is calculated with the forward model from the parameters as ground truth
(cf. figure 4.1). Thus, it should represent the spectroscopic measurement error.

In this work, uncorrelated Gaussian measurement errors are used. The variances σ2 are esti-
mated for each spectrometer channel individually via bootstrapping, that is, from the standard
deviation between a subset of N data points xi, and interpolations made from the rest of the
data to the corresponding radial positions, giving estimated data points xest:

σ2 =

N∑
i=1

(xi − xest)
2

N
. (4.18)

In reality, systematic measurement errors can be present in addition to this random scatter,
in particular due to calibration issues of individual channels or spectrometers. These can be
included either as additional inferred scaling parameters or by using a profile likelihood, that
is, automatically estimating and applying the best scaling parameters in each likelihood evalu-
ation, which marginalizes these parameters. However, the inclusion of systematic errors is not
routinely done, rather only in the case of apparent data offsets, since it significantly complicates
the sampling. Moreover, if the data quality of individual channels is obviously poor, their weight
in the likelihood may also be reduced manually.

In principle, the likelihood can also be used to account for model errors, in particular in the back-
ground plasma profiles, the atomic data, and the NBI shape and attenuation. Since these induce
radially correlated deviations of the synthetic data, they suggest a multivariate Gaussian with
a radial correlation length as likelihood. However, such a likelihood significantly complicates
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the posterior space and consequently convergence of the MultiNest sampling to the maximum
likelihood point could no longer be achieved in tests of this approach. Yet, a simpler approach
is used to avoid unreasonably small posterior distributions, which arise if no correlations are
assumed in the large data sets. Namely, the variance of all data acquired by one spectrometer
channel is scaled by the total number of data points acquired by that channel. The weight of
the total data of each channel in the posterior is then equal to the weight of a single data point
with the original variance. This approximation broadens the posterior distribution and, due to
the general smoothness constraints in the prior (cf. section 4.2.2), in particular increases the
probability of radially correlated offsets.

4.3 OMFIT ImpRad module

OMFIT (Meneghini et al., 2013; Meneghini et al., 2015) is a software tool that was developed to
enable users to easily combine various modeling and data analysis work steps, and to perform
them interactively. Its basic idea is the collection of all needed components, such as data, scripts,
and parameters in a python dictionary, whose uniform tree structure facilitates the access to
all objects. Multiple elements that are mostly used together can be grouped into predefined
modules. OMFIT provides a python interface and functions to easily create graphical user inter-
faces (GUIs). Moreover, the OMFIT classes can be installed alone for programming in python.
The OMFIT software is developed in a collaborative way. When merging into the main branch,
automated regression tests have to be passed, such that a stable OMFIT version is maintained.
More information is available in OMFIT Website, 2024.

The presented framework is embedded in the OMFIT module ImpRad, which is designed for
modeling of impurity radiation and inferences of impurity transport based on Aurora. Its
graphical user interface facilitates the selection of the required Aurora parameters, sampler
configuration, and prior and likelihood specifications, as well as the visualization of settings,
diagnostic data, sampling, and results. The module is generalized to be usable at multiple de-
vices by minimization of device-specific tasks. In this work, it has been substantially extended
for routines to infer impurity transport coefficients based on AUG CXRS data with the charge-
stage method. Most of the inference workflow presented here is done within ImpRad. Only
the evaluation of the spectral line radiances from the raw spectra, as well as the calculations of
the NBI distribution, which is determined by the beam attenuation and beam shape, are done
outside of ImpRad, based on AUG CXRS data analysis codes. ImpRad could be easily extended
in the future, e.g., for including other diagnostics, other sampling algorithms, or more visual-
ization routines. A Levenberg-Marquardt fitting routine is already included for least-squares
fitting. However, its functionality is limited due to the complex non-linear inverse problem,
which strongly recommends Bayesian sampling.
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Parts of the content, figures, and text of this chapter are included in a publication that I have
submitted as first author to Nuclear Fusion. For further details, see chapter 3.

In this chapter, the capabilities of the novel inference framework are tested with synthetically
generated data, also known as method of manufactured solutions. Such tests can in particular
validate the inverse inference procedure, which is done in section 5.1. The influence of different
configurations of the spline parameterization for the v and D profiles, which is part of the prior
(cf. section 4.2.2), is moreover assessed in section 5.2. However, these tests cannot reveal error
sources in the forward model or systematic errors in the data acquisition since those are auto-
matically ruled out when the synthetic data is generated from an outcome of the exact forward
model (cf. section 4.1), and with an error pattern precisely matching the likelihood definition
(cf. section 4.2.3). By deliberately introducing specific model errors or data perturbations, it
is nevertheless possible to analyze their effects on the inference results. This approach provides
indications of which aspects of model accuracy and data quality are most critical, also in view of
future experiments. Potential error sources include any components of the forward model, such
as the magnetic geometry reconstruction, the kinetic profiles, the ionization and recombination
rate coefficients, the SOL model in Aurora, the NBI shape and attenuation, and the effective
CX-emission rate coefficients. Section 5.3 focuses specifically on the impact of systematic cali-
bration errors in individual CXRS channels, as this is a frequently observed issue. Furthermore,
section 5.4 investigates the influence of errors in the atomic ionization data, in the ne and Te

profiles, and in the parallel transport in the SOL. The first two are particularly critical for im-
purity transport analyses based on the charge-stage method, as they directly affect the impurity
charge stage balance, and the latter demonstrates that the results for the pedestal remain robust
against changes in the sources and losses in the close SOL, which is essential since they are not
realistically captured in the simple SOL model.

5.1 Setup and general validation

The tests with synthetic data are based on the QCE discharge #39461, which is analyzed in
section 7.1. Aurora was run with the plasma equilibrium and background of this discharge and
reasonable choices for the fixed parameters, which are listed in table 5.1. Realistic, that is, not
just spline-interpolated, transport coefficient profiles were used as ground truth. v was chosen
close to the neoclassical profile, and D such that there is a transport barrier in the pedestal,
but the diffusion remains above the neoclassical value, as could be expected for the QCE regime
based on the results presented in section 7.1.2. For the other free parameters, the ground truth
values were chosen similar to the inference result for #39461. A synthetic data set was generated
according to the pattern of the original data, namely with the same amount of data at the same
LOS positions. The percentage errors of the original data were determined via bootstrapping
(cf. section 4.2.3), and applied to the synthetic data as univariate Gaussian perturbations. The
raw data evaluation for #39461 was repeated after the completion of the synthetic tests, but
this resulted in only minimal differences between the data pattern of the ground truth and the
#39461 data presented in section 7.1. In addition to the Gaussian scatter, realistic calibration
offsets, similar to those inferred for #39461, were introduced for both edge spectrometers and
added as free parameters, with Gaussian priors around the values that can be estimated by
eye from the blank data set. The settings for all other priors and the likelihood were set up
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as explained in sections 4.2.2 and 4.2.3. In the likelihood, additionally to weighting the data
according to the number of data points for each channel, the weight of the core CXRS LOS
was halved, which yields approximately equal weight to the edge and core CXRS systems. The
ground truth and the priors are also shown in figure 5.1.

Parameter Value

algorithm steady-state analytical
radial grid: k, dr 0, dr l 6.0, 1.0, 0.05
Ne and O neutral source energy 0.5 eV
distance of sources to separatrix 4.5 cm
decay length outside last grid point 1.0 cm
SOL Mach number 0.05

distance of last grid point to separatrix 9.0 cm
distance of limiters to separatrix 6.0 cm
connection length to limiters 0.5 m
connection length to divertor 29.4 m

Table 5.1: Aurora settings used in the tests with synthetic data. The parameters in the upper part
of the table were chosen freely, whereas the geometry parameters in the lower part were
approximated from the magnetic equilibrium of #39461 at 5.38 s. For the definitions of the
quantities, see Sciortino, 2020 and Dux, 2021. The parameters for Aurora’s recycling model
are not listed since the recycling was switched off.

Settings Bayes factor ped. MAP χ2

nDOF
ped.

(
vMAP−vtruth
σv,post.

+ DMAP−Dtruth
σD,post.

)2

(1) reference case 1.00 1.05 0.05

(2) as (1), but without Ne9+ data not comparable 1.09 0.09

(3) -1 edge knot 0.56 1.15 0.18
(4) -2 edge knots 0.05 1.21 0.31
(5) +1 edge knot 0.36 1.11 0.15
(6) + λρpol = 0.01 3.21 1.10 0.12
(7) + λρpol = 0.03 0.09 1.25 0.26
(8) Fixed edge knots at 0.63 1.09 0.05
ρpol = 0.96, 0.975, 0.99, 1.01
(9) Fixed edge knots at 0.43 1.13 0.21
ρpol = 0.965, 0.98, 0.995, 1.015

(10) with channel offsets not comparable 1.65 0.11

(11) Ne8+ ionization × 1.5 5.11 · 10−5 1.13 0.31
(12) ne and Te shift ρpol − 0.005 0.65 1.07 0.27
(13) SOL losses × 2 0.95 1.11 0.07

Table 5.2: Comparison of inferences from synthetic data with different settings. In the reference case
(1), 4 knots are placed in the core, which are free to move between minimum boundaries
of ρpol = 0.05, 0.1, 0.35, 0.75 and maximum boundaries of ρpol = 0.25, 0.65, 0.9, 0.95, and
another 4 knots are placed in the edge, which are all free to move in the range 0.95 < ρpol <
1.03, keeping a minimum distance of ρpol = 0.01, and bounded from above by a fixed knot at
ρpol = 1.03. Also, in the reference case, the smoothness prior, set by λρpol

, was disabled. The
Bayes factors can only be compared for inferences with the same likelihood, thus especially
when using the same data set. The data match and the accuracy of the MAP in the pedestal
(0.95 < ρpol < 1.0) are measured by the reduced χ2, and by the mean squared deviation
of the v and D profiles from the ground truth, weighted by half the size of the posterior
1σ-quantile, as defined in figure 5.1.

All tests are summarized in table 5.2 for comparison with their Bayes factors (cf. section
2.3.1) and quantities to measure the data match and accuracy of the MAP. The inferences were
performed in MultiNest’s constant efficiency mode (cf. section 4.2.1), with a target sampling
efficiency of 0.05 and 1000 live points. The stability of the posterior against these sampler settings
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was tested for the reference inference (case 1), which was repeated with a sampling efficiency of
0.01 and with 1500 live points, both of which yielded consistent results. This reference inference,
which has the best MAP data match and accuracy, is shown in figure 5.1, and demonstrates
that our framework is able to reconstruct the correct D and v profiles and additional free
parameters from a typical data set. It was also repeated without Ne9+ data (case 2), providing
a similar posterior, and thus proving that data from 2 charge stages is in principle sufficient
for an inference. The reduced χ2 of the MAP, i.e., its χ2 divided by the number of degrees of
freedom, nDOF = ndata − nparameters, is in both cases close to the ideal value of 1.0, which can
however not be reached exactly due to the inherent limitations of the spline parameterization,
which prevents the profiles from perfectly reproducing the ground truth. Finally, it was also
tested that a different random seed in an inference does not significantly influence the result.
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Figure 5.1: Inference result from synthetic data with the setup of the reference case, as specified in
table 5.2. The reference case denotes the inference in which the best MAP data match
and accuracy of the transport coefficient profiles were achieved. (a) Transport coefficient
profiles at the plasma edge. The orange shadows indicate the 1, 2 and 3σ-quantiles of the
posterior probability distribution, i.e., in the non-Gaussian case the ranges covering 68.3 %,
99.4 % and 99.7 % of the probability, likewise to both sides of the probability mean. The
normalized prior distributions are plotted over the y-axis. The vertical dashed line indicates
the separatrix. (b) Additional scalar parameters. The posterior probability distributions
(orange) and the normalized prior distributions (grey) are shown. The ground truth (solid)
and the MAP (dashed) are indicated by vertical lines (black).

To illustrate the precision of the results for v and D compared to v
D , as well as in the pedestal

compared to the core, an additional inference from the synthetic data was performed. Its settings
were mainly consistent with the reference inference (case 1), but all spline knots were radially
fixed, allowing the correlations between v and D at certain radial positions to be more easily
visualized. The fixed knot positions were selected near their MAP positions in the reference
case, at ρpol = 0.05, 0.2, 0.4, 0.8, 0.96, 0.975, 0.99, 1.01, 1.03. Figure 5.2 shows the correlations
of v and D in the posterior probability for distinct locations in the core, at the pedestal top,
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and where Ne density gradient in the ground truth is steepest. As expected for inferences based
on the charge-stage method, the uncertainty, especially in D, increases significantly in the core.
This is because the transport coefficients cannot be disentangled once the impurity becomes
fully ionized and only one charge stage remains in substantial amounts. In the pedestal, v and
D can be clearly disentangled, but v

D is still better constrained. This is not surprising, since v
D

follows directly from the profile shape of the total impurity density according to equation 1.10,
without any need for knowledge of atomic processes. The measurements of the 3 Ne charge
stages therefore provide a strong constraint.
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Figure 5.2: Visualization of posterior correlations between v and D at different radial positions. 2-D
marginal posterior probability densities of an inference from the synthetic data are shown.
The inference used the settings of the reference inference in table 5.2, except for fixed
spline knots at ρpol = 0.05, 0.2, 0.4, 0.8, 0.96, 0.975, 0.99, 1.01, 1.03. Three radial spline knot
positions in the core, at the pedestal top, and at the location of the steepest Ne density
gradient in the ground truth are selected. The probability density values at which the
contours are drawn and which determine the transparency of the coloring are the same in
all subplots.

The following tests are aimed at assessing the spline parameterization of the transport coefficient
profiles, and the influence of data perturbations and model errors on the inference. However, it
should be noted that this study remains selective since not all possible settings and influences
can be tested. Moreover, the Bayes factors are used for comparison, employing the Jeffreys’
scale (Jeffreys, 1998, appendix B), according to which a Bayes factor & 3 indicates substantial
evidence for the model with higher Bayesian evidence. In doing so, it must be kept in mind that
the accuracy of the Bayesian evidence estimates is compromised by the use of MultiNest’s
constant efficiency mode. Thus, the values shown in table 5.2 should be taken as indicative
rather than relying on their absolute values.

5.2 Assessment of the spline parameterization

The inference from the synthetic data was repeated with different settings for the spline knot
locations and the smoothness prior of the D and v profiles (cf. section 4.2.2), listed in table 5.2.
This model selection test in particular suggests not to use too few spline knots (case 4), and not
to apply a too strong smoothness prior (case 7). The use of free knots is slightly more favorable
than fixed knots (case 8 vs. case 1), and the positions of the fixed knots are also slightly relevant
(good positions, i.e., close to the MAP from case 1, in case 8 and worse positions in case 9).
That none of this is strongly indicated, can be understood by the high number of knots, which
are densely packed in the pedestal in all three cases. Furthermore, the tests indicate that the
reference case (1) is using the optimum number of spline knots, as both the removal (case 3) and
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the addition (case 5) of knots reduce the evidence, the latter probably due to an unnecessary
increase of the parameter space dimensionality. Finally, the use of a weak radial correlation
length for the smoothness prior (case 6) seems to be slightly suggested by the Bayes factor, but
its application results in a worse MAP data match and accuracy. This can be understood as the
good data quality, i.e., dense data without systematic errors, does not pose any risk of spline
overshoots. Additional imposed smoothness is therefore not necessary but rather hinders the
capture of the actual profiles.

In summary, the presented inferences show that the framework is able to handle a sufficient
number of spline knots in the pedestal to capture profile shapes of realistic complexity. More-
over, the inference quality is not severely degraded when a small smoothness prior is imposed,
which may be useful in the case of poorer data quality.

5.3 Influence of data perturbations

In the inferences presented above, the error pattern of the synthetic data matches the likelihood
definition exactly. In reality, however, data perturbations that are not captured in the likelihood
can occur. In the case of the CXRS data used, such perturbations are most likely systematic
errors in the form of calibration issues of individual channels, which are difficult to correct or
infer as free parameters, as they are often not well constrained by the profile shape. Therefore,
the reference inference, case 1 in table 5.2, shown in figure 5.1, was repeated with realistic
additional channel offsets (case 10). The data of three channels, CMR-1-2, CMR-1-10, and
CMR-1-11, were divided by factors of 0.90, 1.30, and 0.85, respectively, which is similar to the
offsets that were found in the original data of #39461. The comparison of the transport solution
with the reference case is presented in figure 5.3, column 1 and row 1 in the top and bottom,
respectively. It shows the sensitivity of the inferred diffusion profile and stresses the importance
of accurate calibrations.

5.4 Influence of model errors

In the inferences presented above, no model error was assumed, although it could exist in the
background plasma equilibrium and profiles, the atomic data, the SOL transport approximation,
or the NBI strength calculation. For our inferences based on data from multiple charge stages in
the steep gradient region of the pedestal, a particularly important error source is the impurity
charge stage balance. It is calculated in Aurora from sophisticated atomic data (cf. section
4.1.3.1) together with the kinetic plasma profiles (cf. section 4.1.2), mainly Te, which are difficult
to determine with good alignment in the pedestal. Moreover, due to the proximity of the SOL, it
is essential to ensure that the results do not depend crucially on the exact settings for the fixed
parameters in the approximate SOL model (cf. section 4.1.3.2). For these reasons, the reference
inference, case 1 in table 5.2, shown in figure 5.1, was repeated with artificially introduced model
error according to the following model modifications (cases 11, 12 and 13):

• Ne8+ ionization rate coefficients increased × 1.5

• ne and Te shifted inward by ρpol = −0.005

• SOL Mach number, i.e., parallel losses, increased × 2

The comparisons of the transport solutions with the reference case are presented in figure 5.3,
columns 2–4 and rows 2–4 in the top and bottom, respectively. They show that the inference
result is indeed mostly independent of the SOL losses. The increased SOL losses are simply
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Figure 5.3: Inferences from synthetic data with channel offsets or different model errors. For the test
with data perturbations (column 1 and row 1), realistic offsets of individual channels were
introduced in the data. For the tests with different types of model error (columns 2–
4 and rows 2–4), the Ne8+ ionization rate coefficients, the alignment of the ne and Te

profiles, and the amplitude of the SOL losses were altered. All results are compared to
the reference inference (case 1 in table 5.2, shown in figure 5.1). (a) Comparison of the
transport coefficient profiles at the plasma edge. The shown quantiles are defined as in
figure 5.1. (b) Comparison of the univariate posterior distributions of the additional scalar
parameters.

balanced by a reduction of the diffusion coefficient in the far SOL, where it is not constrained by
CXRS data. This region is not shown in the figures, and does not affect the pedestal. In contrast,
the inferred D and v profiles are both sensitive to inaccuracies in the atomic data and in the
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kinetic profiles. The scalar parameters are most influenced by the increased ionization of Ne8+,
which is in particular balanced by an increased recombination via CX with thermal neutral
D, whose density is inferred to be higher. Potential model errors in the synthetic diagnostic
(cf. section 4.1.4) were not tested. However, Dux et al., 2020 showed that the error in the
beam attenuation can be estimated to be, at most, 15 % and the error in the relative effective
CX-emission rate coefficients when comparing two ionization stages to be, at most, 20 %.
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6 Investigation of type-I ELMy H- and L-modes

As outlined in section 1.4, several previous studies on impurity transport in type-I ELMy H-mode
plasmas have found evidence for impurity transport at the neoclassical level during inter-ELM
phases, and thus for complete suppression of turbulent impurity transport by the ETB. However,
an experimental derivation of the disentangled transport coefficients D and v with high radial
resolution in the pedestal, and a thorough uncertainty quantification have been lacking. This is
addressed in this chapter, which presents Ne transport analyses for dedicated AUG discharges
in type-I ELMy H-mode and L-mode, applying the novel inference framework. Previous results
are verified and the impurity transport barrier in H-modes with large ELMs is quantitatively
compared to the higher transport level in L-mode. Furthermore, the impurity transport during
an ELM is estimated in terms of D and v to assess the typical description of the ELM effect on
impurities as anomalous diffusion. Yet, these results cannot be interpreted quantitatively due
to the inaccurate approximation of the ELM as stationary state and the insufficient diagnostic
temporal resolution.

The analyzed discharges are presented in section 6.1, and the specific settings for the data
analysis are detailed in section 6.2. For all discharges, the neoclassical transport was calculated
as explained in section 6.3. The experimental results are compared to the neoclassical modeling
in section 6.4 for the inter-ELM phases of the ELMy H-mode discharges and for the L-mode.
Section 6.5 shows the estimation of Ne transport during ELMs. Finally, all results are discussed
in section 6.6.

6.1 Discharges

#39084 (3.60–6.90 s) #39086 (4.30–7.47 s) #40014 (8.13–8.50 s)
type-I ELMy H-mode type-I ELMy H-mode L-mode
(∼ 6 Hz ELMs) (∼ 65 Hz ELMs)

Ip 1.00 MA 1.00 MA 0.84 MA
BT −2.50 T −2.50 T −2.45 T
D gas puff rate 4.0 · 1021 el s−1 5.7 · 1021 el s−1 3.9 · 1021 el s−1

Ne gas puff rate 8.9 · 1020 el s−1 3.5 · 1020 el s−1 8.7 · 1020 el s−1

Ne gas valve divertor valve Du01X divertor valve Du01X divertor valve Du01X
ICRF heating – – –
ECRH power 2.4 MW, 3 gyrotrons 3.9, 3.6 MW, 6, 5 gyrotrons 2.8 MW, 4 gyrotrons
NBI power 2.4 MW, 1 beam 2.4 MW, 1 beam 2.4 MW, 1 beam
δup 0.05 0.03 0.29
κ 1.70 1.71 1.70
WMHD 0.56 MJ 0.50 MJ 0.37 MJ
Greenwald fraction n/nGW 0.80 0.68 0.70

Table 6.1: Plasma parameters in the type-I ELMy H- and L-mode discharges. The relevant time ranges,
in which the discharges were stationary (except for the ELMs), are indicated. These phases
were used for the data analysis. In #39086, one gyrotron dropped out at approximately 5.16 s,
resulting in slightly reduced ECRH heating power, which however did not significantly affect
the plasma parameters.

For the investigation of the type-I ELMy H-mode and L-mode, 3 dedicated discharges were
conducted, the main parameters of which are given for the analyzed time ranges in table 6.1.
#39084 and #39086 are ELMy discharges with different ELM frequencies of approximately 6 Hz
and approximately 65 Hz, respectively. The ELMs in #39084 occurred less regularly than in
#39086 due to their very low frequency. #40014 entered an L-mode for a few hundred millisec-
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6. Investigation of type-I ELMy H- and L-modes

onds towards the end of the discharge, which is the time range examined here. Originally, this
discharge was planned as a stepwise transition from the QCE regime to a type-I ELMy H-mode
by ramping down the gas puff. This is the reason for the high upper triangularity, which was
used to access the QCE regime. However, large ELMs at the end of the discharge were not
achieved but the L-mode phase occurred instead. It is a radiative L-mode, which is established
at high heating power in combination with strong radiation. Since the Ne gas puff was not
reduced equally with the D fueling during the pulse, the Ne content and its contribution to the
total radiation increased throughout the discharge. This could explain that the heat flux across
the separatrix dropped below the H-L backtransition threshold.

Radiative L-modes differ from typical L-modes in the sense that they are observed to have
H-mode-like confinement, as the smaller pedestal gradients are compensated for by an increased
pressure gradient further inwards. Fable et al., 2021 found that in particular the Ti gradient
is enhanced in the outer core region at normalized radii 0.7 < r

a < 0.9. Integrated modeling
showed that the steepened core gradients can be explained by a decrease in ITG turbulence due
to fuel dilution by impurities (Fable et al., 2021). Therefore, in spite of the good confinement,
radiative L-modes are likely not a viable scenario for a reactor. In #40014, the gradients of Te,
Ti and ne inside the pedestal top are indeed all larger than the respective gradients in the inter-
ELM phases of #39086, and the electron pressure reaches the same level in the inner core. This
is illustrated in figure 6.1. Yet, the localization of the gradient enhancement in the outer core
region, as well as its main effect on the Ti profile, are not obvious. It should be noted, however,
that the two discharges differ in relevant plasma parameters, such as the plasma current, and a
quantitative comparison must therefore be treated with caution.
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Figure 6.1: Kinetic profiles of the radiative L-mode #40014. All quantities are shown for the full radial
range and compared to the respective quantities during the inter-ELM phases of the type-I
ELMy H-mode #39086. The profiles of the individual temperature and density profiles
(top), lead to a pressure profile, here shown for the electrons, which reaches the H-mode
level at the magnetic axis (bottom).
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6.1. Discharges

The presented impurity transport analyses focus on the pedestal, where the kinetic profiles
are not affected by the specific radiative characteristics of the L-mode. Therefore, the results
obtained should be similar to those in typical L-modes and the discharge can be used for a
comparative study of pedestal Ne transport in type-I ELMy H-mode and L-mode. The analyses
of the ELMy discharges are mainly targeted at the quasi-stationary phase after the pedestal
build-up and before the next ELM crash in the inter-ELM phases. In these time intervals, the
observed Ne charge stage densities are constant on transport time scales and neoclassical trans-
port is expected in the pedestal. In order to separate these phases, the data were evaluated
ELM-synchronized, as explained in section 6.2.1. Moreover, a rough estimate of pedestal Ne
transport during ELMs using the ELM synchronized data is presented in section 6.5. However,
these results should be considered with caution due to the lack of an actual steady state, on
which the inference method relies, and due to the coarse temporal averaging. They should
therefore only be interpreted as indicative.

The pedestal kinetic profiles of the inter-ELM phases in the type-I ELMy H-mode plasmas
and of the L-mode plasma are plotted in direct comparison in figure 6.2. For the thermal neu-
trals, they were calculated with the code KN1D and the absolute densities at the separatrix were
inferred, whereas the other quantities were fitted from measurement data (cf. section 4.1.2).
The L-mode pedestal gradients and pedestal top values are significantly smaller in all profiles.
Moreover, the densities of the thermal neutrals in the plasma edge are considerably lower. For
all discharges, their temperatures are lower than the ion temperatures throughout, since they
originate mainly from further outward CX reactions.
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Figure 6.2: Kinetic profiles of the type-I ELMy H- and L-mode discharges at the plasma edge. For
each discharge, the plotted nD0 profile corresponds to the profile calculated with KN1D,
scaled such that the separatrix density is equal to the posterior mean of the corresponding
inferred scalar parameter. TD0 is also obtained from KN1D. The fits of the other quantities
are based on all data in the data analysis time ranges, in the ELMy plasmas restricted to
the selected inter-ELM phases. #39084 and #39086 are H-mode discharges with type-I
ELMs, in #39084 with particularly low ELM frequency, #40014 is a radiative L-mode.

The two H-mode discharges were not carried out particularly close to a previous boroniza-
tion, but at a distance of 9 full shotdays, providing the potential for a higher content of other
impurities. In contrast, #40014 was conducted only one full shotday after a boronization. Of
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6. Investigation of type-I ELMy H- and L-modes

special relevance for the Ne transport analyses is in particular the O content since the CX-
emission of O8+ cannot be separated from the corresponding Ne8+ CX-emission. The measured
spectral line radiances are therefore compared to the summed contribution from both species (cf.
section 3.1.2). This requires an additional Aurora run for O in the forward model, using the
same transport coefficients, and the O density profile is therefore also returned as an inference
result. A comparison of the O concentrations in the analyzed discharges is given in table 6.2.
From these values, it is not evident that the longer time span since the last boronization had a
significant influence on the O content in the ELMy discharges.

#39084 #39086 #40014

ρpol = 0.00 0.047 % 0.047 % 0.048 %
ρpol = 0.96 0.105 % 0.075 % 0.085 %

Table 6.2: Oxygen concentrations in the type-I ELMy H- and L-mode discharges. Listed are the pos-
terior mean values of the inference results for two radial positions, at the magnetic axis and
approximately at the pedestal top.

In all discharges, the NBI beam 3, which the CXRS LOS observe, and 8, on the opposite side
of the torus, were operated alternately as the only beams, such that always one beam was
turned on. The dips of beam 3 were used to clean the spectral data from passive background
contributions, which are measured during the beam-off phases (cf. section 3.1.4). As beam
3 was always the only beam used from box 1, no neutrals from other beams contributed to
the CX-signal. It was operated at an extraction voltage of 59 kV and at an injection power of
2.4 MW in all discharges. In #39084 and #39086, the beam-on phases lasted 230 ms, and the
beam-off phases 170 ms, whereas in #40014, the beam-on phases were extended to 330 ms and
the beam-off phases shortened to 70 ms. To obtain a higher radial resolution of the data, the
plasma was radially shifted in #39084 and #39086 at 6.25 s, moving the target value for Raus

from 2.140 m to 2.145 m. Since the L-mode phase in #40014 was achieved by chance and was
rather short, changes in the radial plasma position were not intentionally applied but Raus had a
constant target value of 2.140 m. In all discharges, the actual Raus read from the reconstructed
equilibrium is approximately 2 mm less than the set value.

The exposure times of the spectrometers were in all discharges set to 2.5 ms for the edge CXRS
measurements on CMR and CPR and to 5 ms for the core CXRS measurements on CER and
CAR, except for an exposure time of 10 ms on CER in #40014. The cameras of the core CXRS
system were always operated without EM-gain, while the EM-gains of the edge CXRS cameras
were set to 20 in #39084 and #39086. In #40014, the edge CXRS cameras were as well operated
with EM-gain, but the gain was accidentally set to 1. This is a non-ideal setting, as it does
not help to increase the count rate but rather accuracy is lost due to the electron multiplication
(cf. section 3.1.3.2). The data quality in #40014 is therefore below optimal. It is particularly
bad for the Ne9+ measurement, as can be seen in figure 6.5, since this spectral line has the
lowest intensities. Moreover, in #39084 and #39086 the wavelength range observed by the CPR
spectrometer was by mistake set such that the NeIX spectral line was not imaged in addition to
the NeVIII spectral line in the edge CXRS system. Hence, the Ne transport inferences for these
discharges are based on data for the 2 charge stages Ne10+ and Ne8+ only. Such a data set is
however sufficient for accurate inferences, as was demonstrated using synthetic data in section
5.1.
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6.2. Data analysis

6.2 Data analysis

6.2.1 Data averaging and ELM synchronization

The time trace of the outer divertor shunt current, which indicates the ELM activity, is shown
for #40014 in figure 6.3. As it is an L-mode, no ELMs but a steady low divertor current are
observed. Therefore, the spectra can be averaged in time before they are fitted. As a compro-
mise between good data quality and high radial resolution, the averaging was done in groups of
3, sorted by the Raus of their corresponding equilibria (cf. section 3.1.4).
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Figure 6.3: Time trace of the outer divertor shunt current in the L-mode discharge. The outer divertor
shunt current is an indicator for the particle flux arriving in the divertor, and can therefore
be used as ELM proxy.

The data of the ELMy discharges #39084 and #39086 were evaluated ELM-synchronized. For
the analysis of inter-ELM Ne transport, only data from the nearly constant plasma phases pre-
ceding the ELM crashes is used. It is assumed that the plasma is stationary on transport time
scales, such that the required steady-state condition for both the background plasma and the
impurity densities is fulfilled, and the data can be mapped onto a single time point.

For the ELM synchronization, the onset times of all ELMs in the concerned time interval are
read from the ELM shotfile, and the outer divertor shunt current signal is read as ELM proxy.
Then, for each ELM, a time trace of the signal around the ELM is cut out, with a specified
length and distance of its start from the ELM onset. The correlation between all pairs of these
time traces is calculated in terms of the Pearson correlation coefficient

cPearson =

∑
i (xi − x) · (yi − y)√∑

i (xi − x)2 ·
∑

i (yi − y)2
, (6.1)

where x and y are the two signal arrays with individual elements xi and yi and means x and y.
This is done for different amounts of relative time shifts up to 1 ms in both directions, and the
maximum correlation of each pair is determined. Thereafter, the time trace for which the mean
of all the maximum correlations with all other ELMs is the highest is used as a reference. All
other time traces that have a maximum correlation with this reference above a given threshold
are selected, and shifted to reach the maximum correlation. Finally, all edge CXRS data points
whose full exposure time is within a specified relative time range in the time traces are used for
the analysis. For the core CXRS data, which are less affected by the ELMs and usually have
longer integration times, this condition is relaxed individually to ensure a sufficient number of
data points.
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6. Investigation of type-I ELMy H- and L-modes

Figure 6.4: ELM synchronization and selection of time ranges between and during ELMs. The indi-
vidual time traces of the outer divertor shunt current are overplotted after being shifted to
have maximum correlation. For the data analysis, all edge CXRS frames with an exposure
time fully within the marked time ranges were selected.

The ELM-synchronization for the ELMy discharges is illustrated in figure 6.4, showing the indi-
vidual time traces, their mean, and the relative time ranges from which the data for the analysis
of Ne transport in inter-ELM phases and during ELMs are taken. The correlation threshold
was manually adjusted to 0.92 in #39084 and 0.98 in #39086, such that only time traces with
a similar pattern are retained. Due to the low ELM frequency, the analyzed inter-ELM time
range is much longer in #39084, but in turn, only 12 time traces are selected compared to 153
in #39086. In #39084, the relative time range was chosen based on the stationarity of the
impurity radiances, whereas in #39086 the time ranges, both inter-ELM and during the ELMs,
were chosen as short as possible. Although part of the pedestal build-up may be captured in the
selected inter-ELM time range, and short time intervals before and after the ELMs are included
in the ELM time range, stronger constraints were not used as they would have significantly re-
duced the number of data points due to the minimal exposure time of 2.5 ms in the edge CXRS
system. This diagnostic is therefore not suitable for a finer resolution of impurity transport
dynamics during an ELM cycle. However, the fitted radiances in the pedestal have sufficiently
clear and distinct profile shapes in the two time ranges, which indicates that the spectra are
well selected. They were not further averaged in #39084 and #39086. For all analyzed time
ranges of all discharges and all charge stages, the fitted radiances in the pedestal are shown in
the figures 6.8 and 6.11.
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6.2.2 Correction of calibration offsets

The measurement of multiple charge stages requires the distribution of the toroidally looking
CXRS LOS on 2 spectrometers. In contrast to the core CXRS system, this has not been the
standard setup for the edge CXRS system in the campaigns concerned, but the CPR spectrom-
eter was routinely used with other LOS (cf. section 3.1.2). Therefore, the LOS imaged on the
CPR spectrometer were only connected to the spectrometer channels right before the discharges,
and in #40014 additionally also most of the LOS imaged on the CMR spectrometer had been
dis- and reconnected since the pre-campaign calibration. This procedure can easily violate the
absolute calibration and introduce calibration offsets of individual channels (cf. section 3.1.3.3),
which influence the inference result as demonstrated in section 5.3. In some cases, such offsets
can be corrected manually, if only few channels are affected and their data overlap sufficiently
with neighboring channels due to a radial plasma sweep. In addition, if several different dis-
charges were done in a sequence, or if diverse discharge phases are present, the true offset pattern
can become more obvious from the different radiance profile shapes. Finally, dedicated cross-
calibration discharges, where both spectrometers are set to the same wavelength, such that the
measured spectral line radiance profiles should match, can be helpful.

In the ELMy discharges, there are clear channel offsets towards the pedestal top in the Ne8+

data that was measured with the CPR spectrometer, as visible in figure 6.8. However, since
several channels are affected, the offset pattern is not obvious. As there are moreover no helpful
other discharges or discharge phases available, and no cross-calibration discharge was done, the
offsets are not corrected. Fortunately, the Ne transport inferences are only marginally affected,
since the profile shapes are still reasonably clear, especially in the regions of the steep gradients.

0.93 0.96 0.99
ρpol

0

12

L C
Xl

in
e [

10
16

Ph
m

-2
s-1

sr
-1

] Ne10 +

0.93 0.96 0.99
ρpol

0

10 Ne8 +

0.93 0.96 0.99
ρpol

0.0

1.5 Ne9 +

uncorrected
corrected

Figure 6.5: Correction of calibration offsets in individual channels in #40014. The CXRS radiance data
are shown before and after application of the manually derived correction factors.

1-2 0.95 1-3 0.90 1-4 0.95 1-5 1.10 1-6 1.05 1-7 0.95
1-8 1.55 1-9 0.90 1-10 1.05 1-11 0.90 2-1 0.95 2-2 0.95
2-3 0.95 2-4 1.05 2-6 0.90 2-7 1.05 2-10 0.95 3-1 1.10
3-2 1.40 3-5 1.20 3-6 0.90 3-7 1.10 3-10 1.40

Table 6.3: Correction factors for individual channels in #40014. The factors for the LOS were de-
rived manually by looking at the CXRS data from different discharge phases of #40013 and
#40014, and from the cross-calibration discharge #40016. The numbers in the first columns
indicate the optical heads (CMR-1, CMR-2 and CMR-3) and their respective LOS.

In #40014, there are also several channel offsets, which were corrected as shown in figure 6.5,
and listed in table 6.3. In this case, multiple discharge phases with different radiance profiles
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6. Investigation of type-I ELMy H- and L-modes

are available from the pulses #40013 and #40014, as these were attempts to transition between
different confinement regimes. In #40013, the CXRS system also observed the different Ne
charge stages. Therefore, calibration correction factors could even be derived for all channels,
not only for those with the most obvious offsets. These factors were moreover checked using the
cross-calibration discharge #40016, where both spectrometers measured the same spectral line
of B. The fitted radiances with and without the calibration correction factors applied are shown
in figure 6.6. Here, an additional factor of 0.8 was applied to all data measured with the CPR
spectrometer. With these scalings, the CMR and CPR data in #40016 are in good agreement
and draw a smooth radiance profile, which gives confidence in the derived corrections.
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Figure 6.6: Data of the cross-calibration discharge #40016. Both edge spectrometers measured the
spectral line BV n = 7 → 6 at 494 nm. All spectra in the stationary time range between
3.6–4.2 s were averaged and fitted. The CXRS radiances are plotted with and without
application of the correction factors used for #40014. The CPR data is additionally scaled
by a factor of 0.8.

The scaling factor of 0.8 for the CPR data with respect to the CMR data is close to the ratio
between the MAP values for the respective scaling factors in the inference result for #40014,
which is 0.84. Such channel-independent scaling factors were included for both edge CXRS
spectrometers as free parameters in all inferences since mismatches in the absolute radiances
measured in the core CXRS system and the edge CXRS system were observed. It is assumed
that the mismatches are due to calibration issues because other reasons were systematically
excluded. In particular, since the two spectrometers CMR and CPR often show different offsets
although they employ the same optical heads, any issues with the geometry of LOS and NBI
are unlikely the cause. Moreover, errors in the background plasma profiles, atomic data, or the
beam attenuation, would also affect the core CXRS system, and not lead to an offset between the
different spectrometers. The core CXRS radiance data was used as fixed reference because the
core CXRS system LOS were not subject to any dis- and re-connections during the campaigns,
they maintained their absolute calibrations, and their optical head degradation was either very
small (in the 2021 campaign) or could be corrected after the campaign (in the 2022 campaign)
(cf. section 3.1.3.3). Moreover, the relative agreement of the core CXRS spectrometer calibra-
tions was assessed in the 2022 campaign with the discharge #40700, where the same spectral
line of N was observed on both, CAR and CER, and the relative difference between the mea-
sured radiances was ≤ 5 %. Finally, the good agreement between the relative scalings of CPR
and CMR in the inference result for discharge #40014 and in the cross-calibration discharge
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#40016, which were both also done in the 2022 campaign, provides additional evidence for the
viability of this approach, and further for the accuracy of the inference framework. In the 2021
campaign, which concerns the discharges #39084 and #39086, however, unfortunately no tests
of the agreement between any of the spectrometer calibrations were done.

6.2.3 Inference settings

The equilibria used for the inferences correspond to the time points listed in table 6.4. These
times were selected from the middle of the data analysis time ranges. However, for the ELMy
discharges, care was taken to use equilibria from inter-ELM phases after the pedestal had built
up, such that they are representative of the plasma phases from which the data originates. For
the investigation of Ne transport during the ELMs in #39086, the equilibrium time point was
chosen to be in the moment of an ELM at 5.880 s. All equilibria are retrieved from equilibrium
reconstructions performed with CLISTE, which are routinely stored with a high time resolution
of 1 ms in the EQH shotfiles. The resulting Raus and WMHD time traces show good agreement
with IDE results, indicating consistency in the equilibria retrieved from the two codes (cf.
section 4.1.1). The equilibria are mainly needed for mapping ρpol to Aurora’s radial coordinate
rvol as defined in equation 2.53. Besides, they are used for determining the variable geometry
parameters of the simple SOL model (cf. section 4.1.3.2), which are used in Aurora and similarly
in KN1D. Although the results are not very sensitive to these values, they are nevertheless listed
in table 6.4.

#39084 #39086 #40014
equilibrium time point 4.740 s 5.885 s 8.300 s

distance of last grid point to separatrix 7.6 cm 7.8 cm 7.7 cm
distance of limiters to separatrix 5.1 cm 5.2 cm 5.1 cm
connection length to limiters 0.5 m 0.5 m 0.5 m
connection length to divertor 22.3 m 22.1 m 28.8 m

mean of CPR scaling factor prior 0.75 0.75 0.8
standard deviation of CPR scaling factor prior 0.05 0.05 0.05
mean of CMR scaling factor prior 0.95 0.95 1.0
standard deviation of CMR scaling factor prior 0.05 0.05 0.05

Table 6.4: Inference settings used for the type-I ELMy H- and L-mode discharges. The geometry
parameters in the middle part of the table were approximated from the magnetic equilibria.

All other Aurora parameters used for the analyses were chosen as listed in the upper part of
table 5.1. Moreover, also the MultiNest settings, the spline parameterization, and the other
prior and likelihood settings were chosen identical to those used in the reference inference of the
synthetic data tests presented in section 5.1, based on the general prior and likelihood settings
(cf. sections 4.2.2 and 4.2.3). Specifically, 1000 live points and a sampling efficiency of 0.05 were
employed, constraining the smoothness with radial spline knot correlations in the prior was not
needed due to the high quality of the data, and an additional factor of 0.5 was applied to the
weight of the core CXRS LOS in the likelihood to give approximately equal importance to the
edge and core CXRS systems. The priors for the scaling factors of the data from both edge
CXRS spectrometers, which are additional free parameters, as explained in section 6.2.2, were
also again chosen as Gaussians, with means estimated from the radiance data by eye. Their
means and standard deviations are listed in table 6.4, and they were additionally truncated at
0.5 and 1.5 to exclude very small or large scaling factors. Since #39084 and #39086 were both
performed in the same session, changes to the calibration offsets due to fiber re-connections or
optical head degradation can be excluded. Therefore, the same scaling factors are expected in
both discharges, and the priors are accordingly set to be the same.
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6. Investigation of type-I ELMy H- and L-modes

6.3 Neoclassical transport modeling

The neoclassical transport in the analyzed discharges is calculated based on the equilibria at
the time points given in table 6.4, the kinetic profiles as shown in figure 6.2, and all available
impurity density profiles. For Ne, the inferred posterior mean densities were used, as presented
in figure 6.10. In addition, fully ionized N was added at the concentration that is required to
match the Zeff estimate from IDZ in order to account for other impurities present in the plasma
(cf. section 4.1.2.3). Therefore, first, a concentration profile for N7+ was calculated, such that
the Zeff value is matched all along the profile (unless it is already over-fulfilled by the Ne im-
purity density). The concentration was then averaged along the profile, weighted with r2

vol, i.e.,
volume averaged. This scalar concentration was finally multiplied by the ne profile to obtain a
N density profile that is proportional to the ne profile.

Both the fluid code NEOART and the drift-kinetic code NEO were used for the neoclassical trans-
port calculations. These codes can handle multi-species collisions, which is important in order to
include collisions between the different charge stages of Ne since the Ne concentration is above
the trace limit, as defined in equation 1.12, in all discharges. However, due to its drift-kinetic
nature, NEO does not include the classical transport contribution. Furthermore, the NEO calcu-
lations were only done for specific radial points in the pedestal using its local mode to reduce
the runtime. Also, only the 8 Ne charge stages ≥ 3+ were included since the maximum number
of species that NEO can handle is limited to 11, and includes the main ions, electrons, and the
N7+. The NEOART calculations, instead, include all Ne charge stages and are available for the
full radial profile.

The plasma rotation was not included in the neoclassical transport calculations because the
mass of Ne is small enough to avoid significant poloidal density asymmetries due to the cen-
trifugal force. NEO was run with the full linearized Fokker-Planck collision operator, and with
an approximation of the equilibria by 6 Fourier modes of the Miller extended harmonic (MXH)
parameterization (Arbon et al., 2020). The resolution of the algorithm was set to the default
values of 17 points in the poloidal direction, 18 polynomials in the cosine of the velocity pitch
angle, and 7 energy polynomials. This setting was found to provide sufficient accuracy also
in the steep gradient region. Nevertheless, it should be noted that the small ρ∗-ordering can
become invalid, especially close to the separatrix, and can thus introduce errors in all neoclas-
sical simulations. However, the results are accurate enough for the intended impurity transport
studies.

The neoclassical transport profiles calculated with NEOART are presented in figure 6.7, differen-
tiated into the contributions of different transport mechanisms to the diffusion and convection
coefficients. In all discharges, the neoclassical transport in the pedestal is clearly in the Pfirsch-
Schlüter regime, as ν∗ ·ε

3
2 � 1, namely more than an order of magnitude larger than the Pfirsch-

Schlüter limit. Therefore, the contribution of the Pfirsch-Schlüter transport is dominant in both
D and v. In Dux et al., 2014, it was shown that for very high collisionalities of ν∗ · ε

3
2 & 100, the

temperature gradient contribution to the neoclassical convection can be reversed into an inward
convection, instead of the temperature screening. However, the presented discharges still show
a screening effect of the temperature gradient contribution. The NEO results, which cannot be
easily separated into different contributions to the transport coefficients, are included in figure
6.9. The NEOART results in the figures 6.7 and 6.9 exhibit very small differences, especially close
to the separatrix, since the values plotted in figure 6.7 are averaged over all Ne charge stages,
weighted with their respective densities, while the values plotted in figure 6.9 are only averaged
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Figure 6.7: NEOART simulations for the type-I ELMy H- and L-mode discharges. The plasma edge pro-
files of the total transport coefficients are shown, as well as the individual contributions due
to classical transport (CL), banana-plateau transport (BP), and Pfirsch-Schlüter transport
(PS). Moreover, the total contribution of the temperature gradient term to the convection
(vT) is shown. The transport coefficients are averaged over all Ne charge stages, weighted
with their respective densities.

over the highest 3 charge stages. The latter is more representative for the transport coefficients
inferred from CXRS data of these charge stages, but cannot directly be retrieved as output from
NEOART with disentangled contributions to the transport coefficients.

6.4 Neon transport in inter-ELM phases and L-mode

This section presents the results obtained for the pedestal Ne transport in the quasi-stationary
inter-ELM phases of the two type-I ELMy H-mode discharges #39084 and #39086 and in
the radiative L-mode phase of discharge #40014. Figure 6.8 shows the underlying spectral
line radiance data in the pedestal. These data result from the spectral line fits of the CXRS
measurements, after application of data averaging and ELM synchronization as described in
section 6.2.1, and with corrections of individual channel offsets in #40014 as described in section
6.2.2. In addition, the synthetic data corresponding to the MAPs of the inferences, i.e., the
samples that have the highest posterior probability, are shown. All settings of these inferences
are described in section 6.2.3. The good agreement with the data that is achieved increases the
confidence in the method and results.
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Figure 6.8: Comparison of the inference MAP with the data for the type-I ELMy H- and L-mode dis-
charges. The radiance data of all measured spectral lines are shown, without error bars to
avoid visual complication. Gaussian errors were used in the likelihood with standard devi-
ations derived from the scatter in the individual channels using the bootstrapping method.
All scaling factors are applied to the plotted data, i.e., the MAP of those inferred for the
edge CXRS spectrometers, as well as the manually derived correction factors correcting for
individual channel offsets in #40014. The radiance values calculated for each data point
with the synthetic diagnostic from the inference MAP are overplotted. All data are plot-
ted at the mean of the radial positions along the LOS weighted by their emissivity ε, i.e.,
ρpol,plot =

∫
LOS

ρpolεdl/
∫

LOS
εdl. The apparent mismatch between the LOS of the core and

edge CXRS systems is an effect of their different viewing geometry. Their LOS capture light
from different radial regions even if their emissivity-weighted mean radial positions are the
same. The less tangential LOS of the core CXRS system are more affected by the pedestal
density decay.

Figure 6.9 shows the inferred posterior distributions for the transport coefficients in the pedestal,
compared to the neoclassical transport calculated with NEOART and NEO as detailed in section
6.3. Additionally, figure 6.10 shows the posterior mean densities of the individual charge stages
in the pedestal. The differences between the results of the two neoclassical codes are small and
can be partly explained by the missing classical transport in the NEO result.

The diffusion coefficient is much smaller and closer to the neoclassical level in the inter-ELM
phases of the type-I ELMy H-modes than in the L-mode. In both ELMy discharges, the neo-
classical solution is within the 3σ-quantile of the posterior probability distribution for D at
ρpol ≈ 0.98, whereas in the L-mode, D is always at least a factor of 5 larger than the neoclassi-
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Figure 6.9: Inferred transport coefficients at the plasma edge compared to neoclassical simulations for
the type-I ELMy H- and L-mode discharges. Here, D and v are defined with respect to
the radial coordinate rvol used in Aurora and NEOART. The results of NEO are converted
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in figure 5.1.
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6. Investigation of type-I ELMy H- and L-modes

cal transport. For the convection, a slightly stronger than neoclassical inward drift is observed
in the inter-ELM phases of the H-modes, but the uncertainty in v is large and this cannot be
stated with much confidence. The ratio v

D , which is best constrained in the inference, is consis-
tent with the neoclassical solution up to ρpol ≈ 0.99, whereas it is flat throughout in the L-mode
pedestal. This is also reflected in the impurity densities, which show a substantial pedestal Ne
peaking in the ELMy H-mode plasmas, in contrast to a flat Ne density profile in the L-mode
plasma. In the latter, the higher charge stages exhibit some density gradients, but not so the
total Ne density profile summed over all charge stages.

This difference in the pedestal impurity peaking can also be quantified in a scalar value as
the pedestal peaking factor

FNe =
nNe(ρpol = 0.97)

nNe(ρpol = 1.0)
. (6.2)

It has values of 12.70 and 6.49 in the type-I ELMy H-mode discharges #39084 and #39086,
compared to 0.97 in the L-mode discharge #40014.

Considering the charge stage densities, it should be noted that modeling the lower Ne charge
stages with Z ≤ 7 all with the same transport coefficients as inferred for the higher charge
stages is not fully applicable, and may introduce errors in their density distributions. However,
since especially the densities of the most affected charge stages with lowest Z are small in the
confined plasma, the results for the transport coefficients of the higher Ne charge stages are
only marginally affected. The inferred total Ne densities in all discharges are moreover in good
agreement with the Zeff estimates provided by IDZ (cf. section 4.1.2.3).

#39084 #39086 #40014

O source 4.6 · 1019 # s−1 4.2 · 1019 # s−1 55.5 · 1019 # s−1

Ne source scaling 14.9 21.1 139.5
CPR scaling factor 0.78 0.77 0.76
CMR scaling factor 0.98 0.96 0.91

Table 6.5: Posterior mean values of the scalar free parameters in the type-I ELMy H- and L-mode
discharges.

The posterior mean values of the scalar free parameters are listed in table 6.5, except for the
thermal neutral D densities at the separatrix, which are shown in figure 6.2. The scaling pa-
rameters for the edge CXRS spectrometers are moreover included in figure 6.8. They are indeed
similar in #39084 and #39086, suggesting similar calibration error corrections, as it was the
expectation for these discharges, outlined in section 6.2.3. The values for the Ne and O sources
are not directly meaningful, since they include recycling, and also compensate for probable er-
rors in the particle losses of the simple SOL model, such that the impurity particle flux crossing
the separatrix matches the measurement data. Yet, the results for the source rates demonstrate
that their priors leave enough freedom to infer very different values.

6.5 Neon transport during ELMs

This section presents the results obtained for the pedestal Ne transport in the type-I ELMy
H-mode discharge #39086, specifically focusing on the phases during ELMs. These results must
be interpreted with caution, since the analysis relies on two important stationarity assumptions:
on the one hand, stationary background plasma profiles, implying constant transport coefficients
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6.6. Neon transport during ELMs

in the analyzed time interval, and on the other hand, stationary impurity densities, allowing
the application of the charge-stage method, since the time derivative in the transport equation
vanishes, which yields equation 1.13. However, the exposure times of the CXRS diagnostic in
the millisecond range necessitate the inclusion of signals from different phases during the ELMs,
as shown in figure 6.4. Moreover, the transport coefficients and the impurity content both
evolve dynamically during ELMs, without reaching a steady state. This poses a limitation that
could not be fully addressed even with improved time resolution of the data. Consequently, the
presented transport coefficients should be considered as indicative rather than quantitatively
precise.

0.90 0.93 0.96 0.99
ρpol

0

25

L C
Xl

in
e [

10
16

Ph
m

-2
s-1

sr
-1

] Ne10 +

0.90 0.93 0.96 0.99
ρpol

0

15 Ne8 +

core CXRS edge CXRS inference MAP

Figure 6.11: Comparison of the inference MAP with the data for the analysis of transport during ELMs.
The data and inference result are plotted in the same way as in figure 6.8.
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Figure 6.12: Inferred transport coefficients at the plasma edge during ELMs compared to neoclassical
simulations. The posterior distributions and NEOART calculations are plotted in the same
way as in figure 6.9. For direct comparison, the result for the Ne transport in the inter-
ELM phases of the same discharge, #39086, is also plotted again.

Again, the MAP of the inference agrees well with the underlying spectral line radiance data, as
shown in figure 6.11. Figure 6.12 shows the transport coefficient estimates, in direct comparison
with the inter-ELM transport in the same discharge and with the respective NEOART simulations.
Evidently, the ELMs have the effect of an additional diffusion. The influence of the ELMs on
the convection is not clear due to the uncertainty in the inference result during the ELMs. This
particularly large uncertainty is probably caused by the limited temporal resolution of the CXRS
data, resulting in different data phases (just before, on, and just after the ELM) being included.
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6. Investigation of type-I ELMy H- and L-modes

6.6 Discussion

The results presented in this chapter provide further evidence for neoclassical impurity transport
in the inter-ELM phases of type-I ELMy H-mode plasmas, as suggested by previous studies, such
as Pütterich et al., 2011. However, to the best of my knowledge, this is the first time that the
disentangled transport coefficient profiles in the pedestal have been experimentally assessed with
such high radial resolution. The two ELMy discharges analyzed have very different ELM fre-
quencies, yielding inter-ELM phases of the order of 100 ms and 10 ms, respectively. Nevertheless,
only a small difference was observed in the pedestal Ne peaking, which is slightly stronger and
closer to the neoclassical level between the larger and lower frequent ELMs. This suggests that
the ELM frequency or the duration of the inter-ELM phase, which determines the time available
for the pedestal to rebuild, has only a limited influence on the impurity transport. In contrast,
the diffusion was found to be strongly enhanced above the neoclassical level in the studied radia-
tive L-mode plasma. This shows the turbulence at the plasma edge that acts in the absence of
an ETB. It can be concluded that the H-mode ETB almost completely suppresses the turbulent
impurity diffusion, which is dominant in L-mode. Finally, the transport during ELMs has been
evaluated qualitatively. The inferred diffusion is clearly in line with studies describing ELMs as
enhanced diffusion, such as, e.g., Dux et al., 2011, Pütterich et al., 2011 and van Vugt et al., 2019.

The above results strengthen the current understanding of the impurity dynamics in type-I
ELMy H-modes. In present-day devices, a balance occurs between a neoclassical inward impu-
rity pinch during the inter-ELM phases due to suppressed pedestal turbulence, and an outward
impurity flushing during the ELMs, which can be modeled as enhanced diffusion. Indeed, a
strong pedestal peaking of the Ne density was observed in the inter-ELM phases analyzed here,
in contrast to a flat Ne density profile in the L-mode. As predicted by Dux et al., 2014 and
Dux et al., 2017, the neoclassical impurity convection will most likely reverse in the pedestal in
devices with reactor-like kinetic profiles, such as ITER, due to enhanced temperature screen-
ing. This would result in hollow impurity density profiles, and, as demonstrated by van Vugt
et al., 2019, such profiles would cause ELMs to transport impurities inwards. The latter follows
directly from the diffusive action of the ELM impurity transport, since diffusion always acts to
flatten the impurity density gradient. First experimental evidence for these changed dynamics
was found by Garcia et al., 2022 and Field et al., 2022 in JET plasmas with strong temperature
pedestals.
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In this chapter, the radial Ne transport is studied in the pedestal of ELM-free and small-ELM
regimes. Specifically, the QCE and EDA H-mode have been chosen as starting points for the
investigations because they are well established on AUG, are not known to exhibit pronounced
poloidal impurity density asymmetries or 3-D structures, and have promising characteristics as
potential reactor scenarios. Particular emphasis is placed on the QCE regime. As explained in
section 1.4, accumulation of high-Z impurities is not observed for either of these regimes, al-
though the outward flushing effect of large ELMs is missing. This indicates an enhanced outward
impurity transport even in the absence of significant ELM activity, in contrast to inter-ELM
phases in type-I ELMy H-mode plasmas.

Section 7.1 presents analyses of stationary discharges, enabling a direct comparison with the
results for the type-I ELMy H-mode and L-mode discharges discussed in chapter 6. A more
detailed comparison of the QCE regime and the type-I ELMy H-mode is provided in section 7.2,
which analyzes a discharge that is gradually transitioning between these two regimes.

7.1 Stationary discharges

7.1.1 Discharges and data analysis

#39456 (4.80–8.50 s) #39461 (3.95–6.81 s) #39463 (6.70–8.20 s)
QCE regime QCE regime EDA H-mode

Ip 0.83 MA 0.84 MA 0.72 MA
BT −2.45 T −2.45 T −2.50 T
D gas puff rate 2.4 · 1022 el s−1 2.4 · 1022 el s−1 1.4 · 1022 el s−1

Ne gas puff rate 0.89 · 1021 el s−1 0.89 · 1021 el s−1 1.3 · 1021 el s−1

Ne gas valve divertor valve Du01X divertor valve Du01X A-port valve A03A
ICRF heating – – –
ECRH power 1.6 MW, 3 gyrotrons 1.6 MW, 3 gyrotrons 3.1 MW, 4 gyrotrons
NBI power 4.9 MW, 2 beams 4.9 MW, 2 beams 4.9 MW, 2 beams
δup 0.27 0.27 0.33
κ 1.78 1.78 1.61
WMHD 0.48 MJ 0.49 MJ 0.49 MJ
Greenwald fraction n/nGW 0.90 0.89 0.90

Table 7.1: Plasma parameters in the QCE and EDA H-mode discharges. The relevant time ranges, in
which the discharges were stationary, are indicated. These phases were used for the data
analysis.

The main parameters of the 3 dedicated stationary discharges conducted to investigate the QCE
and EDA H-mode are given in table 7.1 for the time ranges analyzed. The QCE discharges
#39456 and #39461 are very similar, with only minor differences introduced to optimize the
CXRS diagnostics. In #39456, the Ne gas puff was initiated only at 4.0 s in order to use the
early discharge phase for measuring the O contribution to the spectral line radiances, which are
compared to the summed CX-emissions of Ne8+ and O8+. In #39461, instead, Ne was puffed
starting already at 2.4 s. Moreover, the target Raus was chosen further inward to improve the
coverage of the pedestal with the edge CXRS LOS. In both discharges, the high density required
to access the QCE regime was achieved through high D gas puffing, and the plasma was strongly
shaped. The EDA H-mode discharge #39463 required less D fueling but still significantly more
than the type-I ELMy H-mode and L-mode discharges in chapter 6. Compared to the QCE
discharges, its shaping was similarly high, and it was heated with more ECRH power at the
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same NBI power. The QCE regime is routinely operated with 800 kA plasma current at AUG,
which was adopted for the presented discharges, whereas the EDA H-mode was operated with
an even lower plasma current of 700 kA. In #39463, one gyrotron dropped out at 6.2 s and was
replaced by another soon after, resulting in a short dip in ECRH power. This phase was however
not cut out from the analysis time range, as it did not significantly affect the plasma parameters.
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Figure 7.1: ELM activity in the QCE and EDA H-mode discharges. The outer divertor shunt current
is shown as a proxy for the ELM activity. For higher time resolution, only the time traces
of the central 300 ms in the data analysis time ranges are shown.

The data of all discharges can be analyzed time averaged, since the discharges are very sta-
tionary. The QCE discharges exhibit some small ELM activity, as expected, and also in the
EDA H-mode discharge, some fluctuations of the divertor current, which is used as ELM proxy,
are observed. Figure 7.1 shows that the amplitudes of these fluctuations are larger than in the
time trace of the L-mode discharge #40014 shown in figure 6.3, but much smaller than type-I
ELMs. These small ELMs and fluctuations are too fast to be resolved by the CXRS diagnostic
system, and are therefore averaged in the impurity transport analyses. As described in section
6.2.1 for the L-mode discharge #40014, the spectra were again averaged before being fitted in
groups of 3, based on the Raus of their corresponding equilibria. The pedestal kinetic profiles of
the QCE and EDA H-mode discharges are plotted together in figure 7.2. The higher separatrix
densities in the QCE regime are immediately apparent, also in comparison to the respective
profiles of the type-I ELMy H-mode and L-mode plasmas shown in figure 6.2.

The discharges were all carried out in a sequence, though spread over two different shotdays,
approximately 2 full shotdays after the last boronization. The proximity to a boronization was
intended to provide a low O concentration to reduce the influence of errors in the O density
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Figure 7.2: Kinetic profiles of the QCE and EDA H-mode discharges at the plasma edge. For each
discharge, the plotted nD0 profile corresponds to the profile calculated with KN1D, scaled
such that the separatrix density is equal to the posterior mean of the corresponding inferred
scalar parameter. TD0 is also obtained from KN1D. The fits of the other quantities are based
on all data in the data analysis time ranges. #39456 and #39461 are are very similar QCE
discharges, #39463 is an EDA H-mode discharge.

profile, which is additionally inferred, on the Ne transport results. The O concentrations are
compared for the analyzed discharges in table 7.2. They are indeed considerably lower than
those in the type-I ELMy H-mode and L-mode discharges, which are presented in table 7.2,
although the L-mode discharge #40014 was also carried out shortly after a boronization.

#39456 #39461 #39463

ρpol = 0.00 0.017 % 0.018 % 0.028 %
ρpol = 0.96 0.030 % 0.026 % 0.056 %

Table 7.2: Oxygen concentrations in the QCE and EDA H-mode discharges. Listed are the poste-
rior mean values of the inference results for two radial positions, at the magnetic axis and
approximately at the pedestal top.

As mentioned above, in #39456, the radiance of the OVIII n = 10 → 9 spectral line, which
overlaps with the observed Ne8+ spectral line, was measured in an early discharge phase from
3.40–4.00 s, before the the Ne puff was turned on. The parameters of this plasma phase are very
similar to the later data analysis time range when Ne was measured. Its data can therefore be
mapped to data analysis time range and can be included in the inference for #39456 to im-
prove the constraint on the Ne transport. However, due to the Ne content, the radiation in the
plasma increased as soon as the Ne puff was turned on and the divertor temperature dropped.
The ne and Te profiles used in the synthetic diagnostic (cf. section 4.1.4) for the O data, in
particular for the calculation of the beam attenuation, were independently fitted based on the
data in the early discharge phase. However, the impurity transport solver (cf. section 4.1.3)
was necessarily run with the parameters of the later discharge phase, which may not be fully
applicable to the O data. Figure 7.3 shows the agreement between the MAP of the inference
and the O radiance data. The data are evidently less well matched than the Ne data shown in
figure 7.6, but the order of magnitude of the O content and its profile shape could be reproduced.

The NBI settings were consistent across all discharges. Beam 3, which was operated as the
only beam from box 1, was alternated with beam 8 to achieve the highest data quality, as also

107



7. Investigation of QCE and EDA H-modes

0.96 0.99
ρpol

0.00

0.75

L C
Xl

in
e [

10
16

Ph
m

-2
s-1

sr
-1

]

edge CXRS
inference MAP

Figure 7.3: Comparison of the inference MAP with the oxygen radiance measurements in #39456. The
radiance data are shown with their error bars indicating the standard deviations, which
were estimated with the bootstrapping method for each channel and used in the univariate
Gaussian likelihood.

described for the type-I ELMy H-mode and L-mode discharges in section 6.1. In addition, beam
5, which is also located on the other side of the torus, as beam 8, was operated continuously,
such that 2 beams were always active. Beam 3 was operated with an extraction voltage of
59 kV and with an injection power of 2.4 MW. Its beam-on phases lasted 230 ms, and the beam
off-phases 70 ms. Moreover, all discharges had large Raus sweeps for increased radial resolution.
The plasmas were shifted in discrete steps, with several of these steps covered by each of the
analyzed time ranges, even by the O measurement phase in #39456. Figure 7.4 shows the
pre-programmed target values and those resulting from the equilibrium reconstructions. The
individual steps were set to last 300 ms to cover one beam-on and beam-off phase each.
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Figure 7.4: Radial plasma sweeps in the QCE and EDA H-mode discharges. The pre-programmed
target values are overplotted over the values from the CLISTE equilibrium reconstructions
saved in the EQH shotfiles.

The spectrometer settings were also consistent across all discharges. The exposure times of all
spectrometers, including the edge CXRS system, were set to 5 ms. This is appropriate for these
stationary discharges, as they do not require a high temporal resolution in the edge, unlike the
type-I ELMy H-mode discharges. Also, all spectrometers were operated without EM-gain. The
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7.1. Stationary discharges

Ne signal was strong enough to provide good data quality without additional amplification, even
at the plasma edge. Moreover, all three Ne charge stages, Ne10+, Ne8+ and Ne9+, were observed.
Thus, high quality data sets are provided for the inferences.

Nevertheless, calibration offsets of individual channels are present also in these data sets, sim-
ilarly as those described in section 6.2.2 for the CXRS data of the type-I ELMy H-mode and
L-mode discharges. However, since the QCE and EDA H-mode discharges were all performed
in a sequence, without the possibility for optical head degradation and moreover without fiber
re-connections, the same offsets should apply to the spectrometers as a whole as well as to the
individual spectrometer channels in all discharges. Thus, the different profile shapes of the ra-
diance data in the different discharges help to constrain the corrections. In addition, the large
plasma sweeps performed in all discharges result in significant overlaps of data from neighbor-
ing channels, making offsets in individual channels more visible. Under these conditions it was
possible to find a suitable set of correction factors that are likely to come close to correcting the
actual calibration errors. The following factors were applied: CMR-1-2×0.90, CMR-1-10×1.25,
CMR-2-1×0.95, CMR-2-3×1.05, and CMR-2-5×1.05, where the first number in the LOS name
indicates the optical head (CMR-1, CMR-2), and the second number the respective LOS. These
corrections are particularly relevant for the CPR data, which are the measurements of the Ne10+

radiances, towards the pedestal top in #39456 and #39463, while the profile shape of the CPR
data in #39461 is less affected by the corrections. Figure 7.6 shows the data of all discharges
with and without corrections for a direct comparison. In #39456, the measured spectral line ra-
diances at the edges of the Raus sweep, which coincide with the edges of the selected time range,
were found to produce unrealistic profile shapes of all individual channels that do not match
with their neighboring channels in the overlap regions, particularly in the Ne10+ data. Thus,
some changes in the Ne distribution are suspected and these data were excluded. The remaining
data, shown in figure 7.6, still provide sufficient overlap between neighboring channels.

#39456 #39461 #39463
equilibrium time point 6.650 s 5.380 s 7.450 s

distance of last grid point to separatrix 7.7 cm 9.0 cm 7.1 cm
distance of limiters to separatrix 5.1 cm 6.0 cm 4.7 cm
connection length to limiters 0.5 m 0.5 m 0.5 m
connection length to divertor 29.7 m 29.4 m 30.8 m

mean of CPR scaling factor prior 1.15 1.15 1.15
standard deviation of CPR scaling factor prior 0.05 0.05 0.05
mean of CMR scaling factor prior 0.85 0.85 0.85
standard deviation of CMR scaling factor prior 0.05 0.05 0.05

Table 7.3: Inference settings used for the QCE and EDA H-mode discharges. The geometry parameters
in the middle part of the table were approximated from the magnetic equilibria. The priors
for the scaling factors of the edge CXRS spectrometers were chosen to be the same for
all discharges as they were performed in subsequent sessions without changes in the fiber
connections.

The general settings used for the inferences were the same as those specified for the type-I ELMy
H-mode and L-mode discharges in section 6.2.3. Table 7.3 provides the discharge dependent set-
tings, with its upper part listing the employed equilibrium time points and the derived geometry
parameters for the SOL model. Its lower part details the parameters for the univariate Gaussian
priors applied for the edge CXRS data scaling factors. The prior means for the spectrometer
offsets were again estimated by eye, but kept identical across all discharges, as they were per-
formed in directly consecutive sessions, such that newly introduced calibration errors between
the discharges are unlikely. Again, the Gaussian priors were truncated at 0.5 and 1.5 to exclude
unreasonable scaling factors.
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7. Investigation of QCE and EDA H-modes

7.1.2 Results

The neoclassical transport in the QCE and EDA H-mode discharges was modeled with NEOART
and NEO in the same way as explained in section 6.3. The results from NEOART presented in
figure 7.5 are qualitatively similar to those for the type-I ELMy H-mode and L-mode discharges
shown in figure 6.7. Namely, the neoclassical transport in the pedestal is clearly in the Pfirsch-
Schlüter regime, but the collisionalities are still low enough to have a temperature screening
contribution to the neoclassical convection.
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Figure 7.5: NEOART simulations for the QCE and EDA H-mode discharges. The plasma edge profiles
of the total transport coefficients are shown as well as the individual contributions due
to classical transport (CL), banana-plateau transport (BP), and Pfirsch-Schlüter transport
(PS). Moreover, the total contribution of the temperature gradient term to the convection
(vT) is shown. The transport coefficients are averaged over all Ne charge stages, weighted
with their respective densities.

Figure 7.6 shows the spectral line radiance data used in the inferences, obtained from the fits
of the averaged spectral lines measured with CXRS. The figure highlights the excellent agree-
ment between the MAPs from the inferences and the data, which is corrected for individual
channel offsets. Figure 7.7 shows the posterior distributions inferred for the pedestal transport
coefficients, compared to the neoclassical transport predictions from NEOART and NEO. The cor-
responding posterior mean densities of the different charge stages are shown in figure 7.8. The
slight discrepancies between the NEOART and NEO results are again partially attributed to the
exclusion of the classical transport in the NEO calculations.
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Figure 7.6: Comparison of the inference MAP with the data for the QCE and EDA H-mode discharges.
The radiance data of all measured spectral lines are shown, without error bars to avoid visual
complication. Gaussian errors were used in the likelihood with standard deviations derived
from the scatter in the individual channels using the bootstrapping method. All scaling
factors are applied to the plotted data, i.e., the MAP of those inferred for the edge CXRS
spectrometers, as well as the manually derived correction factors correcting for individual
channel offsets. The data before application of the individual channel corrections are shown
in addition. The radiance values calculated for each data point with the synthetic diagnostic
from the inference MAP are overplotted. All data are plotted at the mean of the radial
positions along the LOS weighted by their emissivity ε, i.e., ρpol,plot =

∫
LOS

ρpolεdl/
∫

LOS
εdl.

The apparent mismatch between the LOS of the core and edge CXRS systems is an effect
of their different viewing geometry. Their LOS capture light from different radial regions
even if their emissivity-weighted mean radial positions are the same. The less tangential
LOS of the core CXRS system are more affected by the pedestal density decay.

The diffusion coefficient in the QCE pedestal is significantly enhanced above the neoclassi-
cal level. Although the inward convection is rather stronger than neoclassical, yet with large
error bars, the pedestal Ne peaking is substantially reduced due to this anomalous diffusion.
The consistency in the transport coefficients and the charge stage density profiles across both
QCE discharges strengthens the confidence in this result. For the EDA H-mode, the situation
is less clear. The Ne peaking in the pedestal is as well much lower than in the type-I ELMy
H-mode inter-ELM phases presented in section 6.4. However, this is mainly attributed to altered
neoclassical transport, instead of additional turbulent diffusion. The disentangled neoclassical
transport components, which are presented for the NEOART simulations in figure 7.5, reveal, in
comparison with figure 6.7, that the neoclassical diffusion is increased outside of ρpol ≈ 0.98
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Figure 7.7: Inferred transport coefficients at the plasma edge compared to neoclassical simulations for
the QCE and EDA H-mode discharges. Here, D and v are defined with respect to the
radial coordinate rvol used in Aurora and NEOART. The results of NEO are converted to
this radial coordinate definition. All transport coefficients are averaged over the highest
3 Ne charge stages, weighted by their densities. There are small differences between the
NEOART and NEO results, which are partly due to the omission of classical transport in
NEO. The posterior distributions are visualized with their 1, 2 and 3σ-quantiles, as defined
in figure 5.1.
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The lower charge stages with Z ≤ 7 are summed.
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7.2. Stationary discharges

compared to #39084 and in the whole pedestal compared to #39086, and the neoclassical main
ion density peaking contribution to the convection is reduced inside of ρpol ≈ 0.995 compared
to both ELMy discharges. The reduction in neoclassical convection is mainly due to a smaller
main ion density peaking contribution, while the temperature screening remains active. These
changes result in an overall decrease in neoclassical impurity peaking. Although the uncertain-
ties indicate that some anomalous diffusion could be present, it is much less pronounced than
in the QCE regime, and not the main cause for the decrease in v

D . v
D , which defines the total

impurity density peaking, is most robustly determined and found to be very close to the neo-
classical level. These different mechanisms in the QCE regime and the EDA H-mode are also
reflected in the density profiles of the individual Ne charge stages. The enhanced diffusion in
the QCE regime results in flatter pedestal gradients than the altered neoclassical transport in
the EDA H-mode, which comes with smaller diffusion and smaller inward convection than in
the QCE regime. In summary, all analyzed small-ELM and ELM-free discharges exhibit signif-
icantly reduced Ne density gradients in the pedestal, with pedestal peaking factors, as defined
in equation 6.2, of 2.30 and 1.81 in the two QCE discharges #39456 and #39461 and 1.87 in
the EDA H-mode discharge #39463. Again, it should be noted, that lower charge stages, which
are not measured, may not be accurately modeled by the same transport coefficients. This can
potentially introduce errors, in particular in the inferred total Ne density profiles. Yet, the
inferred Ne densities show good agreement with Zeff from IDZ.

#39456 #39461 #39463

O source 15.9 · 1019 # s−1 13.0 · 1019 # s−1 22.3 · 1019 # s−1

Ne source scaling 34.0 31.0 99.0
CPR scaling factor 1.29 1.14 1.31
CMR scaling factor 0.83 0.86 0.88

Table 7.4: Posterior mean values of the scalar free parameters in the QCE and EDA H-mode discharges.

Table 7.4 lists the posterior mean values of the scalar free parameters. The thermal neutral
D densities at the separatrix are excluded here, as they are already shown in figure 7.2. The
scaling parameters for the edge CXRS spectrometers, which are also included in figure 7.6, are
explicitly stated for direct comparison. Although their posterior mean values are largely con-
sistent, there are slight differences, most notably a lower scaling factor for the CPR in #39461.
Since the scaling factors are theoretically expected to remain the same across all discharges,
given their execution in consecutive sessions, these variations may point to uncertainties in the
results. However, the consistent transport coefficient results between #39456 and #39461 sug-
gest that any impact of these differences is minor.

Moreover, it should be noted that Te was fixed to 100 eV at the separatrix as a boundary
condition in the kinetic profile fitting to determine the alignment of the diagnostics (cf. section
4.1.2.1). This value is reasonably consistent with the data from the QCE database presented
in Faitsch et al., 2023. However, particularly in the QCE regime, observations have shown that
the separatrix temperatures can sometimes be lower (Faitsch et al., 2021; Griener et al., 2020).
Hence, the alignment of Te, and conditionally on it also ne, introduces a potential source of error
in the presented analyses. The sensitivity of the results to misaligned Te and ne profiles has
been investigated in section 5.4.
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7.2 Transition from QCE to type-I ELMy H-mode

7.2.1 Discharge and data analysis

In this section, the impurity transport in the QCE regime is compared to that in the inter-ELM
phases of the type-I ELMy H-mode in more detail, in particular also in intermediate states
between the two regimes and under identical machine conditions. Therefore, a discharge was
performed that transitions from QCE to type-I ELMy H-mode in distinct steps. Important time
traces of the analyzed discharge #40219 are presented in figure 7.9.
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Figure 7.9: Time traces of discharge #40219 transitioning from QCE to type-I ELMy H-mode. The
different data analysis time ranges are indicated by the shadings with different colors. These
are also used in the following graphics to mark the concerned time ranges. For the regime
transition, the fueling and the shaping (in particular the upper triangularity) of the plasma
were reduced in the first part of the discharge, and the plasma current was increased starting
at 6.6 s.

Similar to the discharges discussed in chapter 6 and section 7.1, the transition pulse was oper-
ated with a toroidal magnetic field BT = −2.50 T, and heated with 2.3 MW of ECRH power
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7.2. Transition from QCE to type-I ELMy H-mode

provided by 3 gyrotrons and 4.9 MW of NBI power provided by 2 beams. This heating remained
constant throughout the analyzed time range from 2.65 s to 8.15 s, with the exception of a brief
dip in ECRH power when one gyrotron dropped out at 7.6 s and was replaced by another. This
did not significantly affect the plasma parameters. The NBI beams 3 and 8 were operated alter-
nately in phases lasting 330 ms and 70 ms, respectively, while beam 6 was operated continuously.
Therefore, beam 3 was again the only active beam crossing the LOS of the CXRS systems. It
was operated with an extraction voltage of 59 kV and with an injection power of 2.4 MW. The
Ne impurity was puffed from the A-port valve A13A. Due to the relatively short duration of
the individual discharge phases, an Raus sweep in each of the phases was not feasible. Instead,
the target Raus was held constant at 2.146 m throughout the discharge. The discharge was con-
ducted only 2 full shotdays after the previous boronization in order to minimize the O content
in the plasma, thereby improving the quality of the CXRS data. The inferred posterior mean
O concentration in the first discharge phase, i.e., the QCE-regime, is 0.050 % in the core and
0.068 % at the pedestal top, and in the last discharge phase, i.e., in the inter-ELM phases of the
type-I ELMy H-mode, 0.069 % in the core and 0.145 % at the pedestal top, at ρpol = 0.00 and
ρpol = 0.96, respectively.

As shown in figure 7.9, the transition from the QCE regime into a type-I ELMy H-mode was
done in 12 distinct steps, with a duration of 400 ms each, such that each step covered exactly one
beam-on and one beam-off phase. Initially, the fueling was ramped down in parallel with changes
in the plasma shaping, reducing both the upper triangularity and the elongation. This resulted
in an increase in ELM activity compared to the initial QCE phase with very small ELMs. How-
ever, the ELMs in these middle phases still have much higher frequencies and smaller divertor
currents than those typical for type-I ELMs. Only after an additional ramp-up of the plasma
current from 800 kA to 1.0 MA, which increased the radiated power, did large and low-frequent
type-I ELMs appear.

Figure 7.10 displays the evolution of the kinetic profiles during the transition at selected radial
positions at the pedestal top, middle, and at the separatrix. Additionally, the collisionalities
that are returned by the neoclassical transport simulations with NEOART are shown, which were
done as in the same way as described in section 6.3. Notably, as with all previously discussed dis-
charges, the entire pedestal remains in the Pfirsch-Schlüter regime for the neoclassical transport
throughout the whole transition. Moreover, it is evident that in particular the thermal neutral
D density at the separatrix, which is an inferred parameter, increases significantly during the
transition towards the type-I ELMy H-mode. This is probably caused by a better penetration
of the neutrals due to lower plasma edge densities compared to the QCE phases.

A special challenge in the data analysis for discharge #40219 lies in handling the very different
ELM activity. While the QCE regime at the beginning can only be analyzed by time-averaging
over the small ELMs, the type-I ELMy H-mode at the end requires ELM synchronization to
separate the inter-ELM phases of interest. In many of the transition steps in-between, there are
clear inter-ELM phases that would be interesting to isolate, but they are too short to include at
least one full integration time of the edge CXRS spectrometers. They were already set to their
minimum exposure time of 2.5 ms, and operated with EM-gain values of 30 to ensure sufficient
signal levels also at the plasma edge. The core CXRS spectrometers cannot even reach such
exposure times, but have a minimal temporal resolution of 5 ms, at which they were operated
without EM-gain. However, their signals are less influenced by the ELMs.
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Figure 7.10: Evolution of the kinetic profiles in the different phases of #40219. The profile values are
shown for distinct radial positions at the pedestal top (ρpol = 0.96), at the middle of the
pedestal in the region of strong gradients (ρpol = 0.98), and at the separatrix. Te was
fixed to 100 eV at the separatrix as boundary condition for the diagnostic alignment in
the kinetic profile fitting procedure. The collisionality calculated with NEOART is also
plotted.

For the analysis of the first 9 plasma phases up to 6.6 s, the ELMs were too small for ac-
tual synchronization. To limit the data analysis nevertheless to relatively ELM-free periods,
only those edge CXRS data frames were used, for which the exposure time range falls entirely
within time ranges where the divertor shunt current was below an individually set threshold.
The threshold values used were 2.5 kA, 2.75 kA, and 1.75 kA in the first three plasma phases
and 1.5 kA in all of the following 6 plasma phases. For the core CXRS data, no frames were
deselected, since they are less affected by the ELMs, and also have a longer exposure time,
meaning that more data points would be lost. The thresholds for the first two phases with very
small ELMs only removed a few spikes in the divertor current, while starting from 3.9 s, the
thresholds were set to exclude most ELM time points. All remaining spectra were subsequently
averaged in groups of 3 based on their radial positions before they were fitted, as described for
the L-mode discharge #40014 in section 6.2.1.

In the last 3 plasma phases, starting at 6.6 s, a proper ELM synchronization was possible,
using the approach described in section 6.2.1. Figure 7.11 shows the selected time traces and
the relative time ranges used for the analyses. The correlation threshold for selecting the time
traces was set to 0.9 for all 3 phases, yielding 14, 24 and 11 time traces contributing to the
analyzed data, respectively. The spectra obtained from these phases were not further averaged
before fitting. It was verified that the spread in the data points measured in the final discharge
phase, as depicted in figure 7.12, could not be reduced by further restricting the inter-ELM time
range. Therefore, the broad time range was chosen in order to include more data points.

The correction of individual channel offsets, as outlined in section 6.2.2, was facilitated by
the many discharge phases with slightly varying profile shapes. Significant corrections were
required for certain channels on both edge CXRS spectrometers, as shown in figure 7.12 and
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Figure 7.11: ELM synchronization in the ELMy phases of #40219. The individual time traces of
the outer divertor shunt current are overplotted after being shifted to have maximum
correlation. 14, 24, and 11 time traces were selected in the three discharge phases 6.7–
7.0 s, 7.1–7.4 s, and 7.5–8.15 s, respectively. For the data analysis, all edge CXRS frames
with an exposure time fully within the marked time ranges were selected.

listed in table 7.5. These calibration errors were caused by several fiber re-connections made
earlier in the campaign, prior to this discharge. It was checked whether using the post-campaign
calibration data would reduce the channel offsets, but this was not the case. Consequently, the
pre-campaign calibration data were used (cf. section 3.1.3.3). The priors for the scaling factors
of the edge CXRS spectrometers were set to be the same in all discharge phases as these factors
are expected to correct for calibration errors, which cannot change during a discharge. They
were selected as Gaussians with means estimated by eye from the radiance data as 0.65 and 1.0
for CPR and CMR, respectively, and with standard deviations of 0.05 each, and truncated at
0.5 and 1.5. As discussed in section 6.2.2, it was confirmed for the concerned 2022 campaign, to
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which this discharge belongs, that using the core CXRS spectrometers as a reference and scaling
the edge data accordingly is a reliable approach.

1-6 1.15 1-8 1.60 1-9 1.05 1-11 0.85 2-2 0.90
2-4 4.60 3-3 0.85 3-6 0.85 3-8 0.80

Table 7.5: Correction factors for individual channels in #40219. The factors for the LOS were derived
manually by looking at the CXRS data from the different discharge phases. The numbers
in the first columns indicate the optical heads (CMR-1, CMR-2 and CMR-3) and their
respective LOS.

All inference settings were generally consistent with those used in all previously presented anal-
yses and described in section 6.2.3. The equilibrium time points chosen for the individual
discharge phases are specified in table 7.6. For the phases with significant ELM activity, care
was again taken to ensure that these time points are within inter-ELM phases. The geometry
parameters derived from these equilibria are also provided in table 7.6.

equilibrium time point
distance of last grid
point to separatrix

distance of limiters
to separatrix

connection length
to limiters

connection length
to divertor

3.025 s 7.2 cm 4.8 cm 0.5 m 31.0 m
3.660 s 7.0 cm 4.7 cm 0.5 m 31.4 m
4.060 s 7.0 cm 4.7 cm 0.5 m 31.1 m
4.460 s 7.0 cm 4.7 cm 0.5 m 30.9 m
4.865 s 7.0 cm 4.7 cm 0.5 m 30.4 m
5.265 s 7.2 cm 4.8 cm 0.5 m 30.1 m
5.659 s 7.2 cm 4.8 cm 0.5 m 29.9 m
6.060 s 7.3 cm 4.9 cm 0.5 m 29.5 m
6.460 s 7.5 cm 5.0 cm 0.5 m 29.4 m
6.850 s 7.4 cm 4.9 cm 0.5 m 27.0 m
7.260 s 7.3 cm 4.9 cm 0.5 m 24.9 m
7.825 s 7.2 cm 4.8 cm 0.5 m 23.1 m

Table 7.6: Inference settings for the edge geometry in the different phases of #40219. The SOL model
parameters were approximated from the magnetic equilibria.

7.2.2 Results

Figure 7.12 demonstrates the good agreement with the data that was achieved in the inferences
for all data in all phases of the discharge, despite the limited number of data points, particularly
in the transitional phases with large but very high-frequent ELMs. In these phases, many edge
CXRS frames were deselected, leaving only a few usable frames within the respective 400 ms
time intervals. Figure 7.13 shows the posterior distributions for D and v

D , compared to the neo-
classical transport calculated with NEOART from the posterior mean Ne densities, as explained
in section 6.3. The first 2 plasma phases are QCE regimes with very small ELMs, similar to
the discharges #39456 and #39461 studied in section 7.1. The inferred pedestal diffusion coeffi-
cients in these phases are slightly lower than those in #39456 and #39461, which are presented
in figure 7.7. However, the presence of a significant anomalous transport contribution is equally
evident. This enhanced diffusion again results in a strongly reduced Ne peaking with respect to
the type-I ELMy H-modes in the last 2 discharge phases. This reduction is apparent in the v

D
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Figure 7.12: Comparison of the inference MAP with the data for the different phases of #40219. The
data and inference results are plotted in the same way as in figure 7.6, i.e., the core CXRS
data (light grey dots), the uncorrected edge CXRS data (open grey circles), the corrected
edge CXRS data (black dots) and the inference MAP (colored smaller dots). The colors
indicate the corresponding analysis time ranges, as shown in figure 7.9.

profiles, and more directly in the pedestal Ne peaking factors, which were calculated according to
equation 6.2 and are plotted in figure 7.14. The last 2 plasma phases are type-I ELMy H-modes,
similar to the discharges #39084 and #39086 studied in chapter 6. The transport coefficients
in these phases align closely with the neoclassical predictions across large parts of the pedestal,
in contrast to the QCE phases and similar to the results for #39084 and #39086, which are
presented in figure 6.9. This neoclassical transport leads to a strong pedestal Ne peaking.

The analyses of the discharge phases in-between indicate a threshold-like behavior of the trans-
port coefficients. Although the ELM activity is already significantly enhanced in the time range
between 3.9–6.6 s compared to the initial QCE phases, the transport coefficients show no clear
changes. A notable change occurs only once the plasma current is ramped up in the last 3
discharge phases, which coincides with a strong decrease in the ELM frequency. In these phases,
the pedestal Ne transport converges towards the neoclassical solution. However, it is important
to consider the limitations of the analyses in the intermediate time interval. As described in
section 7.2.1, no proper ELM synchronization was possible in the phases up to 6.6 s due to the
high ELM frequencies. The ELM time ranges were deselected from the data base, but parts of
the ELM onset and termination phases were inevitably included in the data due to the finite
exposure times of the spectrometers. This most likely results in a larger diffusion coefficient in
the inference result than present in the actual inter-ELM phases.
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Figure 7.13: Inferred transport coefficients at the plasma edge compared to NEOART simulations for the
different phases of #40219. The posterior distributions (colored shadings) and NEOART
calculations (black lines) are plotted in the same way as in figure 7.7. The colors indicate
the corresponding analysis time ranges, as shown in figure 7.9. (a) Diffusion coefficient D.
(b) Ratio of the convection and diffusion coefficients v

D .
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Figure 7.14: Pedestal Ne peaking factors in the different phases of #40219. The factors were calculated
according to equation 6.2 from the posterior mean Ne densities.

The derived scaling factors for the edge CXRS spectrometer calibrations are expected to be
the same in all discharge phases as they should correct for calibration errors. However, they
show some variation as illustrated in figure 7.15, where the univariate posterior probability
distributions are overplotted for all phases. Notably, a slight trend is visible, with the results
for the last discharge phases differing most strongly from the first discharge phases. However,
despite these inaccuracies, the transport coefficients remain highly consistent with the results
presented in chapter 6 and in section 7.1, which suggests that the impact on the inferred transport
coefficients is small. The other scalar free parameters, namely the thermal neutral D density
at the separatrix, which is included in figure 7.10, and the Ne and O particle sources, also
change throughout the different discharge phases. However, these variations can be attributed
to changes in the physics due to the regime transition, such as modifications in the recycling and
particle losses in the SOL. Finally, as in all previously presented analysis results, the inferred
Ne content aligns well with the Zeff obtained from IDZ in all discharge phases.
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CMR scaling

0.50 0.65 0.80
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Figure 7.15: Posterior distributions for the scaling factors of the edge CXRS spectrometers in the
different phases of #40219. The colors indicate the corresponding analysis time ranges,
as shown in figure 7.9. The normalized prior distributions are plotted in grey.
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7.3 Discussion

The results presented in this chapter, in comparison with those of chapter 6, show that the im-
purity peaking in the pedestal of both the QCE regime and the EDA H-mode is indeed reduced
with respect to inter-ELM phases in the type-I ELMy H-mode. This is in line with experi-
mental experience finding favorable impurity behavior without accumulation in these regimes.
The inferred transport coefficients and their comparison with neoclassical simulations are able
to explain this effect for the QCE regime by significant anomalous diffusion which is present
throughout the whole pedestal. In a discharge transitioning from the QCE-regime to a type-
I ELMy H-mode, it could be shown that this enhanced diffusion persists during phases with
medium-sized but high-frequent ELMs. However, an effect of the ELM transport being partially
included in the selected edge CXRS data frames, which were acquired with 2.5 ms exposure
time, cannot be fully separated. Once the ELM frequency decreases to values . 150 Hz and
the ELM amplitude increases, reflected in a peak divertor current & 10 kA, the diffusion in the
now clearly separable inter-ELM phases progressively decreases, until it reaches the neoclassical
level. Consistent with the results presented in chapter 6, the pedestal Ne peaking is stronger
and closer to the neoclassical level the longer the inter-ELM phases and the larger the ELM
amplitudes. In the EDA H-mode, in contrast to the QCE regime, a turbulent contribution to
the inferred diffusion is less clearly indicated. Instead, the neoclassical diffusion is enhanced
with respect to the studied ELMy discharges, and the neoclassical inward convection is weaker
due to a decreased main ion density peaking contribution. This likewise results in a reduced
impurity density gradient in the pedestal. However, it should be kept in mind, that this was
a single-discharge analysis, and that the correction of calibration errors in individual channels,
although done with care, substantially influences the inferred transport coefficients for this dis-
charge. Hence, this result should be confirmed in future work.

The results for the QCE regime can be interpreted in view of the local high-n ballooning mode
nature of the small type-II ELMs, and their location just inside the separatrix, as recently
proposed by Harrer et al., 2022 and Radovanovic et al., 2022. Filamentary transport across
the separatrix, driven by these ballooning modes, is assumed to flatten the pedestal gradients
sufficiently to maintain peeling-ballooning stability (Harrer et al., 2018). This transport is fur-
ther assumed to explain the observed quasi-coherent mode (Griener et al., 2020), which has
indeed been shown to exhibit properties consistent with ballooning modes (Kalis et al., 2023).
The small ELMs cannot be resolved individually with the CXRS diagnostic, but their impurity
transport is reflected in the observed overall enhanced diffusion. From the inferred profiles, it
is however not evident that the impurity transport is specifically enhanced at the pedestal foot
around ρpol ≈ 0.99. This is likely not due to a lack of radial resolution in the results since
the framework is in principle capable of resolving radially localized structures in the transport
coefficient profiles, as demonstrated in section 5.1. Radovanovic et al., 2022 have also shown
that the location of the ballooning instability at the pedestal foot is not equally clear in all QCE
discharges. Future work could therefore include ballooning stability analyses for the presented
discharges, in order to compare the location of the enhanced impurity diffusion with that of
the pedestal instability on an individual discharge basis. Notably, the pedestal middle may also
be more ballooning unstable if it is not in the second stability region. This scenario typically
reduces the confinement of such discharges, as the entire pedestal is then affected by a reduced
pressure gradient (Radovanovic et al., 2022).

As discussed in section 6.6 regarding the impact of large ELMs, enhanced diffusion provokes
favorable impurity behavior, avoiding accumulation, in most standard scenarios on present-

122



7.3. Discussion

day devices. However, in reactor-like devices, including ITER, strong neoclassical temperature
screening is expected to cause hollow impurity density profiles. This likely applies to the QCE
regime as well, given that the results presented here do not indicate significant additional inward
convection. In such a scenario, a diffusive action of any transport mechanism will drive inward
impurity transport since diffusion always acts flattening on the impurity density profile. Con-
sequently, enhanced impurity diffusion in the QCE regime would not be beneficial, but would
rather weaken the effect of the temperature screening.

The hollowness of the impurity density profile, and thus the strength of the impurity diffu-
sion, which acts proportionally to the impurity density gradient, will depend on the neoclassical
convection, which scales linearly with the impurity charge. Therefore, high-Z elements, such
as W, are expected to have more pronounced hollow profiles. Furthermore, the strength of the
neoclassical transport depends on the collisionality, which will vary across the pedestal. While it
will be low at the hot pedestal top, it will remain similar to current devices at the pedestal foot
since high separatrix densities are required for a viable power exhaust (Kukushkin et al., 2013),
and the high parallel heat conduction in the SOL limits the temperature rise at the separatrix.
In current devices, the QCE regime cannot be established with such a gradient of collisionality in
the pedestal. Thus, it is not possible to measure the relative importance of anomalous transport
in different regions of the pedestal under reactor-like conditions. However, a reduced neoclassical
transport due to low collisionalities towards the pedestal top, could potentially further enhance
the role of turbulent diffusion in the QCE pedestal.
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8 Conclusions

8.1 Summary and implications for reactor-like devices

This thesis contributes to overcoming the challenge of experimentally quantifying radial impu-
rity transport in the pedestal of tokamak plasmas. It has introduced a novel framework to infer
impurity diffusion and convection profiles, which is optimized for analyzing AUG data. The
approach is based on CXRS observations of impurity line radiation in stationary discharges,
applying the charge-stage method to determine the individual transport coefficients. There-
fore, a tailored diagnostic setup is employed to enable measurements of multiple charge stages.
Moreover, the transport results are inferred using Bayesian sampling, with settings specifically
designed for this task. This method yields the full probability distribution of the free parame-
ters, which provides a particularly robust and precise uncertainty quantification.

A strength of the framework is its inherent ability to handle high-dimensional non-Gaussian
shapes of the probability distribution. They can easily arise due to the complex, non-linear
nature of the forward model, which incorporates the coupled system of transport equations for
the individual charge stage densities given in equation 1.13. Furthermore, the framework has
been thoroughly tested using the method of manufactured solutions, and the parameterization
of the transport coefficient profiles has been optimized through model selection. Hence, it fulfills
all the criteria outlined by Chilenski et al., 2019 as most important for inferences of impurity
transport coefficient profiles. In addition, relevant error sources, specifically for inferences based
on the charge stage balance, were assessed. It has been demonstrated how systematic errors in
the calibration of individual channels, misalignment of the kinetic plasma background profiles,
or imperfections in the atomic data determining the charge stage balance can affect the results.
In contrast, the approximations made for impurity sources and parallel transport in the SOL do
not influence the results in the confined plasma pedestal. This is essential as the SOL processes
are not well described.

For the first time, high-resolution profiles of D and v were inferred for Ne in a set of dedi-
cated AUG discharges. The impurity transport was found to be close to the neoclassical level
in the region of the turbulence suppressing ETB during inter-ELM phases of type-I ELMy H-
mode discharges. This behavior was observed across pulses with different ELM frequencies and
amplitudes. The ELMs themselves, instead, were qualitatively shown to act as anomalous dif-
fusion. Impurity diffusion that significantly exceeds the neoclassical predictions in the pedestal
was moreover inferred for the QCE regime, averaged over its small type-II ELMs that suppress
large ELMs. These findings reinforce the hypothesis that the QCE regime prevents impurity
accumulation in present-day devices due to a weakened ETB. The anomalous transport involved
is assumed to be driven by the ballooning-like modes that narrow the pedestal and thereby keep
it away from the peeling-ballooning boundary for type-I ELMs (Radovanovic et al., 2022). Fur-
thermore, the analysis of a single EDA H-mode discharge also showed a moderate peaking of
the Ne density in the pedestal, comparable to the QCE results and significantly weaker than in
the inter-ELM phases of the ELMy pulses. However, the comparison to neoclassical calculations
revealed that the neoclassical peaking itself is reduced due to a larger diffusion and smaller main
ion density peaking contribution compared to the ELMy discharges. The anomalous contribu-
tion to the pedestal diffusion is much less pronounced than in the QCE regime. Yet, this result
requires further validation in future work.
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The methods and results of this thesis make a next step towards predicting impurity transport
dynamics in the pedestal of future tokamak fusion devices, including ITER. Pedestal impurity
transport sets the boundary conditions for the impurity densities in the plasma core, which are
crucial for confinement, and in the plasma edge, which are essential for power exhaust. Accurate
predictions of these boundary conditions require the impurity transport to be characterized in
terms of neoclassical and anomalous diffusion and convection, as their individual effects depend
on the background plasma profiles, which will differ in future tokamaks. Notably, the direction
of the neoclassical convection reverses in reactor-like conditions with steep pedestal temperature
gradients due to the dominant influence of the temperature screening contribution (Dux et al.,
2014; Dux et al., 2017). This reversal results in fundamentally different impurity dynamics as
neoclassical transport results in hollow impurity density profiles. The degree of this hollowness,
however, depends on the amount of neoclassical and anomalous diffusion, both of which act to
flatten the impurity density profile, and on the strength and direction of potential additional
turbulent convection.

This thesis confirms the established conception of predominantly neoclassical impurity transport
in the ETB region of H-mode plasmas between large ELMs (Pütterich et al., 2011). It also fits
in with the observation of neoclassically dominated ion heat transport in the H-mode ETB, in
particular in highly collisional pedestals as those investigated in this thesis (Viezzer et al., 2016;
Haskey et al., 2022). Moreover, the presented results consolidate the characterization of the
ELM impact as enhanced diffusion (Dux et al., 2011; Pütterich et al., 2011; van Vugt et al.,
2019). These findings strengthen the expectation of hollow impurity profiles in type-I ELMy
H-modes in ITER, and the consequent inward flushing effect of ELMs on impurities (van Vugt
et al., 2019; Garcia et al., 2022; Field et al., 2022).

However, the detrimental impact of type-I ELMs on the PFCs in ITER necessitates operation in
alternative regimes. A promising candidate is the QCE regime due to its favorable characteris-
tics in terms of energy confinement and divertor detachment. The anomalous impurity diffusion
identified in the QCE pedestal in this thesis, that is, the observation that the small type-II
ELMs also act as enhanced diffusion, suggests that the impurity density profiles may be less
hollow in ITER compared to those in inter-ELM phases prior to large ELM crashes. The gen-
eral hollowness, however, is probably retained since no significant additional anomalous inward
convection was found. A different picture emerges in the studied EDA H-mode plasma from the
increased neoclassical diffusion and the reduced main ion density peaking contribution to the
neoclassical convection while the turbulent diffusion is smaller. A tentative conclusion based on
this discharge could be that the EDA H-mode might feature more hollow impurity density dis-
tributions in ITER than the QCE regime, as the diffusion that counteracts the outward-directed
neoclassical convection might be less pronounced.

8.2 Directions for future work

The neoclassical impurity transport in all analyzed discharges was strongly in the Pfirsch-
Schlüter regime. Therefore, further studies are needed to confirm that the impurity transport
remains close to the neoclassical level in the ETB region of type-I ELMy H-modes in discharges
with lower collisionalities. While the collisionalities at the pedestal foot will be similar in ITER,
the predicted pedestal top collisionalities are much lower, making this differentiation partic-
ularly relevant. However, a replication of ITER-like collisionality profiles cannot be achieved
at AUG. Instead, multiple discharges are needed to study low and high collisionalities separately.

126



8.2. Directions for future work

Inferences of impurity transport for species with different charges could help to disentangle
neoclassical and anomalous convection even more precisely since the neoclassical convection
scales linearly with the impurity charge. Suitable candidates are especially N and Ar, as they
are easily puffed and have sufficiently small masses to neglect poloidal density asymmetries. For
the particularly interesting higher-Z species Ar, however, the currently available atomic data are
limited. While the effective CX-emission rate coefficients for observing Ar16+ with CXRS have
been accurately determined by McDermott et al., 2020, they are still lacking for other charge
stages.

In addition to the confinement modes already studied, further investigations of other reactor-
relevant regimes are planned. A high priority for ITER is specifically to gain knowledge about
the pedestal impurity transport in H-modes with ELM suppression by resonant magnetic per-
turbations (RMPs), as this is the envisaged operational regime. But the complex 3-D geometry
and low-density conditions pose significant challenges for both experimental investigations and
neoclassical modeling. Due to its high reactor relevance and naturally high impurity levels, the
X-point radiator (XPR) regime is also a strong candidate for further investigation. However,
similar to RMP ELM-suppressed plasmas, analyses of the XPR regime are more complex due
to pronounced poloidal impurity density asymmetries caused by the strong localization of the
radiating region near the X-point.

Improvements to the inference procedure can also be explored. For example, switching from
the region-based sampling in MultiNest to a step-sampling algorithm (Buchner, 2022) for infer-
ences with many spline knots could easily reduce the computational cost. Since the runtime is
currently mitigated by using the constant efficiency mode of MultiNest, which compromises
the Bayesian evidence estimates, this could also improve model selection studies. The adoption
of the UltraNest code (Buchner, 2021) in the framework is therefore being examined.

Generally, accurate predictions of impurity density distributions in future fusion devices beyond
the qualitative statements made above require further steps besides the experimental studies
of pedestal transport coefficient profiles presented in this thesis. The mechanisms behind the
individual transport contributions must be well understood and accurately modeled to be able
to extrapolate the transport coefficients to other plasma profiles. While neoclassical transport in
the plasma edge can be easily predicted for ITER profiles, simulations of anomalous transport in
the pedestal remain a developing field. Results for pedestal turbulence in different confinement
regimes achieved with emerging gyrokinetic and gyrofluid edge codes, such as those presented
in Zholobenko et al., 2024, should be validated by comparison to experimental results as pro-
vided by this thesis. For the QCE regime, radially resolved ballooning stability analyses for the
pedestal could additionally help to attribute the observed impurity transport to its underlying
edge instabilities.

Finally, the gained understanding of pedestal impurity transport should be embedded in a
larger picture, eventually allowing integrated modeling of impurity densities from the divertor
and SOL to the core. Especially, studies of impurity transport in the complex 3-D geometry
outside the confined plasma, which are outside the scope of the presented framework, are a
challenging task. Therefore, insight into SOL impurity transport is often obtained in terms of
simpler quantities such as the impurity enrichment (Kallenbach et al., 2020). A comprehensive
understanding of the global impurity behavior in tokamak plasmas will ultimately be key to
assessing the core-edge integration of future tokamaks in different operating regimes.

127



8. Conclusions

128



Bibliography

Angioni, C. and Helander, P. (2014a). Neoclassical transport of heavy impurities with poloidally
asymmetric density distribution in tokamaks. Plasma Physics and Controlled Fusion 56 (12),
124001. doi: 10.1088/0741-3335/56/12/124001.

Angioni, C., Camenen, Y., Casson, F. J., Fable, E., McDermott, R. M., Peeters, A. G., and
Rice, J. E. (2012). Off-diagonal particle and toroidal momentum transport: a survey of
experimental, theoretical and modelling aspects. Nuclear Fusion 52 (11), 114003. doi: 10.
1088/0029-5515/52/11/114003.

Angioni, C., Mantica, P., Pütterich, T., Valisa, M., Baruzzo, M., Belli, E. A., Belo, P., Casson,
F. J., Challis, C., Drewelow, P., et al. (2014b). Tungsten transport in JET H-mode plasmas
in hybrid scenario, experimental observations and modelling. Nuclear Fusion 54 (8), 083028.
doi: 10.1088/0029-5515/54/8/083028.

Angioni, C., Sertoli, M., Bilato, R., Bobkov, V., Loarte, A., Ochoukov, R., Odstrcil, T., Pütterich,
T., Stober, J., and the ASDEX Upgrade Team (2017). A comparison of the impact of central
ECRH and central ICRH on the tungsten behaviour in ASDEX Upgrade H-mode plasmas.
Nuclear Fusion 57 (5), 056015. doi: 10.1088/1741-4326/aa6453.

Angioni, C. (2021). Impurity transport in tokamak plasmas, theory, modelling and comparison
with experiments. Plasma Physics and Controlled Fusion 63 (7), 073001. doi: 10.1088/
1361-6587/abfc9a.

Arbon, R., Candy, J., and Belli, E. A. (2020). Rapidly-convergent flux-surface shape parame-
terization. Plasma Physics and Controlled Fusion 63 (1), 012001. doi: 10.1088/1361-
6587/abc63b.

ASDEX Team (1989). The H-Mode of ASDEX. Nuclear Fusion 29 (11), 1959. doi: 10.1088/
0029-5515/29/11/010.

Ashton, G., Bernstein, N., Buchner, J., Chen, X., Csányi, G., Fowlie, A., Feroz, F., Griffiths,
M., Handley, W., Habeck, M., et al. (2022). Nested sampling for physical scientists. Nature
Reviews Methods Primers 2 (38). doi: 10.1038/s43586-022-00132-8.

Aurora Github Repository (2024). https://github.com/fsciortino/aurora [Ac-
cessed: 17th of November 2024].

Aurora Website (2024). https://aurora-fusion.readthedocs.io/en/latest/
[Accessed: 17th of November 2024].

Austin, M. E., Marinoni, A., Walker, M. L., Brookman, M. W., deGrassie, J. S., Hyatt, A. W.,
McKee, G. R., Petty, C. C., Rhodes, T. L., Smith, S. P., et al. (2019). Achievement of Reactor-
Relevant Performance in Negative Triangularity Shape in the DIII-D Tokamak. Phys. Rev.
Lett. 122 (11), 115001. doi: 10.1103/PhysRevLett.122.115001.

Behringer, K. (1987). Description of the impurity transport code STRAHL. JET-R(87)08.
Belli, E. A. and Candy, J. (2008). Kinetic calculation of neoclassical transport including self-

consistent electron and impurity dynamics. Plasma Physics and Controlled Fusion 50 (9),
095010. doi: 10.1088/0741-3335/50/9/095010.

Belli, E. A. and Candy, J. (2009). An Eulerian method for the solution of the multi-species
drift-kinetic equation. Plasma Physics and Controlled Fusion 51 (7), 075018. doi: 10.
1088/0741-3335/51/7/075018.

Belli, E. A. and Candy, J. (2011). Full linearized Fokker–Planck collisions in neoclassical trans-
port simulations. Plasma Physics and Controlled Fusion 54 (1), 015015. doi: 10.1088/
0741-3335/54/1/015015.

Bernert, M., Eich, T., Kallenbach, A., Carralero, D., Huber, A., Lang, P. T., Potzel, S., Reimold,
F., Schweinzer, J., Viezzer, E., et al. (2014). The H-mode density limit in the full tungsten

129

https://doi.org/10.1088/0741-3335/56/12/124001
https://doi.org/10.1088/0029-5515/52/11/114003
https://doi.org/10.1088/0029-5515/52/11/114003
https://doi.org/10.1088/0029-5515/54/8/083028
https://doi.org/10.1088/1741-4326/aa6453
https://doi.org/10.1088/1361-6587/abfc9a
https://doi.org/10.1088/1361-6587/abfc9a
https://doi.org/10.1088/1361-6587/abc63b
https://doi.org/10.1088/1361-6587/abc63b
https://doi.org/10.1088/0029-5515/29/11/010
https://doi.org/10.1088/0029-5515/29/11/010
https://doi.org/10.1038/s43586-022-00132-8
https://github.com/fsciortino/aurora
https://aurora-fusion.readthedocs.io/en/latest/
https://doi.org/10.1103/PhysRevLett.122.115001
https://doi.org/10.1088/0741-3335/50/9/095010
https://doi.org/10.1088/0741-3335/51/7/075018
https://doi.org/10.1088/0741-3335/51/7/075018
https://doi.org/10.1088/0741-3335/54/1/015015
https://doi.org/10.1088/0741-3335/54/1/015015


ASDEX Upgrade tokamak. Plasma Physics and Controlled Fusion 57 (1), 014038. doi:
10.1088/0741-3335/57/1/014038.

Bernert, M., Janky, F., Sieglin, B., Kallenbach, A., Lipschultz, B., Reimold, F., Wischmeier, M.,
Cavedon, M., David, P., Dunne, M. G., et al. (2020). X-point radiation, its control and an
ELM suppressed radiating regime at the ASDEX Upgrade tokamak. Nuclear Fusion 61 (2),
024001. doi: 10.1088/1741-4326/abc936.

Bernert, M., Wiesen, S., Février, O., Kallenbach, A., Koenders, J. T. W., Sieglin, B., Stroth, U.,
Bosman, T. O. S. J., Brida, D., Cavedon, M., et al. (2023). The X-Point radiating regime
at ASDEX Upgrade and TCV. Nuclear Materials and Energy 34, 101376. doi: https:
//doi.org/10.1016/j.nme.2023.101376.

Bernert, M., Wischmeier, M., Huber, A., Reimold, F., Lipschultz, B., Lowry, C., Brezinsek,
S., Dux, R., Eich, T., Kallenbach, A., et al. (2017). Power exhaust by SOL and pedestal
radiation at ASDEX Upgrade and JET. Nuclear Materials and Energy 12. 111–118. doi:
https://doi.org/10.1016/j.nme.2016.12.029.

Bethe, H. A. and Salpeter, E. E. (1977). Quantum Mechanics of One- and Two-Electron Atoms.
1st edition. Springer New York.

Beurskens, M. N. A., Schweinzer, J., Angioni, C., Burckhart, A., Challis, C. D., Chapman, I.,
Fischer, R., Flanagan, J., Frassinetti, L., Giroud, C., et al. (2013). The effect of a metal wall
on confinement in JET and ASDEX Upgrade. Plasma Physics and Controlled Fusion 55
(12), 124043. doi: 10.1088/0741-3335/55/12/124043.

Braginskii, S. I. (1965). Transport processes in a plasma. Reviews of plasma physics 1, 205.
Bruhn, C., McDermott, R. M., Angioni, C., Ameres, J., Bobkov, V., Cavedon, M., Dux, R.,

Kappatou, A., Lebschy, A., Manas, P., et al. (2018). A novel method of studying the core
boron transport at ASDEX Upgrade. Plasma Physics and Controlled Fusion 60 (8), 085011.
doi: 10.1088/1361-6587/aac870.

Buchner, J. (2021). UltraNest - a robust, general purpose Bayesian inference engine. Journal of
Open Source Software 6 (60), 3001. doi: 10.21105/joss.03001.

Buchner, J. (2022). Comparison of Step Samplers for Nested Sampling. Physical Sciences Forum
5 (1). doi: 10.3390/psf2022005046.

Buchner, J. (2023). Nested sampling methods. Statistics Surveys 17, 169–215. doi: 10.1214/
23-SS144.

Buchner, J., Georgakakis, A., Nandra, K., Hsu, L., Rangel, C., Brightman, M., Merloni, A.,
Salvato, M., Donley, J., and Kocevski, D. (2014). X-ray spectral modelling of the AGN
obscuring region in the CDFS: Bayesian model selection and catalogue. A&A 564, A125.
doi: 10.1051/0004-6361/201322971.

Burrell, K. H. (1997). Effects of E×B velocity shear and magnetic shear on turbulence and
transport in magnetic confinement devices. Physics of Plasmas 4 (5), 1499–1518. doi: 10.
1063/1.872367.

Burrell, K. H., Austin, M. E., Brennan, D. P., DeBoo, J. C., Doyle, E. J., Fenzi, C., Fuchs, C.,
Gohil, P., Greenfield, C. M., Groebner, R. J., et al. (2001). Quiescent double barrier high-
confinement mode plasmas in the DIII-D tokamak. Physics of Plasmas 8 (5), 2153–2162.
doi: 10.1063/1.1355981.

Burrell, K. H., Barada, K., Chen, X., Garofalo, A. M., Groebner, R. J., Muscatello, C. M.,
Osborne, T. H., Petty, C. C., Rhodes, T. L., Snyder, P. B., et al. (2016). Discovery of
stationary operation of quiescent H-mode plasmas with net-zero neutral beam injection
torque and high energy confinement on DIII-D. Physics of Plasmas 23 (5), 056103. doi:
10.1063/1.4943521.

Burrell, K. H., Chen, X., Chrystal, C., Ernst, D. R., Grierson, B. A., Haskey, S. R., Osborne,
T. H., Paz-Soldan, C., and Wilks, T. M. (2020). Creation and sustainment of wide pedestal

130

https://doi.org/10.1088/0741-3335/57/1/014038
https://doi.org/10.1088/1741-4326/abc936
https://doi.org/https://doi.org/10.1016/j.nme.2023.101376
https://doi.org/https://doi.org/10.1016/j.nme.2023.101376
https://doi.org/https://doi.org/10.1016/j.nme.2016.12.029
https://doi.org/10.1088/0741-3335/55/12/124043
https://doi.org/10.1088/1361-6587/aac870
https://doi.org/10.21105/joss.03001
https://doi.org/10.3390/psf2022005046
https://doi.org/10.1214/23-SS144
https://doi.org/10.1214/23-SS144
https://doi.org/10.1051/0004-6361/201322971
https://doi.org/10.1063/1.872367
https://doi.org/10.1063/1.872367
https://doi.org/10.1063/1.1355981
https://doi.org/10.1063/1.4943521


quiescent H-mode with zero net neutral beam torque. Nuclear Fusion 60 (8), 086005. doi:
10.1088/1741-4326/ab940d.

Camenen, Y., Pochelon, A., Behn, R., Bottino, A., Bortolon, A., Coda, S., Karpushov, A.,
Sauter, O., Zhuang, G., and the TCV Team (2007). Impact of plasma triangularity and
collisionality on electron heat transport in TCV L-mode plasmas. Nuclear Fusion 47 (7),
510. doi: 10.1088/0029-5515/47/7/002.

Campbell, D. J., Loarte, A., Boilson, D., Bonnin, X., Vries, P. de, Giancarli, L., Gribov, Y., Kim,
S. H., Lehnen, M., Luce, T., et al. (2024). ITER Research Plan within the Staged Approach
(Level III — Final Version). Tech. rep. ITER Organization. url: https://www.iter.
org/technical-reports?id=26.

Cathey, A., Hoelzl, M., Gil, L., Dunne, M. G., Harrer, G. F., Huijsmans, G. T. A., Kalis, J.,
Lackner, K., Pamela, S. J. P., Wolfrum, E., et al. (2023). Probing non-linear MHD stability of
the EDA H-mode in ASDEX Upgrade. Nuclear Fusion 63 (6), 062001. doi: 10.1088/1741-
4326/acc818.

Cavedon, M., Pütterich, T., Viezzer, E., Laggner, F. M., Burckhart, A., Dunne, M. G., Fischer,
R., Lebschy, A., Mink, F., Stroth, U., et al. (2017). Pedestal and Er profile evolution during
an edge localized mode cycle at ASDEX Upgrade. Plasma Physics and Controlled Fusion 59
(10), 105007. doi: 10.1088/1361-6587/aa7ad0.

Cavedon, M., Dux, R., Pütterich, T., Viezzer, E., Wolfrum, E., Dunne, M. G., Fable, E., Fischer,
R., Harrer, G. F., Laggner, F. M., et al. (2019). On the ion and electron temperature recovery
after the ELM-crash at ASDEX upgrade. Nuclear Materials and Energy 18, 275–280. doi:
https://doi.org/10.1016/j.nme.2018.12.034.

CGYRO homepage (2024). https://gafusion.github.io/doc/cgyro.html [Accessed:
13th of December 2024].

Chilenski, M. A., Greenwald, M., Marzouk, Y., Rice, J. E., and White, A. E. (2019). On the
importance of model selection when inferring impurity transport coefficient profiles. Plasma
Physics and Controlled Fusion 61 (12), 125012. doi: 10.1088/1361-6587/ab4e69.

Creely, A. J., Greenwald, M. J., Ballinger, S. B., Brunner, D., Canik, J., Doody, J., Fülöp, T.,
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A List of variables, constants and functions

This appendix lists all variables, constants and functions that were introduced in the above text
and reused with the same meaning but without repeated explanation in subsequent sections.
They are sorted by the section of their first appearance. Few variables are used twice and their
meaning must be deduced from the context.

chapter var./const./func. physical meaning

1.1 τE energy confinement time
ne electron density
Zeff effective plasma charge, cf. 1.3
T temperature (multiplied with the Boltzmann constant)
Ip plasma current
φ toroidal angle
θ poloidal angle
qs safety factor, cf. 1.4
r minor radius
R major radius
BT toroidal magnetic field strength
BP poloidal magnetic field strength
p kinetic pressure
~j plasma current density
~B magnetic field
ψ poloidal magnetic flux
ρpol normalized radial coordinate, cf. 1.6
R0 major radius of the magnetic axis without plasma
a half the horizontal diameter of the poloidal vessel cross-section
B magnetic field strength

1.2 Te electron temperature
Ti ion temperature

1.3 Z atomic number
(but also used for atomic charge, i.e., ionization stage)

nI,Z density of impurity charge stage Z
t time

~ΓI,Z flux density of impurity charge stage Z
QI,Z source term of impurity charge stage Z
r radial coordinate, constant on a flux surface
D flux surface-averaged diffusion transport coefficient
v flux surface-averaged convection transport coefficient

ΓrI,Z radial flux density of impurity charge stage Z

nI,tot total impurity density
1.5 nD+ main ion density

2.1.1 v⊥ particle velocity component perpendicular to the field lines
q particle charge
m particle mass
rL Larmor radius, cf. 2.1
ρ∗ ordering parameter, cf. 2.2
~E electric field
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f(~r,~v) particle distribution function in phase space
~v particle velocity
~r particle position
n density of particle species, cf. 2.5
fM Maxwellian velocity distribution

~u
(0)
⊥ equilibrium velocity, cf. 2.12
ε local inverse aspect ratio, cf. 2.17

νeff,b effective 90° scattering frequency
by collisions with another species, cf. 2.22

ε0 vacuum permittivity
mred reduced mass, cf. 2.23
ν∗ collisionality, cf. 2.27

2.1.4 rvol flux surface volume based radial coordinate, cf. 2.53
2.2.1 n line-integrated density

nGW Greenwald density, cf. 2.56
2.2.2 µ0 vacuum permeability

n toroidal mode number
κ elongation, cf. 2.63
δu upper triangularity, cf. 2.64

2.3.1 P parameters
I prior information
D data
M (forward) model
χ2 goodness of fit measure, cf. 2.67

2.3.2 nlive number of live points
Li likelihood of sample at iteration i
Xi remaining prior volume at iteration i

3.1.1 nb,n,j density of NBI neutrals
in an excitation state with main quantum number n
and with a velocity indexed by j

n main quantum number
〈σCXline,nuj〉eff effective CX-emission rate coefficient

3.1.3.2 nc number of counts
3.1.4 Raus outermost radius on the separatrix

l orbital angular momentum quantum number
4.1.2.2 nD0 thermal neutral D density

TD0 thermal neutral D temperature
nD0,sep nD0 at the separatrix

4.1.2.3 nN fully stripped N density
4.1.1 WMHD kinetic stored energy
4.2.2 λρpol

radial correlation length
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B List of abbreviations

This appendix lists all abbreviations that are used in the above text in alphabetical order.

abbreviation meaning

AD Analog-to-Digital
ADAS Atomic Data and Analysis Structure

Alcator C-Mod former tokamak of MIT in Cambridge, Massachusetts
Ar Argon (chemical symbol)

ASDEX Axially Symmetric Divertor Experiment
AUG ASDEX Upgrade
BES Beam Emission Spectroscopy
BP Banana-Plateau

CAR short name for core CXRS spectrometer
CCD charge-coupled device
CER short name for core CXRS optical head and spectrometer
CL Classical

CMR short name for spectrometer
CMR-1, CMR-2, CMR-3 short names for edge CXRS optical heads

CPR short name for spectrometer
(also optical head, but not used here)

CX Charge-Exchange
CXRS Charge-Exchange Recombination Spectroscopy

D Deuterium (chemical symbol)
DIII-D tokamak of General Atomics in San Diego
DCN diagnostic name for Deuterium Cyanide laser interferometry

DEMO Demonstration Power Plant
ECE diagnostic name for Electron Cyclotron Emission radiometry

ECRH Electron Cyclotron Resonance Heating
EDA Enhanced D-Alpha (Dα)
ELM Edge Localized Mode

EM-gain Electron-Multiplying gain
ETB Edge Transport Barrier

FWHM Full Wdith at Half Maximum
He Helium (chemical symbol)

HFS High-Field Side
H-mode High-confinement regime
ICRF Ion Cyclotron Resonance Frequency (heating)
IDA Integrated Data Analysis, also used as diagnostic name

ITER International Thermonuclear Experimental Reactor
ITG Ion Temperature Gradient
JET Joint European Torus
KBM Kinetic Ballooning Mode
LBO Laser Blow-Off
LFS Low-Field Side

L-mode Low-confinement regime
LOS Line Of Sight
MAP Maximum A Posteriori
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MCMC Markov Chain Monte Carlo
MHD Magnetohydrodynamic
MXH Miller Extended Harmonic

N Nitrogen (chemical symbol)
Ne Neon (chemical symbol)

NBI Neutral Beam Injection
O Oxygen (chemical symbol)

PFC Plasma Facing Component
PS Pfirsch-Schlüter

QCE Quasi-Continuous Exhaust
ROI Region of Interest
RMP Resonant Magnetic Perturbation
SOL Scrape-Off Layer
SXR Soft X-Ray
TSC Temperature Screening Coefficient
VTC diagnostic name for Vertical Thomson scattering in the Core
VTE diagnostic name Vertical Thomson scattering in the Edge
VUV Vacuum Ultraviolet

W Tungsten (chemical symbol)
XPR X-Point Radiator
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