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Abstract — The rapid expansion of digital technolo-
gies and the Internet of Things has lead to exponential
growth in global data traffic, exposing the limitations
of terrestrial communication networks by addressing
growing demands for high-speed, low-latency connec-
tivity, especially in remote areas. Low Earth orbit
satellite constellations have emerged as a promising
solution, offering reduced latency and global coverage
compared to traditional geostationary systems. This
paper addresses key questions related to the design and
implementation of a scalable space-based communi-
cation infrastructure. A predictive demand model is
developed to evaluate future requirements for global
coverage and connectivity. Based on these require-
ments, an architecture model simulates a tradespace of
potential configurations, which are analyzed to max-
imize coverage while minimizing costs, considering
technical and launch constraints. Results indicate that
an X-band constellation at 600 km orbital altitude and
90° inclination offers the best coverage-to-cost ratio.
However, the high number of satellites required ne-
cessitates increased launch capacities to fully meet fu-
ture demand. Additionally, combining various orbital
configurations and employing advanced data handling
techniques could enhance data rates per satellite and
reduce technical challenges.

1 Introduction

In the current Information Age, characterized by the
rapid growth of digital technologies and global con-
nectivity, the demand for high-speed, reliable internet
access has become a fundamental aspect of modern
society. As digitization permeates nearly every facet
of daily life, the need for a robust communication
infrastructure capable of supporting these demands
is increasingly critical. The rise of the Internet of
Things (IoT), with its potentially billions of connected
devices, has further intensified this need, leading to

an exponential increase in data traffic [1] and placing
immense pressure on existing terrestrial communica-
tion networks. This paper investigates the demand
for future global connectivity and analyzes architec-
tural choices for space-based communication infras-
tructures using a tradespace analysis.

1.1 Motivation

Traditional internet infrastructure, primarily reliant
on fiber-optic cables and ground-based wireless net-
works, has been remarkably effective in connecting
much of the global population. However, this infras-
tructure faces significant limitations, particularly in
remote and underserved regions where laying fiber-
optic cables is economically unfeasible. Furthermore,
as data rates continue to increase, driven by applica-
tions such as streaming services, cloud computing, and
real-time interactive technologies, the capacity of ter-
restrial networks is being pushed to its limits. These
challenges are compounded by the growing demand
for low-latency communication, which is crucial for
emerging technologies like autonomous vehicles and
real-time data processing in IoT applications. In this
context, the development of space-based communi-
cation infrastructure, particularly in Low Earth orbit
(LEO), offers a compelling alternative to conventional
internet systems. LEO satellite constellations, such
as those being deployed by SpaceX’s Starlink [2] and
OneWeb [3], have the potential to provide global, high-
speed internet coverage, bypassing the geographical
and infrastructural constraints of ground-based net-
works. These systems can offer significantly lower
latency compared to traditional geostationary satel-
lites, making them well-suited for latency-sensitive
applications. Additionally, the flexibility and scala-
bility of LEO constellations allow them to adapt to
the growing demand for bandwidth (BW) and connec-
tivity, ensuring that even the most remote areas can
be connected to the digital world. The motivation for
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establishing a space-based communication infrastruc-
ture is driven not only by the need to expand global
internet access but also by the growing reliance on
digital technologies in everyday life. As the world be-
comes increasingly interconnected, the ability to pro-
vide reliable, high-speed internet to all corners of the
globe will be essential in supporting economic growth,
bridging the digital divide, and fostering innovation in
both developed and developing regions. Moreover, the
ongoing digital transformation, accelerated by the pro-
liferation of IoT devices and the increasing integration
of artificial intelligence into various sectors, necessi-
tates a communication infrastructure that can handle
vast amounts of data efficiently and securely [4], [5].
With the rapid advancements in satellite technology,
including the miniaturization of satellites, improve-
ments in launch capabilities, and the development of
inter-satellite links (ISL), space-based systems are be-
coming more cost-effective and capable of meeting the
demands of the digital age. As such, the deployment
of a space communication infrastructure is poised to
play a pivotal role in the future of global connectivity,
ensuring that the benefits of the digital revolution are
accessible to all.

1.2 Background
The development of communication infrastructure has
evolved significantly since the inception of modern
networking technologies. Starting with the introduc-
tion of the Advanced Research Projects Agency Net-
work (ARPANET) in the late 1960s, which pioneered
packet-switching technology, communication systems
have continuously advanced to meet increasing global
demands [6]. This laid the groundwork for the World
Wide Web in the 1990s, revolutionizing connectivity
and enabling the widespread adoption of the internet.
As internet access became commercially available,
global connectivity surged, with the number of internet
users exceeding 5 billion in 2023 [7]. Concurrently,
the demand for bandwidth has grown exponentially,
driven by the proliferation of data-intensive applica-
tions. Terrestrial networks, primarily based on fiber-
optic cables and wireless systems, have since been the
cornerstone of global connectivity. Despite significant
advancements in terrestrial communication infrastruc-
ture, including the deployment of 5G networks promis-
ing ultra-low latency and higher data rates, challenges
such as geographical limitations and the high cost of
infrastructure expansion remain. To overcome these
constraints, space communication infrastructure has
played an increasingly vital role.

A space critical infrastructure comprises the physi-
cal asset, the satellite and the orbit, in which the asset
operates [8]. Communication satellites have been in
service since the 1960s, providing niche services, for
example acting as relays for long distance broadcasts
and providing positioning and synchronization ser-
vices for mobile terrestrial communication systems.
Commonly, these large satellites have been placed
in geosynchronous orbits at approximately 36000km
above the earth’s surface with near zero inclinations,
allowing earth-based antennas to remain permanently
pointed at the satellite due to its apparent almost sta-
tionary position in the sky [8]. In recent years, there
has been a renewed focus and an ever-increasing in-
terest in small low earth orbit (LEO) satellites due to
the growing demands for high data rate applications,
massive connectivity and universal internet access [9].
Development cost, launch cost and propagation delays
of small LEO satellites are significantly lower than
of the traditionally heavyweight and large MEO and
GEO satellites. However, capabilities and resources
of a single small satellite are limited, which is why a
network of small satellite is required to fulfill the task
[9]. The initial set-up cost of such dense small satel-
lite networks will be huge, and low-earth orbits will
not only impact the expected lifetime of satellites due
to atmospheric drag. Collision avoidance would re-
quire careful orbital planning, and de-orbiting of non-
functional satellites can also become a challenge with
growing satellite populations [9]. Nonetheless, these
networks will put huge amounts of communication re-
sources in space that could benefit various terrestrial
communication systems. Advantages are its wide area
coverage and reducing latency by lowering round-trip
times due to its lower orbital altitudes. The sheer num-
ber of satellites also leads to a lower user per satellite
ratio, being able to handle an order of magnitude more
devices. Additionally, offloading data from terrestrial
networks could be enabled and overloading avoided,
increasing the resilience of the overall communication
network [9].

The main functions of a space communication sys-
tem are in general receiving and transmitting data from
and to earth, as well as receiving and transmitting data
from and to other satellites. The two types of com-
munication that are typically used are radio frequency
(RF) and free space optical (FSO), also referred to
as laser communication [10]. RF communications
for spacecraft are conducted between 30 MHz and 60
GHz, divided up into frequency bands of certain BW.
The lower frequencies are typically more mature for
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small satellites, however extensive use of these bands
has led to crowding and challenges for acquiring li-
censing. Higher frequency bands are more suscepti-
ble to atmospheric attenuation and lead to a higher free
space loss, but offer a better ratio of gain-to-aperture-
size [10]. While BW is the limiting factor for any
satellite constellation, atmospheric attenuation is the
main external factor affecting the link performance.
Since high-speed optical links used between satellites
are not used for ground-links because of frequent cloud
interference [11], RF links are the norm. In order to
maximize the spectral efficiency under current weather
conditions, adaptive modulation and coding schemes
are commonly used [12]. Due to the higher frequen-
cies used in FSO, the amount of BW available for
communicating is much larger compared to RF which
enables much higher data rates [10]. In addition, op-
tical space data links are faster than terrestrial links
because there is no time delay in free space like there
is in fibers [10]. Laser communication between satel-
lites can cross thousands of kilometers in a straight line
compared to the often circuitous routes of terrestrial
fiber paths [10], which is why FSO is an interesting
concept for ISL.

1.3 Paper Research Questions and
Objectives

This paper is trying to answer the following research
questions:

• How can a predictive demand model be used to
design a scalable, space-based communication
infrastructure that meets the future requirements
of global coverage and connectivity?

• Which space-based architecture maximizes cov-
erage while minimizing costs?

• How can such an infrastructure be implemented,
considering technical and launch constraints re-
quired to ensure its feasibility?

In order to be able to answer these research ques-
tions, the paper’s objectives and goals are as follows:
Firstly, to create a predictive model to forecast and
simulate the demand for future space communication
and understand potential challenges and opportunities.
Secondly, to utilize the developed model to analyze the
future demand deeply and propose multiple scalable
space communication infrastructure based on distinc-
tive figures of merit. Thirdly, to analyze and find the
most efficient architecture constellation in terms of

coverage and related costs, and lastly, to analyze the
technical feasibility and realizability to understand the
challenges of implementation.

1.4 Paper Structure

After giving an introduction in the first section of this
paper, describing the motivation and providing back-
ground information to the topic, section 2 shortly dis-
cusses the methodology that has been used for this
problem and the primary and main assumptions are
listed. Section 3 explains the workflow of the model
that has been developed. Section 4 summarizes the
link budgets, section 5 discusses the results and vali-
dates the model. Finally, after a short outlook on next
steps and further studies to be conducted is given, sec-
tion 7 concludes the paper summarizing the most im-
portant results and answering the research questions.

2 General Methodology

This section presents the integrated approach that has
been used to characterize the tradespace of a space-
based communication infrastructure. An overview of
the methodology is shown in the functional flow block
diagram illustrated in Fig. 1. The approach is struc-
tured in five steps, namely Preparation, Enumeration,
Simulation, Evaluation, and Selection. These steps are
further decomposed in sub-steps, to better understand
and follow the structure of this work.

2.1 Preparation

After establishing a general foundation and defining
the scope of this work, it was considered which steps
need to be followed in order to propose a design for
a space infrastructure. Firstly, an infrastructure must
meet the demand of its main purpose, in this case the
communication infrastructure must be able to cover
the demand of global BW. Now the discussion arises
to what extent this demand must be met, which ide-
ally should be 100% in order to make full use of the
advantages compared to ground-based infrastructures.
After identifying and collecting relevant statistical data
of the past decades, a forecast model was established.
The future growth was estimated using existing meth-
ods, such as curve fitting and making use of the sig-
moid function. The best fitted curve that was also
in accordance with other forecasts and could be vali-
dated by result comparison was chosen for the further
process. In order to be able to perform a tradespace
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Figure 1 Flow chart describing the general methodology.

exploration on a future space communication infras-
tructure a set of interconnected decision variables is
defined. To clearly establish the orbital configuration
of such a space infrastructure, the average altitude and
the inclination will be considered. Furthermore, dif-
ferent frequency bands have been considered for com-
munication. The decision variables can be found in
the morphological matrix Table 1.

As one of the objectives of this thesis is to provide a
low-latency global infrastructure for communication,
different LEO orbits are considered, namely 300, 600,
900 and 1200 km. In addition, the objective of provid-
ing high coverage supports the choice to include the
orbital inclination in the design process. According to
[13] more than 50% of the population is located be-
tween 30° north and south, with 45° inclination more
than 75% of the population can be served, with 60°
more than 95% and with 90° full coverage is achieved.
Assuming circular orbits simplifies the model by stan-
dardizing orbital distance, although in reality, minor
eccentricity variations could influence coverage inter-
vals. Lastly, the most common frequency bands for
satellite communication have been considered. Due
to the fact that downlink is the bottleneck of a space-
based infrastructure, only the frequencies feasible for
downlink were considered, namely S, X, Ku, and Ka.
V-band was included in the link budget for complete-
ness, even though it does not represent a feasible so-
lution. The choice of the bands comes with a set
of parameters typical in respective space applications.
For simplicity, further assumptions are made. As-
suming unlimited satellite capacity and optical ISLs
enhances flexibility in data relay and minimizes la-

tency, although practical constraints could necessitate
additional relay satellites or ground stations for higher
inclinations. In addition, optical ISLs are still con-
ceptual and additional communication terminals in all
directions would be required, drastically increasing
system complexity. Because of that, the chosen type
of communication as well as the orbital altitude de-
cide on the amount of satellites required to satisfy a
given demand. Depending on this number, the RAAN
(Right Ascension of Ascending Node) is chosen in a
way that enables equal distribution in orbit and equal
distances between satellites, both adjacent within an
orbit and adjacent in orbital planes.

2.2 Enumeration

The scope of step 2 is to define all the feasible ar-
chitectures that are contained within the architectural
design matrix. Each combination of the decision vari-
ables represents a unique system architecture in the
tradespace. For a fixed demand a total of 64 config-
urations are theoretically possible, which are listed in
Table 2. Following enumeration, constraints are im-
posed to rule out infeasible combinations, and even-
tually obtain a set of possible architectures which are
successively analyzed later on.

2.3 Simulation

The next step comprises the simulation of every de-
fined architecture. This is done by providing the deci-
sion variables as input to the created model, which runs
the simulation to first compute achievable data rates,
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Table 1 Architectural Design Matrix

Architectural decisions Decision alternatives
Option ID 1 2 3 4

Orbital configuration Altitude [km] 300 600 900 1200
Inclination [°] 30 45 60 90

Communication Frequency band S X Ku Ka

Table 2 Architectural Configurations

Option ID Altitude [km] Inclincation [°] Frequency
1 300 30 S
2 300 30 X
3 300 30 Ku
4 300 30 Ka
5 300 45 S
... ... ... ...
64 1200 90 Ka

then determine a possible satellite configuration, and
finally a user configuration.

2.4 Evaluation

The architecture configurations will be evaluated ac-
cording to multiple primary metrics. Firstly, the num-
ber of satellites plays an important role. Not only is it
a limiting factor of feasibility due to launch capacities
and constraints, but increasing numbers also have a
negative effect on safety, reliability, sustainability and
affordability [14]. Furthermore, operational costs, im-
pacted by satellite count and frequency band selection,
can significantly influence the feasibility of configura-
tions. Higher frequencies like Ka-band enable higher
data rates but often require more complex and costly
ground infrastructure [15]. Secondly, the population
coverage provided by the constellation is used to deter-
mine the utility of the configuration, keeping in mind
that one of the objectives is to provide a high cov-
erage communication infrastructure. Thirdly, latency
reduction is integral to user experience, particularly
in low-altitude orbits. Configurations with lower al-
titudes reduce signal travel time, thereby optimizing
latency and meeting the goal of a low-latency infras-
tructure. Lastly, as the demand for data rate per user
increases, scalability considerations become critical.
Higher data rates require significantly more satellites,
particularly at high inclinations, impacting both the
operational cost and technical complexity of the con-
stellation. Combined, these metrics make up an eval-
uation of efficiency and effectiveness of the constella-

tion, helping to choose the appropriate technology and
hardware for the further design process.

2.5 Selection

As a final step an exclusion process is used to iden-
tify the architectures with the most efficient trade-offs
across the metrics of interest. Resulting from this, ar-
chitectures of interest are identified for a more detailed
design study. The approach presented here identifies
architectures for serving a set of predefined customers
and covering a predefined demand. In order to vali-
date the model and to gain insights on the architectural
problem, already existing communication infrastruc-
tures such as SpaceX’s satellite constellation Starlink
were used.

3 Assumptions

Assumptions were made to simplify the tradespace ex-
ploration, focusing on the feasibility and effectiveness
of different orbital and communication configurations.
They are collected in Table 3.

4 Modeling

The overall model compromises several smaller mod-
els, that have been eventually put together and work as
one. They are interdependent to some extent and their
way of operation will be explained in this chapter.
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Table 3 Made assumptions with their description.

Assumption Description
Circular Orbit Orbits are assumed to be circular, minimizing variability in distance from Earth’s surface.
Similar Orbits No combinations of diverse types of orbits are assumed.
Unlimited Capacity Satellites are assumed to simultaneously handle all incoming and outgoing communication.
Optical ISLs Satellites are assumed to connect freely, reducing latency and relay limitations.
Global Demand The entire global demand is assumed to be handled by the satellite constellation.
No Progress It is assumed that mankind’s technological capabilities do not advance.

4.1 Demand Model

To begin with the demand model, Fig. 2 depicts the
workflow logic on which the system was built. As a
first step historical data on different categories has been
collected, which could be used to develop a forecast
and predict future values. To give an example of the
first row, the category global internet users was consid-
ered. Data sets were collected on internet users as well
as population before computing the penetration depth.
This resulted in a forecast for global internet users,
which could be further specified to peak global users.
In a similar manner the other two categories were han-
dled. The forecast of devices per capita multiplied
with the global internet users suggests how many total
devices will be connected. Another forecast estimates
how many of the connected devices are part of the
IoT, and how many are high data rate devices such as
mobile phones. The final category data rates com-
pares the forecast of global BW with the computed
value. This value is obtained by forecasting data rate
per phone and multiplying this value with the previous
value for connected devices. It also includes different
use cases to give an idea what activities leads to which
amount of BW.

4.2 Architecture Model

The workflow of the architecture model is depicted in
Fig. 3. As a first step, with the input orbital alti-
tude, a link budget can be computed for RF and FSO
communication. This provides us with the achievable
downlink data rates per satellite. Furthermore, with
said input and the assumption of a circular polar or-
bit the latency for a roundtrip to the ground and back,
as well as for an ISL can be computed. For the next
step, two different approaches were chosen: For the
second approach, the minimum number of satellites
required to achieve total global coverage is computed.
This was done according to the equations presented in
[11]. Continuing from this point, the global network
capacity can be computed, as well as the BW per user

and the downlink data rates to ground stations or di-
rectly to the end user. Nevertheless, since the focus of
this paper is on satisfying the estimated demand, this
approach is neither further discussed, nor displayed in
the workflow. In the first approach, the total number
of satellites can be computed by dividing the network
capacity by the achievable data rates per satellite. The
global BW, in other words the network capacity, is ob-
tained from the demand model Fig. 2. In the final
category users, a value for the inclination is given as
input which determines the total users per satellite.
With the network capacity given, the BW per user can
be calculated, resulting in a user configuration.

4.3 Overall Model

Finally, the workflow of the overall model is described
in Fig. 4. After defining the architectural variables
for a satellite constellation, a communication model
(link budget) and a demand model were created inde-
pendently. Next these single models were integrated
in the final model and represent inputs to the architec-
tural model. Each block was validated independently,
and if the output is not desirable or not plausible, the
input can be refined and adapted. Once validated, the
complexity of the overall model was increased, and
a similar validation process was applied. The final
output represents a proposal to a space-based commu-
nication infrastructure.

5 Communication

In this section the results of the conducted link bud-
gets in RF and FSO communication are presented and
discussed. For the sake of comparison of every type
of communication, it was chosen to first list the re-
sults at the same altitude. While downlink budgets
were computed at 600 km altitude, the slant range in
between adjacent satellites at this orbital height is ap-
proximately 2720 km for the ISLs. It is important to
mention that the slant range will decrease with increas-
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Figure 2 Flow chart describing the workflow of the demand model.

Figure 3 Flow chart describing the workflow of the architecture model.
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Figure 4 Flow chart describing the workflow of the overall model.
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Figure 5 Radio frequency bands [10].

ing number of satellites. In this section, 112 satellites
providing total coverage were assumed. Afterwards
the plots of the data rates over varying orbits, starting
from LEO at 300 km all the way to GEO at 36000 km
and their respective slant ranges are presented.

5.1 Radio Frequency

In the tables, the frequency bands are ordered from
left to right from low to high frequency. Commonly
used for satellite RF communication can be seen in
Fig. 5. While typical bands used for small satellites
are UHF, S, X, the move to higher frequency bands
has been driven by a need for higher data rates [10].
Ku-, K-, and Ka-band communication systems are the
state-of-the-art for large spacecraft, however, they are
becoming more attractive for smaller sats due to the
lower frequencies becoming more congested. For the
scope of this paper, it was decided to include bands
from S, X, Ku, Ka and V in order to show the devel-
opment from low to high frequencies.

A standard conservative value for the noise Temper-
ature of Ts = 290 K [16] and a standard value for other
losses than the free-space loss, such as atmospheric
attenuation and implementation losses of L = -9 dB
[16] have been used for the computation.

The computations were conducted according to
[16]. First, the equivalent isotropic radiated power
was computed, which comprises the transmitter power
Pt and gain Gt:

𝐸𝐼𝑅𝑃 = 𝑃𝑡 + 𝐺𝑡 .[𝑑𝐵] (1)

Next, the gain over noise temperature ratio:

𝐺/𝑇 = 𝐺𝑎 + 𝐺𝑟 − 10 ∗ 𝑙𝑜𝑔10(𝑇𝑠), [𝑑𝐵/𝐾] (2)

where Ga and Gr are the antenna and receiver gain. As
a third step, the free-space loss was calculated:

𝐿𝑠 = 20 ∗ 𝑙𝑜𝑔10(4𝜋𝑅/𝜆)2, [𝑑𝐵] (3)

where R represents the orbital height and𝜆 the wave-
length. Now all these values combined result in the
signal-to-noise ratio:

𝑆𝑁𝑅 = 𝐸𝐼𝑅𝑃−𝐿𝑠−𝐿+𝐺/𝑇−𝑘−10∗𝑙𝑜𝑔10(𝐵𝑊), [𝑑𝐵]
(4)

where k is the Boltzmann constant and BW is the
bandwidth. Finally, using the Shannon-limit [17], the
achievable data rate can be approximated:

𝐷𝑅 = 𝐵𝑊 ∗ 𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅), [𝑏𝑝𝑠] (5)

5.1.1 Downlink Budget

In Table 4 the results of the conducted downlink bud-
get for RF communication at 600 km orbital altitude
are summarized. As was to be expected, the lowest
and highest data rates can be achieved with S-band
at 0.9 Gbps and V-band at 57.4 Gbps, respectively.
The fact that Ku-band data rates (7.3 Gbps) are below
the equally high X-band (9.8 Gbps) and Ka-band rates
(9.2 Gbps) might be surprising as one could assume
that data rates will increase with frequency. This is
not generally the case, as factors such as the BW play
an important role too. The author of this paper de-
cided to stick to commonly used values, supported
by data sheets and other link budgets. Nevertheless,
the choice of parameters can be easily adapted as de-
sired. In order to get a better understanding of the data
rate development over altitude and thereby distance
between transmitter and receiver, the data rates have
been plotted in Fig. 6. All frequency bands except
for V-band show very similar development over alti-
tude. It is interesting to see that for LEO altitudes the
gap between V-band and the other bands is immense,
however, the higher the orbit the lower the margin.

5.1.2 ISL Budget

In Table 5 the results of the ISL budgets for RF commu-
nication at 600 km orbital altitude, which corresponds
to approximately 2720 km in slant range. The range
between satellites was approximated by the distance
between two adjacent satellites in a satellite constel-
lation providing total coverage over the entire globe.
Using the equations proposed in [11], the field of view
of every satellite for an elevation angle of ten degrees,
the radius of the spot size and the number of planes to
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Table 4 RF communication downlink budget.

Link Budget - Downlink S-band X-band Ku-band Ka-band V-band
Orbital height [km] 600
Frequency [GHz] 3 8.2 15 28.5 40
BW [GHz] 0.05 0.375 0.750 0.5 4.5
EIRP [dBm] 28 48 40 68.4 28
G/T [dB/K] 34.4 44.9 12 13.6 49.4
SNR [dB] 55.44 78.46 29.32 55.51 38.4
Data rate [Gbps] 0.921 9.773 7.307 9.22 57.401

Figure 6 RF downlink data rate development over orbital
altitude.

cover all longitudes were calculated. From the amount
of planes np, the angular separation between adjacent
planes can be easily calculated to:

𝜗 = 𝜋/𝑛𝑝 .[𝑟𝑎𝑑] (6)

Using basic geometry the following equation leads to
the distance d:

𝑑 = 2 ∗ 𝑎𝑙𝑡 ∗ 𝑠𝑖𝑛(𝜗/2), [𝑚] (7)

in which case alt represents the sum of orbital altitude
and the earth’s radius. For ISLs, d shall be used instead
of R for all equations introduced in Chapter 5.1. As
will be pointed out later, the amount of satellites nec-
essary to provide total coverage is considerably lower
than the amount to satisfy the forecasted demand. In
other words, the ranges included in these calculations
represent maximum distances at the respective orbital
altitudes, as the distances to be covered by signals are
going to decrease with increasing number of satellites.

In similar manner to the downlink budget, S-band
achieves the lowest and V-band the highest data rates
at 0.1 Gbps and 51.2 Gbps, respectively. Data rates
achievable with X-band (3 Gbps) are considerably

Figure 7 RF ISL data rate development over slant range.

lower than with Ka-band (11.3 Gbps), which on the
other hand is about half of the Ku-band data rates
(11.3 Gbps). Again, this is a matter of parameters that
were chosen. The development of the data rates over
slant ranges is represented in Fig. 7.

Except for V-band, all other bands show similar
development over orbital altitude. In this case, V-band
demonstrates a rather large margin to the other bands
for low altitudes, however, towards GEO altitudes the
data rates fall even below the ones achievable with
Ku-band.

5.1.3 Direct-to-Device

Since direct-to-device (D2D) communication will cer-
tainly play an important role for a future space commu-
nication infrastructure, it was decided to also compute
the link budget for the N256 S-band. It mainly dif-
fers in the frequency and BW, however, the size of the
receiving antenna is a deciding factor. Considering
the measurements of a common mobile phone as the
ones currently in use, a built-in antenna will be around
10cm long. The results of the downlink budget are
collected in Table 6, which are around 0.25 Gbps. The
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Table 5 RF communication ISL budget.

Link Budget - ISL S-band X-band Ku-band Ka-band V-band
Slant Range [km] 2720
Frequency [GHz] 3 8.2 15 28.5 40
BW [GHz] 0.05 0.375 0.750 0.5 4.5
EIRP [dBm] 28 48 84 84 60
G/T [dB/K] -0.6 12.9 51.4 32.5 35.4
SNR [dB] 8.31 24.33 90.57 67.91 34.27
Data rate [Gbps] 0.148 3.033 22.565 11.279 51.231

uplink data rates are expected to be higher due to a
possibly larger receiving antenna. The data rate devel-
opment over orbital altitude is shown in Fig. 8. The
slope decreases strongly for low and more gradually
for high altitudes.

Table 6 RF D2D downlink budget
.

Link Budget - Downlink S-band (N256)
Orbital height [km] 600
Frequency [GHz] 2.2
BW [GHz] 0.01
EIRP [dBm] 28
G/T [dB/K] 13.62
SNR [dB] 27.12
Data rate [Gbps] 0.25

Figure 8 D2D downlink data rate development over orbital
altitude.

5.2 Optical
The results of the optical link budget for downlink and
ISL are collected in the tables below. For the com-
putation, a standard conservative value for the noise
Temperature of Ts = 290 K [16], a value for the beam

divergence of 𝜃 = 0.001 in rad (for conservative ap-
proach the value in [18] was increased by one number
of magnitude) and the atmospheric attenuation coef-
ficient of 𝛼 = 0.0002 in dB/m [19] have been used.
Furthermore, the optical link budget was computed
according to [18]:

𝑃𝑟 = 𝑃𝑡 + 10 ∗ 𝑙𝑜𝑔10(𝐴𝑟 ) − 20 ∗ 𝑙𝑜𝑔10(𝜃 ∗ 𝑅)
+ 𝑒𝑥𝑝(−𝛼 ∗ 𝑅), [𝑑𝐵𝑊] (8)

The received power Pr is computed with the transmitter
power Pt, and the receiver area Ar. The slant range d
was obtained in chapter 5.1.2. The free-space loss can
be computed with:

𝐹𝑠 = 20 ∗ 𝑙𝑜𝑔10(𝜆/4𝜋𝑅), [𝑑𝐵] (9)

the SNR according to:

𝑆𝑁𝑅 = 𝑃𝑟 −𝐿𝑠−𝐿− 𝑘−10∗ 𝑙𝑜𝑔10(𝐵𝑊), [𝑑𝐵] (10)

where𝐺/𝑇 = 𝐺𝑡+𝐺𝑟−10∗𝑙𝑜𝑔10(𝑇𝑠). The achievable
data rate can again be approximated by the Shannon-
limit, as was shown in chapter 5.1.

5.2.1 Downlink Budget

In Table 7 the results of the conducted downlink budget
for optical communication at 600 km orbital altitude
are summarized . The data rates are around 8% percent

Table 7 FSO communication downlink budget.

Link Budget - FSO Downlink
Orbital height [km] 600
Lambda [nm] 1545
BW [GHz] 1
Power received [dB] -56.53
G/T [dB/K] 89.58
SNR [dB] 158.78
Data rate [Gbps] 52.744

lower than V-band downlink in RF communication and
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considerably higher than the other bands, however, the
chosen 𝛼 is very low and can take values higher by
orders of magnitude, depending on factors such as
cloud coverage. Once again, the development over
orbital altitude is plotted in Fig. 9. The slope shows
similar features like V-band due to its steep slope for
low orbits and gradual slope for higher orbits.

Figure 9 FSO downlink data rate development over orbital
altitude.

5.2.2 ISL Budget

Now again, the values will be computed using the slant
range d instead of the orbital height R. The results for
the link budget at 600 km altitude corresponding to
2720 km slant range are collected in Table 8. The

Table 8 FSO communication ISL budget.

Link Budget - FSO ISL
Slant Range [km] 2720
Lambda [nm] 1545
BW [GHz] 1
Power received [dB] -69.66
G/T [dB/K] 151.64
SNR [dB] 218.21
Data rate [Gbps] 72.488

data rates for ISL are generally higher than the ones
for downlink due to no atmospheric attenuation, how-
ever, the features of the slope are very similar. The
data rates are 41% higher than V-band ISL, showing
the huge advantage of FSO communication for ISLs.
In addition, the margin will most likely increase even
further due to decreasing distances between satellites
with increasing total number of satellites as was ex-
plained in chapter 5.1.2 . Graph Fig. 10 is showing

the development of the data rates over increasing slant
ranges.

Figure 10 FSO ISL data rate development over orbital alti-
tude.

5.3 Discussion

All slopes have similar traits, the achievable data rates
decrease with increasing distance to the receiver, as
was to be expected due to the signal strength’s depen-
dency on distance. The slopes for downlink decrease
generally faster than ISLs, with V-band having the
largest gradients, ahead of optical links. All other fre-
quency bands show a very similar slope only shifted
in y-direction. At an orbit of 600 km, the highest
data rates can be achieved with optical ISLs at 72.5
Gbps, followed by V-band downlink at approximately
57.4 Gbps. Optical downlink and V-band ISL are only
around 10% lower with 52.7 Gbps and 51.2 Gbps, re-
spectively. All other frequency bands are considerably
lower, with S-band achieving the lowest data rates, 0.9
Gbps for downlink and 0.1 Gbps for ISLs, representing
around 1% and less. Further analysis ensured that the
receiving antennas stay within certain diameter limits.
Ground station antennas were kept below a 6 m radius,
satellite antennas below 0.5 m, and device antennas be-
low 0.1 m. The equations used [16] to compute the
effective aperture are:

𝐴𝑒 𝑓 𝑓 = 𝐺 ∗ 𝜆2/(4𝜋𝐴), [𝑚] (11)

where G is the linear gain, c is the speed of light, and A
is the receiving area. With Aeff the receiving antenna
diameter can be computed according to:

𝐷 =
√︁
(𝑥/𝜋), [𝑚] (12)



Chair of Spacecraft Systems
TUM School of Engineering and Design
Technical University of Munich

13

The results for the optical link budget seem high in
comparison to the ones in [18], however, other param-
eters were chosen and due to the conceptual state avail-
able literature is limited. It should not be neglected that
these values will change considerably when chang-
ing parameters. It is also important to mention that
for simplicity no modulation or coding schemes, no
compression techniques and no other forms of com-
munication were considered, which will also have a
considerable influence on the final results. Addition-
ally, another assumption of the model is that the human
technological competence will not advance and remain
at the same level at which it is right now. Lastly, in
terms of the model, all types of communication have
been implemented, however, the model only consid-
ers RF communication downlink for the further com-
putations. Reasons for this are that downlink data
rates are the bottleneck of a space-based communi-
cation infrastructure, and due to the high influence
of weather attenuation, optical communication is not
suitable for downlinks. Furthermore, optical commu-
nication clearly has advantages for ISLs, however, at
the moment it is still conceptual and not commercially
used. Nevertheless, it is being tested and since it has
already been implemented, it can easily be connected
to the model in the future.

6 Results

In this part of the paper, the results of the model will be
analyzed, discussed and evaluated. Furthermore, vali-
dation of the model with its results will be achieved by
comparison to Starlink, SpaceX’s space-based com-
munication infrastructure.

6.1 Forecast Model

The process is shown according to the following ex-
amples. In order to estimate the global internet users,
the penetration depth was computed with the estimated
global population for each year [20] and statistical data
on the global internet users from [7] between 2005 to
2023. The development of the penetration depth was
then estimated making use of the sigmoid function,
which is a logistic function approaching full internet
penetration. The results can be seen in Fig. 11, which
shows that the entire global population will be con-
nected to the internet no later than 2060. The current
increase is also in accordance with the data collected
in [21], which shows exponential growth of the inter-
net penetration depth of the least developed and de-

Figure 11 Global internet access forecast.

veloping countries, while developed countries exhibit
continuous linear growth in the current time.

Table 9 shows the results of the demand model for
the category "global internet users" until 2060. As
already mentioned before, the population will contin-
uously grow from around 8 billion in 2024 to almost
10 billion in 2060. While before 2020, only half of the
global population had internet access, it is shown that
according to the forecast the entire global population is
expected to be connected until 2060. Finally, the peak
global users were obtained by assuming that within a
workday period of 14 hours, the entire eastern hemi-
sphere could be accessing the internet simultaneously,
representing a maximum of 7/8 of the population as
can be seen in Fig. 12. While people in Western Eu-
rope are starting their day, the ones in Eastern Russia
and Australia are ending theirs.

This assumption will most likely not prevail, since
especially the population on the Asian and African
continent is expected to grow in a considerably higher
pace than other populations [22], leading to an increase
in peak global users over time.

Table 10 displays the results of the forecast consider-
ing the category "devices". A linear growth of devices
per capita and IoT devices can be seen, which also rep-
resents other forecasts found online [23], [24]. In 2020
every human had on average 2.7 devices connected to
the internet. While North America and Western Eu-
rope had a considerably higher count between seven
and ten, the other parts of the world lowered the av-
erage, ranging only from a little over one to 3.5 [25].
Nevertheless, the overall average number will increase
to almost ten in 2050. Furthermore, it is shown that
the share of IoT devices increases in comparison to
overall devices. While in 2020 it was approximately
half, in 2050 the share amounts to almost 60%.

The forecast results for "data rates" can be found
in Table 11. While the average BW per smartphone
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Table 9 Model output for Global Internet Users.

Forecast Global Internet Users
Year Population

[billions]
Internet Users
[billions]

Penetration Depth
(computed) [%]

Peak Global Users
[billions]

2005 6.56 1.023 15.59 -
2010 6.99 1.981 28.34 -
2015 7.43 2.954 39.76 -
2020 7.84 4.585 58.48 4.012
2025 8.19 5.9 72 5.163
2030 8.55 7.1 83.04 6.213
2035 8.88 7.992 90 6.993
2040 9.19 8.731 92.2 7.64
2045 9.47 9.186 97 8.038
2050 9.71 9.516 98 8.327
2055 9.85 9.752 99.01 8.533
2060 9.99 9.99 100 8.741

Table 10 Model output for Devices.

Forecast Devices
Year Devices per

Capita
Total Connected Devices
(IoT) [billions]

Total Connected Devices
(overall)[billions]

Peak Connected Devices
[billions]

2015 - 3.6 - -
2020 2.7 11.3 21.2 18.6
2025 4.0 18.7 32.8 28.7
2030 5.1 26.4 43.6 38.2
2035 6.3 34.1 55.9 49
2040 7.5 41.8 68.9 60.3
2045 8.7 49.5 82.4 72.1
2050 9.9 57.2 96.1 84.15

in 2020 was a little under 2 GB/moth [26], it will
increase exponentially up to 342 GB/month in 2050.
An even steeper increase shows the global BW, which
will grow by a factor of almost 35 until 2050. The
listed use cases [27], [28] assume that only 1% of
the peak global users are conducting said activity. It
leaves room to play around with different scenarios
to fulfill the Global BW forecast. In reality, there
will be thousands of use cases, as very rarely a user
fits in only one of the cases, but rather conducts a
mixture of use cases. An example is social media,
as it comprises watching high-definition videos and
photos, messaging and reading articles. In 2020, the
global BW amounted to 719 Tbps [29], but the network
capacity is set to increase to almost 25 Pbps in 2050.

6.2 Architecture model
For the architecture model, it is assumed that the entire
global data traffic is handled by a space-based infras-
tructure. The scatter plot Fig. 13 shows the total
number of satellites required to provide a certain data
rate per user, while also providing information on the
total possible user coverage for every configuration.
Pointing out that every fourth configuration represents
the same frequency, one can clearly rule out S-band as
a feasible configuration. Not only requires it a drasti-
cally higher amount of satellites, the number is in fact
so high that it lies in the range of the other bands pro-
viding a data rate per user which is higher by an order
of magnitude. To give an example, this can be seen in
configuration 1 with the first blue dot on the left-hand
side of the plot. For an orbital altitude of 300 km and
30° inclination around 3040 satellites using S-band are
required to provide 1 kbps/user. At the same altitude
and inclination 2950 satellites for X-band (configura-
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Table 11 Model output for Data Rates.

Forecast Data Rates

Year Per Smartphone
[kbps]

Peak BW for Use Cases [Tbps] Global BW
[Tbps]Online calls

(0.5 Mbps)
Instant Messaging
(1 Mbps)

Online gaming
(4 Mbps)

4K Streaming
(25 Mbps)

2020 7.6 - - - - 719
2025 12 29 57 229 1433 2270
2030 25 37 75 299 1870 4791
2035 44 39 78 311 1943 8301
2040 68 40 80 322 2010 12800
2045 97 41 83 332 2072 18288
2050 132 42 85 340 2124 24765

Figure 12 World map showing the population distribution
per time zone [20].

tion 2, red dot), 3524 for Ku (configuration 3, red dot)
and 3037 for Ka-band (configuration 4, red dot) would
be required to provide 10 kbps/user.

Therefore, and for better visibility, the graph Fig.
14 has been reduced to the relevant configurations and
due to the similarity in patterns zoomed in, only show-
ing the data points for 1 kbps/user. As can be seen
now, the number of satellites required increases with
the orbital altitude as well as inclination. When com-
paring configurations 2 and 18, the number of satellites
increases from around 295 to 318, stating that the or-
bital altitude has only a minor effect. When comparing
configurations 2 and 6, the number increases from 295
to 443, showing that a change in inclination leads to a
drastic increase. This is due to the rising percentage

of users served with increasing inclination. Finally, it
can be said that the most efficient configurations make
use of X-band communication and low inclinations.

Since the orbital altitude barely impacts the number
of satellites the choice is rather arbitrary. While lower
altitudes minimize latency, the atmospheric drag in-
creases significantly, impacting satellite lifespan and
necessitating propulsion systems for orbit-raising ma-
neuvers. On the one hand a higher orbit experiences
less drag, however, on the other hand launch costs are
increased due to larger fuel requirements and a smaller
payload. The orbital altitude of 600 km is therefore
chosen as the ideal match. Furthermore, another trade-
off needs to be conducted between providing total
global coverage with a high number of satellites or
serving a large portion of users with a considerably
fewer satellites. Due to the objective of providing
global coverage, 90° is chosen as an ideal configura-
tion, covering all of the global population on all parts
of the globe. In summary, configurations featuring
600 km altitude, X-band, and inclinations around 90°
offer a feasible balance of satellite count and coverage,
aligning well with the goal of high-population cover-
age while minimizing infrastructure complexity. The
ideal solution in terms of coverage and satellite count
will likely be a combination of orbits of different incli-
nations, just as SpaceX has done with Starlink, which
could be considered in future works. The results are
summarized in the Table 12.

Finally, for the matter of scalability, the final number
of satellites mainly depends on the BW per user that
should be provided. In the following graph the devel-
opment of the number of satellites is shown in relation
to increasing data rates in kbps. If every user should
be provided with a BW of 10 kbps, at 600 km using
X-band 3176 satellites are required for 30° inclination,
4763 for 45°, 6033 for 60° and 6351 for 90°.
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Figure 13 Number of satellites and percentage of users served for all architecture configurations.

Figure 14 Number of satellites and percentage of users served for the relevant architecture configurations.

In conclusion, configurations with higher inclina-
tions offer broader geographic coverage but typically
require more satellites, especially in high-density pop-
ulation areas. For instance, an inclination of 90° en-
ables global coverage but may necessitate up to twice
as many satellites compared to configurations with in-
clinations of 30°. Additionally, while the orbital alti-

tude does not have a big influence on the satellite count,
it can greatly effect launch and/or operating costs of
such a constellation. Table 13 provides an overview of
the required X-band satellites for different data rates at
600 km orbital altitude.

As a next step, the architectural model has been
provided with decided on variables, namely the year
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Table 12 Best choice of architectures providing 1 kbps/user at different population coverages.

Altitude [km] Inclination [°] Band Satellite Count Coverage [%]
600 30 X 318 55
600 45 X 477 75
600 60 X 604 95
600 90 X 636 100

Table 13 Number of X-band satellites required to achieve certain data rates with different inclinations at 600km.

Inclination [°] 1 kbps/user 10 kbps/user 100 kbps/user 1 Mbps/user
30 318 3176 31751 317508
45 477 4763 47621 476210
60 604 6033 60330 603295
90 636 6351 63502 635015

Figure 15 Number of X-band satellites at 600 km over data
rate per user for different inclinations.

2030, 600 km orbital height above the surface and 90°
inclination for global coverage. The most important
results are collected in Table 14, and for completeness
the results have been collected for all the previously
discussed frequency bands. The global BW and data
rates per satellite have already been discussed in the
link budget (chapter 5). The BW per user is shown one
time for the global peak user, and one time for the pop-
ulation density of Asia, which is 155 people/km2 [30],
as it is the highest density in the world and will rep-
resent another limit case. The proposed architecture
will result in every configuration in 28 kbps per user
for Asia and in 641 kbps for the global peak. Through
downlink from one satellite to one ground station only,
around 80 Tb for S-band and up to almost 5 Pb for V-
band can be transferred every day. The other bands
range from 0.6 to 0.84 Pb/day. Considering down-
link from a satellite to a user, in Asia each user would
receive a daily transferable data rate of almost 2.5

Gb/day, and the average for peak global users would
amount to over 5.5 Gb/day, which is more than dou-
ble. As was to be expected, with rising data rates per
satellite, the minimum number of satellites required to
cover the demand will decrease. This number ranges
from 5.2 million satellites for S-band frequency to 83
thousand satellites for V-band, however, for the other
bands the average is around 550 thousand satellites.
For comparison, the minimum amount of satellites to
provide total coverage at this orbital altitude amounts
to only 112. Every satellite configuration leads to a dif-
ferent constellation, ranging from under 3951 planes
with 1317 satellites each to 500 planes with 166 satel-
lites each, for S and V-band respectively. Due to the
sheer amount of satellites in the same orbit and because
of that, very short distances , the one-way latency for
ISLs amounts to 3.7e-3 ms for S-band and 0.3 ms for
V-band, for the other bands the signal takes a little
over 0.1 ms. For downlink the latency equals 2 ms. In
order to put in perspective how many users per satel-
lite every constellation could serve, the global peak
users as well as the population density in Asia were
considered. While the global peak users per satellite
are between 1.4 and 90 thousand, in Asia the number
lies between 32.5 thousand and over two million.

6.3 Final Model

As the final step, the overall architecture model is run
in iterations against technological constraints, while
the input remains the same. These launch-imposed
constraints consider predicted launch capabilities and
capacities, which are investigating if the proposed ar-
chitecture is feasible. They are defined as follows: ac-
cording to statistics [31] the average annual growth rate
of space launches between 2008 and 2018 was 4.18%,
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Table 14 Summary of the architecture proposals projected for the year 2030 at 600 km altitude and 90° inclination.

Results S-Band X-Band Ku-band Ka-band V-band

Network
Capacity

Global BW (Tbps) 4791
Data rate per Satellite [Gbps] 0.921 9.773 7.307 9.22 57.401

BW per User [kbps] Asia 60.61
Global Peak 77.2

Daily transferable data rate Per GS [Tb/day] 79.6 844.4 631.3 796.6 4959.4
Per Device [Gb/day] 2.448 (Asia); 5.534 (Global Peak)

Proposed
Constellation

Min Number of
Satellites [thousands]

Cover Demand 5203 490.2 655.7 519.6 83
Total Coverage 112

Number of Planes 3951 1214 1402 1250 500
Satellites per Plane 1317 404 468 416 166

Latency (one-way) [ms] Downlink 2
ISL 0.0037 0.12 0.1 0.12 0.29

User
Configuration

Users per Satellite
[thousands]

Asia 15.19 161.3 120.6 152.1 947.1
Global Peak 11.93 126.6 94.65 119.4 743.5

however, in the following five years the growth rate in-
creased to an average of 16.77% with 223 launches in
2023. Assuming exponential growth at this rate from
here on, the yearly amount of launches in the future
can be estimated:

𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑠 = 223 ∗ 1.1677𝑦𝑒𝑎𝑟−2023,

Together with the number of satellites that can be
launched at a time and their lifetime, the satellite pop-
ulation can be computed.

𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑠 ∗ 𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒𝑠 ∗ 𝑙𝑖 𝑓 𝑒𝑡𝑖𝑚𝑒,

The loop checks if the achievable satellite population
for satellite lifetimes of five, seven and ten years, equals
or surpasses the minimum required number of satel-
lites for at least one of the configurations. If this is not
the case, the demand is reduced by 5% and the model is
run another time, until at least one configuration meets
the constraints. To give an example, if the model is run
iteratively with a capacity of 15 satellites per launch
the following output will result: For a lifetime of five
years a total satellite population of just under 50 thou-
sand would be in orbit, which would allow a V-band
configuration to satisfy around 57%. With a lifetime
of seven years and almost 70 thousand satellites in
orbit, more than 80% of the initial demand could be
covered and for a lifetime of ten years almost 100 thou-
sand satellites in orbit could account for 100% of the
estimated demand using V-band. Changing the value
of satellites per launch to 60 as was done by SpaceX
[32] numerous times, all satellite lifetimes would lead
to V-band populations large enough to account for the
entire demand. However, as stated before V-band is
not a feasible communication band for downlink and

still no other configuration would be feasible, as an
X-band configuration would require the second lowest
population of 490 thousand but even with a lifespan
of ten years, less than 400 thousand satellites would
be in orbit. In order to cover the full demand also for
other configurations, one of the three parameters must
be increased. As satellites are becoming more and
more compact, and with large launchers like Starship
by SpaceX, the variable most likely and most feasible
to increase is the launch capacity. Table 15 displays
the launch capacity required for every band and lifes-
pan in order for the infrastructure to be able to satisfy
100% of the demand. While the capacity required
for V-band is already achievable and has been demon-
strated, X-band and Ka-band already require more than
75 satellites per launch for a lifetime of 10 years. This
implies the need for further size and mass reductions
in order to make this feasible. To further support the
previously made decision on frequency bands, S-band
requires almost 800 satellites per launch with a ten
year lifespan, which makes this configuration impos-
sible to implement without increasing both launches
and lifetime. Lastly, a simple sensitivity analysis was
conducted, examining the impact of possible launch
failures and non-functional satellites on the overall sys-
tem performance in terms of BW. It was shown that, in
general, launch failures lead to a higher percentage of
non-functional satellites than hardware malfunctions
within the satellite, and therefore have a bigger impact
on system performance.

6.4 Validation

Firstly, in order to validate the correctness and func-
tionality of the model, the general output has been
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Table 15 Solution for increased launch capacity in 2030.

Frequency band Number of Satellites
required [thousands]

Satellites required per
Launch per Lifetime Demand

reduction [%]5 years 7 years 10 years
S-Band 5203 1577 1126 789 0
X-Band 490 149 107 75 0
Ku-band 656 199 142 100 0
Ka-band 520 158 113 79 0
V-band 83 26 19 13 0

analyzed. As can be seen in Fig. 16, the forecast ex-
pects the global demand to increase exponentially over
the next decades, as it is expected by many analyses
online. Related to an increase in BW is the number
of satellites required, which is nicely shown. The ex-
pected gap between S-band and other bands can be
clearly seen, and the distribution of the other bands
represents the results from the link budget.

Figure 16 Demand and number of satellites required over
time.

Fig. 17 is showing the number of satellites for the
bands and its influence on latency for ISL. The higher
the number of satellites in orbit, the shorter the dis-
tances a signal must traverse for a successful link,
resulting in a shorter time, and vice versa. This rep-
resents reality and is therefore a proof of theoretical
correctness. Now, in order to validate the model’s tech-
nical output and ensure its credibility, the work done
in [12] is being used to compare and check the results
of this paper. The focus lies on SpaceX’s Starlink,
which was analyzed among other satellite constella-
tions. 4425 satellites are considered to be in orbit,
allowing a maximal total system throughput of 23.7
Tbps. This translates to an average of 5.4 Gbps and
a maximum of 21.4 Gbps per satellite, achieved by a

Figure 17 Minimum number of satellites and latency for
ISL over frequency.

Ku-band and Ka-band constellation at orbital altitudes
between 1110 and 1325 km. The average values com-
puted by the model for an average altitude of 1200
km are 7 Gbps, representing values in a similar range,
yet almost 30% higher. It should not be neglected,
that for the scope of this paper the link budget con-
ducted is rather basic and does not consider coding
and modulation schemes. Error-correcting codes im-
prove reliability but may reduce data rates due to added
bits. Modulation, on the other hand, can increase data
rate by transmitting more bits per symbol, however,
it requires an improved signal quality to avoid errors
which reduces reliability. A trade-off always needs
to be conducted. While Starlink is currently promis-
ing a download user BW of 25 up to 220 Mbps [33],
this is mostly due to comparably low subscriber count,
which just surpassed 4 million [34]. For comparison,
the predicted number for internet users is more than
one thousand times higher, at around 4.5 billion. This
amount of active users would lower the BW available to
every user by the same factor, which puts it within the
range of the model’s output of tens of kbps. Moving on
from the results for network capacity to the proposed



Chair of Spacecraft Systems
TUM School of Engineering and Design
Technical University of Munich

20

constellation, the physical asset is considered. Since
the number of satellites is depending on the data rate
per satellite, it is not surprising that the model’s values
are also 26% lower than the number of satellites that
would be required with Starlink satellites. Similarly,
other results related to the constellation are computed
based on these values. Finally, there are 6400 cur-
rently active Starlink satellites in orbit [35], however
this number keeps increasing so no validation on the
user configuration can be made. Nevertheless, as other
important model outputs have been validated, the cred-
ibility and theoretical righteousness of the model have
been proven.

6.5 Future Work and Outlook
Finally, an outlook on further work and development
on this topic is given. While the overall topic is still
mainly theoretical, some players such as SpaceX are
attempting to build a space-based communication ar-
chitecture. Unfortunately, these companies keep most
of their data confidential which shows the importance
of this work, leading to a better understanding of the
requirements and challenges that have to be accounted
for in order to undertake such a project on a global
scale. As next steps, the complexity of every aspect
of the model can be further increased. Starting with
the communication section, the link budgets should be
enhanced, including coding and modulation to obtain
more precise results closer to reality. Furthermore, es-
timations on the development of data handling should
be made, taking into account techniques such as data
compression to provide a more realistic approach to
the architecture proposal. As of now, only RF down-
link communication has been connected to the model,
however, other link budgets have been implemented as
well and can be used for different scenarios or other
possible use cases, especially optical communication.
Another step would be to not only examine single types
of orbits only different in RAAN for the entire con-
stellation, but rather a mixture of inclined orbits, just
like Starlink is doing. Assuming ISL, this will likely
result in a reduced satellite population [11]. Addi-
tionally, the boundary conditions of this topic should
be extended, not only considering the communication
network, but the entire data traffic that needs to be
transported by an infrastructure, including navigation,
earth and deep-space observation. What should be
done, as well, is a detailed sensitivity analysis, con-
sidering what would happen in case of a catastrophe,
both man-made such as a chain reaction or of natural
cause such as a severe solar storm. This could possibly

be done in parallel with further optimizing the archi-
tecture, making use of techniques such as uncertainty
modeling. Finally, while the proposed architecture
theoretically meet technical and cost objectives, its
sustainability hinges on addressing risks like orbital
debris. Future models should incorporate mitigation
strategies to ensure the feasibility of long-term satellite
operations. In conclusion, the next steps are:

• Revise link budgets and increase complexity

• Introduce simulations incorporating mixed-
inclination orbits

• Evaluate the economic and technical feasibility
of implementing optical ISLs in future constella-
tions

• Assess the impact of orbital debris on long-term
sustainability

7 Conclusion
In conclusion, the research questions will be answered.

• How can a predictive demand model be used to
design a scalable, space-based communication
infrastructure that meets the future require-
ments of global coverage and connectivity?
While it is comparably straight-forward to predict
the global internet users in the future, the devel-
opment of other aspects such as data rates are not
as clearly defined, since technological advance-
ments are impossible to predict but can have a
huge impact on the outcome. Using predicted
values such as global BW, the simulations pro-
pose feasible space-based architectures to meet
this demand. A key finding is that doubling the
data rate per user requires doubling the number of
satellites, demonstrating the system’s scalability.
Additionally, increasing the inclination of X-band
satellites from 30° to 90° doubles the number of
satellites required, while doubling the orbital al-
titude raises the requirement by about 8%. How-
ever, the sheer number of satellites required to
meet the predicted demand in 2030 is extremely
high. This raises concerns about the feasibility
of launching, operating, and maintaining such a
vast infrastructure, as well as the potential for
increased orbital congestion.

• Which space-based architecture maximizes
coverage while minimizing costs?
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The decision variables in the architecture design
include orbital altitude, inclination, and the fre-
quency band used for communication. Among
these, X-band proved to be the most effective op-
tion with current technology. X-band requires, on
average, 94% of the satellites needed for Ka-band,
74% of Ku-band, and less than 10% of S-band.
Additionally, selecting X-band at a 90° inclina-
tion and 600 km orbital altitude was shown to
maximize global coverage while minimizing op-
erational and setup costs. These findings indicate
that X-band is the optimal choice under current
conditions, balancing coverage and costs effec-
tively.

• How can such an infrastructure be imple-
mented, considering technical and launch con-
straints required to ensure its feasibility?
To determine the technical feasibility of the pro-
posed architecture, launch constraints and capac-
ities were analyzed. For the predicted demand in
2030, a launch capacity of 75 satellites per launch
with an annual launch rate of 661 and a ten-year
satellite lifetime is necessary. For Ka-band, the
required launch capacity increases by 5%, for Ku-
band by 33%, and for S-band, it increases more
than tenfold. V-band offers a potentially viable al-
ternative, requiring 83,000 satellites at 600 km to
meet the demand—an order of magnitude closer
to SpaceX’s planned population of over 40,000
satellites. However, V-band faces challenges with
downlink communication due to atmospheric at-
tenuation and scintillation effects [36]. While the
launch capacity for X-band is already in reach, as
demonstrated by SpaceX’s capability to launch
up to 60 satellites at once even before Starship
[32], the launch rate must be increased three fold
to meet the requirements. Lowering the satel-
lite lifetime by half would also require doubling
either the launch capacity or the launch rate, or
increase both with a combination of factors. De-
spite these technical capabilities, concerns about
the sustainability of such a large satellite pop-
ulation arise, particularly regarding the risk of
Kessler syndrome, where colliding debris leads
to cascading collisions [37]. Finally, the founda-
tional assumption that the entire global BW must
be handled by space-based downlink communi-
cation underscores the importance of integrating
ground infrastructure to make the system techni-
cally feasible and functional. A hybrid approach
combining space- and ground-based architectures

could mitigate risks and enhance system reliabil-
ity.
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