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Abstract

During the process of designing a modern aircraft, engineering methods are applied which
were well established over decades. Especially in laying out the airframe, the loads it will
experience are numerically estimated from mostly passive means. However, considering the
interaction of aircraft structure and an active control system is not as well established. This
dissertation develops a framework for the optimisation of structural components, focusing on
aeroelastic and flight control system analysis. In order to support engineering decisions in the
early phases of aircraft design, where great design freedom is given, fast low- and medium-
fidelity methods of structural, aerodynamic and control system design come into use. The
methods are coupled in multidisciplinary design optimisation loops, relying on gradient based
algorithms, to enable a sensible treatment of large scale problems. Structural analysis and
optimisation is performed with the help of unreduced finite element method models, coupled
with a transient response solver for structural dynamic problems. To efficiently evaluate pres-
sure, force and moment distributions, aerodynamic influence coefficient matrices are used.
Discrete time controllers contribute to the overall process through a computational interface.
The application of the developed framework allows to spotlight the topic of "controlled loads" in
sizing optimisation problems. This answers the question of how to extend the inherently mul-
tidisciplinary process of airframe design through a flight control system and how this benefits
the final product. While the integration of controllers and the resulting methodical description
are of primary interest for this work, sensible studies which can support the control-design it-
self are presented, as well. The resulting approach, to size an aircraft with controlled loads, is
demonstrated in different studies using the model of an unmanned aerial vehicle of industrial
scale and complexity.
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Kurzfassung

Wahrend der Entwicklung eines modernen Flugzeugs kommen Auslegungsmethoden zum
Einsatz, welche sich Uber Jahrzehnte hinweg etabliert haben. Besonders beim Auslegen der
mechanischen Struktur werden die Lasten, welche diese tragen wird, basierend auf meist pas-
siven MafBnahmen numerisch abgeschéatzt. Die Berucksichtigung der Wechselwirkung zwi-
schen Flugzeugstruktur und einem aktiven Regelungssystem hat sich hingegen noch nicht
etabliert. Diese Doktorarbeit entwickelt den Rahmen fiir die Optimierung struktureller Bauteile,
unter den Schwerpunkten der Analysen von Aeroelastik und Flugregelungssystem. Um tech-
nische Entscheidungen in der friihen Phase der Flugzeugentwicklung, in welcher ein hohes
Man an Entwurfsfreiheit vorhanden ist, zu unterstiitzen, kommen schnelle Methoden der struk-
turellen, der aerodynamischen und der regelungstechnischen Auslegung mit niedriger und
mittlerer Genauigkeit zum Einsatz. Die Methodiken werden in multidisziplinaren Optimierungs-
kreislaufen, welche auf gradientenbasierte Algorithmen setzen, verknlpft, um einen sinnvollen
Umgang mit groBskaligen Problemen zu erméglichen. Die strukturmechanische Berechnung
und Optimierung wird mit Hilfe vollstandiger Modelle der Finite-Elemente-Methode, welche mit
einem Ldsungsalgorithmus fir strukturdynamische Problemstellungen gekoppelt wird, durch-
gefuhrt. Um Druck-, Kraft- und Momentenverteilungen effizient auswerten zu kénnen, wer-
den aerodynamische Einflusskoeffizienten verwendet. Regler, die im diskreten Zeitraum ar-
beiten, tragen zum Gesamtprozess Uber eine numerische Schnittstelle bei. Die Anwendung
der entwickelten Werkzeuge erlaubt die Beleuchtung des Themas ,kontrollierte Lasten® in
Optimierungsproblemen. Dadurch wird die Frage beantwortet wie man die Flugregelung in
dem von Natur aus multidisziplinaren Prozess der Flugzeugstrukturauslegung berticksichti-
gen, und welchen Nutzen man daraus fur das Endprodukt ziehen kann. Die Integration von
Reglern und die entsprechende Beschreibung der Methodik sind das Hauptinteresse dieser
Arbeit. Daneben werden aber auch sinnvolle Studien, welche den Reglerentwurf selbst un-
terstutzen, vorgestellt. Der sich ergebende Ansatz, ein Flugzeug mit geregelten Lasten zu
dimensionieren, wird in verschiedenen Untersuchungen an einem unbemannten Luftfahrzeug

mit industrieller GréBe und Komplexitat demonstriert.

Schlagwérter: Aeroelastizitat, Aeroservoelastizitat, Optimierung, Flugzeugstrukturausle-
gung
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1 Introduction

Aircraft (AC) engineering uses light weight structures as core components of its modern de-
signs. The main structures that withstand the extraordinary forces and moments experienced
in flight can be grouped into wings, empennage, landing gear and fuselage. These compo-
nents are commonly referred to as the airframe, its design is task of airframe engineering.
In this context, more and more approaches from Multidisciplinary Design Optimisation (MDO)
were applied during the last decades. MDO aims to find better designs for a given start design,
respecting demands from multiple disciplines through the application of numerical optimisa-
tion and computational automation. Finding valid, "feasible" designs (by means of respective
technical requirements) from given invalid, "infeasible" designs is a common task of optimi-
sation, as well. The three main methods applied in AC engineering are sizing optimisation
(varying the inner shape of a design), shape optimisation (varying the outer shape of a de-
sign) and topology optimisation (varying material distribution of a design). Aeroservoelasticity
(ASE) and aeroelasticity, which will be explained in detail in this thesis, are common examples
for engineering fields that are handled in a multidisciplinary way.

According to Raymer (2018) the development process of an aircraft can be split in the three
phases of conceptual, preliminary and detail design. With the level of detail increasing from
one phase to the next, the fidelity of the applied methods and tools increases, as well. As
within this process, the numerical models get more complex, related studies get more time-
consuming. Costs for late changes in an AC program, increase more dramatically, the later
these changes become necessary. This raises the claim to reduce the number of necessary
design iteration loops over AC programs (compare Brockhaus et al. (2011)) in the first place.
The integrated airframe design philosophy is an approach to meet this requirement.

The terms MDQO, integrated airframe design and aeroservoelasticity are of main importance
for the present work. In academic research, they have a variety of meanings. In the scope of
this thesis, MDO can be seen as a general design philosophy, using the engineering discipline
of aeroservoelasticity to practically enable integrated airframe design.

Aeroservo- Integrated
elasticity airframe design

Figure 1.1: Central technical terms of this thesis

The meaning of these terms for the work at hand shall be explained in more detail through
a summary of recent and ongoing activities in aeronautical science. But not only does an
overview on available capabilities in these fields help to understand the core technical terms
of this thesis, it also exposes gaps in today’s research, especially w.r.t. industrial applicability.
These gaps need to be closed, when the challenging demands of future products shall be

met.
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1 Introduction

1.1 State of the Art

The present work implements a multidisciplinary design optimisation approach which extends
the methods currently used for sizing airframe structures in consideration of flight control sys-
tems in an integrated way. In this chapter an overview on the most important research in
the fields of aeroservoelasticity and its consideration in integrated design is given. Further, it
is highlighted for each work which aspects of aeroservoelastic optimisation are approached
and how this is done. As a result, Table 1.1 summarises the modelling approaches. This
gives an overview on the state of the art of and helps to identify weaknesses in the respective
methodical workflows.

Aeroservoelasticity is an engineering field, mainly of interest in aircraft design, which com-
bines the three disciplines aerodynamics, structural mechanics and flight control system (see
e.g. Tewari (2015)). It aims to study effects from all three subfields simultaneously and gained
importance over the last decades. Integrated design refers to a philosophy of AC design,
which is able to assess interdisciplinary phenomena and find critical aspects, that can be de-
tected only when demands and effects of all disciplines are evaluated simultaneously in a thus
"integrated” way. The approach has been followed for decades and brought up various frame-
works and tool-chains (see e.g. Seywald (2016), Kuchar (2012), Liersch & Hepperle (2011),
Kier & Hofstee (2004), Zotemantel (1992) ). A core characteristic of integrated designing is an
interdisciplinary way of working. In the scope of this work, this means designing in the fields
of aeroelasticity and aeroservoelasticity.

A great overview on the current state of the art in the field of aeroservoelasticity is given in
Livne (2018). Although focus is laid on the technology of active flutter suppression, research
activities of all fields connected to this work are summarised and highlighted. It is shown
that active means, i.e. means with a Flight Control System (FCS) in the design loop, enable
effective solutions for design problems, when they occur in later phases of the AC develop-
ment process. Further, it is stated that integrating active controllers in a MDO process is
necessary to allow integrated AC optimisation from the early design stages. The overview on
the modelling methods applied in ASE shows that unsteady aerodynamic loads are still very
challenging. The paper gives two especially important statements for this work. First, it is
summarised that high-fidelity airframe models are considered as still too large for AC design
studies considering ASE, even when massive parallel computation is applied. Second, the
Equations of Motion (EoM) of the elastic aircraft were derived from two historically different
fields, which resulted in strongly differing mathematical models and methods. This difference
in modelling still continues to have a negative effect on the consistency of today’s aeroservoe-
lastic research.

Haghighat et al. (2012) uses a low-fidelity aerodynamic Vortex Lattice Method (VLM) in com-
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1 State of the Art

bination with a simplified structural beam modelling approach and simultaneously considers
a Load Alleviation System (LAS) as a controller for a gust response and an altitude change
manoeuvre. The application of a gradient-free optimisation algorithm is demonstrated at a
High Altitude Long Endurance (HALE)-Unmanned Aerial Vehicle (UAV) and proofs that sizing
aircraft structures in consideration of a FCS must be seen as superior over optimising without
it.

When it comes to process-design, the following works use similar approaches to solve the
technical problems adressed by the thesis at hand. Klimmek et al. (2019) describes the
Common Parametric Aircraft Configuration Schema (CPACS) and a process for aeroelastic
structural design called "ModGen and MSC Nastran (MONA)" and brings it together in the pa-
rameterized aeroelastic structural design process CPACS-MONA. CPACS-MONA makes use
of preliminary mass and loads estimations and delivers simulation models and an optimisation
model. It is mentioned that the approach of quasi-static loads resulting from the process can
be extended by taking into account flight control laws for closed loop manoeuvres through
the VarLoads framework. Optimisations of composite wing structures using gradient based
methods are performed in Dillinger et al. (2019). The results obtained from a Doublet Lattice
Method (DLM) are corrected using a higher order aerodynamic method. The paper highlights
the limit of applicability w.r.t. increasing Angle of Attack (AoA) values. In Handojo (2021) the
author proves that consideration of manoeuvre and gust load alleviation in early design stages
is a promising concept to reduce wing bending moments, structural mass and extend the fa-
tigue life. Voss & Klimmek (2022) adresses manoeuvre loads analysis of fighter design, taking
into account aeroelasticity using the ModGen framework. Results from lower order aerody-
namic methods are compared with those from higher order methods. The paper finds a good
agreement of the overall pressure distribution between panel aerodynamics and higher fidelity
results obtained from CFD for the studied cases. Zimmer et al. (2022) wants to prepare a
framework for high-fidelity geometrically nonlinear loads. A comparison of geometrical linear
and nonlinear approaches can be found. Assessments of structural componentes by means
of the von Mises strain evaluated with both, linear and nonlinear methods are given.

In Deinert (2016), the VLM is used together with a detailed structural Finite Element Method
(FEM) model to realise combined sizing and shape optimisation through the application of de-
terministic, gradient-based algorithms. Induced drag and Breguet range are main quantities,
studied through variations of the internal structural and the external aerodynamic shape. The
integrated and automated design process is applied onto a commercial Airbus A320 class
aircraft model.

As a representative of research papers on aeroservoelasticity and integrated designing, the
work in Davies et al. (2012) can be named. It discusses the application of MDO processes
w.r.t. specific conceptual fighter/strike design problems and technologies. Higher fidelity anal-
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ysis capabilities are brought forward, as both strength and aeroelastic criteria for structural
sizing with an industrial standard process and respective software are applied for various load
cases in an integrated way. To deal with high-fidelity results, Response Surface Modelling
(RSM) is used.

In Petersson, Leitner & Stroscher (2010) a non-linear rigid body flight dynamics model is com-
bined with linear aeroelastic dynamics in an automated process. The usage of a full, structural
finite element model without static condensation step enables proper sizing of structural ele-
ments like skins, ribs, spars or caps by an optimisation algorithm. It is shown that a minimum
mass design can be reached in only few iterations. Both, an aerodynamic DLM model and a
flight control system along with a state space model of a flexible, blended wing body aircraft
are considered in an integrated way in the overall numerical model. This integrated design
approach enables to assess the effect of structural changes on manoeuvre responses with
realistic AC loads.

In Becker et al. (1999) decoupling elastic modes and flight mechanic modes is addressed
from a modelling side. Especially as modern AC gain in elasticity, the resulting elastic modes
tend to lower frequencies, which can interfere with the flight mechanical ones. An integrated
design process for notch filters during FCS design is discussed. Therefore, unsteady aerody-
namics based on linear potential theory are applied together with a reduced FEM model. The
FCS is described as being composed out of individual transfer functions covering gain and
phase stabilisation. It is emphasized that the structural FEM model poses major limitations for
dynamic modelling.

The problem of the separate treatment of flight mechanics and aeroelasticity in flight control
design for modern AC is discussed in Ferreira et al. (2010). The gap between the maxi-
mum rigid body frequency and the minimum structural mode frequency for conventional AC
structures is the base of classical notch filter design for FCS applications. The assumption
of these frequencies being sufficiently separated is violated through modern, elastic airframe
designs. Control laws for altitude hold, stability augmentation using a Stability Augmentation
System (SAS) and structural mode damping are highlighted. Optimisation of only the FCS
is carried out in the frequency domain, in consideration of generalised aerodynamic forces
and moments resulting from VLM /DLM and elastic properties from FEM models. Generalised
damping coefficients, based on mass and stiffness parameters are applied in the equations of
structural dynamics. The fact of structural modes interfering with rigid body modes suggests
an integrated design approach that does not rely on the separation of frequencies.

A modelling approach of an integrated loads analysis is presented in Kier (2011). Both gust
and manoeuvre loads can be calculated in the time domain making use of DLM aerodynamics
in combination with Rational Function Approximation (RFA). The paper points out that gust
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induced loads can often be calculated beforehand. However, it further emphasizes that with
temporally changing aerodynamic conditions, as is the case for aeroservoelastic studies, their
influence has to be included in time domain simulations.

The work presented in Kier (2018), describes an integrated modelling approach, which is
suitable for both flight loads analyses and flight dynamics investigations. It shows how more
advanced 3D panel methods might replace the lower fidelity state of the art vortex and doublet
lattice based aerodynamic methods in integrated airframe design. Especially for MDO appli-
cations, which demand repeated simulations and require multiple design evaluations, such
fast, loop capable approaches need to be further developed. The paper further demonstrates
how time simulations (which are necessary when an active flight control system influences the
aircraft dynamics and are therefore a must for aeroservoelastic studies) can be realised in the
scope of integrated airframe design.

Further examples for industrially driven research of integrated airframe design is given by
Daoud et al. (2012), Daoud et al. (2015), Deinert et al. (2013a), Deinert et al. (2013b) and
Schuhmacher et al. (2012). They all use a gradient based optimisation approach, a main
focus on structural design and the respective design process in common. It is pointed out
that the traditional airframe design process addresses the various disciplines sequentially and
that this must be changed resulting in a more integrated way. Automation is another key
driver, especially when it comes to making the potentials of integrated designing accessible
to early stages like conceptual and preliminary design. Particular attention is paid to a para-
metric airframe representation, which helps for structural shape optimisation and performance
assessment studies. These are especially valuable to determine an initial AC layout.

Although not focussing on an integrated way of designing or the airframe design process itself,
Karpel et al. (2005) explains how ASE studies must be approached. It depicts both frequency
and time domain methods to enable dynamic response analyses for atmospheric gust exci-
tations in consideration of aeroservoelastic systems. State space formulations for the EoM
and control system design are explained and both a Single Input Single Output (SISO) and a
h~o-controller are applied to a structural stick model of a generic transport aircraft. The control
systems aim to reduce the wing tip acceleration resulting from atmospheric gusts, which are
simulated through both Fourier transformation and time domain simulations. Unsteady aero-
dynamic modelling is realised with the ZAERO software and is based on oscillatory, frequency-
dependent Aerodynamic Force Coefficients (AFC) matrices, calculated through DLM or panel
methods.

The papers of Shearer & Cesnik (2006), Shearer & Cesnik (2007) and Shearer & Cesnik
(2008) deal with flight dynamics of flexible aircraft. Time integration of non-linear EoM for
flexible AC is developed and applied to HALE configurations. These works bring together
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the governing equations, as classically used in aeroelastic studies, and the six-degree-of
freedom EoM in an aircraft reference point, as applied in flight mechanical analyses. Geo-
metrically non-linear structural beam models are solved with implicit modified Newmark meth-
ods. Demonstrations highlight the importance of non-linear structural modelling when compar-
ing with linearised structural analyses and rigid-body approaches. Shearer & Cesnik (2008)
specifically presents a control architecture for very flexible aircraft. It uses an unsteady finite
state potential flow aerodynamics model and a low-order strain-based non-linear structural
analysis. Longitudinal and lateral motion are handled by separate control systems: A Linear
Quadratic Regulator (LQR) formulation is used for the lateral motion, a Non-linear Dynamic
Inversion (NDI) approach is applied for the longitudinal motion. A highly flexible AC model,
where elastic modes are not separated by an order of magnitude from the rigid body modes,
serves as a demonstrator for the proposed evaluation methods of aeroservoelasticity.

The work in Luber (2012) explains the influence of aeroservoelasticity to the strategy of the
digital FCS development, rather than on the structural layout of an aircraft. It is outlined that
FEM models, representing airframe structures together with data of ground resonance tests,
serve as the base for notch filters applied in modern digital flight controllers. Interdisciplinary
designing of control laws is identified as an important step to minimise aeroservoelastic effects

in a modern AC.

Wildschek et al. (2015) proves, that an active control system can be used as a mean to enable
the equipment of an aircraft with large winglets for load alleviation without the necessity to
strengthen the outer wing structure. A feed-forward gust LAS and a simplified beam model
are optimised, simultaneously. It has highlighted that modelling the wing box through beam
elements is very generic and that higher fidelity FEM is necessary to compute mass savings
more exactly. Therefore, an equivalent skin thickness is derived analytically and used in an
aeroelastic re-assessment applying a doublet lattice panel method.

Table 1.1 gives a summary on the methods and approaches applied in the selected scientific
studies dealing with multidisciplinary aircraft design and optimisation.
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1 Introduction

1.2 Motivation

The number of disciplines, which provide main contributions to an airframe layout, increases
with every new AC project. While over the last decades aeroelasticity became one of the
main design changers, especially for high aspect ratio configurations, it is today not enough
to only encounter for aeroelastic effects. Demands from system, engine, and even special
airport conditions can have major influences to the final aircraft design. As all modern AC use
fly by wire control systems, which are mainly responsible for the control surface deflections
that induce desired movements, and as the FCS is not really considered in early develop-
ment phases yet, it is identified as a component promising a lot of potential when it comes
to enlarging the design space for future airplanes. Therefore, consideration of the FCS in the
conceptual and preliminary design phase of aircraft projects resulting in aeroservoelasticity
must be enabled.

Strongly connected to the demand of respecting the FCS in multidisciplinary airframe design
optimisation applications is the desire to account for controlled loads. The fact that structural
reserves are not exploited due to overly conservative methods results in too heavy and ex-
pensive designs. A stronger and explicit call for controlled forces and moments must follow a
concrete implementation in a respective tool framework.

The more an aircraft project advances, the smaller is the remaining design flexibility. As big
changes in late development phases are especially expensive, various design freezes are
applied in specific project stages. As a detailed layout of flight controllers is usually initiated
in later phases, the remaining freedom is rather small. To overcome this limitation is another
motivating aspect of considering FCS aspects as early as possible and through means of
MDO.

Thinking further into the direction of FCS integration shows that dynamic effects in general are
not considered enough in early design stages. Conceptual AC-design studies mainly focus on
steady loading conditions. Although flutter and gust analyses may be performed, the meaning
of transient phenomena for the final structural layout is still underestimated. Carrying out more
dynamic studies in early development phases promises another extension of the valid design
space in AC projects. While the topic of realising more dynamic evaluations in conceptual
stages can not be fully adressed in this thesis, methods and approaches which support this
target shall still be described. Therefore, this work uses static aeroelasticity and handles
transient effects with the assumption of quasi-steadiness, which is generally valid to evaluate
slow manoeuvres. The aerostructural methods are based on the same theory as implemented
in the commercial program MSC Nastran.

Various possibilities, for simplifying the way to solve more complex engineering problems of
aviation, arise when pushing the limits of current aircraft development processes. Load Alle-
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1 Motivation

viation Functionality (LAF) may serve as one example, here. It is a key technology, applied
in modern aircraft systems. Its development, however, does not follow a pre-defined scientific
or industrial process, yet. Application of MDO in combination with the consideration of FCS
can massively support the design of such systems and therefore help in meeting respective
requirements. The lessons learned during establishing a process for new technologies can
lay the ground for introducing further technologies.

This work originated from a practical, industrial background, which demanded a scientific way
of approaching its topics. Therefore, the need for practical applicability of the tools to be de-
veloped and the processes to be designed is a strong motivational driver for the efforts to
be made. The transfer of theoretical, university knowledge to a practical, application level
motivates an attempt which directly implements the gathered know-how in industrial codes.
Tool frameworks and collections of specific numerical programs are a common outcome of
most academic studies, that deal with multidisciplinarity. Usually, they are generated to meet
specific project or program requirements and do not account for a more general applicabil-
ity. Therefore, they can be used only to a limited extend in productive aircraft development.
It is necessary to enlarge the capabilities of available MDO tools such that they meet both
academic and industrial demands, especially w.r.t. aeroservoelasticity.

An integrated design process targets to capture all physical effects, relevant for a given en-
gineering problem in a global, overall way, rather than solving subtasks separately in the
respective Centre of Competence (CoC). The underlying philosophy does not raise the claim
to capture all details in the behaviour of the studied system. It rather tends to highlight as-
pects that stem from the interdisciplinary character of modern products, which can not be
determined with a way of working that counts on decentralised solutions, where solver steps
can only be performed successively. However, integrated design still demands a high level
of knowledge in various disciplines, which is often not available in one source but needs to
be gathered in a cumbersome way. A collection which describes all aspects necessary for
solving problems of airframe design in an integrated way must be provided.

With computational engineering, more and more theoretical knowledge is included in modern,
numerical tools. This offers a still growing number of possibilities through automation. Various
examples for automation activities in AC design, as e.g. the development and application of
CPACS or the Remote Component Environment (RCE) can be named. In this scope MDO is
not only a design methodology but is the implementation of automation in the way of working
of modern engineers. Like FEM or Computational Fluid Dynamics (CFD) methods extended
the AC design process and laid the foundations for the success of today’s products, multidis-
ciplinary optimisation is the logical next step for further improvements. The underlying way
of thinking is promoted further, if solving more technical problems in an easier way with it is
enabled.
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The open issues, which have to be solved and which motivate this work, can be summarised

as follows:
e The FCS is not addressed in early phases of AC design
e Controlled loads are not used for conceptual sizing of an AC layout
e Unnecessary small design freedom is left to FCS designer in later phases of AC design
e Transient phenomena are respected only late in AC design

e Potentials of LAF technologies are not exploited as they are considered too late in the
design process

e Most process descriptions are too academic for practical application in designing AC
structures

o State of the art in structural design is not integrated as long as the FCS is not respected
e Numerical optimisation and automation is not yet well established as way of working in
AC design
1.3 Objective of Thesis

The motivation presented in Chapter 1.2 allows to derive targets of this thesis. While not all
open issues from the state of the art and all aspects from the motivational thoughts can be
solved here, a main goal can be formulated:

The primary target of this work is to extend the current, integrated design process by a

FCS and to thus enable airframe sizing with controlled loads making use of optimisation

and automation.

The technical realisation of necessary methodical enhancements is the main focus. The
necessity to respect arbitrary transient behaviour and effects shall be addressed in a tool
framework. It will enable a maximum of design flexibility through allowing variable fidelity in

structural, aerodynamic and controller modelling.

A main outcome of the research and development activities will be given through the fact that
the airframe can be designed with controlled loads. With this possibility, a spotlight is put
on the detection and handling of structurally critical loads. The implementation will enable
industrial applicability for large scale numerical models.

Further, it is aimed to extend the available design flexibility for the FCS. The capability of being
able to handle generic, arbitrary FCS layouts independently of specific programs and tools will
be realised. The resulting enhancement of the valid design space supports the process of
solving more complex engineering problems. LAS-layout can be named as an example.

This work respects the facts that computational optimisation gains attraction in engineering
and that the possibilities of automation are recognised for AC development projects. It con-
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tributes through the description and implementation of a modern way of inter- and cross-
disciplinary working. Both, integration of core aspects from one discipline into another, and
clear separation of competences between the disciplines involved must be respected, there-
fore.

1.4 Thesis Structure and Nomenclature

Each of the following chapters starts with a brief outline on its content. A general explanation
of the whole work shall be given here.

Chapter 2 gives an overview on the necessary, physical basics of all disciplines involved
with the topic of aeroservoelastic airframe design optimisation. Mathematical descriptions
of aeroelasticity, structural dynamics, control theory and MDO will be provided. This gives
an idea of the parameters and variables, which are relevant in the respective discipline and
explains which data must be interchanged accordingly.

The transition from pure theories to more practical applications is made in Chapter 3. While
it structurally follows the setup of its predecessor, it concentrates on the description of how to
model the physical effects that are described through the respective mathematical equations.
It targets to give an overview on both methods and tools used in numerical modelling and on
their possibilities and limitations for practical usage. Further, input and output quantities of the
various disciplines and computational tools, which are especially important when it comes to
formulating interfaces in a next step, are highlighted.

Creating and handling numerical interfaces is topic of Chapter 4. It brings theoretical and
practical ingredients together. A detailed explanation on how to methodically realise data
exchange and on model updates from automated optimisation is given. Further, aspects
interesting for a computational implementation are emphasized. The description of how to
correctly set up an interdisciplinary analysis is followed by an explanation of how it needs to
be embedded into a numerical optimisation process.

The derived, integrated airframe design and sizing process is applied for different engineering
problems in Chapter 5. Structural optimisation studies for classical use cases, longitudinal
and lateral AC flight manoeuvres and analyses with low-fidelity load alleviation approaches
are demonstrated for a Medium Altitude Long Endurance (MALE) UAV configuration. Tech-
nical quantities like reserve factors, mechanical displacements, strains and stresses are dis-
cussed and compared for both initial and optimised designs, to show which improvements
were achieved through the application of MDO methods.

The thesis finishes with a summary of its contributions to state of the art airframe sizing in
Chapter 6. A discussion on next steps to be performed in integrated AC design is given.

The fact that multiple disciplines need to be covered poses a challenge concerning the nomen-
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clature used in the following chapters. Different notational conventions for mathematical sym-
bols and physical variables were established in the three core fields of structural mechanics,
aerodynamics and control theory. While structures are often described through tensors, aero-
dynamic formulations usually apply matrix-vector notations and control equations are often
formulated in other mathematical domains like the Laplace domain. This thesis does not try
to construct a generic mathematical representation covering all disciplines at once, but formu-
lates equations in a way as they are used in the respective discipline.

Parameters and variables used in this thesis are used to explain physical effects. Basic in-
terrelations are explained with the help of scalar quantities. When it comes to more complex
relationships, i.e. when a multidimensional character must be described, index-, matrix- or
vector-notation comes into use. All three are perfectly equal and are capable of describing the
underlying physical effects with the same level of accuracy. To support a possible computa-
tional implementation, index notation can be favoured. The vector of a quantity = is denoted
as 7 and consists of the components z1, ...x,, according to the respective vectorial basis (only
Euclidean coordinate systems are assumed, which means that vectors are formulated with
Euclidean bases). The index notation, representing the same quantity, is x;, where ¢ indexes
x. In proper tensorial notation, working on an n-dimensional Euclidean vector space with the

basis vectors ey, ..., en, the vector components occur as well:

I

8
Il

n
«— xViel,n] +— x= inei
=1
Tn
Side note: The notations z* and z; for vector components incorporate the concept of covari-

ance and contravariance of vectors (compare e.g. ltskov (2007)).

The Einstein summation convention is applied for structure mechanical formulations, exclu-

sively. The scalar product of two vectors @, b results in a scalar according to
n
i-b=> ai-bi=a1-bi+ ..+ an by (1.1)
=1

The Nabla operator describes gradient information according to partial derivatives. Applied to
a scalar c deriving w.r.t. spatial coordinates z1, ..., x,, it provides

Oc
o0x1

Jdc
Ozn,
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2 Fundamentals of Aeroservoelastic Airframe Designh Optimisa-
tion

Respecting the influence of multiple disciplines at the same time rather than considering them
as isolated components, is a mean to meet the challenge of modern aircraft becoming more
and more complex. This multidisciplinary approach helps to fulfil technical requirements in
an integrated way of designing. Interdisciplinary knowledge of different areas of expertise is
merged and approaches of the respective disciplines are brought together into comprehensive
models. The practical realisation of this design methodology lies in the numerical modelling,
which aims to couple suitable computational tools and programs (see Chapters 3 and 4). The
theoretical base for this integrated designing must always be the proper formulation of the
system equations of all involved disciplines. With regard to aeroservoelasticity, this chapter
therefore explains fundamentals of aeroelasticity, control systems, structural dynamics and
multidisciplinary design optimisation.

With the target of this work of developing an integrated airframe design process considering
flight control system demands in mind, Chapter 2 formulates the therefore necessary physical
basics. They are needed to understand the modelling components, which are highlighted in
Chapter 3 and merged into a final process in Chapter 4.

2.1 Static Aeroelasticity

A main component of an aeroservoelastic design process is the field of aeroelasticity. It de-
scribes the interaction between elastic deformations of structures and externally acting, aero-
dynamic loads. In this chapter, the governing equations of the thus contributing disciplines
aerodynamics and structural mechanics are derived in such a way that they can be applied in
an integrated airframe design process.

Forces and moments applied to a given structure lead to a displacement field. The pres-
sure distribution resulting from the aerodynamic flow and the external loading, accordingly
changes due to this deformation (see Figure 2.1). The circular dependency can be solved
only with methods that evaluate both disciplines and respect the mutual, physical effects be-

tween them.

Figure 2.1: The interconnections of static aeroelasticity
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2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

In aircraft design, aeroelasticity is of main importance for flexible structures. The wing aspect
ratio A is a basic, purely geometric characteristic, which is well known from aircraft design
fundamentals. The dimensionless A is often defined as in equation (2.1) with the wing span
b and the wing reference area S,.y. For a wing without kink, it can be expressed through its

chord length ¢ and span b, as well.
b2
Sref

A= 2.1)

When introducing the topic of aeroelasticity an important side note must be made, concerning
the orientation of aeroelastic quantities. In structural aircraft design, the main coordinate
system is usually oriented with the x-axis pointing from nose to tail and the y-axis pointing
from fuselage to starboard. As a result, the z-axis orients upwards which is different from the

common definitions in e.g. flight mechanics.

et

“Ezz —
X E. / eﬁj}sz"-ﬂ
%

Figure 2.2: Coordinate system applied in aeroelastic modelling

Respecting the influence of aerodynamically induced elastification helps to find improved air-
craft designs and to detect dangerous physical effects, which can even lead to a loss of the AC.
Various dynamic phenomena as flutter, gust, buffeting or control surface reversal can cause
serious damage and even lead to a loss of the aircraft. Therefore they need to be assessed in
an integrated design approach, best with higher fidelity methods like presented e.g. in Rozov
et al. (2019), Breitsamter (2001), Breitsamter (2005), Wildschek et al. (2010).

2.1.1 Aerodynamics

One of the two pillars of aeroelasticity as part of an aeroservoelastic analysis is the field of
aerodynamics. lts physical basics, the governing equations and their mathematical implemen-
tation are described here.

An important dimensionless parameter in aerodynamics is the pressure coefficient C,,. It is
formulated with the pressure p, a reference pressure pg (e.g. the free stream pressure poo),
the density p and the velocity v of the respective fluid (compare e.g. Katz & Plotkin (2010)).

_Db—Po
20

(2.2)
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2 Static Aeroelasticity

The denominator of C), is the dynamic pressure pgyy, .

1
Pdyn = ipUQ (2.3)

With respective C,, the pressure difference Ap between two points, e.g. the lower and the
upper side of a surface, is then given as

Ap = pdynACp (24)

The spatial distribution of Ap, enables the calculation of forces F' and moments M, which are
used to load a mechanical structure. The main question in the field of aircraft aeroelasticity
is therefore, how to determine the resulting pressure distribution for certain environmental

conditions, given by respective flight states.

The mathematical closed form of the system equations, describing the flow of the Newto-
nion fluids handled in aircraft design, is usually formulated by the Navier-Stokes equations
(compare Katz & Plotkin (2010)):

0v; 0 2 0 0v; Ovj

p( ot +7-Vuy) = pfi - %(p'i‘ §“v'”>+37j“(azj + 8&:1-)

(2.5)

They result from the differential forms of the conservation of mass and conservation of mo-
mentum given in index notation (i, = 1,2,3). Here f are mass specific forces externally
applied to the fluid, = represents a generic spatial orientation and y is a viscosity coefficient.

According to the given problem, sensible assumptions are made, simplifying the equations.
Common assumptions are made for the viscosity coefficient, the compressibility of the flow,
transient effects or boundary conditions of the respective, physical problem. The resulting dif-
ferential equations are then solved for the velocity field with an appropriate numerical solver, in
general. A method solving the transient Navier-Stokes equations directly is the Direct Numeri-
cal Simulation (DNS), where no turbulence model or specific boundary conditions through wall
models are needed. The Large Eddy Simulation (LES) is solving (2.5) as well, however uses a
turbulence model reducing the numerical effort. Reynolds Averaged Navier-Stokes (RANS) is
treating a time-averaged form of the Navier-Stokes equations. Euler methods mainly assume
a non-viscous fluid but still need to solve a second order differential equation system. All
of the previously named methods demand volumetric discretisation, bringing high computa-
tional effort, which is an inevitable nuisance that must be accepted for respective aerodynamic
problems.

Especially with regard to an application in optimisation frameworks, where many evaluations
of the governing equations are necessary, the volume based discretisation is a huge disad-
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2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

vantage, however. The methodical coupling of such high-fidelity solvers in an integrated way
within optimisation is still topic of current research activities. Therefore DNS, LES, RANS
or even Euler-approaches are not yet suited to serve as subcomponents, in the scope of a
framework aiming to handle a wider range of disciplinary fields. (It shall still be noted that
recent works in the field of aerodynamics like e.g. Weigold et al. (2017) see a shift of panel
methods to more advanced CFD-methods in the near future, which MDO-processes have to
adapt to sooner or later, as well. An example successfully applying higher fidelity methods in
the background of conceptual design is Hermanutz & Hornung (2017).)

Less numerical effort is required by panel and lattice approaches, which discretise surfaces
rather than volumes. Due to the demand for low computational cost in MDO applications, a de-
cision between the possibilities of a two-dimensional panel method and the one-dimensional
VLM and DLM had thus to be taken, for this work.

Panel methods are capable of respecting effects of air displacement as a result of volumetric
components. Lift distributions obtained from lattice approaches are accurate for many, espe-
cially conceptual aircraft studies. The engineering issues, to be demonstrated in the following,
are dealing with incompressible, low-speed flows. Respecting compressible and transonic or
supersonic effects would not bring methodical changes to the derived processes, but bring
additional problems, which need to be solved. A key problem lies within respecting transient
system responses, necessitated through the targeted integration of control systems into the
structural design loop. For this purpose an unsteady vortex lattice method, which demands
the consideration of aerodynamic wakes could be used. To get an idea of how this can be
achieved, Binder et al. (2018) shall be recommended. However, assuring that the studied
manoeuvres are carried out slow enough, enables neglecting transient aerodynamic effects

with the assumption of quasi-steadiness (compare e.g. Kier (2005), Kier (2011)).

Obviously, this assumption reduces the number of engineering tasks, that can be accurately
described. In the scope of this thesis, this limitation is acceptable. Therefore steady VLM
is selected as the primary aerodynamic method. Its governing equations must be described
from a theoretical point of view, briefly, to better understand practical details of the modelling
aspects. As based on potential theory, most of the following equations can be found in basic
courses on aerodynamics. Katz & Plotkin (2010) contains an excellent description of all nec-
essary aspects of the potential theory. Kier & Looye (2009) contains very valuable details on
the VLM. An early description of the DLM is given in Albano & Rodden (1969).

Lattice methods are mathematically motivated from potential theory. The velocity field ¥ is

)

assumed to arise of a component without vorticity 7(®) and a divergence-free component

(without sinks or sources) 7(“). The vorticity & is the mathematical rotation of the field. The
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2 Static Aeroelasticity

irrotational part 7(®) can be derived as gradient of a scalar potential .

7= 4@ (2.6)
Vxd® =0 (2.7)
V.79 =0 (2.8)
7 =vo (2.9)
J=rot(v) =V xv (2.10)

A VLM now calculates the rotation-free velocity field #(®). Planforms of lifting surfaces are
discretised in panels through horse-shoe vortices, concentrating a finite circulation I'; at their
25% relative panel chord lengths.

Figure 2.3: Discretisation of aerodynamic surfaces with vortex lattice

The circulation I' of a velocity field ¥ with respect to a given contour S which encloses an area
A is defined as the line integral of the tangential velocity alongside of S. I' is connected with
the vorticity through the theorem of Stokes.

F(S):%U-dé’:/&j-ﬁd/l (2.11)
S A

77 is the normal vector to the area A. Following the Kutta—Joukowski theorem, which states

Figure 2.4: Velocity field and path for line integration

that lift per unit span [ on a lifting airfoil is proportional to the respective I', each horse-shoe j
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2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

generates an amount of lift /; according to its I'; (represented in vector notation by f).
lj = p’l)oorj (2.12)

Thus, the spatial distribution of the finite I'; enables the calculation of the aerodynamic lift dis-
tribution. The unknown I'; are determined by the flow conditions describing the aerodynamic
problem. A linear equation system formulates the dependency between the I'; and the up to
this point undefined flow v;, that is to be evaluated on a respective panel. The matrix describ-
ing this relationship mainly depends on the problem geometry, i.e. the distances resulting from
the spatial discretisation of the lifting surface through the horse-shoe vortices and is referred
to as Aerodynamic Influence Coefficients (AIC) matrix.

AIC -T=7 (2.13)

The Biot-Savart law describes how the rotational part of a vector field 7(“) geometrically re-
sults from its vorticity & and is thus used to calculate the entries of the AIC matrix. The exact
numerical procedure shall not be highlighted here in detail, as it can be found in corresponding
literature and works (e.g. Katz & Plotkin (2010)). To solve the mathematical equation system
(2.13), a physically sensible right hand side v; has to be defined. Respective constraints
are given by flow conditions, known at certain points through the problem to be solved. It
was possible to introduce pre-defined I'; using a Dirichlet Boundary Condition (DBC), directly.
However, it is more common to formulate the demand as a Newman Boundary Condition
(NBC), evaluated at a location of 75% relative chord length of each panel ("collocation/Pis-
tolesi point"). The fact of a common airfoil being impermeable for the flow is used to formulate
appropriate, mathematical boundary conditions for equation (2.13), by means of defining the
zero normal flow.

The demand of the panel being impermeable induces a normal component to the velocity
field of the flow. The normalised form of this component shall be referred to as downwash,
or normal wash, and is given for each box as wj;. It results of the time derivative «; of the
aerodynamic displacement field with the box component u;, evaluated at 75% relative chord,
which is identical with the respective velocity v;:

w, = % = % (2.14)
For the sake of generality, the possibility to evaluate the aerodynamic displacement of the
discrete field uj is maintained through the index k, rather than staying with the box index
j. From a purely methodical point of view, it makes no difference, where the aerodynamic
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2 Static Aeroelasticity

displacement of the respective box is evaluated. In any case, the lever arm between the
aerodynamic evaluation points indexed with j or k£ must be respected properly. Commonly the
evaluation of the aerodynamic displacements is performed either at the mid point or at 75%
relative panel chord position.

From a computational side, equation (2.13) is reformulated as the connection of dimensionless
downwash and pressures through the matrix A;; correlating to the AIC:

1
wj = 7Ajjfj (215)
Pdyn
fi = PagnAS; wj (2.16)

The steady rotational displacement ©,, of a 6-Degree of Freedom (DoF), local, aerodynamic
displacement u; can be seen as a local pitch angle © and directly contributes to the down-
wash w;. To numerically handle this, a differentiation matrix consisting of the entries D, is
introduced. It mainly selects rotations from the displacement vector:

w; = Djkuk (2.17)

Dj,=[000010] (2.18)

With the boundary conditions being described at 75% relative panel chord position over the
downwash, equation (2.16) can be reformulated as

Qjjwj = ACy; (2.19)

The matrix entries @);; correspond to those of the inverted AIC matrix Aj‘jl. With a known
downwash distribution it enabled the calculation of discrete pressure coefficients AC),; over
the aerodynamic mesh, directly.

Integrating the box pressure using the cross section area leads to the load P, generated by
the box. The mathematical proper equation

ﬁ:/p-ﬁdA (2.20)
A
writes in a discrete, numerical form as

Pk = Skjpj (221)

Py, shall be the force acting at 25% relative chord of the box (where the finite circulation
I'; is located as well), p; is the pressure difference between lower and upper side of the
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2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

box and Sy; represents an integration matrix mainly multiplying p; with the cross section
areas of the respective boxes. A connection between aerodynamic loads and displacements
can be reformulated after inserting the dependencies considering the box pressure and the
downwash, which ends in

Pi. = paynSkj A} Djkun (2.22)

Qrr = Sij;lejk’ (2.23)
With regard to a further usage in an aeroelastic formulation, the important coefficients of
aerodynamic matrices summarise as
e Aj;, relating box pressures with downwash (equation (2.13) or equation (2.16))

e Dj, selecting downwash components from local, aerodynamic displacements (equa-
tion (2.17))

e Sy, integrating pressures to forces (equation (2.21))

To round up the description of pure aerodynamics, the necessary, most critical assumptions,
for the results obtained with the VLM to be valid, shall be recapped:

e Quasi-steadiness: % ~0

Constant viscosity: i = const

Incompressible flow: p = const

No drag respected

2.1.2 Structural Mechanics

The second pillar of aeroelasticity is the field of structural mechanics. Its basic quantities, their
interrelations and mathematical representations of the governing equations are described in
this chapter.

To determine the elastic behaviour of airframe structures in consideration of aeroelasticity,
static structural analyses must be performed. Key responses of such analyses are displace-
ments u, strains € and stresses ¢. Based on the results of a structural analysis, sizing de-
cisions can be taken. The solver responses are used by both, an actual stress engineer, to
e.g. evaluate overall airframe integrity, and by a numerical optimiser, which provides design
suggestions on an algorithmic base.

Depending on the design, materials and given boundary conditions, it may be necessary
to consider non-linear effects. This work assumes linear structural behaviour. With respect
to static aeroelasticity, time dependencies are not considered yet. The following basics on
elasticity are valid for small, time-invariant deformations and shall therefore be used in the
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2 Static Aeroelasticity

scope of linear, static, structural analyses.

A proper description of the elastic state of a design under given loads demands a mathemat-
ical formulation of governing equations, which is valid in every point of the structure. Such a
description is called the local or strong form of the mechanical problem. It consists of a set of
equations, which completely describe the mechanical situation through u, € and ¢ at all ma-
terial points. The displacement w is defined by the current geometric position w.r.t. a central,
basic coordinate system. It consists of both translational and rotational parts. Strains ¢ and
stresses o, however, can be defined in various ways. Common strain formulations are given
by the Green-Lagrange strain tensor, the Euler-Almansi strain tensor, or the linear, engineer-
ing strain like used in Jones (1998) or Bathe (1996). Components of the strain tensor shall be
noted by ¢;;. Stress tensor formulations usually are based on Cauchy or Kirchhoff (see Bathe
(1996)). Their tensorial components are o;;. Per definition ¢;; and o;; are symmetric. The
first index ¢ denotes the normal direction, the second index j denotes the orientation of € or o,
respectively (compare Figure 2.5, left).
X3

dxl 033 dx

003,
621 1 dx, o3+ e dx;

3

d dx, « -
X3 2 dx3 11
6621 d

0oy, Gyt X2

oyt A dx, 0%

o) ox,

031

Figure 2.5: Index notation used for tensorial quantities in structural mechanics

Structural mechanics aims to evaluate displacements, strains and stresses in every point of
the structural domain . The equations coupling these three quantities are known as the
Balance Equation (BE), Kinematic Equation (KE) and the Constitutive Equation (CE).

The balance equation follows from a mechanical equilibrium at the infinitesimal body with
thickness dx; (compare Figure 2.5, right).

0jij+bi=0inQ,Vi,j=1,23

Oo11 0o Oosp - .
by =0in O

8x1 + 8952 + 81‘3 to n

Ooia 0oy  0Ooszy - .
= Q

Ry + s + D23 +by=0in

Oo13  Ooz | doss
a.%l + 8%‘2 + 8.173

(2.24)

+b3=0iInQ

Body forces b; are referred to a unit volume. The (spatial) kinematic equations give the geo-
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metric relation between the displacement and the strain field.
1 . .
€ij = i(ui’j +u;) in €, Vi, j=1,2,3 (2.25)

The constitutive equation directly relates the stresses to the strains. The discussion here shall
be restricted to materials where this relation is linear (Hooke’s law).

oij =Cijrier in Q, Vi, j,k,1=1,2,3

oij =Cijnenn + Cijrzera + Cijizerz+
(2.26)

Cija1€21 + Cijazean + Cijozeaz+

Cijzies1 + Cijzaeza + Cij33€33

The fourth order tensor C;;;;; mainly carries the elastic moduli. Boundary conditions are nec-
essary for a mathematical complete solution of the equations. The geometric boundary of the
structural domain €2, which u, e and ¢ shall be evaluated on, is denoted as structural boundary
I'. Commonly, a boundary is given as mechanical DBC for pre-known displacements ; on
the displacement boundary I",, or mechanical NBC for implicitly defined stresses on the stress
boundary I',. The latter can be determined directly from the explicitly defined constraint-
forces, also known as traction forces ;. In the well known example of a one-side clamped
cantilever beam, T',, is given by the clamped end, as the displacement result is pre-known
there, and I, is given by the free end, as the stress result is pre-known there.

Iﬁu AOa EI F

X T,

1

Figure 2.6: The cantilever

ui=1;0nTy,,Vi=123 (2.27)

oyni=t;onT,,Vi=1,2,3
o111 + 09119 + 03113 = 11
(2.28)

012N + 022N2 + 032n3 = 12

01311 + 023N + o33ng = t3
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2 Static Aeroelasticity

Putting all equations together leads to the strong form of the governing equations of structural
mechanics. They are often depicted in a Tonti diagram.

tractions stresses strains

fixed
displacements

loads displacements onl,

Figure 2.7: Tonti diagram of the strong form

BE:0jij +b;i =0 inQ,vi,j=123
KE: € = %(uw + ;) inQ,Vi,j=1,2,3
CE: 0ij = Cijuicn inQ, Vi, k=123
DBC: u; = 4 onT,,Vi=1,2,3
NBC: o;;n; = {; onl,,Vi=1,2,3

The strong form is a complete representation of the continuum mechanical states in a given
structural system. Ideally it is solved locally for every point. The residual R at every position x
would vanish for each of the governing equations:

R(z)=0

Usually such a solution is analytically possible for academic examples under various assump-
tions, only. This is rarely of use for large scale applications. A weaker demand can be for-
mulated, when asking that the residual shall vanish globally, rather than locally. Thus it is not
demanded that the equations are fulfilled in every point of the domain 2, but it is sufficient that
the respective governing equation is valid globally, in an integrated way:

/R@mxzo (2.29)

Obviously, this equation is fulfilled by the actual solution of the strong form of the governing
equations. However, other functions may be allowed in equation (2.29) as well. Therefore a
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set of weighting/testing functions w is introduced to test the residual R at specific points:

/R(m)w(az)dm =0

This approach is referred to as the method of weighted residuals like described in Bathe (1996)
or Zienkiewicz et al. (2013). In structural applications, the weighted residuals of the balance
equation and the Neumann boundary condition are summed up as follows:

Rpg = 0jij —i—b} in Q,V’i,j =1,2,3
Rypc =t; —oyn;only, Vi=1,2,3 (2.30)

/RBEwdQ+/ RypocwdQ=0

Q o

The choice of the test functions w is arbitrary. Using mathematical theorems and selecting
virtual displacements du for w enables to identify different parts in equation (2.30) as mechan-
ical components and finally leads to the Principle of Virtual Works (PvW), stated as follows:

1 N N
/ (Cijklg(ukl + ulyk))éui,jdﬁ = / b;du; dS + / tidu;dl’ (2.31)
Q Q T

Equation (2.31) is now a weak form of the governing equations in structural mechanics. It
describes the structural state in a global, an integrated way. It has the be noted that still no
mathematical simplifications were made, the governing equations are valid in an analytical
form. At this point a discretisation must, however, be introduced to enable the application of
numerical computation. The domain 2 is discretised through a mesh of structural nodes in
finite elements (¢, as can be seen in Figure 2.8.

Figure 2.8: Finite element discretisation

It must be emphasized that equation (2.31) is not only valid on the overall domain €2, but on
each element Q(¢), as well. The discretisation in finite elements gives name to the numer-
ical method (FEM). The displacement field « and the variational displacement field du are
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approximated through discrete nodal displacements d using specific shape functions V:

(2.32)

The nodal displacements d act at the nodes of the structural mesh represented in Figure 2.8.
The shape functions N depend purely on geometrical properties. They are selected such
that a nodal displacement contributes to the displacement field at the corresponding structural
node, only.

One problem in the weak form (2.31) is given with the fact that not only the virtual displacement
du;, but the virtual strain du; ; is needed, as well. Therefore (2.32) must be differentiated. The
differentiation is denoted by the differentiation operator L, which leads to vectorial strains

g

L
e=L-N-d (2.33)
B

-d

Equation (2.33) shows the B-operator, which basically represents the geometric differentiation
of the shape functions. It connects the strains e with the discrete, nodal displacements d.

The variational displacement field Ju was introduced for the weight functions w, above. There-
fore it was sensible to select the same shape functions N for the displacement field and the
actual weight functions w = Jdu. This approach is the common "Bubnov-Galerkin" approach,
which is not the only way to handle the weak form, however.

With given nodal displacements d, both the displacement and the strain field « and ¢ are ap-
proximated through (2.32) and (2.33). To determine d, the latter equations are substituted
in the weak form (2.31) for each element Q(¢). From the resulting equation, element stiff-
ness matrices k(¢ can be identified, which connect nodal displacements on the element with
respective nodal loads. The global stiffness matrix K is assembled from the local, element
stiffness matrices k(¢). The same applies for the global vector of discrete displacements, the
global vector of discrete loads and the global mass matrix M.

K= A(k@) (2.34)

The assembly process over all the n.;. elements is indicated by the assembly operator 4. As
a result of the discretisation and the assembly process, the governing equation can be written
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in form of a matrix vector equation

K-d=P (2.35)
r n 4
K1 Ko K3 ... King, dq Py
Ko Koo Ko ... Koy, do Py
K3 Kso K33 e Kgndof : ds = Ps (2.36)
_]:(ndof1 Kndof2 Kndof3 Kndofndof_ dndof Pndof

Care must be taken concerning the fact that the assembly of the element stiffness matrices
is carried out over all n.. elements, whereas the resulting matrices and vectors in equation
(2.36) are formulated for the ny,; structural degrees of freedom. As the degrees of freedom
are not exclusively bound to single elements, during the assembly process the element stiff-
ness matrices are not only positioned in the global stiffness matrix, but its components need
to be summed up for those degrees of freedom which are shared by multiple elements.

The resulting, actually continuous displacement field w is interpolated over the elements via
the discrete, nodal displacements d. The vector of discrete, nodal displacements d is often
not properly differentiated from the continuous displacement field u. Equation (2.35) is then
noted with u being the vector of discrete, nodal displacements:

K-@="P (2.37)

Following the index-notation previously used in this work, equation (2.37) was formulated with
the u, as
Kggug = Py (2.38)

The main outcome of a finite element formulation for further studies in this thesis is given by
the global stiffness matrix K,,. It embodies the overall elastic information of a given system
and enables the determination of an elastic displacement field from externally applied loads.
In a post-processing step, strains and stresses can be calculated with the given mechanical
equations.

In numerical applications, structures are discretised through structural elements as one-
dimensional rods, bars or beams and two-dimensional shells, plates and membranes. Each of
these elements comes with a proper finite element formulation. Mechanical system responses
of compound materials can be determined with finite element solvers, as well.

It has to be pointed out, that results from linear, finite element analyses must be considered
valid only for small deformations (see Bathe (1996)). Most structural problems in aircraft
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design can accurately be handled with the assumption of linearity. This is especially true
for the phase of conceptual design. As soon as high deformations occur in a structure, a
geometrically non-linear formulation must, however, be applied. Basically, this means that the
influence of the structural deformation is considered during the evaluation of the stiffness, i.e.
the stiffness matrix depends on the deformation itself:

K(@)-i=P (2.39)

To numerically solve this algebraic equation, an iterative approach must be used, as the sys-
tem matrix K depends on the actual solution w, itself.

2.1.3 Interconnection of Aerodynamics and Structural Mechanics

The general, circular dependencies of static aeroelasticity was mentioned at the beginning
of this chapter (compare Figure 2.1). Displacements and loads from the isolated disciplines
of aerodynamics and structural mechanics must now be brought into interaction. Of central
importance are the aerodynamic and the structural degrees of freedom given through u; and
ug, as quantities like velocities, strains or stresses can be derived from these primary solution
values.

Generally the aerodynamic DoFs are collected in the dependent set, whereas the structural
DoFs are selected as the independent set. Postulating linear dependencies, this leads to the
generic equation

up = Gpglg (2.40)

where the entries G, of the matrix GG contain the information of how aerodynamic degrees of
freedom result from the structural ones.

Only in the rare case that an aerodynamic and a structural mesh coincide, the respective
DoFs match each other. In that case, no translation between the DoF-sets is needed. From
a modelling point of view, however, this is a highly inflexible solution to achieve a proper in-
terconnection between u;, and u,. Connecting the aerodynamic and the structural nodes with
rigid elements is another approach, which was applied in the first days of aeroelastic projects
in aircraft industries. Especially when aerodynamic forces shall be applied to structural stick
models, the beam splining method was developed. It demands that all structural nodes are
aligned on a geometrically straight line as it assumes that deflections pass through the deflec-
tion field resulting from an elastic beam (compare Rodden & Johnson (2004)). This require-
ment dramatically limits the applicability of beam splining and necessitates high modelling
effort.

A more state of the art aerostructural interconnection is given by two-dimensional splining
methods. The Infinite Plate Spline (IPS) method is based on the mechanical theory of plate
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elements. It solves the deflections of an infinite plate that is supported at a set of discrete
points with known displacement values. The geometrical points of the two sets are projected
to a plane where the solution takes place. The main numerical effort comes from evaluating
geometrical relations between all points as the distances are main contributors to G. The
outcome of the spline method comes from the determination of the matrix components Gy, of
the spline matrix G.

The main principle which should be fulfilled by all interconnection methods is the PvW, again.
All aerodynamic loads F}, and the equivalent loads F}, acting on structural points must do the
same virtual work along the virtual displacements du;, and du,:

(5uka = (5ugFg (2-41)

Bringing together equations (2.41) and (2.40) results in

Fa = Coufl (2.42)
Fy = G F

The spline matrix can thus not only be used to transform displacements from the structural
domain to the aerodynamic one, but relates aerodynamic with structural forces as well. In the
scope of aeroelasticity it further comes into use when aerodynamic matrices as the aerody-
namic stiffness matrix shall be transferred from the aerodynamic to the structural field:

G;{g
Qi ¢ — Qg
Gy

A more detailed derivation of the mathematical and physical basics of the IPS is beyond the
scope of this work. For this purpose it shall be referred to e.g. Harder & Desmarais (1972).

2.1.4 Governing Equations of Direct Aeroelasticity

With the basic equations of aerodynamics and structural mechanics being described and the
mathematical interrelations being explained, all ingredients can be brought together now. This
chapter formulates the governing equations of aeroelasticity, such that they can be used in
the scope of aeroservoelastic analyses.

To describe the physical behaviour of an aircraft, the equations of motion are used. Following
Newton’s second law of motion, all forces and moments in a system must be collected and

brought into an equilibrium. The work done on the structure through external forces must
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balance the change of internal energy. The main components contributing to these governing
equations result from aerodynamics and structural mechanics and were presented on the

previous pages.

The internal elastic force of a given aeroelastic system consists of two summands. One part
of the elastic displacement field emerges from the loads and over the stiffness matrix K,
known from the discussion on structural elasticity in Chapter 2.1.2 (compare the main equation
(2.38)):

Kyqug = P, (2.38 revisited)
PELSM) — ¢ (2.43)
PESM) = Ko u, (2.44)

The second part of the elastic displacement field emerges analogically from the loads and
over the splined, aerodynamic stiffness matrix @. It embodies the elastic contribution of aero-
dynamic displacements wu;, to the structural displacement field v, and is formed using the
spline matrix G to transform the aerodynamic to the structural field:

pEAD) — _py Q- (2.45)
Pg(EZ’AD) = —PaynQygtiy (2.46)
Qqg = GiySkj A3} DirGhy (2.47)

Summing up the two load vectors leads to the vector of internal elastic loads. It is connected
to the elastic deformation field by the aeroelastic stiffness matrix K¢:

ﬁ(el) _ p’(el,SM) + p’(el,AD) — K°%.q (248)
Péel) = [Kgg — PaynQqglug = Kggug (2.49)
K5y = Kgg — PaynQgg (2.50)

Another load component stems from the inertia of the structure. It results from the acceleration
experienced by the structural mass, formulated through the structural mass matrix M:

plinert) — pr. g (2.51)

P{mert) = Mygii, (2.52)

The externally applied loads consist of two summands. The control surfaces of an aircraft are
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used to induce desired movements. Ailerons, elevator and rudder therefore provide control
in the aircraft roll-, pitch- and yaw-movement, respectively. Their deflections apply external
loads by actively changing the flow around a specific component. The same type of external
loads results from overall rigid body modes, changing the main aerodynamic parameters like
the angle of attack. Although not being physical displacements, control surface deflections
and the overall rigid body mode parameters are grouped in a vector of so called "extra point
displacements" u,., by MSC Nastran. Following the proceeding for the splined, aerodynamic
stiffness matrix occurring in equation (2.47), a respective extra point differentiation matrix with
the entries D, is formed. It mainly selects all VLM boxes modelling e.g. a control surface, to
contribute to an additional downwash induced by the respectively commanded control surface

deflection contained in wu,:

PErtra) — pyn Qo - iy (2.53)
P = by Qgatia (2.54)
Qgz = GhySkj A7} Dia (2.55)

It has to be noted that the number of columns in the entries D, is considerably smaller than
the number of columns given in D;. Usually only few extra points (corresponding to index x)
need to be defined, whereas the number of aerodynamic boxes (corresponding to k) depends
on the chosen spatial discretisation and will therefore be considerably higher.

The last component that needs to be comprised is given classically by all those additionally
applied loads, that were not yet respected by any other component. It shall be denoted as
Plarp) A concentrated thrust force modelling an engine, or distributed gravity loads can be
examples for the vector entries P\,

Bringing all internal and external loads to a state of equilibrium, results in

p’(el,S]\J) + P’(el,AD) + p’(inert) _ p’(eztra) + p’(appl) (2.56)

P’(el) + p’(inert) — p’(e:ptra) + p’(appl) (2.57)
or in the form of displacements and accelerations:
[Kgg - pdyang}Ug + Mygitg = paynQgztie + Pg(appl) (2.58)

Care must be taken here, not to account for gravity loads twice. If e.g. the gravitational
acceleration is applied to the structure by P(@PPl) a respective acceleration can not be
interpreted in i any more. It must further be pointed out, that (2.57) does not only describe a
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static equilibrium but enables dynamic states without consideration of damping components
in the form of (2.58), as well.

Equation (2.58) now helps to solve two main problems of steady aeroelasticity. On the one
hand the aeroelastic displacement field resulting from an aerodynamic state (defined e.g.
through control surface deflections and aerodynamic parameters as the pre-defined AoA) can
be determined. For this purpose, mainly u, and i have to be specified. A more difficult
problem arises when a trimmed flight state shall be found. In that case only the accelerations
are pre-defined, which still leaves u, unknown. This results in an under-determined equation
system.

One way to approach the issue of an under-determined system is to introduce further equa-
tions by making use of more, physical knowledge of the respective problem. MSC Nastran
suggests dependencies which mainly capture possibilities of inertia relief and the formula-
tion of a mean axes coordinate system as discussed in Rodden & Love (1984) and Rodden
& Johnson (2004). A mathematical technique is applied, that is based on selecting specific
structural reference DoFs u, and thus splitting the structural displacements w,. The acceler-
ations of the remaining, "left over" DoFs w; are then brought into an elastic relationship with
this selection:

u
"L, (2.59)

uy
i iy (2.60)

Another dependency is found by transforming extra points u, to the accelerations of the se-
lected structural reference DoFs.
Ug > Uy (2.61)

The introduction of these additional conditions leads to a definite, linear equation system. After
numerical re-organisations, it guarantees a unique aeroelastic solution. A deeper description
of the system of equations can be found e.g. in Rodden & Love (1984) and Rodden & Johnson
(2004).

To solve the aeroelastic equations, two main procedures come into use. The first possibility
uses numerical optimisation to find a trimmed flight state. A special trimming constraint is
introduced, which formulates the flight mechanical demand of an aircraft not to experience
any unbalanced loads or moments in an aerostructural way. An initial guess provides a first
solution for the displacement field. The resulting load situation represents the input for the

Lehrstuhl fur Luftfahrtsysteme |  Technische Universitat Miinchen 31



2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

assessment of the trimming constraint, which is violated as long as the external loads are not
balanced through respective aerodynamic angles of attack. The latter are varied numerically
until both the displacement field and the aerodynamic angles do no vary from one iteration
to the next, the constraints are fulfilled and the aircraft is thus considered to be trimmed.
This iterative approach is common in structural optimisation considering aeroelastic effects
(compare e.g. Deinert (2016), Daoud et al. (2012), Daoud et al. (2015)).

perturbation
g0 A gk deterr(f(l)me s('fsps
n(k+l):n(k) " An(k Aa™, An
=k+
Set nit. o, M evaluate Ye  frimmed statd
k=0 res=lift-weight a®, n®

Figure 2.9: Process flow of optimisation based trimming

The main disadvantage of optimisation based trimming w.r.t. this work lies in the always re-
maining residuum. Especially when the obtained, not properly trimmed state is further used as
initial condition in transient analyses, it can be noted that the residuum leads to an undesired
movement (e.g. a loss in altitude or a pitch up according to the respective moment), even if it
may be numerically rather small. An example for this is given in Chapter 4.2.1. In this work,
equation (2.58) shall be solved directly, using the given suggestions (2.59) - (2.61). This re-
sults in a monolithic solution sequence, referred to as direct aeroelasticity. A great description
of a numerical procedure realising this can be found in Rodden & Johnson (2004).

A further disadvantage of the optimisation approach compared to direct trimming comes with
the necessity to declare additional design variables for a numerical optimiser. This can be
a problem as the influence of the trimming design variables on the structural response may
be considerably higher than that one of the structural design variables. As the mathematical
optimiser doesn’t differentiate between trimming and structural design variables, it is therefore
possible that structural changes are exploited in order to reach a desired trim state, which is
physically not sensible.

A positive side-effect of direct aeroelastic trimming is given by the fact that within the solution
process stability derivatives are determined. Various force and moment quantities are reduced
to aerodynamic angles. The angle of attack o« and the elevator deflection n shall serve as an
example, here. Their contribution to the resulting loads (e.g. z-force F. or y-moment M,)
is given through selection matrices (e.g. sel, and sel,), that mainly select respective values
out of all angles involved in the trim problem. sel. , can be interpreted as the component of

sely, which represents the influence of a to a z-force. sel, can be seen as a subcomponent
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of a larger sel-matrix, again. Selected components shall serve as showcase derivations and

demonstrate how the selection matrices are coupled to the stability derivative values:

o lz,a + lz,
oc, 0Ly  geectlin
da  da Oa ¢S
2z lz,oc + lz,
803 . 8% - 6560;# _ Selz,n
on  on on - qS
M, selmy,a0tselmy nn
OChy aqSé _ o= B _ Selmya
do.  da dax ~ ¢Sc
M. selmy,a0tselmy nn
0Cny _ aquc _ 0= qSc o _ Selmy,n
on on on qSc

The selection matrices are formulated such that they handle geometric properties like refer-
ence lengths or areas w.r.t. the derivatives, as well. More details on stability derivatives will be
discussed later. Further information on the solution process to obtain ‘98%, etc. can be found

in Rodden & Johnson (2004).

2.2 Structural Dynamics

The previous formulations on aeroelasticity are all based on the assumption of steady states,
where the system responses do not contain any time dependency. As soon as transient effects
need to be studied, this representation must be extended by dynamic components. Control
systems are always dealing with states that are varying in time. As the integrated airframe
design process to be derived in this work desires an interaction with controllers, a transient
solver instance is added to the governing equations, now.

With regard to modelling dynamic behaviour, it is especially necessary to capture damping
effects. This is a highly complex task and involves practical testing and model adaptations
(see Beards (1996)). Here, damping will be approached with a simple, mathematical model.
Depending on the underlying, engineering problem, more advanced solutions might be nec-
essary in a large scale aircraft program.

2.2.1 Governing Equations of Structural Dynamics

The governing equation for a static structural system, relating elastic deformation over the

stiffness matrix with the external loads, was given as

K-i=P (2.37 revisited)

The steady or static equilibrium described through this equation, is a special case of a me-
chanical equilibrium. If an external disturbance does not lead to a long term change of this
state, it is further called stable. As soon as time-dependent effects act on the system, its gov-
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erning equations must be enhanced to properly describe the resulting dynamic behaviour.

The static equilibrium assumes no velocities (& = 0) and constant accelerations (ii = const).
Without these state characteristics, mass terms resulting in inertia effects and damping terms
can not be neglected. The more general governing equation then contains a time dependency
and states as

M -4(t) + D - i(t) + K - d(t) = P(t) (2.62)

where the mass term M -i(t) is known as an inertia load component from the static aeroelastic
context:
plmert) — pp . (2.51 revisited)

With the assumption of steadiness, this component primarily is used to capture inertia effects.
Transient behaviour is now contained in the governing equation (2.62) by respecting time-
dependent accelerations ii(t).

The damping contribution D - i(t) is more difficult to handle. The coefficient of the velocity
u(t) is the damping matrix D. Once excited, a system would oscillate endlessly, if no damping
is considered in the model. The results obtained from such a description are useless for sub-
sequent studies, which demand a proper dynamic modelling of the system. Thus, a sensible
form of D is an absolute must for such applications. Properly estimating damping effects and
generating respective models for a studied system is a science on its own. A system can
be exposed to various forms of damping. Material damping, damping in structural joints and
aerodynamic damping are well described in Beards (1996) and are of main interest for AC

structures.

In this thesis the Rayleigh damping model is applied to capture damping behaviour in the
analysed systems. The damping matrix D is assumed as a linear combination of the mass
matrix M and the stiffness matrix K (compare Zienkiewicz et al. (2013) or Bathe (1996)):

D =M+ asK (2.63)

With this formulation, the problem of determining D is reduced to the determination of two
scalar parameters «; and as. «;7 can be denoted as the mass coefficient of the Rayleigh
damping matrix, whereas as is the stiffness coefficient of the Rayleigh damping matrix. In an
AC project, they are best determined experimentally. A more analytic approach, applicable
for early design phases as well, is possible over a modal decomposition. The angular eigen-
frequency w,, corresponding to the eigenvector 3, for the structural mode m follows from
equation (2.64) (compare Zienkiewicz & Taylor (2000)):

(K — w2, M) -®,, =0 (2.64)
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Modal damping c,,, of the mode m corresponding to the angular eigenfrequency wy, is formu-
lated as

Cm = 2wmém (2.65)

In this context the damping ratio &,,, was introduced. It is the ratio of current damping to its
critical value. £ = 1 represents the critical damping case, which is the border between an over-
and an underdamped system. Then, the damping is just high enough that no overshooting
(change in direction w.r.t. the equilibrium state) occurs in the oscillation.

Figure 2.10 shows system responses of a mass-spring system damped with Rayleigh damp-
ing. The gravitational force acts as a step input, the steady state solution resulting for ¢ — oo
thus means that the inertia force is in an equilibrium with the spring stiffness. In the upper
case, only the mass term contributes to the resulting damping coefficient, while in the lower
case, only the stiffness term does.

Mass-Spring System
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(b) Pure stiffness damping

Figure 2.10: Rayleigh damping considering only mass or stiffness terms

Equations (2.63), (2.64) and (2.65) help bringing together the damping ratio, the angular
eigenfrequencies and the coefficients of the Rayleigh damping matrix:
1

En = 5(% + o) (2.66)
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The two unknown parameters a1 and ao can be determined from (2.66), now. Exactly two
angular eigenfrequencies w1, ws and damping ratios &1, &2 desired to damp the respective
modes 1 and 2, must be provided to result in a unique solution for a; and as, therefore. In
practice, usually a constant damping shall be reached for both modes, such that £ = & = &
and consequently

o) _ (¢ (2.67)

1
2w1
1 as 3

jE g

2wo

Equation (2.66) allows an interpretation of the meaning of the damping coefficients. The in-
fluence of mass damping through «; decreases for higher frequencies. Mass damping there-
fore mainly corresponds to damping of rigid body modes of a movement. Stiffness damping
through aw, however, increases linearly with the frequency (compare Figure 2.11). In the
range between the selected frequencies f; and f> the damping can be considered as rather
constant, depending on the range of selected eigenfrequencies.

Xi over omega

~~ alphal-damping
* alpha2-damping
— combined damping

Figure 2.11: Damping ratio over frequencies

The determined Rayleigh damping coefficients «; and «s are selected in such a way that a
constant damping of all frequencies in the range [f1 = 5, f2 = 52| results. For oscillating
structures £ lies in a range of 1% — 3%. This, however, depends on both materials and the
overall construction itself (Beards (1996)). Various sources provide damping ratios valid for

one or few studied or measured cases, only.

With all matrix coefficients of equation (2.62) being described, it is necessary to define a
sensible Initial Condition (IC) of the transient problem to enable a unique solution of the linear
equation system. In the static case this mathematically necessary step was given through
the declaration of boundary conditions (DBC or NBC). Where in static analysis the boundary
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conditions were given on the respective spatial boundary

DBC:ui:u} onPu,Vi:1,2,3

NBC: o;;n; = {; onT,,Vi=1,273

for dynamic problems, this must be valid with the additional time dimension for all time steps
considered in the domain [to, t.]:

DBC: u; = 1; onT, X [to,t],Vi=1,2,3
NBC: o;;n; = {; on Ty x [to,te],Vi=1,2,3
IC: i (to) = s 0 inQ,vVi=1,2,3
wi(to) = i inQ,vVi=1,2,3

In many applications, the initial condition for the displacement field u(ty) = wg is obtained
from a steady state and can thus result from a static structural or static aeroelastic analysis.

2.2.2 Numerical Solution of the Structural Dynamics Problem

The numerical solution of the equations from Chapter 2.2.1 demands a time discretisation.
Temporal derivatives are approximated through forms of difference quotients. The time do-
main is divided in discrete intervals, of mostly uniform step size At.

With a given time discretisation, various solution approaches are possible (Faires & Burden
(1994)). A basic time domain solver can be implemented through the forward Euler method.
Based on the known values u(9) = u(t;) and @Y = u(t;) of time step t;, the solution for the
next time steps (¢;+1, ti+2, ...) can be approximated through

Wi+ (0

0
A i (2.68)

In equation (2.68) the unknown value «(**1) appears on one side only, which enables a direct
solution. Another approach is given when the unknown time step ¢;,; appears on both sides:

(i+1) _ , (0)
u u ;
— =40 2.69

Al u (2.69)
This is the backward Euler method, which represents an implicit solver. With backward Eu-
ler being an implicit solution method, its main advantage over forward Euler, lies within the

solution stability even for a coarser time discretisation (Faires & Burden (1994))

A more advanced and state of the art solver for FEM applications is given by the implicit New-
mark Beta Method , as described in Newmark (1959). The resulting numerical approximation
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for the time step ¢;4.1 contains two solver parameters 5 and ~:

a0t = () 4 (1— 'y)Atil(i) + fyAtu(iJrl) (2.70)

A . , 1 , ,
w) = 4@ 4 At 4 (5 - BYALZED + fAL%EHD 2.71)

5 and ~ can be used to control the approximation character of the accelerations: g = % and

v = % leads to a linear approximation of . 5 = % andy = % leads to a constant approximation

of the mean 1.

Newmark Beta can again be seen as a special case of the Generalized Alpha Method, which
shall further be applied in this thesis. Along with g and -y, two additional parameters «,,, and
oy are added to the numerical solution equations (compare Chung & Hulbert (1993)):

1— 2
g L-am+ay) (2.72)
4
1
v = i—am+af (2.73)
2poo
Q= 2.74
s (2.74)
Poo
ay = 2.75
f 1+ pso ( )

Poo € [0,1] controls numerical damping. The equations are intended to control the high
frequency damping of the transient solution. With «,,, = 0 and ay = 0, the Newmark Beta
method is obtained. Comparing the Newmark Beta Method with Generalized Alpha Method
shows that both work with the same discrete, governing equations and that they only differ in
the choice of g and ~.

2.2.3 Structural Dynamics in the Scope of Aeroservoelasticity

Flight mechanical calculations are often based on point masses. The mass property of the
aircraft to study is condensed to a single point and its flight path is analysed and optimised
in a spatial and temporal context. The structural dynamic equations in this work enable the
same kind of studies if the DoF of the centre of gravity is considered. Thus, effects of changes
in the AC dynamic behaviour through external loads can be studied. Further it enables the
simultaneous evaluation of all structural properties as strains and stresses. This is crucial for
a MDO based structural design, where working with the Global Finite Element Model (GFEM)
rather than point masses and reduced models is a must.

In the scope of aeroelasticity, the responses obtained from a transient analysis and especially
their changes from one time step to another can be interpreted as flight mechanical properties
and changes in the aerodynamic flow conditions. A temporal change in a rotational DoF about
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the y-axis can be seen as a change in the local angle of attack for an aerodynamic solver:

Aurot,yﬁAO[loc (276)
™ N (1 .

ulo ) — ulg=alit — afl) (2.77)
The rotational DoF u,..; directly results from the dynamic-solver. A change in a local pitch
angle © can as well be obtained as a change in the respective rotational DoF. The same
applies for corresponding velocities (both translational .., and rotational ...;). The pitch rate
(or pitch velocity) g, is the temporal derivative of ©. Its change can thus be interpreted from a
change in the rotational velocity ,.,: of the AC for a given reference point (e.g. the Centre of

Gravity (CoQ)) resulting from the transient solver:

O=gq (2.78)
AO=Auy oty (2.79)
AO=Adlyory (2.80)

From a flight mechanical point of view, such assumptions pose a strong simplification of the
often non-linear governing equations. A detailed description would cover a full representation
in all axes (aerodynamic axes, body axes, wind axes, etc.). For airframe design they are still
valid, as the focus lies on the loads resulting from the AoA and especially on their effect for
the structural components.

To capture the behaviour of a mechanical system, where a controller is in the loop, time-
dependent responses must be studied. Damping has a major influence on the dynamic re-
sponse in such systems. Therefore a qualitative representation of transient effects can only
be achieved by applying a damping model. Rayleigh damping is only one method to solve
this problem. Accurate representations of aerodynamic damping in AC models is another

important example in this context.

2.3 Control Theory

For a sensible treatment of control related tasks, a basic understanding of the mathematical
description of engineering systems is indispensable. Especially when a controller shall be in-
tegrated into an airframe sizing loop, basic concepts of the engineering fields "control theory"
and "flight mechanics and control" must be known. The following highlights those concepts,
which can be considered as basic in controller design, but are not established in the context of
integrated airframe designing with MDO. What shall not be described here, are fundamental
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basics on topics like control system modelling, Laplace transformation, analyses of dynamic
systems, stability and controllability or control system design. For such an introduction to
control systems, basic engineering courses or literature like e.g. Ogata (2010) may be consid-
ered. If detailed information on flight control systems is desired, Brockhaus et al. (2011) shall
be suggested.

2.3.1 Open Loop and Closed Loop Systems

The engineering discipline of controller design deals with dynamic systems. States x of such
systems are often represented through a state space model (compare e.g. Ogata (2010),
Brockhaus et al. (2011)). The mathematical representation of a state space model is given
through the equation system

]
I
81

A-Z+B-a (2.81)
C-Z+D- i (2.82)

<y
I
8

with the state matrix A, the input matrix B, the output matrix C' and the feedthrough matrix
D.

The behaviour of transient signals is studied and manipulated w.r.t. a desired nominal value,
or set point w. Itis mainly analysed how changing the inputs « to a system affects its outputs y.
Transferring the inputs and outputs into the Laplace domain results in U and Y. The concept
of transfer functions G describes the connection between U and Y in the Laplace domain:

Y=G-U (2.83)
As long as the outputs are not used to influence the inputs for the purpose of manipulating
the system state, the term open loop system applies (see Figure 2.12 (a)). The system to be

controlled is referred to as the plant. Feeding back the outputs of the plant to its inputs helps
to manipulate the system state. The result is a closed loop system (see Figure 2.12 (b)).

w e Y
U Y Y
——» Plant ——

(a) Open loop system (generic input U) | (b) Closed loop system (set point input W)

Figure 2.12: Open and closed loop system

Closing an open loop system over a controller means selecting, measuring and pre-
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processing proper signals as outputs, first. The selected outputs are then fed back to a
controller, which generates a command wu, that aims to lead the system to a target state.
Therefore, the plant output is subtracted from or summed to (negative or positive feedback)
the input signal, which leads to the control error e. Closing the loop changes the Transfer

Function (TF) of a given system, as can be seen in Figure 2.13.

+ P
_u ] p v, ¢ = @ I P
Y
Cc
(a1) Open loop system (b1) Closed loop system (c1) Closed loop system

with block in feedback path with block in feedforward path

u Y w P Y w PC Y
res res 1+PC GI’(:‘S 1+PC
(a2) Transfer function (b2) Transfer function (c2) Transfer function

Figure 2.13: Systems and respective transfer functions

In the scope of MDO and integrated airframe design, closing the loop over a given plant is a
highly important step. Complex flight control systems possess a high number of inputs and
outputs. If only one signal is not properly connected to the plant, the control system will not
behave as intended. Further, numerical actuators need to be implemented to enable handling
of time delays and to smooth digital signals. The generic form of a closed loop system with
a controller in the loop is given in Figure 2.14 (a). The actuator appends the block diagram

resulting in the representation of Figure 2.14 (b).

U Y Y
Controller— Plant Controller[—~Actuator—{ Plant
: I
(a) Without actuator (b) With actuator

Figure 2.14: Closed loop controlled system

Before a controller is applied to a plant, it is important to assess the quality of the resulting
controlled system. There are various numerical properties that help to assure that a controller
is working properly, i.e. as intended by the designer. The control error e of a dynamic system
measures the distance between the current output y at a given time ¢ and the respectively
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desired nominal value w:
e(t) =w —y(t) (2.84)

For t — oo the output should reach a steady state. The resulting control error is the steady-
state error. The control error varies strongly over time and the steady state error for a properly
working closed loop system should finally be 0. To better express the performance of a con-
trol system, integral criteria are used. Integration of the control error over time leads to the
integrated error I E:

B = / " e(tydt (2.85)
0

To better handle error cancellation (where positive values of e cancel out negative values) the
integrated absolute error I AE may be considered:

[AE = / " le())dt (2.86)
0

Further integral criteria as integrated quadratic error or weighted quadratic error can be used
as well, to evaluate the quality of a control system.

The previously mentioned concepts on open and closed loop systems are fundamental for
a successful integration of flight control systems into an airframe sizing framework and shall
therefore be highlighted, again:

e Mathematical state space representation

Laplace transformation

Understanding of open and closed loop systems

Transfer functions

Evaluation of control errors

2.3.2 Flight Control Systems

A modern aircraft FCS fulfils various control tasks (see Brockhaus et al. (2011)). Flight control
functionalities can support the pilot in directly steering the AC or help him to follow a prescribed
path, what is enabled by flight guidance modes of operation. Even fully automatic flight path
guidance can be achieved through enhanced flight management capabilities. The range of
subtopics from this field is huge and fills numerous books. Here, it shall be focussed on
basic flight control related topics and their relevance for airframe sizing. To properly couple
flight control and aerostructural airframe design, it is of high importance to describe common
physical properties handled by both disciplines.

MDO-relevant quantities of a FCS

A mathematical model for the calculation of aerodynamic forces and moments was presented
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in Chapter 2.1.1. Lift and drag forces (L and D), as well as resulting moments (M) repre-
sent the main load components P. In control system related analyses, governing loads are
expressed through dimensionless force and moment coefficients:

L= gUQSrefCL (2.87)
D= gUQSTGfCD (2.88)

M =202 18,.0:C 2.89
= QU Creforeflm ( . )

Aerodynamic forces and moments are normalised through a reference pressure (e.g. the
dynamic pressure pg,, = §v2) and reference lengths and areas (e.g. c¢,.y and S,.y). Three
main coefficients are the lift, drag and moment coefficients C',, Cp and C,,,, which again can
be separated in different components:

o Lift coefficient:
Cr = Cria=0) + Craa+ Cryn (2.90)

e Drag coefficient:
Cp = Cp, + Cp;, (2.91)

o Moment coefficient:

Cp, = Cm(a:()) + Crat + Cmnn + Cmq CT;f

q (2.92)

The various components in these equations are the lift coefficient mainly due to wing cam-
ber CL(QZO), the lift contribution due to angle of attack C' ., the lift contribution due to flap
deflection Cr,n, the zero lift drag coefficient Cp, (resulting from viscous and form drag),
the induced drag coefficient C'p, (induced by lift), the moment coefficient mainly due to wing
camberC),,,—0), the moment contribution due to angle of attack Ci,,c, the moment contri-

c,,.;f .
A detailed description on all relevant coefficients and their components can be found e.g. in
Brockhaus et al. (2011).

bution due to flap deflection C),,,;n, and the moment contribution due to pitch rate C,,4

The load coefficients represent a common interface for physical properties and result e.g. from
aerodynamic calculations, wind tunnel tests or flight test data. Further information on force
and moment coefficients along with basic concepts as polar curves, zero lift coefficient, the
quadratic dependence of the drag coefficient on the lift coefficient and more can be found in
e.g. Raymer (2018) or Brockhaus et al. (2011).

The derivatives of the dimensionless coefficients are important values to evaluate aircraft
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performance, stability and manoeuvrability. The lift slope Cr, may serve as a common intro-
duction and is defined as the derivative of the lift coefficient C';, w.r.t. the angle of attack «:

e

== 2.
Cra = —_ (2.93)

Among the numerous variables resulting from the equations of motion, handled in flight sys-
tem dynamics, flight mechanics and flight control design, the following derivatives shall be
especially highlighted w.r.t. the topics of this thesis:

e Pitch stiffness or pitch stability given through C,,..:

0Ch,
ma = ——— 2.94
C 90 (2.94)
e Elevator effectiveness given through C,,;:
0Chp,
o = —— 2.95
e Pitch damping given through C,,,:
0Chp,
g = —— 2.96

Flight control systems work with the equations of motion describing the longitudinal, directional
and lateral movement of an aircraft. The governing state equations are usually linearised
around an operating point. In the process of linearisation a lot of equivalent variables are
introduced for the purpose of simplification (compare Brockhaus et al. (2011)). Well known
representatives of such equivalent variables are e.g.

Sretc
M, = pdynwcma
Yy
SrefCr
Mn = Pdyn Te§ </ Cm’r]
Yy

For lateral movement further properties and derivatives like Ng containing C,,3 need to be
considered. They are especially valuable for assessing the aircraft side-stability. The "Cnbeta-
dynamic" or Weismann-criterion shall be named in this context, as well (compare e.g. Brock-
haus et al. (2011), Osterhuber (2011), Osterhuber (2013)).

Despite their high value for the mathematical model of aircraft movement, equivalent variables
like M,, M, or Ng are not directly considered in the following discussions. Rather their cor-
responding derivatives C'y,q, Cruyy @and C,,,q Will be studied as primary variables and evaluated
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during the overall airframe design.

Depending on how they are determined, the previously described properties and coefficients
may contain information on the elasticity of the aircraft. Elasticity poses a problem to FCS
designs. The equations of motion used in flight mechanics, and thus in flight control systems,
often apply a Rigid Body Approximation (RBA) of the aircraft structure. The aircraft is assumed
to behave as a rigid body without noteworthy elastification. This model is valid as long as the
aircraft is stiff enough, which results in a wide separation of the lower frequencies of the rigid
body modes and the higher frequencies of elastic modes. Sensors are feeding back both flight
mechanic signals (like rigid body rates and accelerations) and structural signals (like higher
frequencies resulting from elastification) to the FCS. Notch filters are applied to decouple
this structural coupling for flight control primary tasks (compare Zeng et al. (2011), Ferreira
et al. (2010), Calise et al. (2002)). They aim to filter out the undesired higher frequency elastic
modes from the signals that are fed back to the controller (see Figure 2.15). A detailed study of
the coupling between aeroelastic response and flight dynamics is given in Kitson et al. (2016),
where non-linear strain-based FEM is brought together with CFD-based aerodynamics.

frequency separation

frequencies of \:\ frequencies of
rigid body modes structural elastic modes f
b <~ >
highest rigid lowest structural elastic
body mode frequency mode frequency

Figure 2.15: Separation of low frequency rigid body modes and high frequency elastic modes

For very elastic configurations (e.g. high aspect ratio configurations using low-density mate-
rials like composites), the separation of frequencies is not given any more. As a result, the
higher frequencies of the rigid body modes overlap with the lower frequencies of the elastic
modes and the notch filter is not working accurately any more. In that case, controllers can
command outputs leading to dangerous instabilities as flutter or limit cycle oscillations.

The main output of a FCS is given by commanded control surface deflections, such as aileron,
elevator and rudder commands &., n. and (.. They define the movement of the control sur-
faces and thus provide control of the AC about all three axes. The digital control command .
of the respective control surface is fed through an actuator model, which results in a realistic
behaviour of a desired control surface deflection &, n or { (see Figure 2.16). A first order lag
element may serve as a basic model of a hydraulic actuation system:

(2.97)

Lehrstuhl fur Luftfahrtsysteme |  Technische Universitat Miinchen 45



2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

The time constant = models the dynamics and inertia of the actuation system and depends on
the selected actuator. For a more accurate representation of the physical reality and inertia
effects, higher order models for actuation systems must be applied. A good example for
mathematical actuator modelling is given in Joshi (2012).

n

g

Figure 2.16: Primary control surfaces of an aircraft

The control laws, implemented in the controller concept, which provide the input for the actua-
tor and thus for the actual control surface deflection, can be of arbitrary complexity. However,
some basic controllers can be found in every FCS and shall be named here for the sake of
completeness. Longitudinal control laws usually apply pitch dampers, pitch attitude and lon-
gitudinal trim controllers, whereas lateral control laws implement yaw dampers, turn and roll

attitude controllers:
e Basic controllers for longitudinal movement:
— Pitch damping controller
— Pitch attitude controller
— Longitudinal trim controller
e Basic controllers for lateral movement:
— Yaw damping controller
— Turn controller
— Roll attitude controller
MDO-relevant aspects of controllers in the time domain

Controller design aims to find optimal control systems that manipulate a system to achieve a
desired behaviour. Design activities are performed in the frequency and not the time domain,
first. The implementation on a respective hardware is done later with controllers operating in
the discrete time domain. Simulation of the aircraft system means calculation of the discrete
responses on arbitrary input signals and is therefore performed in the discrete time domain,
as well. Airframe design encountering such arbitrary inputs also means calculating discrete
responses. A pre-known disturbance like a gust excitation could be transformed into the
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frequency domain together with the respective plant. The frequency response resulting from a
frequency-based solution process could then be transformed back to the time domain through
inversion. An arbitrary, time-discrete command can not be represented with this approach, if it
is not pre-known. Therefore, working with a time-discrete representation of control laws brings
high flexibility for integrated design. An example where a pre-known control surface deflection
is manipulated and transfered forth and back in an optimisation frame is given in Nussbéacher
& Petersson (2023).

A continuous time-dynamic system model can be transformed to a discrete form through dis-
cretisation. Different methods applying e.g. zero order hold or Tustin-transformation can be
used for this purpose. The main methodical component coming with this discretisation is given
through the sample time T'. A signal is sampled for discrete time steps ¢;, which means that
only for these time steps system outputs are determined. With regard to integrated design,
where multiple disciplines are interacting with each other, this poses a major requirement to
the respective solution sequences, as it must be assured that the same sampling rates are
used through all disciplines. For further reading on integrated airframe design and the topic
of time domain simulation the works Karpel et al. (2004), Karpel et al. (2006), Hofstee et al.
(2003) and Azoulay & Karpel (2006) are recommended.

Controllers and subcontrollers

The understanding of the difference between frequency and time domain controller analysis
is important for handling a FCS in MDO tool-chains. Another crucial point, the MDO engi-
neer must be aware of, lies in the fact that a high level flight control system (modelled in the
frequency-, the continuous time or the discrete time domain) consists of submodels and sub-
controllers. Usually, control laws are designed through multiple cascaded loops (Thimmel
et al. (2005)). A high ranking controller is often contained within an even higher ranking unit
and contains lower ranking control laws, itself (see Figure 2.17).

Controller A, Tevel 1

Controller AA, Tevel 2
JController AAA, Tevel 3
|

_[Controller AAB, level 3

[Controller AAC, level 3

Controller AB, level 2
JController ABA, level 3

,{Comroller ABB, level 3 ’»

Figure 2.17: Lower ranking controller units as part of higher ranking controller units
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Higher ranking units in a FCS are e.g. the longitudinal and lateral control laws, which among
others support the pilot during flight in path and speed tracking. The control laws assure that
lower order tasks as e.g. path stabilisation or improving damping of flight mechanical modes
(e.g. short period or phugoid) can be carried out without active input of the pilot through
respective subcontrollers. The subcontrollers thus relief the pilot workload. Pitch and yaw

dampers can be named as common examples for such base controllers.

As a common subcomponent of a bigger longitudinal control law, only the pitch damper shall
be highlighted, briefly. For reasons of safety, pitch control laws are formulated as uncomplex
as possible (see Brockhaus et al. (2011)). The main output from the AC-plant is the pitch rate
q, which is fed back to the elevator n (compare Figure 2.18).

in-signals out-signals
n| AC plant

q
pitch damper]

Figure 2.18: Pitch damper as basic flight control system given as a subcontroller

The desired pitch rate of a pitch controller is set to a value of w = w® = 0 which means that
it does not account for an actual set point. The resulting discrete control error for the time step
t; directly results from the sampled pitch rate ¢, at a given time step ¢;:

D — 4 — ¢

e = _g®

The design assures that the aircraft does not unintentionally pitch up or down. Respective
undesired movements (induced e.g. through external disturbances) are damped through the
pitch control system.

From the discrete control point of view, the pitch controller is given as a function, sampling the
pitch rate for a given sample rate 1", amplifying this signal through the gain factor &, (resulting
from the previous controller design) and feeding it back as an elevator command 7.:

()

D = —kgng® (2.98)

The sign of the gain factor kg, in equation (2.98) must match the desired implementation
(positive or negative gain). The resulting command is then processed through a separate
discrete actuator model, resulting in an actual elevator deflection n which can be used as an
input for further (e.g. aeroelastic) studies.
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MDO-relevant AC-assessment criteria

Along with the demand of good pitch damping, further flight mechanical demands may be
posed to the aircraft system. Aircraft performance is often assessed by quantities like ma-
noeuvrability or the thrust to weight ratio. Another important criterion is given when demand-
ing that a specific bank to bank turn must be fulfilled within a respective time. As an example
it may be assured that a bank to bank turn from +30° to —30° must be accomplished within
10s. Such requirements apply to the overall aircraft system rather than to the FCS or the
aerostructural design. Different resulting bank to bank slopes can be seen in Figure 2.19.

bank to bank manoeuvres

bank angle [deg]

Figure 2.19: Bank to bank demand over time resulting from different roll rates

From the aeroservostructural design point of view this requirement can mainly be matched
through the FCS design or the structural design. Either control surface deflections are com-
manded accordingly (within a feasible range) or the aircraft inertia is manipulated such that
the desired degree of agility is reached.

Due to the high number of requirements posed to an aircraft system, the process of finding
a design which fulfils all demands is highly complex. It is a process with a high potential for
optimisation and automation. One mean which enables an optimal design while matching
technical requirements in a multidisciplinary way is given through MDO.

2.4 Multidisciplinary Design Optimisation

The physical basics of aeroelasticity, structural dynamics and control theory were explained
in the previous chapters. The missing ingredient enabling integrated design of airframe struc-
tures considering flight control demands is an algorithmic methodology of transferring and
manipulating information between the different components. Numerical optimisation (or MDO
in a wider sense) provides this capability. Its ideas, basic concepts and components are high-
lighted in this chapter.

When designing a new aircraft, the engineering fields described previously are commonly
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treated separately and successively. The attempt to come up with a separate design from
each discipline, necessitates one discipline to make assumptions concerning the respective
other. Sometimes it is not possible to solve problems independently, which can best be seen at
the example of aerostructural interaction, which motivates aeroelasticity as a proper discipline.
If not a strong cooperation can be obtained between multiple design activities, it can not
surprise that the best solutions from independently working subdisciplines have not much in
common. This is not only valid for aeroelastic problems, but always when design engineers do
not negotiate compromises between the dream designs of respective subdisciplines. In 1948
S.E. Sohler depicted this nicely in Sohler (1948), using drawings of C.W. Miller (compare
Figure 2.20).

“Dream airplanes” — C. W. Miller

Production Engineering Group

Figure 2.20: Dream airplanes collected and motivated from Sohler (1948)

The importance of integrated analyses for aeroelastic and aeroservoelastic problems enables
the success of large aircraft projects. This could be shown at the example of the B-2 Bomber
in Britt et al. (1999), Britt et al. (2000) and Winther et al. (1995).

The ultimate purpose of MDO is to find a good and feasible design, considering all disciplines
involved in a given engineering problem. Thus, whenever multiple disciplines need to interact
with each other, multidisciplinary designing should come into use. Such an integrated ap-
proach reliably leads to a solution incorporating a good tradeoff between all demands. For
this purpose, modern automation and numerical optimisation methods are applied.

Numerical optimisers step through a given design space in an iterative way. For this purpose
they use information available from previous steps, to make a decision for the next step. They
can be categorised by the way they decide how to move through the design space:

e Stochastic optimisation algorithms:
— Evolution strategies

— Genetic algorithms
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e Deterministic optimisation algorithms:
— 0" order algorithms
— 1% order algorithms
— 2" order algorithms

Stochastic algorithms use stochastic methods to examine the design space. Evolution algo-
rithms (e.g. evolution strategies and genetic algorithms) are common representatives for this
group. Their main advantages lie within the facts that they examine the whole design space,
that they can easily handle discrete variables and that they need only few information of the
underlying physical model. On the other hand they demand a relatively high number of eval-
uations of the system equations, which makes them very inefficient for large scale problems.
Further, it is not guaranteed that they come up with the same optimal solution for two identical

optimisation runs.

Deterministic algorithms always converge to the same final design from the same starting
point. If only the system equations need to be evaluated, the method is of 0! order. (Although
not deterministic, stochastic algorithms can thus be considered as 0-order methods, as well.)
Gradient based techniques demand further information on the given physical problem and
are therefore higher order methods. If first order derivative expressions (Jacobi matrix) of the
governing equations are considered during the optimisation, a 1% order algorithm results. A
2" order algorithm is applied as soon as second order derivatives (Hessian matrix) of the
governing equations come into effect.

With regard to large problems of industrial scale, which shall be treated within this thesis,
deterministic and mainly gradient based algorithms shall come into use. Further discussions
on optimisation shall therefore always be seen in the scope of applications with deterministic,
gradient based methods.

2.4.1 Components and Process of Gradient Based Optimisation

A design optimisation task can be divided in three main components (see Eschenauer et al.
(1990)). The state model evaluates the physical model. It considers physical inputs as cross
sectional areas, angles of attack or control system gain values and provides system responses
as displacements, stresses or aerodynamic loads (compare Chapters 2.1 - 2.3). The optimi-
sation algorithm determines a new design based on gradient information, i.e. the information
of how changes in certain inputs affect the desired outputs of the system to study. As an exam-
ple, the optimisation algorithm "decides" if it is sensible to reinforce the aircraft wing through
a thicker skin, based on the information that the wing root stresses would decrease, while the
overall structural mass would increase. The decision must therefore be seen as rule-based.

The interaction between the physical state model and the mathematical optimisation algorithm

Lehrstuhl fur Luftfahrtsysteme |  Technische Universitat Miinchen 51



2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

is handled by the optimisation model. It considers physical responses from the state model
and the mathematical representation for the optimiser. This step is performed in the evalu-
ation model, consisting of the objective and criteria model, where responses are converted
into objective and constraint function values. The optimisation model processes the physi-
cal information such that the optimiser can deal with it and transfers the current design from
its mathematical representation, to enable system evaluations through the state model. This
conversion between the physical and the mathematical representation is referred to as "trans-
formation" and is covered in the design model. The three main components are represented
as pillars in Figure 2.21. They can further be identified in the optimisation loop as depicted in
Figure 2.22.

design optimisation task

State Optimisation Optimisation

model model algorithm

Figure 2.21: The three pillars applied in multidisciplinary design optimisation

nitial Desi
Xo X
Y : Design Model X
o ar 9y Lof
22 x P
Staﬁe odel. M@WOpnmlsatmn Xopt Uptlma
Governing Equations) &m ; ok of | og ! 0g Algorithm Design
' -
oy ar|ar X
ro Objective and ' figh

Figure 2.22: Classical design optimisation loop

2.4.2 Formulation of a Multidisciplinary Design Optimisation Problem

Modern optimisation tools make it possible to apply numerical optimisers without the need to
understand what is actually happening behind the scenes. However, without good knowledge
on the model and the underlying, physical equations, the results determined by an optimiser
lose their engineering value. Therefore, the proper definition of the optimisation problem is a
crucial, first step, whenever MDO is applied.

The main ingredients to describe an optimisation problem are the governing equations, the
objective model, the design model and the criteria model.

The physical base of an optimisation problem is given by the analysis model. It describes the
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physical problem to be studied through the governing equations in a mathematical form. A
numerical optimisation algorithm uses these equations to evaluate a given design according
to certain demands. The information of how the system outputs depend on respective inputs
is therefore of high importance.

The governing equations provide the interface to the quantity which shall be optimised. In op-
timising AC structures, usually the GFEM primary mass is minimised. Range or performance
characteristics can further be thought of in aircraft design. The mathematical formulation of
this quantity is called the objective function f.

f shall be described through variables which represent the given design. It must therefore
depend on a set of physical state variables s. In structural sizing problems s could be a set
of cross sectional areas of beam elements or thickness values of thin plates, whose varia-
tion directly affect the structural mass. Such state variables are grouped as functions in the
mathematical design variables x:

x = x(s) (2.99)

Design variables are usually formulated in a normalised form. A common approach is to relate
the current state variable s to its initial value sg, i.e. the value of the initial design, leading to
z= (2.100)
S0
The state variables must be restricted to a physically sensible range, by defining lower and up-
per allowable values s; and s,,. An optimal solution is then searched in this definition domain.
This restriction is known as design variable gage or side constraint.

51 < s < sy (2.101)

2 < x < Ty (2.102)

The objective function then depends on the design variables:

f=f(z) (2.103)

For purely linear problems, the objective function would result in a combination of lower and
upper values for s. Usually further restrictions need to be considered in a multidisciplinary op-
timisation problem, however. Internal correlations, described through the governing equations
are often taken into account to evaluate such restrictions. Structural components must be
designed such that they are able to carry externally applied loads without failing, a wing must
be able to provide a minimum amount of lift to carry a certain payload. An important value to
quantify such demands is the reserve factor r f, which is defined as the fraction between an
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allowable and an applied value:
allowable

= — 2.104
rf applied ( )
As long as the reserve factor takes a value rf > 1, the applied value does not exceed the

given allowable value and the underlying design can be considered as a feasible design.

Such demands are mathematically best formulated as numerical constraints g.

1

g:1—ﬁ (2.105)

With formulation (2.105), a design can be checked for feasibility by the numerical constraint

function value itself:

g > 0 « feasible design (2.106)

g < 0 & infeasible design (2.107)

As the reserve factor explicitly or implicitly depends on the design variables (rf = rf(z)),
changing the design affects the constraint functions over the governing equations.

An optimisation algorithm uses the constraint function g as an inequality constraint. A design
is feasible as long as g > 0. However, constraints can be formulated as equality constraints
h, as well. In that case the algorithm is forced to find a design which exactly fulfils a given
demand. Finding a perfectly trimmed flight state without a resulting mathematical residuum
could be one example. As equality constraints are numerically difficult to handle, they are
often re-formulated through a narrow range of inequality constraints.

Putting all described ingredients together leads to the formulation of an optimisation problem:

Find a design x, which results in an optimal (minimal or maximal) value of an objective

function f, while a number of constraints g; are fulfilled.

opt{f(x)lgi(x) = 0.7 € [1,p]} (2.108)

Here, f was considered as a scalar function. Then, the optimisation problem is called a
"single objective problem". If more than one objective shall be optimised, one has to deal with
a "multi-objective optimisation problem". One approach to tackle multi-objective optimisation
problems is to re-formulate f as a weighted sum of the single objectives. A tradeoff between
the various objectives is found as a solution, then. The result will, however, always depend on
the selection on the weighting factors in the objective formulation.
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2.4.3 Numerical Solvers and Optimisation Algorithms

The contribution of the optimisation algorithm in the optimisation loop lies in the determination
and suggestion of new designs. Decisions are taken on the base of objective and constraint
function evaluations. Gradient based methods further consider gradient information by means
of the Jacobi matrix (first order derivatives) and/or the Hessian matrix (second order deriva-
tives).

of | og

ox | Ox
Optimisation x

Algorithm
it

Figure 2.23: Inputs and outputs of the optimisation algorithms

A general optimisation run will start with the numerical assessment of an initial design . The
initial objective function value f(zo) helps to get an idea of the current design, the respective
constraint functions g(zo) enable to decide if it is feasible or not. The gradients contain the
information, how strong changes in the design variables affect the objective and constraint
functions. They must therefore be considered as the primary decision drivers of gradient
based algorithms. The outcomes of the optimisation model are then passed to the actual, nu-
merical algorithm, which determines a new design. This step is followed by the re-assessment
in the optimisation model and the re-calculation of objective, constraint and gradient values,
which results in an iterative process as depicted in Figure 2.22.

The process is executed as long as the necessary stopping criteria are not fulfiled. Common
criteria used to stop an optimisation algorithm formulate as follows:

e A predefined maximum number of iterations is reached.

e Design and objective function values do not change more than a predefined value be-

tween two iterations.

e Advanced criteria considering both objective and constraint gradients (e.g. Karush-
Kuhn-Tucker) allow to break the iteration cycle.

The value of = after a stop criterion is reached is considered as an optimal design. It has to
be kept in mind, that the optimal design z,,; is the output of the optimisation algorithm which
must not necessarily be the overall global optimum of the problem. Optimisation results must
always be interpreted within this context.

In structural aircraft design tasks usually a very high number of constraints needs to be re-
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spected. The number of design variables may be of the moderate size of some 10? to 103
design variables. The criteria model, however, easily considers 10° or over 106 constraints, for
overall airframe structural sizing activities, as it must be assured that all structural components
resist the external loading with an accurate reserve factor. This is especially true with regard
to modern composite materials, which are made of multiple layers, where each might be con-
strained individually (depending on the applied failure criteria). Although in practice by far not
all of the available constraints will be violated in the optimisation iterations, high constraint-
numbers pose a main issue for lots of applications dealing with optimisation. An optimiser
must therefore be able to handle high numbers of constraints with a reasonable amount of
computational effort. With algorithms that use active set strategies, it is possible to control
and decide which constraints concretely influence the optimisation output. The explicit appli-
cation of active set implementations can therefore reduce numerical costs. From the range of

available algorithms three were pre-selected for usage in this work:

e Sequential Linear Programming (SLP): Sequential linear programming is an optimisa-
tion method, which works robust and converges in few iterations for common sizing
problems. It is very efficient for high numbers of design variables and active constraints.
In applications with non-linearities and where only few constraints need to be consid-
ered, SLP might struggle during the optimisation-finding process. Information and help-
ful examples on quadratic programming can be found e.g. in Rao (2009).

e Non-Linear Programming with Quadratic Line Search (NLPQL):

NLPQL is based on recursive or sequential quadratic programming (SQP/RQP), which
work well for problems of moderate size of hundreds of design variables. A high accu-
racy of the found optimum results from the second order convergence property within
the algorithm. It integrates an active set strategy, by deciding which gradients shall be
taken into account for large problems. NLPQL is a modern and efficient code, which
enables internal restarts during the sizing process, as well. Further information can
be found in Schittkowski (1986). For the sake of completeness, the NLPIP algorithm,
which extends the NLPQL code by an interior point method, shall be mentioned. De-
tailed descriptions are given in Sachsenberg & Schittkowski (2013) or Sachsenberg &
Schittkowski (2015).

e Method of Moving Asymptotes (MMA): The method of moving asymptotes approximates
the inverse of the second order Hessian matrix of optimisation properties. Known from
engineering experience, MMA provides good starting designs for further activities. Es-
pecially for small and moderate sized tasks, it is often the optimisation method of choice.
Svanberg (1987) can be referred to for further insights in the algorithmic basics.

56 Lehrstuhl fir Luftfahrtsysteme | Technische Universitat Minchen



2 Multidisciplinary Design Optimisation

2.4.4 Gradients and Sensitivity Analysis

The main ingredient of gradient based algorithms is the sensitivity information determined
from mainly the governing equations. Here, it shall not be differed between the terms "gradi-
ents" and "sensitivities". The gradient based optimisation algorithm needs the gradient of the
objective function V f and the gradients of the constraint functions V¢ w.r.t. the mathematical
design variables = (compare Figure 2.23).

Within the sensitivity analysis, the gradient information of the design model, the state model
(governing equations) and the evaluation model must be brought together. Taking the con-
straint gradients j—g as an example, from a programming point of view it is sensible to formulate
the gradients as follows:

dg _0g  Ogdu

de  Or  Oudx (2.109)

The first summand represents the explicit dependency of the constraint g w.r.t. the design
variable x, whereas the second summand holds the remaining implicit dependency. The latter
results from the fact that varying the design variables might not only change ¢ directly but
indirectly over a change in the displacement field « as well. This inconspicuous equation hides
many nested dependencies, which must be properly resolved by the optimisation engineer and
programmer to enable a correct solution sequence for the optimisation algorithm.

The complexity of this can be demonstrated at the example of the clamped cantilever beam
with the initial cross sectional area Ag, the initial length Iy and the elastic modulus E (see
Figure 2.6 in Chapter 2.1.2 on structural mechanics). The displacement « under normal ten-
sion force N results analytically in the axial stress o and contributes to a constraint function ¢
(formulated with an allowable stress value o,;;) as

E
o=FEe="2 (2.110)
lo
Nly
= — 2111
U= ( )
Oall
I (2.112)
= — - U
aaitlo
The design variable x is selected such that it scales the cross sectional area Ag:
A= Apx (2.113)

Equation (2.112) shows that in this case, no explicit dependency of the constraint g w.r.t. the

Lehrstuhl fur Luftfahrtsysteme |  Technische Universitat Miinchen 57



2 Fundamentals of Aeroservoelastic Airframe Design Optimisation

design variables x applies.
dg

5y =" (2.114)

The displacement, however provides an implicit contribution of the design variable to the con-
straint gradient over the displacement:

9  E

=— 2.115
ou O'alllo ( )
du Nl() 1
de =~ EAya? (2116)

Merging equations (2.114), (2.115) and (2.116) finally results in the desired analytical gradient
of the constraint function for the given problem, as formulated in equation (2.109). The pro-
cedure to determine gradients analytically must be performed and subsequently implemented
individually for every constraint.

Aside of this manual, analytic way to receive gradients for the optimisation algorithm, another
possibility is given by finite differences. As soon as a purely numerical analysis provides
system responses contributing directly to g, g—g can easily be approximated using numerical

gradients: p A
g g
L~ 2117
dex  Ax ( )
Commonly, the approximation is realised using a forward difference step
Ag _glz+h)—g(z)
— = 2.1
Ax Ax ( 8
or a backward difference step
Ag _glx) —g(z—h) (2.119)

Ax Az

While numerical gradients can be realised easily, their application brings various problems.
Their first, major problem is the determination of a proper step size Ax. A coarse discretisation
through a large Az results in a high truncation error. The desire to minimise this error by
choosing a very small Az, however, can lead to subtractive cancellation and machine round-
off errors. This is called the "step size dilemma". Figure 2.24 shows the influence of the
step size/perturbation step Axz = h on the relative error, which results from using numerical
gradients compared to the analytical solution of a given, analytical function. One common way
to solve the step size problem is given through complex step differentiation:

dg Im[g(x + ih)]

ag 2.120
dx h ( )
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Differentiation through complex step demands some programming effort as real-valued quan-
tities need to be transferred into the complex regime (see Martins et al. (2003)). The numerical
perturbation h takes place in the imaginary part of the complex plane.

The second main problem of numerical gradients is the fact that the full gradient information
for "n" design variables demands "n+1" evaluations of the system equations. The resulting
high computational effort can not be avoided and must necessarily be accepted if numerical
gradients shall be used and analytical gradients are not available.

Forward FD
Central FD
Complex-step | |

Relative error of d f/dz

1015

° 10® 10" 10 10 107

Perturbation step A

Figure 2.24: Step size dilemma of optimisation using numerical gradients
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3 Modelling Components of Aeroservoelastic Airframe Design Op-
timisation

For solving aeroservoelastic design optimisation problems, it must be explained how models
of the subdisciplines can be generated and how the models finally contribute in a coupled
process. Here, aeroelastic approaches are applied to provide loads (Chapter 3.1), structural
dynamic modelling is used to determine structural and flight mechanical system responses
(Chapter 3.2), flight control systems calculate control surface deflections (Chapter 3.3) and
optimisation algorithms are introduced, to automate the assessment of different designs and
the process of finding better ones (Chapter 3.4). Proper modelling of the isolated, later embed-
ded components defines the success of the overall process. The crucial point is to work with
as much high-fidelity as necessary, and with as much low-fidelity as possible, in every sub-
discipline. Limitations and possibilities of the respectively chosen methods shall be named in
Chapter 3, as well. With the modelling basics introduced in this chapter, a method coupling
the involved tools and processes can then be described.

The main numerical tool capturing the integrated design approach used in this thesis is the
AIRBUS in-house multidisciplinary analysis and optimisation solver LAGRANGE. Originally
designed as a structural optimisation code, its main strength is given through the implemen-
tation of fully analytical gradient information from various disciplines. Various external tools
provide inputs for LAGRANGE, which handles the interactions between all tool-components.
The tool was presented in various articles over the last decades. Representative works are
e.g. Zotemantel (1992), Krammer (1992), Daoud et al. (2015) or Deinert et al. (2013a).

Targeting the development of an integrated design process considering flight control system
demands, Chapter 2 formulated the physical basics, which shall be implemented through
respective methods and tools now in Chapter 3. Later, in Chapter 4, the separate components
are merged into a final process. This chapter contributes to the solution of the motivating
problems and to reaching the objectives of the work at hands by

e describing the modelling components of the implemented direct method of aeroelasticity,

e describing the enhancement of the solver for structural dynamics through a damping
model,

e explaining an implemented load enveloping capability,

e the identification of signal interfaces from the FCS.

3.1 Aeroelastic Modelling

For this work, both the iterative, optimisation based and the direct aeroelastic solution pos-
sibility (see discussion in Chapter 2.1.4) were available for studies on flexible, high aspect
ratio configurations. They are very similar in the way of application, as the modelling bases
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of the aerodynamic, the structural and the interconnection model are the same. These three
components are presented, from an application oriented side in the following. The logic of
their interaction is highlighted, what as well prepares their integration into an integrated frame-
work. Special focus will be placed on the direct method. It must be noted, that the aeroelastic
aspects presented in the following, are based on the approach of MSC Nastran. More in-
formation on the modelling side or the composition of respective matrices can be found in
Rodden & Johnson (2004).

Aeroelastic modelling, as described in the following, is the key to enable designing with
aeroservoelastic constraints.

3.1.1 Aerodynamic Modelling

The physical basics of aerodynamics were mathematically described in Chapter 2.1.1. The
modelling components of a chosen VLM lead to the necessary matrices and vectors, now.
Main component of the aero-model is the aerodynamic mesh, which discretises surfaces into
panels. The panels are subdivided in boxes (see Figures 3.1 and 3.2). Each box hosts a
horseshoe vortex, what enables predictions of resulting forces and moments.

(a) Panels (b) Boxes

Figure 3.1: Aerodynamic panels and boxes of an AC model

A

N

Figure 3.2: Lift coefficients of a generic model resulting from AIC matrix and local 1°-angle

The AIRBUS tool DESCARTES generates aerodynamic meshes, based on parametrised rep-
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resentations of aircraft models. The CPACS, developed at the Deutsches Zentrum fiir Luft
und Raumfahrt (DLR), is used in DESCARTES for that purpose. It provides both mesh in-
puts for LAGRANGE and for an external in-house aerodynamic solver tool, which numerically
calculates the inverse of the AIC matrix Aj‘jl. The latter is an important component in the
calculation of the lift coefficients. Figure 3.2 shows the lift coefficient distribution which results
from the local lift coefficient derivative Cr, = ‘98@ multiplied with an angle of a;,. = 1° for a

a
generic model.

The solver imports the numerical Aj_j1 in order to process further intermediate matrices. The
geometric information, contained in the aerodynamic mesh inputs are used to generate the
integration and differentiation matrices Sy;, D;; and D;,. Numerically, the Sj; matrix is built
as a sparse rectangular matrix with non-zero entries being the geometrical areas a; of the
aerodynamic boxes. Dj; and Dj, are rectangular selection matrices (i.e. their non-zero
values are mainly 1). As the concrete matrices depend on the given problem, only examples
to get an idea of their structures shall be given, here:

10
(a1 0 0 0 0] 100 0 0] 10
0 0 00 0 001 0 0
0 as 0 0 0 0000 0 10
Skj = Djy = D, =
0 0 0 0 0 0000 0 11
11
0 0 00 0] 0000 0]
_11_

The index j iterates over the boxes of the aerodynamic mesh and ranges in j € [1, npoges|- &
on the other hand refers to both the quarter chord line and the collocation point of each box
and therefore takes the values k € [1,2 - npoqes]. Multiplication according to equation (2.23)
results in Qrr (and Qr:), for which sparsity representations can be found in the Appendix.
Due to the given matrix structure, using sparse matrix algorithms is possible and can thus

enable a very efficient numerical calculation.

The limitations and possibilities coming with VLM modelling shall be summarised in the fol-
lowing. In the case of VLM a main limit is given by the fact that it does not directly support
the calculation of drag terms. As a result, those load parts can not be covered in a respective
analysis for turbulent aircraft components like spoilers. Lattice methods are valid only for small
angles of attack, what poses another limitation. This is a result of the assumption of linearity,
represented mathematically through the linear equation system (2.16), as well. Lift distribu-
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tions for high angles of attack will therefore not be accurate. Another key problem of the VLM
is presented by the fact that it does not provide aerodynamic damping terms. This limitation is
closely connected with the drag issue. Especially in this work, this is problematic as transient
analyses must be carried out, due to the integration of time-discrete control laws. In transient
analyses, a damping model is an essential component in order to model a physically sensible

behaviour, however.

The capabilities of fast model generation and fast numerical result calculation must be named
as important advantages. Particularly with a view on integrated designing, the possibility to
work with parametrised models enables quick assessments of multiple use cases. This is
of main interest for conceptual aircraft design studies. The aerodynamic modelling approach
provides reliable results for quasi-steady flow regimes and small flow angles. While drag parts
of aerodynamic loads can not be covered easily, the lift part is assessed accurately for the
assumptions made in this thesis. Another main advantage of the presented method is given
by the numerical formulation of the underlying equations of VLM. The applied tool can easily
be substituted with similar tools providing AlC-matrices. That way, respective advantages of
different codes can directly be exploited without bigger programming effort.

The main limits and possibilities of VLM-tools, with regard to this work, summarise as fol-

lows:
— Only lift, no drag components (e.g. for roll spoilers) can be modelled.
— Range of validity limited to small angles.
— No aerodynamic damping coefficients.

+ Fast, parameter-based aerodynamic model generation and result calculation through
integrated modelling.

+ Reliable lift results for slow manoeuvres with assumption of quasi-steadiness.
+ Easy substitution with similar tools.

To finish the presentation on aerodynamic modelling, a look back to the governing equations
shall be taken. With regard to the aeroelastic equation (2.58), the aerodynamic model con-
tributes by providing forces and moments P, and P, for given translational and rotational
structural deformations w; and deflections u, on the aerodynamic mesh. The physical in- and
outputs of aerodynamics are visualised in Figure 3.3.

Uy Py

Uy Aero- Py

— . —
dynamics

Figure 3.3: The aerodynamic component of an aeroelastic analysis
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3.1.2 Structure Mechanical Modelling

To assess the elasticity of an aircraft design, advanced structural models must be developed
and applied. The finite element method is state of the art in this context. Fundamentals
were explained in a mathematical way in a proper section in Chapter 2.1.2. For its practical
application some common modelling aspects must be known.

Focus shall be placed on linear finite element models, only. Structural non-linearity necessi-
tated non-linear element formulations. With regard to the phase of early structural design, the
application of such formulations is usually not sensible. As for the aerodynamic model, the
mesh is of main importance and its creation is a time-consuming task.

Numerically the outcome of structural modelling is the global stiffness matrix K consisting of
the respective matrix entries K, (sparsity representations can be found in the Appendix).

The selection of available finite elements depends on the physical effect that they shall repre-
sent. Not only the geometrical element formulation, but a sensible property and material model
must be included accordingly, with the finite element model. Wing skins, ribs and spars or the
outer layers of the fuselage of an aircraft are mostly analysed with isotropic or orthotropic shell
elements (compare Figure 3.4). Stringers or spar caps, are examples of components that are
usually modelled through finite bar or beam elements.

ribs

Figure 3.4: Common FEM modelling components in an AC wing

In practice, mainly one-dimensional elements with two nodes (rod-, bar- or beam-elements)
and two-dimensional elements with three or four nodes (tria- or quad-elements) come into
use. In some applications three-dimensional volume-elements are applied in structural mod-
elling. Of major importance for a successful design are lightweight construction methods. For
each component special methodologies were established resulting from the experienced load
conditions. Wing spars experience concentrated shear loads, e.g. from engine supports or
landing gear mounting. Further, their design respects the mechanical effects of fuel sloshing
or a pressurised fuselage (in the centre wing area). Wing ribs are intended for the stabilisation
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of wing surface panels. They redistribute loads and are as well sized from rib crushing loads
or fuel sloshing. The fuselage skin mainly carries cabin pressure and transfers fuselage shear
loads. Frames and bulkheads provide stiffness to guarantee the stability in the fuselage. The
above is only a brief overview on some AC components and more details on construction
methods can be found in Niu (2011).

The tool DESCARTES can be used as well to rapidly create FEM-models, which are especially
valuable for early design phases. The generated model can be evaluated with LAGRANGE
directly. For this purpose it parses the structural mesh exported by DESCARTES and calcu-
lates the relevant elastic matrices (K 4,), and the corresponding reduced matrices according to
the respective boundary conditions. The structural design experiences forces and moments.
Those can be applied directly within the solver through internal calculations (self-sufficient
force and moment determination) or as pre-calculated loads from external sources (external
loads process). The optimisation core of the tool needs to convert structural responses into
engineering quantities evaluating the respective design. Therefore the code is designed such
that reserve factors and constraint function values are directly available and no further post-
processing calculations are necessary.

The following discussion on limitations and possibilities of structural modelling is restricted
to the capabilities offered by DESCARTES and the realisation of the FEM in LAGRANGE.
The finite element library in the structural solver offers a wide range of linear elements. This
must be seen as a temporary, limiting factor of the finished design process, as physical effects
resulting in very high deformations can not be evaluated, properly. The short time, which is
needed to derive FEM-models, must be named as a strong benefit, offered through integrating
DESCARTES and LAGRANGE into the structural design process to be derived in this work.
The parametric base (CPACS) enables a fast model generation and bears the possibility to
adapt quickly to changes, when necessary. Especially the mechanical analyses were tested
and adapted countless times over the last decades. However, testing against commercial
tools is unproblematic as the input is widely identical with the input for MSC Nastran. There-
fore, most Nastran models can directly be evaluated with LAGRANGE and vice versa. In the
past, the structural core of the solver was successively enhanced in various projects. The
short development and integration time for new and advanced criteria based on mechanical
calculations must be named as a key benefit, as well. This ongoing development process
proved itself highly valuable for special demands arising in many aircraft projects.

Key limitations and possibilities from the described structural modelling component can be
summarised as follows:

— Linear structural elements only; no possibility for non-linear structural analyses.

+ Fast, parameter-based structural model generation and result calculation through inte-
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grated modelling.
+ Frequently tested against other numerical tools.
+ High compatibility with commercial tools like MSC Nastran.
+ Ongoing enhancement of capabilities through constant development.

With regard to an integrated airframe design process, the structural model contributes to the
aeroelastic equation (2.58) through providing translational and rotational deformations u, for
given structural loads P,. This is indicated in Figure 3.5.

R, Structural g
Elasticity

Figure 3.5: The structural component of an aeroelastic analysis

3.1.3 Modelling the Interconnection of Aerodynamics and Structural Mechanics

With an aerodynamic and a structural model being prepared, the corresponding aerodynamic
loads and structural displacements must be brought together. Here, it is of high importance
to transfer energy in a conservative way. Work is then dissipated only in an way that stems
from actual, physical effects. Therefore the IPS method is used in this work, whose modelling
aspects are highlighted below.

The main outcome of the spline model is the splining matrix G' and its components (G, and
G{g, respectively). A spline always consists of a combination of structural nodes, which aero-
dynamic forces are applied to, and aerodynamic boxes, which structural displacements are
transferred to. Usually, more aerodynamic boxes (referred to by the k-set) than structural
nodes (referred over the DoFs in the g-set) should be selected for one spline. Otherwise the
resulting spline shows oscillations and non-physical force distributions in order to match the
requirements given by the underlying, elastic plate theory. The structural nodes and aerody-
namic boxes must be selected both geometrically and physically sensible. When the aeroe-
lastic interconnection in the wing shall be covered, mainly boxes and nodes of the wing must
be used for the respective spline. Further, it is advised to select nodes from structural compo-
nents which actually carry loads. Intersections of spars and ribs with the overlying wing skin
are suggested, for example. As a result of this selection, the overall splining matrix is sparse.
G'g and Gfg come into use when the dense matrix Q. is transformed from the aerodynamic
to the structural set: Q49 = Gfg - Qrr - Grg. Sparsity representations of Gy, Gfg and Qgqg
can be found in the Appendix.

Depending on the way the aerodynamic mesh was created and the resulting boxes are num-
bered, aerodynamic boxes for the spline can be selected with comparatively low effort. With
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a convenient numbering, only the first and the last index of the boxes must be specified from
the aerodynamic side for a spline. The generation of sets grouping structural nodes is a more
manual process. Although the selection can be automated through different approaches, it is
still sensible to keep the engineer in the process, in order of keeping control over the mod-
elled interconnection. The sets that group the boxes and nodes are parsed in LAGRANGE,
which performs the actual calculation of the numerical matrices G, and G}fg, then. The IPS
method converts both structural displacements u, into aerodynamic displacements w;, and u,
and aerodynamic loads P, and Py, into structural loads Py, as indicated in Figure 3.6.

Py Uy
Ppex T B Ug Uy

(a) G}fg - Converting aerodynamic | (b) G, - Converting structural
to structural forces to aerodynamic displacements

Figure 3.6: The spline component of an aeroelastic analysis

For diagnostic purposes, information which allow the visualisation of the calculated spline are
provided. As an example, the local AoA-distribution for both a rigid structure and an elastic
structure can be visualised. Further, the resulting aerodynamic forces and moments can be
studied with the LAGRANGE diagnostic output. Figures 3.7 - 3.9 give examples of a badly
and a well modelled spline for a basic demonstrator model.
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Figure 3.7: Angles of attack - Bad spline

In 3.7 and 3.9 (a) aerodynamic loads resulting from a unique AoA of 1° on the right wing are
splined mainly on the two structural nodes showing the very high vertical forces ("bad spline").
A better spline is given for the left wing, where the aerodynamic loads are distributed to more
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nodes attached to load carrying components. Figures 3.8 and 3.9 (b) show that the wing
twist increases physically sensible in span-direction, when using a better spline model ("good

spline").
Contour Plot Contour Plot Contour Plot
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Figure 3.9: Splined forces

The integration of the selected splining method shows a number of possibilities and advan-
tages, as well as limitations and disadvantages.

The method allows a conservative transition of aerodynamic loads and structural deforma-
tions. Energy remains in the system and is not dissipated through numerical effects. Further,
the not automated step of choosing respective sets is supported through the parametric base
of DESCARTES. The exported model contains valuable grouping information of structural
components, which can be used during set-selection. The modelling effort is reduced through
the method itself as the same model can be used for both forces and displacements. No
difference needs to be made between an aerodynamic and a structural spline. It is highly
applicable to design studies, where fast model generation is a must.

These points are summarised as follows:
— No fully automatic spline model generation.

— Danger of oscillating spline through bad nodes and boxes selection.
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+ Physically sensible transition of both forces and displacements.

+ Spline modelling supported through parameter-base of integrated modelling.

+ Reduced modelling effort as the same spline can be used for forces and displacements.
+ High applicability as a fast method, both in generation and in computational time.

Figure 3.10 gives the schematic representation of the spline model to the aeroelastic compo-
nent of the design process.

P .
k Fluid e
u
—%  Structure P—x>
Interaction |?¢

Figure 3.10: Fluid structure interaction in an aeroelastic analysis

3.1.4 Modelling Components of Direct Aeroelasticity

Besides the three main components (aerodynamic model, structural model and splining
model) being available for a system evaluation, a clear formulation of the aeroelastic problem
to be studied must be given. Appropriate DoFs contributing to the aerostructurally coupled
problem must be defined, such that a unique solution is possible not only from a numerical,
but from a physical point of view. The result of an aeroelastic analysis will always be a state of
equilibrium, however, not necessarily in a steady way. Instead of claiming a given problem not
to contain a solution, the numerical solver calculates load components that can not be brought
into steady equilibrium and maintains them as resulting rigid body accelerations. The respec-
tive state is then considered aeroelastically trimmed by means of a dynamic equilibrium. It is
the responsibility of the engineer to properly interpret the resulting outcome.

In this context, three main terms come into use. First a set of aeroelastic trim DoFs must be
declared. The selection of respective DoFs depends on the problem to be studied. E.g., for a
symmetric pitch up, at least the elevator is needed to properly adjust the angle of attack, such
that the gravitational acceleration is trimmed out and no resulting pitch moment remains in the
solution point. An asymmetric roll on the other hand will demand additional aileron deflection
and if roll-yaw-coupling shall be considered, even the rudder deflection must be added to
the set of trim DoFs. Pre-known components of the trim degrees of freedom are declared
as manoeuvre constraints. When a steady, horizontally trimmed state shall be found, no
acceleration and no resulting moment must remain. The respective accelerations can thus be
pre-defined as manoeuvre constraints. The remaining DoFs shall be called the trim variables
of the aeroelastic problem. The main target of the aeroelastic analysis is to determine their
numerical values, such that the demands given through the manoeuvre constraints are met.
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Numerically, the classification of trim variables and manoeuvre constraints define how the lin-
ear equation system must be solved. In other words, it re-orders the rows and columns of the
underlying linear equation system. Where the declaration of trim DoFs and their classification
into manoeuvre constraints and trim variables is intuitive for simple problems, it becomes more
complex when more flight mechanical degrees of freedom are considered. Generally it must
be assured that the physical problem is defined in such a way that trim variables are capable
of balancing the manoeuvre constraints and no trim DoF remains unbalanced. If a rudder
deflection was left over as a trim variable but no corresponding yaw acceleration was con-
strained, the respective trim problem must be considered as improperly defined. The resulting
equation system does not contain a unique solution, then.

Besides the high importance of properly setting up the steady aeroelastic problem and its
contributing degrees of freedom, an inertia relief model must be captured accordingly, as
well. Therefore, representative structural DoFs need to be selected, which implicitly define
the underlying mean axis coordinate system. Further, it is necessary to define hinge lines
for respective control surfaces. While the orientation of the hinge line defines the sign of the
resulting control surface deflection, its geometric position defines the amount of deflection
applied for the given aerodynamic boxes, necessary to provide the desired loads. From an
aeroelastic modelling point of view, it is of main importance, that the angular results for the
control surfaces are interpreted according to the definition of the hinge line, only. With regard
to an integration with flight controllers, it is advised to model hinge lines following a sensible
standard. Following standards like DIN (1990) or ISO (1988) means that control surface de-
flections can be interpreted without the necessity to transfer them from one coordinate system
into another. The flight mechanical convention for coordinate systems defines positive x from
AC tail to nose, positive y from fuselage to the right wing and positive z downwards, accord-
ingly. Control surface deflections and respective hinge lines can be modelled to match these
definitions, resulting in the following relationships:

e A positive aileron deflection ¢ means the right (starboard) aileron deflecting down-
wards, resulting in a negative roll moment. Right and left aileron are usually linked

anti-symmetrically.

e A positive elevator deflection n means the elevator deflecting downwards, resulting in a
negative pitch moment.

e A positive rudder deflection ¢ means the rudder deflecting to the left side (port), resulting

in a negative yaw moment.
e A spoiler deflection « is always negative, resulting in a loss of lift force.

Keeping these conventions in mind helps with a consistent modelling of hinge lines. Usu-
ally the x-axis of a supplementary coordinate system is used to represent the hinge line.
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Figure 3.11 gives an idea of control surface modelling according to a flight mechanical coor-

dinate system orientation.
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Figure 3.11: Control surface and hinge line definition

The properly modelled aeroelastic problem is read and processed with LAGRANGE. The input
is converted into numerical matrices, which are brought together in a linear equation system.
After the reduction of boundary conditions and condensation of the matrices to representative
degrees of freedom, the equation system is re-ordered according to the problem formulation.
The primary solution are the trim variables, which, together with the manoeuvre constraints,
form the trim DoFs, which again are the base for further post-processing solution sequences.
The resulting displacement field and both strains and stresses in the structural model can then
be evaluated. These quantities are primary variables for assessing structural integrity through
reserve factors r f and optimisation constraints g:

rT—=u—eo—>rf—g

W.r.t. aeroservoelastic designing, the given analysis determines an initial state, on which
further calculations can be based on, and provides forces and moments for given control sur-
face deflections. Bringing together the three components aerodynamics, structural mechanics
and fluid structure interaction leads to one aeroelastic block (Figure 3.12) contributing to the
integrated solution of AC design.

Uk
Uy Aero- Fy
—> —

elastics

Figure 3.12: The aeroelastic component
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3.2 Structure Dynamic Modelling

In order to realise designing with aeroservoelasticity in the loop, the results of an aeroelastic
analysis must be processed to a flight control model. The dynamic behaviour of the mechan-
ical structure must be captured, therefore. Which numerical components are needed for this
purpose is described in this chapter.

The aeroelastic model provides forces and moments for given flight states, described through
angles of attack, control surface deflections and rigid body accelerations. An explicit dynamic
component is not given through this modelling approach.

The core of the transient solution is given through an appropriate dynamic solver. The Gener-
alized Alpha Method used in this thesis can be seen as a generalisation of various numerical
solution strategy approaches. The governing equation to solve in structural dynamics stated
as

M -i(t)+ D - i(t) + K - d(t) = P(t) (2.62 revisited)

The mass and stiffness matrices M and K are given through the structural model, the damp-
ing matrix D is derived as a linear combination of the two. The scaling factors a; and as can

be defined according to a desired damping behaviour.

An analytical solution of the system equations is only possible for academic problems. The
practical approach to this problem is to numerically solve the equations for discrete time steps,
only. Those time steps shall be defined such that they are distributed equidistantly over the
time domain of interest. If an interaction with an external system (as a controller) applies,
the temporal discretisation for the dynamic structural solver must match the sampling of the
respective system. The sample frequency f and the sample time step T" are linked through

1
f=% (3.1)

The solution sequence follows a pre-defined time slope of external excitations, which is pro-
cessed during the LAGRANGE run. In this mode of operation all external influences must be
known before the initiation of the solution process. The developed analyses in this work will
use displacements, velocities and accelerations to deflect the structure at an initial time step,
and will apply forces and moments in the following time steps. Three components are neces-
sary to define a dynamic load case. First, the excitation must be distributed spatially. Loads
must be applied to the relevant DoFs, therefore. Second, the time slope, which the loads
shall follow over time, needs to be formulated. Third, delay times can be modelled, if neces-
sary. Given loads are applied to the structure after the respective delay time, then. Further,
a linear superposition of multiple dynamic load cases is possible. It can thus be studied how
dynamic loads, which were first calculated individually, interact with each other when applied
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simultaneously.

. P(t)=A-F(t-1) . .
piecewise interpolated

7 F(t) curve

A - amplitudes
Figure 3.13: Dynamic load function modelling

The calculation of structural responses for a discrete time step depends on the preceding
ones. Therefore, an initial state, where the transient solver can start from, must be given. For a
purely structural analysis, all displacements, velocities and accelerations can be set to values
of 0, first, such that the initial state is given through the unloaded FEM-model, itself. The initial
condition, which is actually used by the dynamic solver, will result from an aeroelastic pre-
analysis, then: All trim DoFs for the desired flight state are determined and the corresponding
displacement field overwrites the initialised values of the unloaded FEM. The change in the
displacement field describes the movement of the AC. In case no additional excitations and
no external loading is applied, the solution calculated by the dynamic solver will result directly
as keeping the given initial condition. As soon as this state is disturbed, respectively varying

system responses will result.

Analyses of large models with millions of structural DoFs and a fine time discretisation, de-
manding to solve thousands of time steps, will produce huge amounts of data. The displace-
ment u, velocity @ and acceleration i fields can be obtained for each structural DoF and for
each time step. Further, strains ¢ and stresses o, which are of main importance for mechan-
ical evaluations, are available for each element and for each time step. Additionally, reserve
factors r f and constraint function values ¢ (usually based on stress and strain data), enabling
an assessment of the design’s integrity, are calculated for each time step. To handle this huge
amount of data, it is sensible for both the engineer and the optimisation algorithm, to filter
the quantities of interest. An enveloping capability is used for this purpose. For each time
step t; (j = 1, ...m), the n.,, constraint function values are stored in the constraint vector g;.
Bringing together the vectors for all time steps, leads to the constraint matrix g;;:

Gi; = 191,92, gm], i =1, .. Neon, j=1,..m (3.2)
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Of high interest are those time steps which lead to a violation of at least one of the nco,
constraints by means of g < 0 (compare Figure 3.14). Based on the g value, the enveloping
module detects these time steps, adds the respective constraint to the criteria model, saves
the corresponding load and, in case, writes out the affected elements.

Figure 3.14: Critical elements detected through LAGRANGE enveloping

The settings of the enveloping module enable wider applications as described above. It is fur-
ther possible to not only extract violated constraints, but to filter constraint values with minimal
value or to enlarge the criteria model and the set of design driving loads by data from adjacent
time steps.

The main technical problem of structure dynamic modelling currently lies in the damping
model. In the current implementation, no separate damping elements are available and only
the mathematical Rayleigh damping model can be used to represent the desired behaviour.

An advantage of the selected transient solver can be seen in the fact that it contains a state of
the art structural dynamic solution algorithm. A wide range of problems can be solved with it
and no methodically relevant restrictions have to be suffered. It enables robust computations
of transient responses due to the various solution methods that are contained. W.r.t. design
optimisation activities, the possibility to filter the calculated data for critical time steps must
be named as a valuable capability. With a proper integration of this feature in the integrated
design process, the computational time for a structural optimiser can be reduced dramatically.
In this context, the benefit of detecting the elements and components, which are critically
affected in a corresponding time step, shall be pointed out, as well. The described limits and
possibilities can be given in a summarised form:

— No separate damping elements but only mathematical Rayleigh model available.

Fully manual generation of time slope data.

+ State of the art algorithm to solve the problem of structural dynamics.
+ Filtering of huge amount of transient system data.

+ Detecting and visualising structurally critical elements and components.

The structural dynamics model contributes to the integrated airframe design process through
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transient system responses. Figure 3.15 indicates the contributions of structure dynamics
modelling to integrated airframe design.

u(t)
e(t)
P(t)  Structural (t) e
o . — POt Enveloping (<%
Dynamics |- g(e(®,
a(t),.)
(a) Structural dynamics model (b) Load enveloping

Figure 3.15: The structural dynamics components

3.3 Flight Control System Modelling

Which modelling components are necessary to set up an aeroelastic model and to model a
structure dynamic system was described above. The missing ingredient to enable an aeroser-
voelastic analysis is a control system. Descriptions in this chapter explain how to set up a
controller model in a way that it can be used for integrated airframe design.

Mathematical models for control systems, giving the connections between physical properties
in forms of equations, were introduced in Chapter 2.3. The simulation model covers those
connections numerically through the implementation of respective functions, procedures, rou-
tines, etc.

The descriptions in this chapter are intended for the structural optimisation and not the con-
trol system design engineer. Focus will be laid on those control system modelling aspects
that are necessary to couple the controller to other relevant disciplines. Modelling will be de-
scribed for both, conceptual controller design (application in the conceptual design phase)
and industrial control law implementation (application in later design phases). The provided
modelling-guidelines shall be seen as a base for control related modelling activities in inte-
grated airframe design.

3.3.1 Control System Modelling

When designing a control system, a respective numerical model needs to be set up. The
main quantities from Chapter 2.3, which come into term during the integration of a FCS into
an integrated design process and which embody the interfaces between the controller and its
environment, are recapped in Table 3.1 and highlighted in bold. While system set points
are prescribed externally from a higher level and shall remain at their given values, inputs and
outputs are constantly changing. It is sensible to store the respective data for every evaluated
time step in an appropriate, computational data type covering all time steps, to facilitate post-
processing activities. Therefore, time discretisation parameters like the simulation start and
end time ¢y and ¢, or the number of discrete time steps n; are defined globally as indicated
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in Figure 3.16 (a). It might be necessary to define controller gain factors here, as well (see
Figure 3.16 (b)).

Symbol of Name of

controller variable | controller variable

x Control system state

A State matrix

B Input matrix

C Output matrix

D Feedthrough matrix

U System input

Y System output

w Control system set point, nominal value

G Transfer function

Ug Controller command

e Control error

IE|TAE Integrated error / Integrated absolute error

Table 3.1: Important control system variables

Initialise data fields Initialise data fields

(time discretisation) (control gains)

to, te, Ny, ... kor Kis Kgy -
(a) Time discretisation properties (b) Exemplary controller properties

Figure 3.16: Initialise numerical properties

The controller can either be implemented in the integrated framework directly, what simplifies
opening numerical interfaces, or it can be implemented externally, stemming from a different
source. The latter case makes it more difficult to realise computational interfaces as the actual
code may not be accessible. The controller selection workflow is depicted in Figure 3.17.
Discrete controller commands need to be processed through an actuator before they are fed
into a plant model. Actuator functions can be treated like controllers and can be implemented
through transfer functions. The evaluations of the controller are carried out in a loop over
discrete time steps, what is drafted in Figure 3.18. According to current plant-response values,
controller outputs are calculated corresponding to the respective control task. A controlled
plant provides outputs y, which are evaluated in the controller, where a respective control
error e is computed. Based on e, controller outputs u. are calculated and commanded (as
e.g. commands for control surface deflections). To assess the quality of a control system,
this error can be integrated to I E, I AFE or similar quantities from one time step to the next
one. They help to quickly evaluate how well a respective control task was met, after all time
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steps are processed. Integration is realised through a numerical integration scheme (e.g. the

trapezoidal rule).

‘ controller_instance = 0‘

declare controller !

‘ controller_instance = internal

internal

controller?

%—{ controller_instance = external

external
controller?

yes _“simple

transfer

—]—{controller_instance = simple

function?

‘ Not implemented! ‘

> controller_instance |

Figure 3.17: Declare controller instances

evaluate controller

e
control error(_ﬁ controller analysis ‘

estimation

¢ Ue next time step
‘ actuator analysis ‘ ie++

yu
‘ plant analysis M

Figure 3.18: Controller in the time loop

As a real system suffers from delay times and inertia effects, the command should not be

applied to a system analysis, directly. Such effects can be modelled through an actuator,

which transfers a command value to a plant-input value. The actuator could be modelled as a

transfer function and can be used like a separate control system component.

The generated plant-input leads to a change in the system behaviour, when it is applied to the

plant. Plant-evaluation is performed separately, unrelated to the control system (embedded
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in Figure 3.18). The resulting response is fed back in the next time step, which enables the
controller to react accordingly. When embedding a control system in an integrated framework,
this feeding back of signals is a critical modelling aspect. It strongly influences the technical
requirements of the framework, which again depend on the architecture of the control system.
A generic formulation of demands can therefore not be given. A recipe of the conceptual steps
that have to be performed is given below. Each step is explained on the example of a pitch
damper:

e Understand the applied controller. Which inputs do affect which outputs and how?
— Identify the pitch rate as input and the elevator deflection as output of a pitch damper.

e Understand the applied plant to be controlled. Which quantities have to be adjustable
through and which have to be fed to a controller? How can these values be processed
or provided, respectively? (Implement numerical sensors)

— Enable applying an elevator command onto and calculate the pitch rate within a AC-
model.

e Connect the output of the numerical sensor from the plant with the input of the controller.
— Feed the calculated pitch rate from the AC-model to the pitch damper.

e Connect the output of the controller with the input of the plant.
— Feed the commanded elevator deflection to the AC-model.

This recipe follows from the closed loop character of control systems (see Figure 2.12 (b)).
The identification of interfaces between the FCS and the plant becomes more complex with
the FCS becoming more complex. Each input for the controller might need to be derived and
calculated manually from the plant first and each output of the controller might need to be
preprocessed before the plant model can work with it.

When integrating pre-designed control units and control systems into the airframe design
process, it is not advised to treat a given controller as a black box. It is sensible to be fa-
miliar with some fundamentals for being able to independently model and understand the
basic behaviour of control systems. The following explains generic aspects of control system
modelling, necessary for upcoming studies. Even complex control laws can be reduced to
recurring components. Proportional control is achieved when the control error is amplified
through multiplication with a gain factor k,. The output provided through proportional control
is given as

u(t) = kpe(t) (3.3)

Depending on the sign in k,, a control error can be reduced or increased in a comparatively
uncomplicated way. One problem of proportional control is given by overshooting. Depending
on k,, more or less heavy oscillations occur until a stable output is reached. Further, the finally

78 Lehrstuhl fir Luftfahrtsysteme | Technische Universitat Minchen



3 Flight Control System Modelling

stable output must not necessarily meet the control target.

To assure that the controlled plant will result in a steady state error of e (t — o0) =0, an
integrator element needs to be used. The control error is not only amplified through the
integrator gain k;, but is integrated over time as well:

u(t) = ki/e(T)dT (3.4)
0

Although an integrator element enables meeting the control target (e = 0), it brings the prob-
lem of acting rather slowly. To increase the dynamics of a controller, a differentiator element
is applied. It provides an output based on its derivative for the time step. A differentiator gain
kq again amplifies the respective output:

u(t) = kaé(t) (3.5)

The derivative action of a differentiator element is thus concerned with the rate of change of

the control error. A derivative control component can however lead to oscillations, again.

Bringing together these three basic control functionalities allows to benefit from their respec-
tive advantages and to compensate their disadvantages. Famous composed basic controllers
are PD-, PI- and PID-controllers. The corresponding control outputs are given in equations
(3.6) - (3.8):

PD-control: u(t) = kpe(t) + kqé(t) (3.6)
t

Pl-control: u(t) = kye(t) + ki/e(r)dT (3.7)
0

PID-control: (t) = kye(t) + ki [ e(T)dT + kqé(t) (3.8)

o _

Such equations are implemented through control system modelling, what means choosing
basic controller units and properly connecting respective signals in a cascaded system of sys-
tems. Figure 3.19 shows common representations of block diagrams for three basic controller
functionalities in (a)-(c) and of block diagrams for composed controllers in (d)-(f), which can
be found in every FCS. At this point, Hamann et al. (2014) shall be suggested, as it gives a
great overview on how to design flight control functions for conceptual design. In the scope
of FCS-integration into the airframe sizing process, not only the FCS itself, but basic con-
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troller modelling and analysis techniques are challenging MDO tasks. Along with the arising
possibilities, the simultaneously resulting limitations must be highlighted.

k, k; kyq
e u e u e u
(a) P-control (b) I-control (c) D-control
kP
k, k, k;
€ u
(d) Pl-control (e) PD-control (f) PID-control

Figure 3.19: Basic controller components

To adress the need of understanding the basic functionality of a control system, it is not sen-
sible to treat it as a black box. The plant to be controlled must be analysed in detail, to
couple it with a respective controller. The physical variables serving as inputs for the control
system need to be properly identified and numerically extracted as outputs from the plant.
As a control system aims to manipulate time-dependent data, the respective plant must pro-
vide time-dependent signals. Even slow or quasi-steady plants must still result in temporal
changes that can be evaluated in the controller. Therefore, a transient formulation of the gov-
erning equations is a mandatory requirement. Along the demand for a dynamic representation
arises the question of numerical time discretisation. In the context of integrated design, it is not
advised to treat respective sample frequencies as variables. Often controller components (as
filters or actuator models) are designed for a specific sample frequency. Therefore, a further
limitation for the overall design process, brought with a control system, is given by the fact that
time discretisation of all involved components may be pre-defined by the controller design.
If a finer discretisation is needed, major changes of the control system might be necessary.
Control parameters such as basic gain variables are influential properties, which can have
strong impact on the behaviour of a system. When the possibility is given to manipulate them
externally (as shown for the basic controllers above), a high level of system understanding
must be demanded of the respective modelling engineer.

The evaluation of control system blocks is realised through function calls. The interface to
other numerical components is designed on a low, basic level. Therefore, no tool- or program-
specific procedures must be met to work with control systems. This poses a high potential for
all design activities as no specific definitions of numerical interfaces must be respected. Fur-
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ther, this generic interface formulation enables working with both preliminary control system
designs and with detailed controller implementations. Topics from the classical control system
design phase (e.g. stability, robustness, controllability, etc.), using state space models, can be
handled and studies with the final control laws, represented through discrete, embedded con-
trollers, can be performed. The presented way of working fits to both control system design
and detailed controller implementation. Limits and possibilities of the basic control system
modelling used in this thesis state as follows:

— Control systems demand physical inputs of the plant and thus fundamental understand-
ing of the plant itself.

— Familiarisation with controller components is necessary.

— Evaluations for the controller necessitates plant signals from the time domain.

— Sampling rates and frequencies are predefined and should not be varied independently.
— Influential control parameters can accidentally be overwritten.

+ Simple formulation of interfaces enables high flexibility for design activities.

+ Way of working fits to large scale, industrial control system design.

3.3.2 Large Scale Flight Control System Modelling

The general concepts, components and variables for control systems, described previously,
can be found in all engineering activities related to laying out control systems. Keeping that in
mind, the MDO-engineer can and must be aware of some general aspects concerning flight
control system procedures in the overall airframe design process.

In a large scale project, the mathematical control laws and their numerical implementation will
be provided from different control system engineers. The initial controller design will deal with
the definition of FCS laws and the appropriate tuning of gain factors. The resulting flight control
system will be analysed in the continuous time domain. Such activities are mostly performed
in respective commercial tools like MATLAB-Simulink. In a later phase, it is brought into a
generic code form, which allows dealing with discrete time signals, as is necessary for the
integration to hardware.

From the integrated design point of view, this code-conversion and implementation has pri-
mary meaning, as it enables using the final controller layout. However, the benefit, of being
able to work with the FCS in a form as it is mounted to the final product, brings some problems.
It demands the capability of handling control law formulations in the discrete time domain,
which is an uncommon requirement for the field of optimisation. As the employed filters are
often designed for specific sample frequencies, it further pre-defines the discrete time steps, a
multi-disciplinary plant-analysis must be performed for. Changing the temporal discretisation
of the plant-analysis might in the worst case mean that the underlying FCS-code needs to be
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adapted and re-generated.

The process of creating controller source code for the purpose of integration into an integrated
framework shall be demonstrated with the software SCADE from Esterel Technologies. It
enables model-based software-development and code generation. The different components
explained below are not bound to a specific software, must be enabled, however, if integrated
designing is aspired. Figure 3.20 shows the working environment of SCADE.

workspace toolbar framework view
\ code generation \
/

\ /
\ /

® f \
B0 Yo G I Ly B ok e it /
LY Ier) s ve e de . gen \

® i z o / o ) I \ I
e - = - l

basic and composed operators

LT T5 N e (3TE K R i R e

Figure 3.20: SCADE environment for control system modelling

The software package supports controller design through various automated model checks.
The generated code for the previously modelled controller is compiled for an integration in
a simulation and analysis framework. For an interaction of the flight control system with a
structural sizing process, these codes were compiled as a dynamic library such that they can
be used in a tool-independent framework. Creating the FCS in the desired form follows the
process depicted in Figure 3.21.

SCADE compiler
code generator

aeaea

SCADE generated
controller model c-code

dynamic library

Figure 3.21: Generation of controller code

There are some basic functionalities which can be found in most flight control systems. Some
selected FCS components shall be highlighted to illustrate the main modelling procedure,
followed in this thesis.

Integrators are one example for a reoccurring unit in a FCS. They determine a signal based
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on its temporal derivative. As a subcomponent in a cascaded design they integrate various
signals in higher level control laws as a longitudinal or lateral control law. One main purpose
of a longitudinal controller is to calculate an elevator command according to a respectively
given control task. In longitudinal control, subcontrollers take over subtasks like damping the
aircraft pitch rate ¢ or integrating control surface deflections like 7. An important input for the
elevator integration to deliver a respective n-command is a trimmed elevator deflection. A pitch
damper implementation primarily works with pitch rate, the angle of attack and the current air
speed. Both components can be modelled through basic signal blocks and shall represent the
lowest modelling level, here. Functionalities like pitch damping and the n-integration can be
grouped into one subcontroller, together with further components like according rate limiters
and feedback operators. Figure 3.22 visualises the idea of linking subcontrollers to realise a
desired compound functionality. Mainly based on the AoA, respective gain factors and flight
mechanical states, an elevator deflection command is calculated.

Alpha
EEm——

kp_alpha_eta Alpha_Feedback
—_—>

Vtas Eta_Rate_Limiter

Eta_cmd
5 Eta_Integrator |———>

Phi Pitch_Damper

kp_q_eta
———>

Alpha
—>

eta_rate_lim trim_eta

Figure 3.22: Pitch damping and elevator integration

The concrete design of elemental control blocks contributing to subcontrollers (which again
contribute to the final control law) and the design and optimisation of control law gains is done
by the flight control engineer. Physical properties that are invariant during flight like e.g. I,
CoG, b, c are brought together for the respective AC. Variable quantities like velocities, rates,
altitude, Mach number, etc. are monitored for the purpose of fulfilling different control tasks.
Gain factors are amplifying the corresponding signals. Amplification of the aileron ¢ to the
rudder ¢ or to the spoiler « is given through gains like k¢¢ or k.

In addition to these gains, more sophisticated, composed parameters can be found in indus-
trial aircraft programs, as well. The ratio between control surface deflections of spoiler and
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aileron could be defined explicitly. The idea of splitting loads between aileron and spoiler in

an asymmetric manoeuvre will be studied later, in more detail.

Integrator functionalities like those, briefly described for longitudinal AC-control, occur in lateral
control laws as well. As an example, integrators could be grouped into a lateral integrator
module and help to provide commands for control surfaces, which are primarily used for rolling
and yawing the aircraft (ailerons, rudder, roll spoilers). Based on trimmed values of &, ¢
and on rate values like &, ¢, &, and under consideration of respectively relevant rate limits,
corresponding commands &, (., k. are calculated.

This approach of FCS modelling through a modularised control law layout enables both,
reusing code or subcontroller designs and splitting design activities in the team of control
law designers. From the depicted points on industrial FCS design in an integrated design
process with SCADE, a number of limits and possibilities can be identified.

It shall be noted that main limitations presented in the following stem from the fact that SCADE
was not specifically developed to contribute to an MDO-process. System modelling and simu-
lation, conducted through discrete signals in SCADE, is relatively complex compared to other
software. Detailed knowledge on the methodology of control system modelling is indispens-
able, simulation and visualisation of respective data is not intuitive. This makes SCADE dif-
ficult to use for engineers without specific training. A further limitation can be seen when
addressing the capability in fast controller model generation. The library of available controller-
components and subcomponents is small, basic controller prototypes must often be designed
manually. The functionalities that support the design of control parameters are comparatively
limited. These points restrict the range of applicability w.r.t. fast, tool-supported FCS-model
generation for usage in an integrated process.

A big advantage in the presented modelling approach can be seen in the fact that the created
FCS design can be used both in conceptual and in detailed numerical studies. The main
outcome is the automatically generated code, which can be used for further simulation in a
respective software environment (conceptual and preliminary design) or testing with hardware
in the loop (detail design). The step of bringing the design model to a form which can finally
be implemented in the aircraft system is thus not necessary, or at least strongly facilitated.
Further, the capability to model arbitrary control systems must be highlighted as a possibility
for the overall process. Complex control structures can thus be created, based on respectively
underlying basic components. The FCS designer is not limited to a tool-given controller type.
Through the possibility of automatic code-generation, coupling the final control system to ex-
ternal sources does not pose a considerable problem. The design is therefore not limited by a
tool-specific modelling process, which gives further freedom. The generation of both internal
and external signal interfaces is not a complex task. All interfaces can be defined graphically.
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Internal signals are connecting controller blocks of a common model. Communication with
external sources can be realised through manually connecting the respective signals with the
plant in-/outputs on the code-side. Especially w.r.t. a functionality in a MDO-process, where
such connections are indispensable, this is of high value. Pros and cons of the chosen large
scale modelling approach can be listed as follows:

— Complex modelling and simulation of controllers through discrete signals.

— Fewer capabilities concerning fast controller design compared to other software.
+ Direct usage of final, detailed FCS design.

+ Possibility to model arbitrary control systems.

+ Uncomplex generation of both internal and external signal interfaces.

The flight control system model takes transient data as an input to mainly determine control
surface commands. These commands are processed in an actuator model to result in actual
control surface deflections which can be used for further calculations. The two aspects are
visualised in Figure 3.23.

(o),

. n.(0), .®, ),
qgtg, Flight E(0), 2(@)) Control g((t))
9(t), (1), t),
2 Control P8 > Surface [—
System @1 Actuator | *®
(a) Flight control system model (b) Actuator model

Figure 3.23: The flight control system components

The control laws used in this work stem from controllers which are well suited for full, nu-
merical manoeuvre simulations. Still, only subfunctionalities, focussing on the possibilities for
integrated designing through MDO, shall be used and studied in the following.

3.4 Design Optimisation Modelling

Bringing together the previously described modelling components (aeroelastic model, struc-
tural dynamic model, the flight control system model), an aeroservoelastic model can be set
up and aeroservoelastic analyses can be performed. Containing the governing equations and
thus providing system responses, it represents the MDO-state model. With a proper opti-
misation model, these responses can be used by a numerical optimisation algorithm to find
an improved design. A missing ingredient for an aeroservoelastic optimisation, therefore is
the optimisation model. It defines how responses from an aeroservoelastic analysis must be
reformulated as constraints for an optimisation algorithm and which variables shall be used
to minimise or maximise a certain physical property. The three numerical core ingredients

are given by the objective function, the set of design variables and the set of constraint func-
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tions.

Design optimisation modelling is the final component which is necessary to create an inte-
grated design framework, that is capable of respecting FCS demands for an airframe layout.
Its elements are described in this chapter.

3.4.1 Objective Model and Objective Function

To assess a given design, a proper assessment-value must be found. In MDO the objective
function is the main quantity of interest, as it evaluates the quality of a given design by its
numerical value. It formulates the key demand in an engineering task in a quantifiable way.

Basically the objective function implements the scalar value f and the vectorial quantity j—f;
according to a design model x. Classically, the structural mass of an AC is used in the defini-
tion of an objective function. The mass value m in the current optimisation iteration is mostly
related to its initial value mg. The current mass value is determined from the FEM-model by
summing mass related information m; of all structural components :

m=3"m, 3.9)

Both concentrated masses (e.g. used to model fuel capacities) and distributed masses (de-
fined through material densities given in the model) are taken into account. As geometric
properties like cross section areas of 1D-elements (rods, bars, beams, etc.) or thickness
values of 2D-elements (shells, plates, membranes, layer thicknesses of composite elements
etc.) are varied by the optimiser, the corresponding mass changes with the volume (m = pV).
The respective gradient information % is implemented analytically, based on the particular
elements in LAGRANGE. From the modelling point of view, no effort is needed for structural
mass optimisation as it is the default in the MDO tool.

Besides the possibility to improve a given design through reduction of structural mass, fur-
ther objective functions can be used, as well. Minimising the structural compliance is known
from topology optimisation (see Bendsoe & Sigmund (2003)). Compliance ¢ can be seen as
a measure of stiffness in a given system. While it relates to an energetic term in the PvW
formulation, its calculation is performed easily over the external loads and the respective dis-
placement field from the FEM-model (c = ), P;u;). For flight performance optimisation, fuel
capacity could be maximised by choosing and summing only selected concentrated masses
for the objective function. Further criteria to improve performance are given through AC-range
or through the induced drag from aerodynamic data. While range evaluations are still an open
topic of developments in the selected MDO-solver, respecting the induced drag in the scope
of shape optimisation was successfully demonstrated in Deinert (2016).

The objective model provides an objective function value f and contributes to the calculation
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of respective gradient information V f for a given design variable = (compare Figure 3.24).

f
x_| Objective |vf

Model

Figure 3.24: The objective model component of an optimisation model

3.4.2 Design Model and Design Variables

The objective model defines which quantity is to be optimised. The design model now contains
the information which parameters (state variables) shall be varied to achieve this.

The design variables represented through = must be chosen carefully. They embody the
flexibility which is given to a certain design. Describing a given model through many design
variables means to grant a high design-flexibility to the numerical optimisation algorithm, which
finally works with it. The dimension of = strongly impacts the computational time of an optimi-
sation run. Therefore, sensible grouping of physical properties into x is a must. The challenge
is to select as many design variables as possible for maximum design-flexibility but as few as
necessary for computationally reasonable effort.

From a modelling point of view, a design variable can be seen as a set of state variables. While
the abstract, conceptual grouping itself must be sensibly thought of by the engineer, the man-
ual creation of respective inputs for LAGRANGE can be done with different helper tools. The
Airbus internal program DEFOPT was implemented specifically to create design model inputs,
based on a given Finite Element (FE)-model. Sets of elements containing structural variables
like beam cross section areas, shell thickness or composite layer thickness values and an-
gles serve as input. Design variables are then created according to geometric boundaries,
which can be given on a purely elemental base or through selected aircraft substructures like
stringers, spars, ribs, etc. Figures 3.25 - 3.27 visualise three example design models for a
generic FEM model of a right AC wing.

Figure 3.25: Design variables when using one design variable per element

Focus is placed on the wing skin elements, here. With Figure 3.25 an unnecessary high com-
putational effort for the optimiser is provoked as each element embodies at least one design
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variable. In case the wing skin is made from composite material, where one finite element
can contain multiple composite layers, the number of resulting design variables can increase
further, as multiple layer thickness parameters or layer angles can be grouped into separate
design variables. It was even possible to create one design variable for each separate layer.

Figure 3.26 represents another grouping of elements into a design model. Specific ribs were
used to geometrically separate the resulting three design variables.

[

Figure 3.26: Design variables when using specific ribs as spatial separators

Intersections between ribs and spars can be used as boundaries of design variable patches.
This is shown in Figure 3.27 which depicts a more sensible grouping.

Lo

Figure 3.27: Design variables when using all ribs and spars as spatial separators

Strongly connected to the design model is the definition of gages for the design variables. As
the gages are often referred to as "side constraints”, they could be classified in the criteria
model, as well. The gages define the range in which a state variable is allowed to vary for the
purpose of optimising the objective function. It is possible to use an absolute range by hardly
defining a lower and an upper limit, or to allow a relative change with respect to e.g. the initial
value of a given state variable, in LAGRANGE. The gage-selection can have a major influence
on the finally optimised design. Narrow ranges of gages, not only reduce the design-flexibility,
but can even pose an unnecessary limit to the numerical optimisation algorithm. As a result,
the design variables are driven to values corresponding to gages of the state variables, instead
of searching in a sensible range of designs. However, wide ranges, especially in combination
with a high dimension of x, bear more risk of leading the deterministic optimiser into local
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optima and thus not exploiting the full range of the given design-flexibility. It is usually a
good start to allow a variation of physical properties based on criteria as manufacturability or
availability. Here again, engineering mind is needed when formulating the side constraints.

The design model provides design variables «x for sets of state variables s (Figure 3.28).

s Design x
Model

Figure 3.28: The design model component of an optimisation model

3.4.3 Criteria Model and Constraint Functions

With the objective model, defining which quantity shall be optimised, and the design model,
defining the parameters which shall be varied and how strong their variation may be, an op-
timisation was already possible. An engineering system will, however, always demand side
conditions which have to be met. Maximum displacements of the wing tip, mechanical strains
and stresses, which shall not exceed a certain level, or eigenfrequencies which have to be
kept in a pre-defined range are examples for such side conditions. They are modelled by as-
signing FE-nodes, elements, DoFs, etc. into a criteria model. For a design to be feasible by
means of these criteria, constraint functions are evaluated for respective loading situations.

In flight, an AC experiences various excitations, which are modelled through forces and mo-
ments. Those loads can emerge intentionally e.g. from manoeuvres, induced by the pilot, but
also from environmental influences as in the case of gusts. In the scope of MDO, the col-
lection of all parameters describing a loading situation of interest, resulting in a set of forces
and moments (see Figure 3.29), is referred to as a load case. From transient analyses, each
discrete time step is evaluated for a respective loading state. Thus, each time step can be
interpreted as a separate load case.

(a) Gravity load component (b) Aerodynamic load component from
equation (2.56) (left hand side)

Figure 3.29: Example load cases for structural design
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AC are always certified for numerous load cases and for numerous criteria. In aircraft industry,

it is the sovereignty and responsibility of loads departments to provide respective sets of

relevant loads. Multi-fidelity aerodynamic data (low-fidelity from vortex- and doublet lattice

methods, medium-fidelity from Euler- and RANS-methods or high-fidelity from wind tunnel or

flight testing) come into use for this purpose. The outcome is a loads model, consisting of

forces and moments, that can be used in a numerical program by a structural designer.

During optimisation, each loadcase must evaluate all optimisation constraints, in the first

place. The following list gives an incomplete insight in constraints, which can be contained

in a classical criteria model:

¢ Displacement constraints:

Displacement constraints are restrictions on deformations and a very common stiffness
constraint. Lower and Upper limits for a desired displacement can be defined node-
wise. Both translational and rotational DoFs can be constrained. A classical application
for displacement constraints is given when studying passive aeroelastic tailoring. A
range of desired or allowed displacements, which must be met or must not be exceeded
through structural optimisation, can be defined. Usually, only few nodes and DoFs will be
constrained. With a proper model, stiffness then assures that the transition of displace-
ments between neighbouring nodes remains in a sensible range. Figure 3.30 shows
the evaluation of a displacement constraint for the wing tip of a generic transport aircraft
in level flight, where an absolute allowable value of 100mm is exceeded through an
applied value of 181.07mm, what results in a violated, i.e. negative constraint function

value.

u . 18107

i =1 100 =-0.8107

Figure 3.30: Displacement constraint for wing tip

Strength constraints:
Strength constraints in LAGRANGE optimisations are evaluating stresses and strains in
the structural elements of a FEM-model. Isotropic materials are usually assessed with

von Mises formulations, but can use tensorial components of the respective stresses
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and strains, as well. Composite structures demand more complex criteria models. LA-
GRANGE offers various composite failure criteria, originally described by Hill, Hoffmann
or Tsai (see Jones (1998)). A commonly applied constraint formulates the maximum
strain criterion, which mainly considers the maximum strain in a composite (see Hart-
Smith (1998)). From the computational side, LAGRANGE reduces all strength con-
straints to a reserve factor, formulated as ratio of allowable and applied loads. To assure
a higher structural reserve, a scaling factor can be used to increase the actually applied
load, if desired.
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1= = Tooes 3

1
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Figure 3.31: Reserve factors and strength constraint values for a structural skin panel under
external load

e Structural stability constraints:

Assuring mechanical stability of aerospace structures means evaluating its capability of
carrying compressive loads. From a FEM point of view, it has to be differed between
plate buckling of 2D isotropic and orthotropic elements and 1D stiffener elements. Par-
tial differential equations are solved resulting in critical values of compressive stresses
or strains. The analysed structure must be considered to fail as soon as these are
exceeded, although these may by significantly lower than those considered in the ma-
terial or structural allowables. Mathematical details of methods for isotropic materials
can be found in e.g. Timoshenko & Gere (1963) and for orthotropic materials in e.g.
Jones (1998), ESDU (1994), Hérnlein (1988), Hornlein (2006), Weaver (2004), Weaver
(2005), Weaver (2006). For works with a focus on mathematical algorithms for shape
optimisations considering structural stability Daoud (2005) shall be suggested.

o Aeroelastic stability derivative constraints:
During the work on this thesis a new constraint, intended for aeroelastic applications
was formulated (compare Nussbéacher et al. (2016)). Depending on the design model,
structural optimisation can change the position of the CoG. As a result, stability deriva-
tives can change in an undesired way. Such changes are not monitored in classical
optimisation tasks with considered aeroelasticity. Evaluating respective stability deriva-
tive properties and controlling them by means of appropriate constraints means assuring
that a desired flight stability level is maintained or reached. Especially in applications,
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where shape optimisation comes into use, this will be an important tool to reach better
AC designs. From the modelling side, it is sensible to first evaluate the level of flight
stability of a given design, to then define the stability derivative constraint by means of a
relative change of the obtained stability property and to successively increase the range
from one optimisation to another, hereafter. It is suggested to allow relative changes of
only 1 — 5%, first, in order not to heavily change the flying characteristics of the given
configuration through structural optimisation. As long as structural changes do not vi-
olate the demand for the stability derivative, the constraint remains inactive, becomes

very dominant, however, as soon as this is not the case anymore.

Various other, modern constraints can be introduced in a criteria model of LAGRANGE. Aeroe-
lastic trimming constraints, damage tolerance criteria, limits for flutter frequencies, or restric-
tions given through manufacturability can be named, here. It shall be noted, that all constraints
can arbitrarily be combined in one criteria model. This means that within one optimisation run

all constraints can be evaluated simultaneously.

The total number of constraints to be respected during a numerical optimisation depends on
the number of restrictions formulated for nodes, elements, etc. and on the number of load
cases (and/or time steps) to be studied. Especially for transient analyses, the number of time
steps can be very high and thus bring many loads into the evaluations for an optimisation
run. Reducing this number of loads to a set of structurally critical loads is done through the
enveloping feature in LAGRANGE as described earlier in Chapter 3.2.

Numerically, the constraint functions implement the vectorial quantities g and the matrix %,
according to a design model z. For the optimisation algorithm, a distinction between the
different types of constraints is not possible and not intended. An optimisation algorithm does
only use the numerical values in g and % and should never need the information where these
originate. Their dimensions, however, are of importance concerning the computational time,
the algorithm needs to provide a better design. Reducing these to a sensible size demands
both, engineering mind (e.g. selection of critical areas of a structure into the criteria model
and neglecting uncritical areas) and the proper choice of optimisation control settings like the
number of time steps to be considered or acceptable scaling of reserve factors.

W.r.t. integrated design, the presented ingredients for design optimisation modelling bring
both, limitations and possibilities. The following summarises advantages and disadvan-
tages.

Manual action is necessary during the generation of the optimisation model. Grouping of
structural elements or separately defining feasible ranges for state variables must be carried
out by hand and can not be fully automated, yet. Design tasks often demand the simultane-
ous optimisation of various quantities. Often the single tasks can be reformulated such that
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finally one primary target remains in the final formulation. If this reduction to one objective is
not possible or does not meet a good tradeoff between the single objectives, the presented
optimisation methodology does not offer approaches to solve multi-objective problems. The
majority of objective and constraint functions and of design variables, which can be handled
with the presented method, are of structural nature, only. The consideration of demands from
other disciplines are not as strongly established as those from structural mechanics.

The wide range of already available structural objectives, criteria and design variables can,
however, be named as an advantage of the depicted optimisation modelling, as well. It en-
ables multidisciplinary assessments of the overall AC and leaves the underlying programming
code with an inherent claim for integrated design. The capability of respecting requirements
of multiple disciplines simultaneously, opens a wide range of applications, which could not
be analysed with other processes. High numbers of interdisciplinary constraints can be eval-
uated, what demonstrates the flexibility w.r.t. analysing problems from different engineering
disciplines. Another advantage of the described optimisation method lies within the fact that
there is no dependency between an optimisation model and a respective optimisation algo-
rithm. In case the current task can not be solved in a satisfying way with one algorithm,
another can directly be applied without any changes to the original model. The different com-
ponents contributing to the optimisation model are clearly separated from each other. This
modularity enables short implementation times for adding new criteria to the given process.
The sovereignty over optimisation model generation and the independence of third party tools
opens the possibility to quickly study and test complex design ideas without the need to ac-

count for time- and cost-consuming developments.
Limitations and possibilities of the optimisation model generation summarise as follows:

— Moderate modelling effort still necessary for some optimisation model components.

No innovative multi-objective optimisation.

Criteria models mainly formulated for structures.

+ Wide range of objective, criteria and design models.

+ All optimisation algorithms use the same optimisation model.

+ Fast implementation of new optimisation demands through in-house code-access.

The constraint model provides constraint function values g and contributes to the calculation
of gradient information Vg for a given design variable x (compare Figure 3.32).

. . g
x Criteria Vg

Model

Figure 3.32: The criteria model component of an optimisation model
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4 Method of Aeroservoelastic Airframe Design Optimisation

The previously described ingredients need to be coupled methodically, now. Step by step
the final aeroservoelastic design process is assembled. Successively, its components are
added to the process developed in the respective previous step. First, data transmission
between the three main disciplines (aerodynamics, structural mechanics and flight control
system) has to be realised. Enabling the exchange of information results in the possibility
to run aeroservoelastic analyses, then. Based on the so derived capability to run integrated
studies, optimisations can be performed, hereafter. This enables running aeroservoelastic
design studies in an integrated way, what solves the main issue of this work. The evolution of
the design process up to its final version can be seen when Figures 4.11, 4.13 with 4.14, 4.15
and 4.17 (all of whom are explained in the following) are put next to each other.

The physical basics for the development of an integrated design process considering flight
control system demands, were formulated in Chapter 2, while their implementation through
respective methods and tools was described in Chapter 3. In Chapter 4 the separate com-
ponents are merged into a final process. For the solution of the motivating problems and for
reaching the objectives of the work at hands this chapter contributes by

e creating a numerical evaluation process by combining aeroelastic and structural dy-

namic analyses
e enhancing the workflow through a FCS component

e integrating the resulting analysis in an optimisation frame

4.1 Data Exchange Between the Disciplines

The time for data exchange between numerical models can be reduced drastically through
automation. A dynamic way of working is given when all data are centrally available in one
framework. The framework assembled in this work offers a computational interface, which is
capable of exchanging data from various sources and brings them together for the purpose
of multidisciplinary optimisation. The LAGRANGE-python-Application Programming Interface
(API) gives full control over the program flow. The previously described methods (Chapter 2)
can be brought into interaction through coupling their implementations (Chapter 3).

Before an optimisation model is composed, an important point concerning automation-based,
integrated design must be accentuated. The quality of an optimisation result depends on two
main components. First, the solution of a MDO problem is only as good as the underlying
equation system in each contributing discipline and second, a MDO can only work if the gov-
erning equations of all disciplines are properly interacting with each other. Deep knowledge
and understanding of a system are fundamentally important for a successful optimisation.

To enable data exchange between different disciplines, an instance based way of working
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must be followed. This means that the information in each discipline has to be organised in
the same way, such that data can be exchanged similarly on a common level. Computation-
ally, each model then works in a separate programming instance and shares information with
other instances. Figure 4.1 shows an example of an abstract instance. It contains the data
processing steps, well known from most engineering codes.

parsing

preprocessing

processing [

design -

Figure 4.1: Classical workflow of a LAGRANGE optimisation task

The parser reads the information from the numerical model, like e.g. for finite elements or for
aerodynamic panels, one by one. In the preprocessing step, the data behind it is organized
in respective structures, like e.g. in collections of finite element IDs together with their nodes
and thicknesses or aerodynamic IDs together with their chord and span lengths. Processing
means to prepare information, such that it can be used for evaluation in a next step. Here,
e.g. finite element sizes or aerodynamic panel areas are calculated. In the design the data is
finally used in an analysis, what provides desired engineering quantities, like e.g. mechanical

strains or stresses or aerodynamic pressures and loads.

The framework implemented in this work enables controlling these steps for all defined in-
stances (and thus disciplines) during runtime. This gives the possibility to exchange data
between one discipline and the other. How the different instances are set up depends on the
definition of the engineering problem and is a main task of the MDO-engineer. Figure 4.2 gives
an example of how three disciplines can share information and manipulate each other.

Aeroelastic Modal Structural dynamic
analysis instance analysis instance analysis instance

parsing

parsing

parsing

preprocessing

preprocessing

preprocessing

processing

processing

-~ -_———

Figure 4.2: Example of multiple LAGRANGE instances working together
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Every analysis, optimisation or general mode of operation enables a separate API instance.
The following gives an overview on instances, which are used to address the topics of this
work:

e Mathematical optimisation instance:
Use only the numerical optimisers, without any connection to a physical, engineering
model. (E.g. find the minimum of a mathematical function.)

e Static structural analysis instance:
Run a pure, structure mechanical analysis. (E.g. determine structural responses like
displacements, strains, stresses, etc. for a given structural model and load case.)

e Modal instance:
Run a modal analysis of a structural system. (E.g. determine eigenfrequencies or
eigenmodes of a structural model.)

e Aeroelastic analysis instance:
Couple structural and aerodynamic models for interdisciplinary analyses. (E.g. make
use of aeroelastic constraints for the solution of an MDO-problem.)

e Dynamic structural analysis instance:
Calculate transient responses of structure mechanical systems. (E.g. calculate struc-
tural responses for various time steps of a dynamic analysis.)

e Enveloping instance:
Find structurally critical events from a respective analysis. (E.g. filter critical loads or
time steps from a respective range for an optimisation run.)

Interfacing respective instances is like setting up a problem in the weak form as used in the
FEM (compare Chapter 2.1.2). Unlike a monolithic, strong coupling, a loose, partitioned cou-
pling does not solve the system equations of all disciplines in a closed form. Interchanging
data between disciplines and passing data from one discipline to another is a basic character-
istic of this interconnection method. The necessary procedures in the framework of this work
are represented through getter- and setter-functionalities (Figure 4.3 and Figure 4.4).

analysis instance

pg = get_pg (...) ipg(i) oT12[31- 5
ug = get_ug (...) Lg(i) 0[1[2[3 -
kgg = get_kgg(...) L — 0[1[2[3]- «

Figure 4.3: Getter functions of the LAGRANGE-python-interface
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While a getter-function gets, i.e. extracts arbitrary data like displacements, strains, stresses,
pressures, etc. from an analysis run, a setter-function sets, i.e. writes such information or

overwrites respective, already available information.

analysis instance
=z i Jo[1[2[3]
P o200 set_pg (...)
> i Jo[1[2[3]}
u ; o) set_ug (...)
x >lalpha set_trim(alpha,eta,...)
]’] > eta

Figure 4.4: Setter functions of the LAGRANGE-python-interface

Which capabilities are needed in detail, depends on the problem to be solved and they need
to be implemented accordingly. Load-, displacement-vectors or stiffness-matrices can be ex-
tracted as depicted in Figure 4.3, while loads and displacements or properties of an aeroelastic
trim problem can be overwritten as displayed in Figure 4.4.

4.2 Aeroservoelastic Design Analysis

With the capabilities evolving through the generic coupling approach briefly described in 4.1, it
is now possible to set up the coupled analysis and optimisation models necessary for aeroser-
voelastic studies. First, an aeroelastic instance will be connected to a structure dynamic in-
stance. The resulting transient aeroelastic analysis shall be extended by coupling a flight con-
trol system instance. Activating the enveloping functionality in the structural dynamic solver
part already allows to filter critical loads and properties in the design of the airframe. The
information of this aeroservoelastic analysis can then be used in an optimisation instance,
which only deals with the task of finding better designs.

4.2.1 Coupling the Aeroelastic with the Structural Dynamics Model

The modelling basics of aeroelastic analyses and structural dynamics were explained in Chap-
ters 3.1 and 3.2. This chapter describes how an aerostructural analysis can be coupled with
a transient analysis. Both, the aeroelastic and the structural dynamic solver used in this the-
sis are implemented directly in the framework. The LAGRANGE-python-API enables data
exchange between the two. Loads extracted from a steady aeroelastic analysis can be ap-
plied as NBCs on a transient analysis. Structural responses resulting from a time step of the
dynamic solver (as e.g. rotations in the CoG) can be fed back and interpreted as changes
in the flow conditions. They thus alter the loading condition for the subsequent time step.
To automatically tune the damping model, used in the time-dependent analysis, a one-time
determination of eigenfrequencies by a modal solver instance is implemented. Alternatively,
damping coefficients like «; and ais can be supplied externally, as well.
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A necessary demand for the multidisciplinary analysis framework, which is build up from vari-
ous instances, is that all underlying numerical AC-models must use the same modelling base.
Although a structural dynamic instance does not need an aerodynamic model, and the steady

aeroelastic instance can not deal with transient modelling components, the underlying struc-

tural FEM-model must not differ in a single DoF. This is assured through a shared, central
GFEM (Figure 4.5).

- “Structural dynamics: >~
‘ Time discrete,
transient response,
*~._ generalised o model .-’

l,’/ Flight control system:
'\ Time discrete control laws

Structural mechanics:
Central GFEM model

’,
/

Aerodynamics: N\
1
. VLM/DLM model

\

ptimisation: e
Optimisation model
(objective, design,

Figure 4.5: Shared GFEM as common basis for instance based numerical simulation

A transient aeroelastic calculation shall always start from an aeroelastically trimmed state.
Therefore, an initial trimming calculation for the respective flight state must be performed, first.
The results are control surface deflections and aerodynamic angles, which serve as starting
values for the aeroelastic evaluation instance. The aeroelastic analysis is mainly fed with
aerodynamic angles and provides resulting rigid and/or elastic forces acting on the structure.
An external command, like a pilot stick input or a control system command, may change the
control surface deflections (compare Figure 4.6). From a modelling point of view, this alters

the boundary conditions of the aerodynamic model. The respective input can be given through
a progression of signals at discrete time steps.

Signal over time slope - p2p v3

Signal over time slope - p2p v5

signal
signal

time [s]

(a) Step input

- ¢ s
time [s]

(b) Input through section-wise linear slopes

Figure 4.6: Modelling exemplary stick inputs
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4 Aeroservoelastic Design Analysis

The transformation of load data from one instance to another is of high importance for the
methodical coupling. From a computational point of view, load vectors of numerical aircraft
models can easily be kept in memory of modern computers. Therefore, transferring load com-
ponents is usually not a resource problem, but demands attentiveness in properly matching
degrees of freedom data between the numerical models. It must be assured that forces of
translational DoFs are transferred to the corresponding translational ones and that moments
of rotational DoFs are transferred to the corresponding rotational ones. Further it is necessary
to always be aware of the components a load vector is made of. E.g. rigid body accelerations
stemming from multiple sources must not be considered multiple times (compare Chapter
2.1.4). If, for example, a gravitational acceleration is applied in both a structure dynamic and
in an aeroelastic instance, its contribution to the forces and moments will result in the load vec-
tors of both instances. If loads from the aeroelastic shall now be transferred to the dynamic
instance, the doubled effect of the acceleration can be removed, when the resulting forces are
subtracted from the resulting load vector before they are transferred. In this example (aeroe-
lastic and dynamic instance), the same applies for the elastic forces K - u in the system, as
they are contained in both analyses. This can be seen when comparing equation (2.56) for
aeroelastic modelling with equation (2.62) for dynamic modelling. The components, which are
relevant for coupling aeroelastic with transient analyses, occur in the governing equations of
direct aeroelasticity (compare Chapter 2.1.4).

plebSM) o p(el,AD) | plinert) — plewtra) 4 plappl) (2.56 revisited)

Elastic and inertia related load components (P(¢:5M) and P(inert)y can be determined from a
structural dynamic solver, if the three remaining load components are available:

e Pure aerodynamic forces and moments: P(l-AD)
e Forces and moments resulting from extra point displacements u,: Pleztra)
e Further, externally applied load: P(@PrD)

PLAD) occurs on the left hand side in equation (2.56), while P(€#tra) and P(arPl) occur on
the right hand side. Therefore, to properly consider the aeroelastic effects during a transient
analysis, the vector

P — _pleAD) | plextra) | B(appl) (4.1)

needs to be assembled from the aeroelastic instance and applied as external excitation to the
structural dynamic one according to equation (2.62)

M -i(t)+ D - i(t) + K - i@(t) = P(t) (2.62 revisited)
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resulting in
M -ii(t) + D - ii(t) + K - @(t) = — PebAD) 4 Pleatra)  Blappl) (4.2)

This equation system couples the structural dynamic calculation with aeroelastic evaluations.
Solved with e.g. the Generalized Alpha Method it provides displacement, velocity and accel-
eration fields for discrete time steps ¢;. For this purpose, respective data fields must compu-
tationally be prepared and an appropriate amount of space needs to be reserved in memory
(indicated in Figure 4.7).

Initialise data fields
(program variables)

Ny, dofeeg, V, ...

Figure 4.7: Initialise task specific program variables

With available control surface deflection data, the aeroelastic solver input can be replaced
in each time step. Control surface deflections might result from an initial trimming calculation
first, and as an explicit input (like a stick input) or from a control system in later time steps. The
manipulated aeroelastic solver evaluates the load state and provides aeroelastic moments
and forces. The load components necessary for the dynamic instance are then assembled
according to e.g. equation (4.2), what is depicted in Figure 4.8 (a). The resulting data is
applied as external excitation in the current time step. After the solver step, displacements,
velocities or accelerations can be extracted from the transient instance and serve for follow-up

studies, what can be seen in Figure 4.8 (b).

¢sS(n, &, ..)

AE analysis

plrhs)

overwrite P

transient

‘ extract AE loads ‘ analysis
i plel, AD) plextra) p(app) |

extract

‘ calc. trim loads ‘ transient data

l plrhs) i N

v

(a) Trim loads (b) Transient response

Figure 4.8: Determine and extract loads and responses

The velocity field contains the information of rates (like the pitch rate). The displacement field
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can be used to evaluate the change in the AC position from one time step to another. From
a structure mechanical point of view, especially its rotational DoFs are of interest, as they are
the interface to flight mechanical quantities. The pitch movement shall serve as an illustrative
example. Neglecting wind influences, the pitch angle © flight mechanically consists of the
climb angle v and the aerodynamic angle of attack «:

O=7+a (4.3)

P |
=

Figure 4.9: Pitch angle, angle of attack and climb angle

Assuming that changes in v occur as a result of a changing load situation, represented by «,
a perturbed © can be interpreted as a change in q, first:

Ao~ AO (4.4)

The change in the aerodynamic load situation results in a new climb angle, which can be
determined through the transient instance, for the next time step.

The accuracy of the aeroelastic solver is a critical element in this process chain. Providing the
external loads, every inaccuracy passes through to the transient solver and leads to inaccurate
transient data. This can be seen when comparing the altitude change over time, resulting
from the trimmed loads of the two aeroelastic solvers (optimisation based solution and direct
solution), as done in Figure 4.10.
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Figure 4.10: Direct and optimisation based aeroelastic solver in transient aeroelastic analyses
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The forces and moments determined with standard settings of the optimisation based ap-
proach naturally show a load residuum Fi..,, which does not come from bad modelling but
from the method itself. Over time this residuum leads to a noticeable loss in altitude.

The graphical progression matches the parabolic trajectory resulting from the acceleration,
which occurs due to the remaining, not perfectly trimmed loads of the AC (h(t) = “T—;StQ). The
numerically remaining acceleration (a,es = g—w) is considered as appropriate level of trim-
ming inaccuracy in most steady aeroelastic applications. The monolithic solver does not lead
to comparable inaccuracies, as its residuum is a result of the algorithm solving the mathemati-
cal equation system, and not of the aeroelastic method. It must be considered as the superior
solver for applications with unsteady character, where higher inaccuracies lead to physically

insensible behaviour.

Using the monolithic aeroelastic solver, control surface deflections can be varied as free input
variables, when they are defined as respective trim DoFs of the aeroelastic problem. It is
then possible to apply a pre-defined time-dependent control surface slope in an analysis and
thus to study the aeroelastic responses of the system through the dynamic instance. The
respective control surface values are overwritten through the LAGRANGE-python-API, again.
Applying a pilot command, like the generic stick input from Figure 4.6 as control surface slope
for the ailerons, leads to a roll movement. Aerostructurally relevant data can be determined.
For the MDO-engineer, resulting structural response progressions must be highlighted as very
valuable outcomes of such analyses. The slopes of stresses and strains over time help directly
to understand structurally critical effects.

The abstract relationships between the components participating in a transient aeroelastic
analysis are visualised in Figure 4.11.

Transient Aeroelastic Model
-

I
I I
| | |
Aero- P | Structural ! | Structural [
| I dynamics | » | Elasticity i * "1 Dynamics “i e
I : | I
I R S I |
| |
- L ]
Fluid Structure Load Plant
Interaction Application Response

Figure 4.11: Transient aeroelastic analysis process
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4.2.2 Closing the Loop by Flight Control Laws

The capability of using aeroelastic loads in a structure dynamic analysis as described in Chap-
ter 4.2.1 shall now be extended by a flight control system model (compare Chapter 3.3). This
empowers the control system to actively monitor and manipulate the loads extracted from the
aeroelastic instance, which are then applied in the transient one.

So far, control surface deflections were used as variable parameters in the aeroelastic solution
step of a coupled transient-aerostructural analysis. Studies evaluating structural responses to
pre-defined control surface deflections or load situations can thus be performed. A FCS,
however, determines the deflections during the AC-manoeuvre. Therefore, instead of apply-
ing pre-defined deflections, signals calculated by the FCS in each time step are considered.
These signals then lead to plant responses. To evaluate a quantity for the respective engineer-
ing task, a resulting plant response must be selected, first. The FCS-command is generated
according to the control laws and monitored through the plant response. The control archi-
tecture and complexity depend on the level of fidelity, which is contained in the system to be
studied. If only scalar responses shall be controlled, a low-fidelity SISO-controller might be
modelled internally in the framework-script while more complex controllers, often given as Mul-
tiple Input Multiple Output (MIMO)-systems might be accessible through external source code,
only. The so determined, commanded signal can either be processed through an actuator or
directly replace the data in an aeroelastic instance. It thus influences the transient behaviour

in the following time steps. How a controller command is determined from an available plant

l v
select plant
response

response value is drafted in Figure 4.12.

plant_response

no

internal
controller
7

external
controller

’ interal controller ‘ set inputs

¢ ctrl_cmd

get outputs

y ctrl_cmd

Figure 4.12: Determine controller command
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To close the open loop system, the steps

extracting a plant response to be controlled

processing the corresponding signal

calculating a resulting command

applying it to the plant

must be performed. Data can now be exchanged between a controller and an aeroelastic
model, what extends the integrated analysis process by a FCS. Numerical applications can
be brought into interaction through physical quantities (load components, control surface de-
flections, etc.). Multi-fidelity w.r.t. FCS design is given by the fact that both, preliminary control
laws or more detailed controllers can be respected in coupled analyses. A flowchart indicating
information flows is given in Figure 4.13.

Transient Aeroservoelastic Model

Flight Control

I
|

Aero- Structural | | Structural
I

I

I

|

| |
Control 2 Surface } Y B . 2 Ny
System Actuator qﬂ dynamics Elasticity ‘ Dynamics |
I

I

|

Control Control Surface Fluid Structure Load Plant |
Command Deflection Interaction Application Response|

|
|
|
|
|
|
|
| A
|
|
|
|
|
|
|
|

Figure 4.13: Transient aeroservoelastic analysis process

4.3 Aeroservoelastic Design Optimisation

As indicated in the beginning of Chapter 4.2, the results from the coupled analysis can now be
used for the purpose of optimisation in order to find better designs. The main task for enabling
this capability is the step of embedding the coupled analysis in an optimisation framework.
Although the concrete embedding does always and strongly depend on the engineering task
to be studied, some hints with general character can be given. The final implementation of
the aeroservoelastic analysis within an optimisation frame results in a process chain, which

captures all the couplings, described in the chapters before.

4.3.1 Optimisation Model Components

The capability resulting from using the governing equations of aeroservoelastic analyses in
an optimisation model is aeroservoelastic optimisation. The main outcome of the governing

equations are the forces and moments filtered through the possibility of enveloping within the

104 Lehrstuhl fir Luftfahrtsysteme | Technische Universitat Minchen
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framework. This information is used to especially optimise for only critical loading situations,
which are formulated through the constraint model for the optimiser.

To methodically realise the step from pure analysis to optimisation, a properly formulated
optimisation model must be set up. As known from Chapter 3.4, main ingredients for an
optimisation model are the objective model, the design model and the criteria model. The
components were already described as isolated elements, while they shall now be brought into
interaction with each other as indicated in Figure 4.14. The optimiser, which finally handles
the outputs of the optimisation model, is visualised, as well.

Optimisation

|

| Objective
: Model
|

_ Design
<«7— Optimiser Model I

|
Criteria Model :
|
|

Figure 4.14: Servostructural Optimisation

The objective function shall be discussed as the first component of the optimisation model
to be created. Although a variety of objective functions can be handled in the developed
framework, it is focussed on the reduction of structural mass, here. A very important point
concerning mass variations in the scope of ASE, is given by the fact that the CoG may be
displaced and structural responses may change over the optimisation iterations. In the context
of servostructural analyses, this alters the system responses calculated by the FCS. How
strong such quantities are allowed to be changed through the optimisation, depends on the
permitted design flexibility and thus on the design model.

As a second component of the optimisation model, the design variables must be highlighted.
If only small changes in the state variables are allowed, the change in the system response
will be rather small. The amount of acceptable variation defines the dimension of the fea-
sible design space. However, not the absolute range of the design variables alone, but the
geometric region in the AC structure, which is affected by the permitted flexibility, controls the
response of the overall system. Examples for the effect of design variables on the aeroser-
voelastic system can be found, when thinking of flight stability. A relatively small change of
the mass distribution at the aircraft tip or tail may lead to more flight instability than stronger
mass-variations in the wing sections. While such relationships between design model and
flight mechanical effects are described from a theoretical point of view, here, they are used in
practical applications, as well. The controlled transfer of fuel between tanks can be named as
example technology to actively manipulate the CoG in modern AC.

The third component of the optimisation model is the criteria model. The design and the
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optimisation model define which parameters are to be varied to achieve an optimal value of
a physical quantity through integrated designing. The criteria model, on the other side, de-
cides which loading situations must be respected, therefore. The interdisciplinarily determined
forces and moments lead to system responses, which are numerically assessed by the cri-
teria model. Returning to the example of flight stability, a proper criteria model would detect
infeasible mass and loading states through evaluation of e.g. a stability derivative constraint
(see Nussbécher et al. (2016)). In this work, such loads could result from aggressive control
commands. Based on the assessment of the criteria model, load enveloping highlights loading
states which are critical for the AC structure.

The previous paragraphs pointed out what thoughts must be made, when implementing the
components of an optimisation problem for applications with FCS in the loop. With that and the
importance of the governing equations in the scope of MDO in mind, solution sequences for
aeroservoelastic optimisation can be derived. The analysis model must always be brought into
interaction with the optimisation model. Two approaches, one based on the other, realising
such a data exchange shall be explained in the following.

4.3.2 Process Chains Coupling the Analysis into an Optimisation

The loads from a closed aeroservoelastic analysis process, evaluated by a criteria model
and extracted through enveloping, can directly serve as input for a numerical optimisation
algorithm (see Figure 4.15).

Transient Aeroservoelastic Analysis Model |
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Figure 4.15: Aeroservoelastic optimisation process without feedback between optimisation
and control system
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4 Aeroservoelastic Design Optimisation

Linking the analysis (Figure 4.13) with the optimisation step (Figure 4.14) over an enveloping
feature leads to a process as depicted in Figure 4.15. The resulting process shall be described
in more detail, now. Common system evaluations will start with an AC in a trimmed flight state,
where no control activity should appear. A disturbance or a control surface input might change
the loading situation at a certain, discrete time step in the transient aeroelastic analysis. This
alteration leads to a new state of flight. As the FCS monitors the aircraft flight behaviour in the
aeroservoelastic evaluation, it will react according to its control laws. After being processed
through an actuator, its commanded output is applied as input to the aerostructural system.
During all time steps, a criteria model evaluates the resulting structural responses and enables
highlighting of critical time steps through enveloping. The associated manoeuvre forces and
moments are considered in the subsequent optimisation step, then.

The result of this subsequent optimisation will be a design optimal for those loading situa-
tions, detected by the enveloping which accompanies the aeroservoelastic analysis. How-
ever, forces and moments change with an altering structural design, what is not respected
with the process in Figure 4.15. Neither a re-analysis of the determined structural layout, nor
a re-assessment of the resulting plant with the FCS is performed. Without this feedback, the
resulting solution can not be seen as integrated in the scope of structural design optimisa-
tion. The integration of the analysis into the optimisation is implemented like an open loop
system. Therefore, an approach iterating between analysis and optimisation is developed in
the following.

Respecting an update of the structural model shall be possible in an integrated way, i.e. the
model update must be applied for all contributing instances. In order to realise this, the already
available optimised FEM-model needs to be embedded in the framework. As the framework
was set up such that all instances work with the same FEM-model, the update must be applied
only at one central point (compare Figure 4.5 and 4.16). Then, model-consistency is inherently
respected through the architecture, a manual supervision is not necessary.

.-~ "Structural dynamics: ~~
,
Time discrete,
transient response,

*~._ generalised a model .-’

/* Flight control system:
*\ Time discrete control laws -

Aerodynamics:
1
\.  VLM/DLM model

Ky Optimisation: ~ - Structural update
| / Optimisation model | |

(objective, design, through sizing

\‘\\ criteria model) ",—" Op[jmjsation
— . . 4

Figure 4.16: Updating the shared GFEM after optimisation
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As soon as one optimisation run finishes, the resulting model is updated and a new iteration
can start, automatically. The new design is evaluated aeroservoelastically and the enveloped
forces and moments are used to find the next model update. This process is executed as long
as changes in the structure occur from one optimisation to another. Bringing together all the
points discussed above leads to the process visualised in Figure 4.17.
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Figure 4.17: Aeroservoelastic optimisation process with feedback between optimisation and
control system

As the primary design variables consider structural state variables in this work, some aspects
on changing the structure w.r.t. the overall optimisation process shall be pointed out. The
responses, and thus the loads resulting from an optimised structural model, must not nec-
essarily vary strongly from one optimisation to the next. The amount of respective variability
depends on how much design flexibility is granted to the optimiser. For only small structural
variations, the controller inputs might be similar between two optimisations, what applies for its
outputs, as well. The adaptation of the criteria model to FCS responses is new ground in MDO
studies and demands further research. A highly critical point in this regard is the necessity to
derive the analytical relations between FCS outputs and the respective aeroelastic responses
of the system, which first demands to realise a strong coupling in the governing equations. For
structural sizing with small amount of flexibility, the strongest model change will usually occur
from the initial to the first optimised design. As forces and moments can be traced back to the
controller, the load update between two runs depends on the impact of structural variations
on the FCS. If e.g. the main FEM information used by the respective controller connects to
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the CoG, the change in the control command should as well be small, as long as the sizing
alters the FEM information only slightly. In case of structural shape or topology optimisation,
where the structure varies more dramatically, a different behaviour can be expected. A higher
number of enveloped loads results, then.

Thoughts on further extending the aeroservoelastic design process

With the overall design process considering aeroservoelastic effects being described now, still
some open issues remain in the scope of integrated structural airframe design. The generated
process can be used as a base for adding further design components. Enabling to study
the interaction of configurational changes like shape variations with given control laws was a
sensible next step to extend the process. The work in Deinert (2016) could be brought together
with the here presented approach, what still does not solve the issue of a weak coupling of
the various disciplines, however.

The process described so far is set up for changes of the internal airframe structure, only. Vari-
ations in the control system itself and the resulting effects on the aeroelastic plant might be
sensible to study, as well. To use gradient based strategies for controller optimisation, respec-
tive sensitivity information is necessary. Such gradients depend strongly on the FCS design
itself. A general formulation and implementation is expected to be very time-consuming and
therefore usually not sensible. If available, automated model generation tools may support
the modelling activities. Another possibility is given, when working with the underlying source
code directly. If differentiation shall be approximated numerically, problems coming with the
step size dilemma must be kept in mind. If control laws are implemented using computational
variables of the complex data type, complex step differentiation can bring some big advan-
tages. It must, however, be pointed out that the otherwise necessary step of re-implementing
or at least revising an already existing, highly complex controller, can be a time-consuming
task. In that scope, certification of the final result may become a further issue, that needs to
be properly thought of.

If the issue of controller sensitivities was solved, a wide range of aircraft engineering tasks
could be studied. FCS-gain parameters could be optimised with a GFEM in the loop. The
controller gains have a very strong impact on the responses obtained by the system. There-
fore, such analyses and optimisations, bear a high potential for design improvements. Further,
combined studies, taking both, structural state variables and controller gain parameters, into
account in the optimisation step, were possible. Even analyses simultaneously varying the
aerostructural shape and sizing the servostructural design (both structural sizing and con-
troller gain adaptation) can be thought of with the given process and framework, then.
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4.4 Flight control system in the overall aircraft design process

As the FCS is a complex component within the MDO-supported design process, its integration
is commented separately in this chapter.

The three phases of aircraft design according to Raymer (2018) are
e conceptual design
e preliminary design
e detail design
which can be seen as subcomponents in the sequential overall process, as depicted in
Figure 4.18.
Requirements —
Conceptual design K

Preliminary design w

Detail design —+

Fabrication

Figure 4.18: The three phases of aircraft design

Major work in the main disciplines aerodynamics and structures is first conducted in the pre-
liminary phase ("design major items" in Raymer (2018)). However, in modern AC design the
respective centres of competence support the aircraft development throughout all conceptual
activities. The same applies for the MDO engineer, who supports the conceptual designer
with the numerical model generation (Chapter 3) and their integration into respective numeri-
cal processes (like depicted for aeroservoelastic analyses and optimisations in Chapters 4.2
and 4.3). The main outcomes when following MDO-methodologies for the final conceptual
design (which serves as input for the preliminary phase) are improved mass-estimations and
better assessments of aircraft performance. The field of flight control system on the other
hand is addressed not at all or only vaguely in the conceptual phase. This can again be seen
in Raymer (2018), where two main design iterations are described, what is visualised in Figure
4.19 (a). Both the initial and the revised layout are altered through design iterations. While
aero, weight, propulsion and structures can be found here, flight control is not mentioned. Ap-
plied methods in e.g. aero, weight or structure were developed further and further over the last
decades. Numerical methods like FEM or CFD (with the VLM or the DLM as low-fidelity rep-
resentatives) found entry in state of the art designing processes. With this work, flight control
laws are put into the design iteration, which leads to a revised layout, as the created processes
from Chapter 4.2 and Chapter 4.3 enable the intergrated evaluation of aeroservoelasticity in
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early design phases. While the FCS designer previously was consulted during preliminary
design, only, he can start with first (supporting) analyses in the iterations for the conceptual
layout, as marked in green in Figure 4.19 (b). The insights of these activities do not only im-
prove the input for preliminary design but also provide valuable information when it comes to
designing the actual FCS, later. Aerodynamic lattice models or finite element models being
created for conceptual studies are not used in preliminary or detail design. Of course, the
same applies for the (simplified) numerical control laws. Still, times for model development
are reduced, what gives more time to improve the developed systems, compared to the con-
ventional process, later. This becomes clear, when considering that the configuration is frozen
before preliminary design. When laying out the flight control system is only initiated then, the
available design space is limited, compared to performing first studies within an MDO frame
during conceptual design.

Design New concept Design New concept
requirements ideas requirements ideas
Techn. availability Revised layout Techn. availability Revised layout
Concepy sketch Concepy sketch
First guess sizing First guess sizing
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Initial layout 5 Initial layout =
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(a) Conventional process
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(b) FCS-extended process

Figure 4.19: lterations in aircraft conceptual design
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5 Applications of Aeroservoelastic Airframe Design Optimisation

5 Applications of Aeroservoelastic Airframe Design Optimisa-
tion

The methods described in the previous chapters shall be applied now on a set of selected
use cases. For this purpose a generic MALE UAV, the OptiMALE is presented in Chapter
5.1. To get an insight in the practical side of multidisciplinary design optimisation, in Chap-
ter 5.2 structural components of the OptiMALE are sized considering aeroelastic constraints
within the numerical analyses as described in Chapter 2.1 and in Chapter 3.1. Hereafter, it
is demonstrated how flight mechanical stability can and must be respected in the optimisa-
tion process in Chapter 5.3. To analyse with an actual FCS in the loop, a time-discrete pitch
controller is used to actively manipulate different loading states and manoeuvres in Chapter
5.4. The capabilities of the framework for studying load alleviation topics are presented in this
context, as well.

The focus of all analyses will lie clearly on finding a structural layout, that is able to carry the
demanded loads. While the primary target of MDO is to determine a weight optimal design, an
optimised design can be heavier than the corresponding initial one, if the latter is not feasible
w.rt. a desired loading. In the design process described in this work, models created with
DESCARTES contain generic mechanical properties like rib or spar thicknesses or generic
composite layups. The applied values stem from engineering experience and are a first guess
of an AC layout. If the resulting design is infeasible, LAGRANGE aims to find a feasible one
and if the initial layout is feasible, it helps to reduce mass by structurally sizing it.

5.1 The OptiMALE UAV Optimisation Demonstrator

The OptiMALE demonstrator is a numerical MALE UAV model, used for the purpose of demon-
strating optimisation capabilities on an aircraft model of industrial size. Due to its high wing
aspect ratio, aeroelastic effects have a strong influence on its structural integrity. Various ex-
amples on optimisation studies with aeroelastic constraints for the OptiMALE are available
and can be found e.g. in Daoud et al. (2015) or Nussbacher et al. (2018). This work extends
the OptiMALE model by a pitch controller and studies different load alleviation tasks.

Aeroservoelastic model of the OptiMALE

The OptiMALE is a T-tail configuration aircraft with two engines, mounted at the tail. Its fuse-
lage has a length of 15m and is made of aluminium. The model of the initial design in use has
a Maximum Takeoff Weight (MTOW) of 8.45¢. The wing has a span of 28m and contains ribs,
spars, stringers and skin elements, which are mainly made of composite materials. (The rear
spar and some ribs in the centre wing region are made of aluminium.) To provide maximum
roll moment, ailerons are installed at the wing tip region. Inboard and outboard roll spoilers
are modelled on the upper skin to support banking. Elevators and rudder, used for pitching
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and yawing are integrated in the T-tail.

Figure 5.1: OptiMALE aircraft model

The first 10 eigenfrequencies corresponding to elastic deformations are listed in Table 5.1.
They are of special interest for the Rayleigh damping model. The coefficients a; and as are
determined on the base of a modal analysis of the respective, current structural model. As the
structure changes through optimisation, the modal responses change as well. Therefore the
structural model is re-analysed after numerical sizing. The resulting frequencies of the first
two elastic modes contribute to the Rayleigh damping matrix, then.

Mode number | Eigenfrequency [Hz]
1 2.2787
3.8367
5.0052
6.4312
6.9709
8.0387
8.1501
8.3330
8.4803
9.3815

© 00N O~ WM

—_
o

Table 5.1: Elastic eigenfrequencies of the OptiMALE aircraft model

The structural model uses a discretisation of approximately 31.000 finite elements and 186.000
numerical DoFs. The aerodynamic doublet lattice model consists of 2.800 boxes.

Time-discrete control systems are modelled with external software and are linked to the aeroe-
lastic model as a dynamic library. Figure 5.2 represents the feedback pitch controller as ex-
emplarily used in Chapter 3.3.2 (compare Figure 3.22) already. It is designed to monitor the
pitch rate ¢, to accordingly provide an elevator command 7. counteracting unintended pitching
and is applied for the OptiMALE demonstrator, now. The experienced AoA is processed both
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through the subcontroller-components "pitch damper" and "alpha-feedback". The output sig-
nals are controlled by an "eta-rate-limiter", which assures that calculated elevator deflections
do not surpass a pre-defined limit value (which e.g. an actuator might not be able to re-
alise). Hereafter, an "eta-integrator" is determining the elevator command using its externally
calculated trim value. Which physical quantities are handled within a particular subcompo-
nent depends on the respective FCS design. In Figure 5.2 for example it can be seen that
gain factors are externally fed into the "pitch damper" and the "alpha-feedback" but not in the
"eta-integrator”, where a necessary gain might be hard-coded within the component itself.

Alpha
—_—>

kp_alpha_eta Alpha_Feedback
—_—>]

Vtas Eta_Rate_Limiter

Eta_cmd
> Eta_Integrator |———>

Phi Pitch_Damper

kp_q_eta
— >

Alpha

eta_rate_lim trim_eta

Figure 5.2: Pitch damper and elevator integrator applied for the OptiMALE

Optimisation models

The main task of the following studies will be the optimisation of structural mass m in the wing,
while assuring structural integrity by means of strength and buckling.

e Objective Model: The mass optimisation as primary target is achieved through varia-
tion of structural properties. The resulting changes in the geometric volume leads to
changes in the respective mass values.

The initially variable mass for the calculations in Chapter 5.2 and 5.4 sums up to
489.1kg, which is distributed over a high number of design variables. This means that
5.8% of the MTOW of the AC shall be varied numerically.

Chapter 5.3 will use the wing sized in 5.2 and optimises the tail, then. Therefore 40.6%
of the mass from the lightweight tail is made variable for the optimiser.

o Design Model: Not only the thickness of isotropic rib- and spar-webs but the layer thick-
ness values in composite rib- and spar-webs and in the wing-skin are varied in the sizing
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studies. Variables on the left and the right side of a component (wing or tail) are linked,
assuring a symmetric configuration after the optimisation. For the wing sizing analyses,
especially the centre wing is of interest as main loading acts in the wing root region.
Figure 5.3 visualises design variables in the centre wing by different colours. Each of
the in total 615 design variables links different numbers of structural elements.

Figure 5.3: Design variables for the centre wing

e Criteria Model: The criteria model is set up to assure structural integrity by the classical
maximum strain criterion for composite materials. Mechanical strains in the wing skin
layers and in the layers of composite spars and ribs are therefore monitored and con-
verted into reserve factors and constraint function values. For conventional aluminium
spars and ribs the experienced stresses are compared with allowed stress quantities,
accordingly. Further local buckling of the structural elements is considered as an impor-
tant part of the constraints. Special criteria for both aluminium and composite material
are computed.

Of high importance for the criteria model are the selected load cases, which the structure
is evaluated for. While each of the following analyses differ in some special loading
situations, a set of representative load cases, common for all studies, is described in the
following chapter on classical sizing optimisation.

This optimisation model setup used for classical sizing is sufficient to demonstrate the in-
teraction of control system and structural design, here. In design projects for modern air-
craft structures, maximum strain and structural buckling are not necessarily the crucial design
drivers. More advanced criteria would additionally be applied. Damage tolerance, like impact
constraints or constraints observing joints between structural components, can be named as

examples.

Numerical optimisation algorithm

The selection of a suitable optimisation algorithm has an important effect on both the quality
of the final design and the quantity of system evaluations, necessary to reach it. For the linear
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aerostructural problems to be studied, mathematical functions are expected to be smooth and
continuous. Therefore gradient calculation is possible. Due to the high number of constraints
and due to the numerical nature of the problem, the modern NLPQL optimiser is selected (see
Schittkowski (1986)).

5.2 Classical Structural Sizing

To get an idea of a classical sizing task, the OptiMALE wing shall be sized using the previously
described optimisation model for selected load cases. It will be seen that the initial design for
the OptiMALE is evaluated as infeasible by the optimiser. So, not only a basic mass reduction
will be performed, but the problem to find a feasible design is solved in parallel, as well.
This chapter gives a practical insight in the state of the art design process with numerical
optimisation considering aeroelastic constraints. It does not aim to describe all details of the
overall sizing process, as established in aircraft industries. Rather it wants to give a rough
overview on its most important outcomes, such that not only structural and MDO engineers
can follow the upcoming explanations. Respecting control related and transient demands will
be covered in the following chapters. Due to the briefness of the overview on the design
process as presented below, hints on literature with further insights shall be given. Various
studies approaching the classical aircraft sizing problem with MDO-approaches similar to this
work were published: Examples for finding proper designs with a focus on the structural side
are given by Daoud et al. (2012) or Schuhmacher (1995). An example for shape variation
using aeroelastic constraints is Deinert (2016). In Petersson & Daoud (2012) both static and
dynamic requirements are considered. Teufel et al. (1999), Teufel (2003), Petersson (2009),
Petersson, Leitner & Stroscher (2010), Petersson, Stroscher & Baier (2010) approach flutter
and gust demands. For more details on the aircraft structural optimisation process Daoud
et al. (2015) and Schuhmacher et al. (2012) shall be suggested.

Classical load cases for structural sizing

The AC shall be sized for flight conditions at Ma = 0.2. The three flight altitudes of interest
are h = Om, h = 5000m and h = 10000m. Eight load factors (ratio of lift over weight) ranging
fromn = —1.0 to n = 2.5 will be studied. This results in 24 loading situations (Table 5.2).

The OptiMALE is trimmed aeroelastically for these load cases as described in Chapter 2.1.4.
The forces and moments experienced by the structure result from the determination of the
necessary angle of attack « and elevator deflection n such that the OptiMALE is in a state of
equilibrium.

Analysis

Aeroelastic analyses of the 24 load cases provide results like plots of the displacement-fields,
distributions of stresses and strains, contours of reserve factors in the structural components
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Load case Push- | Push- | Push- | Push- | Cruise | Pull- Pull- Pull-
description over over over over up up up
Mal—] 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Altitude [m] 0 0 0 0 0 0 0 0
Load factor [-] | —1.0 | —0.5 0.0 0.5 1.0 1.5 2.0 2.5
Ma[—] 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Altitude [m] 5000 | 5000 | 5000 | 5000 | 5000 | 5000 | 5000 | 5000
Load factor [-] | —1.0 | —0.5 0.0 0.5 1.0 1.5 2.0 2.5
Ma]—] 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Altitude [m)] 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000
Load factor [-] | —1.0 | —0.5 0.0 0.5 1.0 1.5 2.0 2.5

Table 5.2: Basic load cases for sizing of the OptiMALE aircraft model

and information on critical load cases and the critical criteria. As an example, the minimum

reserve factors of the centre wing region over all load cases are displayed in Figure 5.4.

Contour Plot
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Figure 5.4: Minimum structural reserve factors for the 24 sizing load cases of the initial design

The wide areas of red elements together with the minimum value in the model being below
1.0 (see legend) mark the structurally critical regions for the given load cases by means of
strength or buckling. The closer the experienced strains or stresses in the structure are to the
respectively allowed strains or allowed stresses, the closer the reserve factors are to a value
of 1.0. The criteria f > 1.0 identifies areas with a feasible design and rf < 1.0 highlights
regions, which violate the constraints and thus mark the design there as infeasible. The wing
root sections are especially critical as high bending moments act here. Composite structures
(like e.g. the wing skins) are evaluated using the maximum strain criterion as briefly discussed
in Chapter 3.4.3. For isotropic materials the von Mises criterion is applied to detect structural
failure. Different buckling formulas are used for isotropic or orthotropic materials. Especially
the lower wing skin and parts of the spars seem to carry more load than they are able to, with
this initial design. Figure 5.5 shows whether strength (numerical value 2) or stability (numerical
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value 1) criteria deliver more critical reserve factors for a given component. The smaller the

r f value, the more critical is the respective design.

Contour Plot
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Figure 5.5: Critical criteria for the 24 sizing load cases of the initial design

An overview on the thickness distribution of ribs, spars and skin elements of the initial design
is presented in Figure 5.6. The composite front spars are designed thicker than the isotropic
rear spars. Especially in the centre wing region, where high bending moments are expected,
element thickness values are intentionally increased. Comparing the thickness distribution
of the initial design with the optimised design, helps to get an idea of what the numerical
optimiser does. Controlling the reserve factor plot explains then why the algorithm locally
reduces or adds material.
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Figure 5.6: Thickness distribution of ribs, spars and skin elements of the initial design

Optimisation and re-analysis

The main target of the numerical sizing optimisation is to reduce structural mass. The opti-
miser will make use of unnecessary high reserve factors to reduce thicknesses in the wing

components. The optimisation problem here formulates as follows:
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Find a wing design with an optimal mass distribution of the AC, while assuring structural

integrity by means of respective failure criteria for all given load cases.

Figure 5.4 showed that the initial design does not fulfil the structural requirements of the 24
given load cases. Therefore, both strength and buckling constraints shall force the optimiser
to find a design with reserve factors > 1.0. After the problem is defined properly and the
respective components of the optimisation model are modelled completely, the algorithm can
be started. Main quantities to be monitored over the numerical iterations are

o the objective function value

e the maximum value of the constraint violations
o the absolute number of the active constraints
e the design variable values

While ideally the objective function should decrease for an initially valid design, the maximum
constraint violation and the number of active constraints should reach a value of 0, when
convergence is reached. Design variable slopes help to see if state variables reach their
defined boundaries.

The optimisation curves in Figure 5.7 show that the structural sizing process converges after
8 iterations for the given problem. Approximately 6.0% of the overall AC mass or 103.7% of
the variable wing mass is increased using the variable mass in the wings. The maximum
constraint violation as well as the number of active constraints are led to a value of 0 smoothly

over the iterations.
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Figure 5.7: Optimisation curves for classical load cases
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The minimum reserve factor is pushed above the desired value of 1.0, what is shown through
the reserve factors of the final design in Figure 5.8. As expected, the root section is still the
critical region of the design. While ribs and spars are strongly relieved from high loading, the
skin still remains with a low but feasible reserve factor of 1.0. By comparing Figure 5.6 with
Figure 5.9 it can be seen that the components in the most critical regions are stiffened and
that thicknesses are reduced in less loaded areas. The necessity to stiffen wide areas mainly
stems from the most critical load case in Table 5.2. A comparatively high angle of attack is
necessary to produce enough lift in an altitude of 10000m for flying with Ma = 0.2 and a load
factor of 2.5. This demand can still be fulfilled with the structural layout found by the numerical

optimiser.

Contour Plot
Min RF(s)(Scalar value)

g 0.00
I 1.00

1.22
= 1.44
= 1.67

- 1.89
=21

= 2.33
2.56
2.78
3.00

Min = 1.07

Elements 41244009

z

v\bj/x

Figure 5.8: Minimum structural reserve factors for the 24 sizing load cases of the optimised
design
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Figure 5.9: Thickness distribution of ribs, spars and skin elements of the optimised design
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Summary

This study was taken out to give a basic idea of how structural components are sized through
the application of computational optimisation. Classical load cases were considered, main
components of the wing were varied numerically. A feasible design could be found based
on an infeasible start layout. As a result, reserve factors were driven to their critical values
as defined through the criteria model. Overall AC weight needed to be increased slightly,
through sensibly shifting material within the wing. With the brief overview on classical sizing
optimisation, a better understanding of the following studies is now given.

5.3 Structural Sizing with Aeroelastic Stability Derivatives

Stability derivatives resulting from the pitching moment due to incidence and the pitching mo-
ment due to pitch rate, given through equivalent variables M, and M, are important values
for the assessment of an AC design. M, and M, are key parameters in flight control system
design. In MDO-based sizing optimisation processes of structures they are not well estab-
lished, yet. While the pitch rate g, which mainly influences M, will actively be controlled in
Chapter 5.4.1, this chapter deals with the pitch moment M, due to incidence a. The dimen-
sionless pitch moment coefficient C,,, and its derivative, the pitch stability C,,, are defined
as

M
Copm — (5.1)
pdynSrefcref

e

Cma - W (52)

with the pitch moment M, the dynamic pressure pgy,,, the reference area S,.; and the refer-
ence chord length c,..;. The following study demonstrates the difference between optimising
with and without respective constraints. Further studies analysing stability derivatives are e.g.
Raney et al. (2001), Grafton & Libbey (1971) or D’Vari & Baker (1999).

Analysis and Methodology

Changes in mass and stiffness through structural sizing do affect aeroelastic stability deriva-
tives. In detail design, when usually only single components are sized, these changes might
not be crucial with regard to the overall aircraft. In phases where the design freedom is still
comparatively high, the size of the optimisation model still has strong impact on the mass dis-
tribution over the airframe. Then, structural optimisation can lead to an undesired worsening
of stability parameters and may even result in a flight mechanically unstable design.

A value of C),, < 0 is a key demand for static stability (compare e.g. Brockhaus et al. (2011)
or Yechout (2003)). Aeroelastic stability derivatives are calculated as side quantities during
the solution sequence of the aeroelastic solver applied in this work. As an available system
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response, they can therefore be formulated and implemented as numerical constraints and
can be used in the criteria model of an optimisation. For this purpose, a lower and an upper
limit (Cyna, and Ciy,q,) for a desired stability value have to be defined. For first studies, these
limits can be set such that a given design is not allowed to deviate strongly in terms of its pitch
stability. A design with a C,,,, not within these boundaries is considered to be infeasible. A
sensible constraint function formulation is given by equation (5.3). The demands posed to a
physical and to a numerically normalised C,,,, are represented in equation (5.4).

2(C'moz - Cma,u)

ma) — 1-
g(c ) ( Cma,u - Cma,l

Cima € [Cmaty Cman) = Cma € [—1,1] (5.4)

It is sensible to normalise physical values for numerical analyses. A normalised form of equa-
tion (5.3) is given through equation (5.5), which allows to detect a flight mechanically infeasible
design through a negative constraint function value, and is represented in Figure 5.10. A struc-
tural layout not fulfilling the demands of the new constraint is detected through ¢(C'.) < 0 as
a result of C,,,,, not being in [—1,1].

g(éma) =1- Ofna (55)

closed interval constraint

T
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Figure 5.10: Aeroelastic stability derivative constraint

constraint

Later, different optimal designs are compared to the initial OptiMALE model by means of
their stability derivative constraint values. The trimmed state of the starting design provides a
numerical base for further studies. A change in a numerical value z through optimisation w.r.t.
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the initial design is presented by a relative difference A,.. The pitch stability C,,,., serves as an

example.
Az Z(opt) _ z(znzt)
Arz = S(mit) - (init) (5.6)
(opt) _ ~(init)
AC,  — ACma  Cha Cma (5.7)

Optimisation and re-analysis

The final design from Chapter 5.2 with its sized wings is used as initial design for this study.
The impact of the structural mass distribution on the stability of the aircraft will be seen during
the optimisation run. Different tail designs of the OptiMALE AC model are generated numer-
ically by the optimiser. The thickness values of ribs, spars and the skin of the fin, the rudder
and the elevator are grouped in sensible sets. The results of this grouping are 24 design
variables representing 40.6% of the initial tail-mass, which are varied by the optimisation al-
gorithm. Structural integrity of these elements is assured again through strength and buckling
constraints evaluated for all components (ribs, spars, skins). The same load cases as in Chap-
ter 5.2 are used to size the model. Although it is a relatively light structure, changing the tail
has a particular impact on the pitch stability coefficient, due to its large lever w.r.t. the aircraft
CoG. As a side effect, the trim-state and the resulting load situation are altered following the
changes in the mass distribution. The elements to be varied numerically are shown in Figure
5.11.

z
v
!

Figure 5.11: Finite elements of the tail, considered for structural sizing

The optimisation problem formulates as follows:

Find a tail design with an optimal mass distribution of the AC, while assuring its structural
integrity by means of respective failure criteria and simultaneously assuring that the pitch

stability of the configuration remains close to its initial value for all given load cases.
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To compare the influence of the stability derivative constraint on the optimisation run, first
an optimisation without C,,,,-constraint will be performed. The resulting curves are shown in
Figure 5.12.
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Figure 5.12: Structural sizing with structural integrity and without stability derivative constraint

W.r.t. the initial design of the optimisation, the overall AC mass is reduced by approximately
0.57% within few iterations. This corresponds to a reduction of 85.7% of the variable tail
mass. The strong loss in mass explains with the fact that some design variables are able to
decrease up to values of 0.1 — 0.4. For these variables, the selected load cases do not pose
critical boundaries in terms of structural strength and stability. During the optimisation, the
trimming conditions are constantly changing, as the tail designs are changing. This effect is
captured in the given problem. Flight mechanical stability, however, is not assessed at all.

The selected tail elements account for a rather small part of the aircraft total mass. Even
this small contribution can already affect C,,,, in an undesired way. This can be seen when a
stability derivative constraint g(C),,) is included in the criteria model. To assure that no bigger
changes in C,, are obtained through the structural variations, its lower and upper boundaries
Crma, @nd Cp,q,, are setto 0.1—1.0% of the initial C,.. Thus, the classical sizing optimisation
with pure strength constraints is extended by the stability derivative constraints, now.

Compared to the previous case, the mass is not reduced as heavily, as the additional con-
straint adds a very strict boundary to the optimiser. It smoothes the behaviour over the itera-
tions, what can be seen in both the slope of the design variables and the number of iterations.
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The given variable mass in the tail is now reduced by only 28.6% (corresponding to a 0.19%
reduction of the overall mass). The resulting optimisation curves are given in Figure 5.13.
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Figure 5.13: Structural sizing with structural integrity and with stability derivative constraint

When comparing Figures 5.12 and 5.13, it becomes clear how strongly the additional flight
mechanical constraints influence the path of the design variables = over the iterations. The tail
thicknesses are driven by fulfilling the flight mechanical constraint, now. Structural strength
and stability are still contributing to the search direction through their respective gradients.
Another side-effect concerning the gradients is given by the changing load situation over the
optimisation. The trim states and the resulting AoAs are re-determined in every iteration. This
is noticed by the algorithm and modifies the search direction accordingly.

A re-analysis of the two optimised designs shows that the classically sized tail is infeasible
by means of the stability derivative constraint. The model obtained with the activated g(C.q)
is a valid one. (Compare the g-values in Table 5.3.) For common optimisation studies the
classical result was sufficient, as problems w.r.t. aircraft stability would not be detected, yet.
Only in later design phases this issue had to be handled, usually for the price of high costs
and engineering effort.

’ Design ‘ g(cma) ‘ Arf[%} ‘
Initial +0.039 0.0
Pure sizing opti. —0.580 | —0.566
Derivat. & sizing opti. —0.189

Table 5.3: Stability derivative constraints and objective function values of the designs
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Summary

Using the example of the pitch stability C,, this study demonstrated how aircraft parameters,
relevant for flight control system design, can be considered in a multidisciplinary optimisation
approach. Large scale applications would come with a high number of load cases and would
add further constraints (e.g. damage tolerance or manufacturability) in order to respect all
possible effects experienced during design, manufacturing and in service. Still, the given
study proofs that flight mechanical stability can unintentionally be modified, when applying
numerical optimisation. This effect can, however, be controlled through respective criteria
models. A list of outcomes of the stability derivative analyses states as follows:

e Structural changes of the tail can modify the flight mechanical aircraft stability through
numerical optimisation in an unintended way.

e Assuring a more or less constant pitch stability during structural optimisation leads to a
tail layout with higher thickness variables, compared to studies not controlling C,,,,.

e Following an integrated airframe design approach, flight mechanical demands as pitch
stability must necessarily be respected during structural sizing, to save costs in later
design phases.

5.4 Structural Sizing Respecting Load Alleviation Demands

Taking the pitch stability C,,, into account in structural sizing problems is a first step into
control topics. Next, an actual FCS shall contribute to the load determination in the sizing loop.
When the FCS reacts to external influences in order to compensate an undesired behaviour,
its coupling to the load determination subprocess is a mean of active load control. In the
context of sizing airframe structures, this means designing with controlled loads and enables
respecting load alleviation demands.

It has to be highlighted that working with structural dynamics is an unconventional, new step
when sizing airframes through MDO. Especially when approaching active load alleviation top-
ics, it becomes a necessary step that must be developed further, however. Therefore, after a
brief description on the topic of load alleviation, three different studies dealing with structural
dynamics in an algorithm-driven design process are performed. They intend to demonstrate
how manoeuvre-loads and loads from a disturbance (e.g. a gust) can be modelled, simulated
and finally used in a MDO-framework.

Load Alleviation

LAF is of high interest in modern aircraft design. While the term Passive Load Alleviation
Functionality (PLAF) mostly focusses on purely aeroelastic design methodologies, Active Load
Alleviation Functionality (ALAF) uses the FCS to actively deflect control surfaces in order to
manipulate loads experienced by the structure. Many studies on passive load alleviation fol-
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low the idea of aeroelastic tailoring (e.g. Roessler et al. (2019), Deinert (2016), Deinert et al.
(20134a)). Directional stiffness in orthotropic composites is used to form the load carrying
structures of aircraft components. An overview on the state of the art in aeroelastic tailor-
ing is given in Jutte & Stanford (2014). Active load alleviation topics have been studied for
decades already (see Urie (1979)). They can be grouped into Manoeuvre Load Alleviation
(MLA) and Gust Load Alleviation (GLA). Designing with MLA aims to reduce forces and mo-
ments experienced during a specific flight manoeuvre, while using a GLA approach targets to
alleviate undesired behaviour resulting from atmospheric disturbances like gust load excita-
tions. Example studies, where active control for gust alleviation is approached, are given in
e.g. Binder et al. (2021), Regan & Jutte (2012), Soreide (1996), Pusch et al. (2019), Wild-
schek et al. (2009), Wildschek (2009), Wildschek et al. (2010). Flutter control is applied and
studied in Roessler et al. (2019) or Andreas Hermanutz (2019). The special topic of fin-buffet
load alleviation is analysed in Breitsamter (2001) and Breitsamter (2005).

LAF

PLAF ALAF

MLA GLA

Figure 5.14: Load alleviation

While methods using passive LAF are strongly in use in state of the art structural sizing, MLA
and GLA strategies are not established to a similar extent. In the following, two applications
for designing with load control will be given. It must be pointed out that the control system
used here is not explicitly designed for load alleviation. This is due to the fact that this work
demonstrates the generic capability of sizing structures with controlled loads and did not want
to be restricted to the application of explicit LAF controllers.

5.4.1 Structural Sizing with Loads of a Controlled Disturbance

As a first example for a structural optimisation with actively controlled loads and to test the
implemented methodology, the short period oscillation induced by an external excitation of
the OptiMALE shall be studied. While the frequency of this mode mainly depends on )., it
is damped by the pitch damping C,,,, which again is influenced by the Horizontal Tail Plane
(HTP) design (see Brockhaus et al. (2011)). A pitch damper provides additional damping
by commanding respective elevator deflections 7 inducing a pitch rate ¢, which results in
additional pitch moment through C,,,.

Again, the components of the wing shall be sized. Active load alleviation is captured as a
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control system reacts actively on an external pitch-down disturbance. This study does not
primarily focus on the control system or the optimisation procedure but on the interaction of
all involved disciplines, methods and processes.

Disturbance

The OptiMALE is trimmed in level flight in an altitude of h = 1000m with Mach number Ma =
0.2 through an angle of attack of 6.67° and an elevator deflection of —5.84°. It is now disturbed
by a discrete force applied to its nose section. The disturbance force acts for 1 second,
corresponds to an inertia load of approximately 25% of the MTOW and intends to change the
pitch rate ¢ from its implicit set-point value of 0 deg/s.

Normalised disturbance [-]
1.0

0.8

0.6

0.4

0.2

0.0

Time [s]

Figure 5.15: Signal of normalised disturbance

The disturbance leads to an undesired external loading. The criteria model is set up to assess
the influence of the loading on the structural integrity of the design. Load states, which the
structure cannot carry and must therefore be considered as critical, can thus be detected
by numerical values of reserve factors and constraint functions. Here, the latter are used to
track critical time steps in the dynamic, disturbed manoeuvre by LAGRANGE enveloping. The
resulting critical loads are added to the classical sizing load cases from Chapter 5.2. This

criteria model is then used to size the structure with numerical optimisation.

Pitch controller

In order to counteract the applied disturbance actively, the pitch damper subcomponent of a
large FCS is integrated into the design and sizing process. The pre-designed discrete pitch
damping controller monitors the pitch rate and commands an elevator deflection 7 in such a
way that g returns to an implicit set-point value of 0. Its generic layout and components were
given in Figure 5.2. The FCS-calculated elevator command is passed to an actuator, modelled
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as a first order lag element with a typical time constant of 7 = 0.06s:

(5.8)

The actuator transfers the time-discrete control command into a physical elevator deflection,
which is applied to the aeroelastic model of the OptiMALE. It thus induces aerodynamic forces
on the elevator control surface changing the resulting pitch rate. A similar study can be found
in Nussbéacher et al. (2018), with a more academic pitch controller. The result of the controller
output to reduce ¢ is shown in Figure 5.16.

0 elev Cmd [deq]

—4\ o [
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—14 2 ] 6 8 10
0 elev [deq]

Figure 5.16: Discrete elevator command and actuator output

Analysis

The effect of the disturbance can best be seen at the pitch rate and at the change of the angle
of attack. While the elevator deflection remains unchanged at its trim value of approximately
—6.0° in the uncontrolled case, it is strongly changed with the pitch rate through the pitch
controller in the controlled case in a range of [—2°, —12°] over time (compare Figure 5.16).

From Figure 5.17 (a) it can be seen that in the controlled case (solid green line), the pitch rate
is reduced faster than in the uncontrolled case (solid blue line). The disturbed pitch rate can
be kept in a range of %50 starting from ¢t = 3.3s using the controller, while it is kept in the same
range starting from ¢ = 4.4s without active control activity.

The angle of attack and thus the main loading changes, as well. Figure 5.17 (b) shows the
difference between the current AoA and its initially trimmed value. The validity of aerodynamic
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lattice methods (small angles) is violated for a small time frame (¢ € [1.5s, 2.5s]). As the result-
ing amount of lift is overestimated, the following sizing process can be seen as conservative.
The controller indirectly reduces the acting loads, which can be seen at the structural reserve
factors of the design. The reserves are generally higher in the controlled case, compared to
the uncontrolled case. The design is infeasible in both cases, which can be seen from the
r f-values of the skin, which would fail under the given loading.

gk [deg/s] Delta AoA [deg]

50

4
Time [s] Time [s]

(a) Pitch rate (b) Difference from initial angle of attack

Figure 5.17: System response - uncontrolled (blue) and controlled (green) case - initial design

The lower reserve factors in the uncontrolled case result from the higher angle of attack,
which the design experiences during the disturbance (see Figure 5.18). These reserves will
be exploited in the subsequent structural sizing loop by the numerical optimiser for both the

controlled and the uncontrolled design.

Min =0.02
Elements 42074096

Min =0.03
Elements 42074096

Figure 5.18: Reserve factors - uncontrolled (left) and controlled (right) case - initial design
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Optimisation and re-analysis

The enveloped loads resulting from the disturbance load case and the previously discussed
basic loads (compare Table 5.2) are now forwarded to the structural optimisation step. Using
a controller means altering the experienced forces and moments, compared to not using one.
Therefore the optimised designs will naturally differ.

Without control interaction the overall structural mass of the initially infeasible design is in-
creased by 7.38% (see Figure 5.19). This corresponds to more than doubling the available
variable mass (additional 127.5%). A high number of 52 numerical iterations is necessary to
find this design. The start design contained physically sensible thicknesses for spars, ribs
and skins for the wing. Only few design variables reached a relatively high value of approxi-
mately 6.5, which means that they needed to be drastically increased for the design to become
feasible.

Objective Function
S YT

T T

| | |
Maximum Constraint Violation

A 4 A 4

30
Iteration

60

Figure 5.19: Optimisation using critical loads from disturbed state w/o controller interaction

Figure 5.21 shows that the skin thickness was tripled locally, while a selected spar was thick-
ened only slightly, whereas a selected rib thickness could even be reduced. However, no
gages of the state variables where reached, what indicates that mechanical properties for a
feasible design could be found in a range of physically sensible values. The infeasibility of
the initial design and the success of the optimiser in finding a feasible one can be seen in
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Figure 5.20. The maximum constraint violation and the number of active constraints are both
close to 0 after view iterations. At this point, there are still constraints rating the design as
invalid, however. The optimiser has difficulties to converge, therefore.

3.00 3.00

Min =0.02 Min =1.00
Elements 42074096 Elements 52074007
i i

1.00 1.00

Min = 1.00 Min = 1.00
Elements 41104024 Elements 41193046
vy Z x vy Z X

W i W

Figure 5.21: Thickness distribution - uncontrolled case - initial (left) and optimised (right) de-
sign

This effect can not be seen with the interaction of the controller (see Figure 5.22). Maximum
constraint violation and the number of active constraints reach their desired values of 0 and
indicate a feasible design after 8 iterations, only. The overall mass can be reduced, compared
to the design without controller activation. An increase of 3.64% overall mass (corresponding
to 63.0% of the variable mass) is necessary to fulfil the demands of the criteria model, i.e. of
the mechanical failure criteria. Both, without and with controller application, the numerical op-
timiser assures that especially initially infeasible spar- and the skin-components are designed
such that they can carry the loads as demanded. Many rib-components were initially over-
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sized for the given load cases, where the gain in mass of the spar- and skin-components can
be compensated.

Objective Function
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Figure 5.22: Optimisation using critical loads from disturbed state with controller interaction

Figure 5.23 shows the relaxation and fitting of the reserve factors due to optimisation. The
selected regions are brought to feasible domains. Strong changes in the r f can be observed
in the skin and the spar segments.

Contg
Min R
i 0.00
:

3.00 3.00

Min =0.03 Min = 1.00

Elements 42074096 Elements 42074096
z z

Y %/X Y %/(X

Figure 5.23: Reserve factors - controlled case - initial (left) and optimised (right) design

The respective thickness adaptations are expected and are visualised in Figure 5.24. Both,
the increase in skin-thickness and reductions in rib-thicknesses can be seen. What may be
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highlighted are the minor changes in the spar-design, which can be interprated as a load

transition from the spars to the (now thicker) skin.

Min =1.00
Elements 51104024

Min =1.00
Elements 51193046

Z x Z o x

~4s ~4s
Figure 5.24: Thickness distribution - controlled case - initial (left) and optimised (right) design

The differences in the two optimised designs (uncontrolled and controlled) can be seen at
the spatial thickness distributions and the reserve factor plots in the wing. Comparing the two
designs, shows that the reserve factors are close to 1.0 as expected (Figure 5.25).

3.00 3.00

Min = 1.00
Elements 52074007

Min = 1.00
Elements 42074096

Figure 5.25: Reserve factors - uncontrolled (left) and controlled (right) case - optimised design

The thickness values, however, differ by approximately 10.0% for exemplarily selected ele-
ments. This comes on the one hand from a different optimisation behaviour, and on the other
from a different loading situation, induced through the control system. As the root-area expe-
riences higher loads in the uncontrolled case, more material is needed there to support the
external forces and moments, accordingly. In the controlled case, the root-area is relieved
from the loading. This can be seen when comparing the resulting composite skin thickness
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of the optimised designs for the uncontrolled with the controlled case (Figure 5.26). Naturally,
the optimiser changes the load path, what explains why thickness values are increased or

decreased locally.

gss(Scalar value)

gss(Scalar value)

Min = 1.00

Min = 1.00
Elements 51193046

Elements 41193046

Figure 5.26: Thickness distribution - uncontrolled (left) and controlled (right) case - optimised
design

This study shall be concluded with a remark on how the control system reacts to the changes
in the structural design. With a new design being controlled, the system responses will
change. In this case the commanded and the actuated elevator deflections applied to the
optimised structure will differ from those applied to the initial layout (Figure 5.27).

elev [deg]

elev [deg] o

(a) Uncontrolled (dashed blue) and (b) Controlled case for
controlled (dashed green) case the initial (solid green) and
for the optimised designs the optimised (dashed green) design

Figure 5.27: Elevator deflections

An alteration of the commanded n-deflection results in a different, actuated », which again

leads to a new pitch rate ¢:
An. = An — Agq
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A change in 7 does not only reflect in the pitch rate curves. It strongly affects the overall AoA
of the aeroelastic loading state what expresses in the resulting forces F' and moments M:

An — Aa — AF,AM

Especially the new wing root bending moments lead to differing stress and strain values, which

again changes the reserve factors:

AM — Ag,Ae — Arf

The effects can be seen in Figure 5.25 for the reserve factors and in Figure 5.28 for the pitch

rates.
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Figure 5.28: Pitch rates

An open issue that remains from these studies is given by the missing feedback of structural
changes to the controller layout. Automatically altering FCS gains through algorithms is a
complex topic and belongs to the discipline of controller design. Still, a subsequent study
can use this work as a base and implement a further computational layer in the process
such that a modified structure is respected through adaptations in the control laws. As the
structural changes are kept rather small, this effect is not taken into consideration, in this
work. Depending on the control system and the external loading, it must, however, not be

neglected in general.

5.4.2 Structural Sizing for an Asymmetric Manoeuvre

As an enhancement to optimising with structural dynamics and control system in the loop, an
asymmetric manoeuvre, resulting from a pre-defined pilot input, will now be assessed. The

136 Lehrstuhl fir Luftfahrtsysteme | Technische Universitat Minchen



5 Structural Sizing Respecting Load Alleviation Demands

pitch controller from previous analyses remains active here, as well. Although the pitch rate
is actively controlled during the roll manoeuvre, it does not take a major role in the analysis,
however. Main focus is placed on identifying critical states according to the given criteria
model during the roll movement. The study demonstrates that the implementation of a flight
mechanical loop in the presented MDO process and the extension of the process through a
FCS can be adapted to different use cases in a flexible way. Setting up this analysis can be
seen as the base for an integration of a roll-controller in a next step.

Analysis

The manoeuvre to be analysed consists of multiple phases. Starting from a trimmed hori-
zontal flight, banking is initiated by deflecting the ailerons. Lift is increased on one side and
reduced on the other, which induces a roll movement. While banking, the lift vector is rotated,
what results in a loss in altitude, if the AoA is not adjusted accordingly. Further the side com-
ponent of the lift vector leads to a side movement. After maintaining the aileron deflection for
few seconds, the ailerons are brought back to their initial position. To recover from the bank,
the complete stick input needs to be performed in reverse, hereafter. The ailerons are thus
deflected the other way round, initiating recovery from the bank. After the roll-command, a
trimmed state is re-gained, as no further change in flight parameters occurs any more. Again,
physical quantities are mainly calculated in an aeroelastic coordinate system. A positive right
aileron command means a downward deflection, resulting in a positive roll around the aeroe-

lastic x-axis, i.e. to the left wing. The aileron command input is depicted in Figure 5.29 a).

raile [deg] Phi [deg]

15

2 4 6 8 10 0 2 4 6 8 10
Time [s] Time [s]

(a) Right aileron command as system input (b) Bank angle as system output

Figure 5.29: Manoeuvre input and output

To realise the coupled analysis, the model from Chapter 5.4.1 can be re-used. First, the
simplified disturbance load has to be removed. The ailerons have to be added as control
surfaces to the aeroelastic model. The aileron deflection of the pre-defined command can
then be applied for each time step. The developed framework is fed with the manoeuvre input
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and the resulting system response can be studied. Of main interest is the bank angle response
®, given in Figure 5.29 b). It follows the description above and varies between approximately
—13.0° and 13.0°. During the bank movement, an adverse yaw, in which the increased drag
on the outer wing pulls the aircraft nose away from the flight path, would be encountered. The
rudder needed to be engaged, to counteract the movement. In the following analysis, this
flight mechanical effect will be neglected. Focus will be placed on the loading resulting from

the roll-movement, only.

Optimisation and re-analysis

The critical loads resulting from the banking manoeuvre are automatically used to size
the OptiMALE. While in a usual sizing process further design driving loads were applied,
here only the effect of the banking loads is evaluated. The reserve factor plots represent
the structural information which are used by the numerical optimiser. Figure 5.30 high-
lights that upper skin and rear spar components are badly designed in the initial layout
for the given manoeuvre. These under-reserves are removed by the optimiser. The
overall minimum reserve factor of 0.11 for the basic design is changed to a value of 1.00
for the optimised one, indicating that the layout is able to carry the given loads as desired, now.
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Figure 5.30: Reserve factors - initial (left) and optimised (right) design

As can be seen in Figure 5.31, the spar elements had to increase only slightly in thickness,
whereas the composite skin needed stronger modifications. The upper skin naturally expe-
riences compression loads when the wing is bent upwards, what may lead to skin-buckling
and eventually a collapse of the structure. The respective reserve factors are increased
to feasible values by adding resistance against this instability through a thicker skin. The
numerical optimiser converges to a solution in 6 iterations. Through sizing optimisation, the
overall structural mass was increased by 1.7%, as can be seen in Figure 5.32. This means

138 Lehrstuhl fir Luftfahrtsysteme | Technische Universitat Minchen



5 Structural Sizing Respecting Load Alleviation Demands

an additional variable mass of 29.4%, which comes from the fact that wide areas of the upper
skin (not visualised in Figure 5.31) had to be thickened to resist the danger of skin-buckling.
Some design variables take values in the range of 2.0 to 2.6 for the final layout. This means
that the corresponding physical thicknesses of the model need to be at least doubled, as well.
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Figure 5.31: Thickness distribution - initial (left) and optimised (right) design
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Figure 5.32: Optimisation using critical loads from aileron command

Comparing the initial and the optimised design shows that the bank angle as a system re-
sponse slightly increases. This is displayed in Figure 5.33. The small change in maximum
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® explains as a slightly different inertia counteracts the banking movement in the optimised

case.

15 ‘ Phi [deg] :

Time [s]

Figure 5.33: Bank angle resulting for the initial (solid) and the optimised (dashed) design

This study demonstrated the flexibility of the developed framework. With few changes to the
input and some simplifying assumptions, an asymmetric manoeuvre could be simulated and
structural responses could be extracted to support sizing optimisations. The manoeuvre sim-
ulation will now be extended by a further control surface, such that a desired flight mechanical
system response can be met with reduced structural loading.

5.4.3 Load Alleviation by Optimising the Linking of Control Surfaces

Ailerons are not the only devices used to roll an aircraft in flight. Spoilers can support ailerons
in turning as they deliberately reduce lift. In that case roll spoilers are deflected on the side
of turn direction in conjunction with the ailerons. The drag effect coming with spoilers can not
be captured directly with low-fidelity vortex lattice methods. A change in lift can, however, be
modelled. In this chapter an optimal ratio between aileron and additional spoiler deflection is
found such that a specific maximum bank angle of a desired bank manoeuvre is met. Insights
from such studies can help in designing flight control and flight guidance systems, especially
when banking agility must be assessed and improved. The pitch controller used in the last
chapters will again be deployed in this use case to control the pitch rate. The primary con-
trol surfaces are the anti-symmetrically coupled ailerons ¢ and the respectively linked spoiler
deflection « on the right or left upper wing surface.
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Methodology

To mathematically describe roll spoilers supporting the ailerons during a bank manoeuvre, a
spoiler-aileron-deflection ratio A can be defined. In a flight control system representation it
can be formulated as

A=12 :
€ (5.9)

A value of A = 0 means that no roll spoiler is used to support the desired banking. In that
case, the bank angle is solely built up by the ailerons. A = 1 signifies that as much spoiler
as aileron deflection is applied. To achieve the same bank angle, less aileron deflection (and
consequently less root wing bending moment) is needed, as rolling is supported by the spoiler,
then. The primary variable is £. « follows as result of £ according to the respective .

The aim of the following study is to determine a spoiler-aileron-deflection ratio A\ through nu-
merical optimisation, such that a desired movement is achieved. Therefore, X shall be varied
as design variable. With a pre-defined aileron command, a maximum bank angle ®,,.. shall
be met using additional spoiler deflection . From the structural design point of view, it seems
sensible to use as much spoiler as possible instead of commanding more aileron deflection,
as this reduces the root strains. This is due to the fact that the roll spoilers are located more at
the inboard side of the wing, compared to the ailerons and therefore show a shorter lever arm
for the external aerodynamic forces. This represents a load alleviating affect for the A-optimal
design. However, too much additional x leads to a bank angle higher than the desired one
(P > ®,,42)- In that case the A\-design is considered to be infeasible. The spoiler-aileron
ratio will therefore be increased iteratively as long as the bank angle stays under the desired
maximum value (¢ < @,,,,). The A-refinement shall be stopped only if the change from
one design to the next one is lower than 5%. The optimisation problem is thus formulated
without an actual objective function, with one design variable A and with a binary constraint
("®,,q2 OVershot, or not.") and evaluates the global aircraft model using the coupled analysis
as already described.

The design variable is iteratively varied using the golden section algorithm (compare e.g.
Kiefer (1953)). The design space is split multiple times into two regions by a ratio of 7 = %
The ratio stems from the demand that the splitting point C* divides the current search interval
[A?, B'] of length A?B? in two subintervals [A’, C] and [C?, B] with the lengths A{C and
C' B¢ such that

PoAB_ A (5.10)
ACt  (C'Bt
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The design space is reduced successively using this ratio until the convergence criterion is
met. A minimum change of the search interval from one iteration to the next can be used, for
example.

@ for A € [A°C y wforx € [C°B]

Al AO Bl CO Al':CO \ ."Bl:BO

@ for A € [A!,C!] opt / \*
O for A € [C',B] . .

A=Al 32 & ac g 32 o

Figure 5.34: Golden section algorithm

The result from the golden section algorithm is the maximum allowable spoiler-aileron ratio,
such that the desired bank angle is reached but not overshot through the bank-supporting
spoiler engagement.

Analysis and optimisation

In the aeroelastic analysis, the spoiler deflection is treated as a dependent variable of the
aileron. The amount of spoiler deflection is given through a scaling factor, resulting from the
respective A\ value. Thus, there is only a minor change in the aeroelastic equation to be
solved, coming with the introduction of the spoiler. To get an idea of the effect of different
control surface command inputs, both maximal £ command and X values are studied, first.
The spoilers are not deflected yet, i.e. A = 0. Higher aileron deflections lead to more bank
angle. Figure 5.35 shows the bank angle response for two different aileron command inputs.

Phi [deg]

Angle [deg]
Angle [deg]

2 7 6 8 10 2 4 6 B 10

(a) Variable aileron input (b) Resulting bank angle output

Figure 5.35: Variable bank angle from varying maximal aileron command
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The resulting bank angle, when using one pre-defined aileron command slope with a fixed,
maximum value of 2° but varying the amount of spoiler deflection linked to it, is shown in
Figures 5.36 - 5.38 (the fixed aileron slope for all cases can be identified through the solid
blue line for £). Exclusively applying the aileron, without an additional spoiler deflection can

be seen in Figure 5.36.

Aileron and Spoiler deflection Phi [deg]
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(a) Inputs £ and & (b) Output @
Figure 5.36: Roll manoeuvre with spoiler-aileron ratio A = 0

In case a x deflection is applied (Figure 5.37 and Figure 5.38), it is commanded such that it

supports the aileron in rolling the aircraft. The case A = 1 can be seen in Figure 5.37.
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(a) Inputs £ and & (b) Output @
Figure 5.37: Roll manoeuvre with spoiler-aileron ratio A = 1

A more aggressive spoiler engagement through A = 2 is visualised in Figure 5.38. In all cases,
initially neither aileron nor spoiler is deflected. As soon as roll to starboard is initiated (negative
® according to aeroelastic coordinate system), the right spoiler is engaged to additionally
reduce lift in the right wing. After a short time of rolling, an inverse deflection of the ailerons
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aims to bring back the aircraft into horizontal flight (&= 0). This phase is supported by the left

spoiler. To bank further to the other side, over the initial bank angle, another phase where the

left spoiler supports the ailerons in rolling to the port side follows. Hereafter, the right spoiler

and the ailerons are commanded to regain horizontal flight. As a result of the pre-defined &

and x curves, levelled flight is recaptured. According to the selected )\ the plant responses

vary as expected.
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Figure 5.38: Roll manoeuvre with spoiler-aileron ratio A = 2

Changing X in separate studies and recording the resulting maximum & for &,,,,, = 2° gives

Figure 5.39. Thus, running multiple analyses of the problem enables the estimation of an

optimum through linear interpolation.
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Figure 5.39: Maximal bank angle for different spoiler-aileron ratios
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5 Structural Sizing Respecting Load Alleviation Demands

The solution for A to meet the ® demand of 18° can be estimated in the interval [1, 1.5]. For
lower ratios the desired bank angle is not achieved, for higher ratios it is overshot. However,
instead of running numerous analyses, the solution shall be found numerically through au-
tomation. The golden section algorithm runs as shown in Figure 5.40. An optimal A of 1.276 is
determined after 8 iterations, what fits the estimation from Figure 5.39. It embodies the high-
est additional spoiler deflection to support the banking movement in order to meet the desired

maximum bank angle.
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Figure 5.40: Optimisation run for spoiler-aileron ratio

The LAGRANGE enveloping capabilities could be applied again to scan the manoeuvre for
structurally critical load steps and to subsequently optimise the structural design. A sensible
follow-up study of the combined spoiler-aileron optimisation was to couple the multidisciplinary
analysis to a lateral control law, which directly implements the idea behind A. A fully coupled
sizing optimisation using both the structural layout and the control system parameter X in the
design model would result. The necessary, interdisciplinary connections are highly complex.
Their realisation, however, promises the possibility to find further optimal aircraft designs and
is possible using the developed process as a basis.

Summary
New capabilities and findings from Chapter 5.4 shall be summarised, briefly.

The study in Chapter 5.4.1 demonstrated a direct coupling of a discrete flight control system
into the MDO design loop for a symmetric manoeuvre. It could be shown that using con-
trolled loads brings load reducing effects, which enables exploiting more available structural
reserves and thus leads to lighter designs. The presented use case showed how applying a
flight controller changes the design obtained through integrated optimisation, compared to not
applying one. In both cases, the variable mass had to be increased to find a feasible design.
Thickness variables of the internal wing structure distributed differently, what lead to different
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load paths the optimiser can benefit of to change the variable mass by 63.0% in the controlled
case compared to 127.5% in the uncontrolled case.

A first step into optimising structures for asymmetric manoeuvres with control system interac-
tion was made in Chapters 5.4.2 and 5.4.3. The pre-defined banking input in 5.4.2 lead to a set
of forces and moments, which were used to size the wing skin structure for the limits defined
through the requested movement. 29.4% of the variable wing mass needed to be changed, to
find a feasible design. Then, in Chapter 5.4.3, the lift reducing effect of roll spoilers was used
to alleviate aileron-loads especially to match a desired aircraft behaviour. An optimal ratio
of 1.276 between spoiler and aileron deployment was found through numerical optimisation.
Both asymmetric studies were supported by the action of a pitch damper, designed for actions
in the longitudinal axis. Additionally coupling a lateral control law into the design process can
be realised with reasonable effort, within the scope of an industrial project, now.
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This thesis realised the extension of the multidisciplinary airframe design process by respect-
ing flight control systems. As a main outcome this enables optimising aircraft structures in
consideration of controlled loads in an automated and integrated way. Physical basics rel-
evant to approach the topics of this thesis were summarised in Chapter 2. A fundamental
understanding for the methods and tools that came into use is therefore given. Full FEM
and aerodynamic modelling were described together with time-discrete flight control system
designing and aspects of structural dynamics in Chapter 3. Chapter 4 presented in detalil
which load components must be extracted from an aeroelastic analysis such that they can be
manipulated actively through a FCS. Coupling all ingredients numerically resulted in an anal-
ysis which is capable of evaluating structural design, aerodynamic forces and moments and
the influence of concrete control laws for a respective aircraft model. In an additional step,
the computational process was embedded in an automated optimisation framework, targeting
the sizing of airframe structures. The resulting design process was applied to various AC
engineering problems in Chapter 5. Aeroelastic stability derivatives were used in a first step
for sizing airframe components with control system demands. Different LAF ideas were then
analysed and solved.

6.1 Summary

It was explained how discrete flight control systems can be respected in the state of the art
integrated, structural airframe design and optimisation process. A FCS, monitoring flight me-
chanical properties, commanded control surface deflections to actively reach a desired be-
haviour. The quasi-steady equations of motions, formulated in a mean axis coordinate system
and using an inertia relief approach, were numerically implemented and provided aeroelastic
forces and moments. Unreduced FEM and low-fidelity VLM modelling came into use. A struc-
tural dynamics solver was engaged to calculate displacements, strains and stresses, used to
evaluate structural reserve factors. Resulting constraint functions for MDO were determined
and used to directly optimise internal airframe structure components like wing skins, ribs and
spars.

From a conceptual AC design point of view, the presented methodology and framework extend
the integrated design philosophy. Not only aeroelastic, but control system capabilities can be
addressed in early stages of aircraft development, now. The flexibility of MDO, currently given
through parametrised aeroelastic model generation and automated design optimisation, is
therefore further increased.

These points were demonstrated in structural sizing studies, performed on a high aspect ratio
MALE UAV. State of the art optimisation was carried out to show the benefit of finding a
feasible design, with the aid of automated designing. The initially infeasible layout (which
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resulted from a first guess and was created with the CPACS-based conceptual design tool
DESCARTES) could successfully be transferred into a valid one by adding 103.7% mass for
elements especially chosen to be variable.

Then, a special aeroelastic stability derivative constraint was formulated and additionally re-
spected during optimisation. It could be shown that structural sizing can change stability
derivatives, which are of high interest for flight mechanical and control system design activ-
ities, in an undesired way. It could further be presented, that integrated, automation based
designing through MDO can handle such problems computationally. Without the demand to
maintain a given level of stability, the optimised design of the tail could be reduced by 85.7%
mass of its initial layout, although classical sizing constraints were activated. Adding the sta-
bility demand still resulted in a decrease to a value of 28.6% initial mass, however, kept the
design in a flight mechanically more reasonable range.

To demonstrate how an active control system affects the structure resulting from MDO appli-
cation, the UAV was disturbed through external loading, next. The pitch controller subsystem
of a discrete FCS layout was extracted and added to a transient aeroelastic analysis process.
It commanded control surface deflections, targeting to counteract the undesired disturbance.
It could be demonstrated that the FCS implicitly brings a load reducing effect, which positively
affects the optimisation runs, through its consideration in the optimisation loop. Where the
variable weight had to be increased by 127.5% without FCS-consideration, only 63.0% were
necessary when respecting a controller in the MDO-loop.

In a further study it was analysed how subcontrollers must be attached to an integrated ma-
noeuvre simulation and how this affects the airframe sizing optimisation. For this purpose
a simplified, asymmetric roll manoeuvre was set up to monitor the structural responses with
activity of the already available pitch controller. The bank movement was defined through a
pre-described slope of aileron deflection, pitch moment control was achieved by commanding
elevator deflections. As an outcome it was shown that the loads determined through the in-
tegrated structural simulation necessitated an increase of 29.4% variable mass for the given
optimisation problem.

In modern flight control laws, aircraft rolling is not only achieved through ailerons, but sup-
ported through roll spoilers, as well. How such a coupling of load control surfaces can be
respected in numerical AC optimisation, was presented in another study. Target was the de-
termination of an optimal ratio between roll spoiler and aileron deflection to perform a desired
bank to bank manoeuvre. It was assumed that a low aileron deflection and a resulting higher
spoiler engagement must be most suitable w.r.t. structural strains and stresses in the wing
root. In the present case a spoiler-aileron ratio of 1.276 to fulfil a desired banking movement
was found through golden section optimisation. This study wanted to demonstrate how engi-
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neering problems, that conventionally demand high effort of numerous specialists and centres
of competence, can be solved quickly, with basic methods of integrated, MDO based design.

The results of the mass optimisations from Chapters 5.2, 5.3, 5.4.1 and 5.4.2 are summarised
in Table 6.1. In the study of Chapter 5.4.3 no mass data was manipulated.

Chapter | Brief description: Mass change
Optimisation of ... relative to variable mass of
respective initial design
5.2 wing skin, ribs, spars +103.7%
5.3 tail skin, ribs, spars without stability constraint —85.7%
5.3 tail skin, ribs, spars with stability constraint —28.6%
5.4.1 wing skin, ribs, spars without controller +127.5%
5.4.1 wing skin, ribs, spars with controller +63.0%
5.4.2 wing skin, ribs, spars +29.4%

Table 6.1: Summary of mass variation studies

6.2 Outlook

As the applied controllers were developed in large scale development processes, no simplified
control designs came into use, here. However, only relatively small subcontroller components
were extracted. Although the general steps, necessary to respect a FCS in today’s integrated
airframe design process could successfully be described, coupling more and especially more
advanced control laws are next steps that must be carried out. As an example, the studies
considering the A parameter can be named. This ratio realised a basic connection between
roll spoiler and aileron deflection. A FCS component, actually respecting this ratio within the
implementation of its lateral control law, might be coupled to the resulting design process,
next. The respective source code could be integrated into the developed process, to study the
influence of such a deeply nested parameter to the overall airframe design.

A proper FCS-consideration demands the presence of aerostructural responses and controller
signals in the time domain. On the structural side, this necessity was met through the applica-
tion of a Rayleigh damping model used in the governing equations of structural dynamics. This
kind of damping, has a strong mathematical character and should be replaced by advanced
models in future research activities. Although it is applied in various research activities, us-
ing it to represent physical effects demands high testing effort. Discrete, numerical damper
elements could come into use in the global FEM model, for example.

The aerodynamic models were based on the quasi-steady equations of motion, often applied
in studies dealing with aeroelasticity and also integrated in various commercial modelling and
simulation software packages. This was acceptable for the slow manoeuvres analysed here.
For the design of fighter aircraft and high aspect ratio configurations exposed to faster motions,
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unsteady aerodynamic modelling can not be avoided. In applications where more complex
aerodynamic effects become more dominant (e.g. necessity to respect the boundary layer),
higher fidelity methods must be used. If the aeroelastic approach used here shall be extended
through the consideration of advanced aeroelastic methods, Hodges & Pierce (2002) and
Bisplinghoff et al. (2013) may be suggested.

Full FEM models provided structural responses that were handled by numerical optimisation
algorithms. No condensation or model reduction had to be carried out. Still, the restriction
to linear finite elements allows small deformations, only. As soon as manoeuvres or load
cases which lead to larger deformations shall be studied, the range of validity of the presented
methods must be challenged. In that case, the structural models must be extended by non-
linear finite elements.

Main focus was laid on structural sizing of airframe components, i.e. the variation of thick-
nesses and cross section areas. Respecting shape or topology variations in a fully integrated
design process are research topics on their own. As the work at hands established a working
MDO-chain, it can be used as a base to further extend the developed process, targeting shape
and topology optimisations in simultaneous consideration of flight control systems.

Analytical gradients are a must for gradient based optimisation algorithms. Sensitivities of
various objective and constraint functions, frequently used in AC optimisation projects, w.r.t.
structural design variables were derived mathematically and implemented in the LAGRANGE
program. While aeroelastic subgradients were successfully integrated in the code over the last
few decades, control system related sensitivities were so far never addressed. This work can
serve as a starting point for the formulation of analytical gradients, when considering aeroser-
voelastic effects. The developing engineer must be aware of the complexity of this task, which
results from the necessity of a time domain formulation and the very high dependency of the
concrete control law in use. In the scope of fast gradient determination, automatic differentia-
tion using the capabilities of modern program languages may be a game changer.
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A Appendix

The following figures show the densities/sparsities of various matrices mentioned in Chapter
3.1.1. The respective matrices contain a numerical value which differs from zero, where a
blue entry is present. They were created for a model with 210 structural nodes, 1260 structural
degrees of freedom and 624 aerodynamic boxes (j € [1,624] and k € [1,1248]).

Figure A.1 and Figure A.2 visualise the extreme sparsities of the numerical matrices Si; and
Djy,.
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Figure A.1: Sparsity of the Integration Matrix Sy;
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Figure A.2: Sparsity of the Differentiation matrix D

Lehrstuhl fir Luftfahrtsysteme Technische Universitat Minchen A-1



A Appendix

Figure A.3 visualises the sparsity of a common numerical stiffness matrix K, in aeronautical

applications.
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Figure A.3: Sparsity of a structural stiffness matrix
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Figure A.4 visualises the sparsity of the spline matrices G;—fg and G,.
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Figure A.4: Sparsity of spline matrices
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A Appendix

The sparsity of the splined aerodynamic stiffness matrix @, is displayed in Figure A.5
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Figure A.5: Sparsity of a splined aerodynamic stiffness matrix ()44
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