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Shallow aquifers beneath cities are highly influenced by anthropogenic heat sources, resulting in the formation of ex-
tensive subsurface urban heat islands. In addition to anthropogenic factors, natural factors also influence the subsur-
face temperature. However, the effect of individual factors is difficult to capture due to high temporal dynamics in
urban environments. Particularly in the case of shallow aquifers, seasonal temperature fluctuations often override
the influence of existing heat sources or sinks. For the city ofMunich, we identify the dominant anthropogenic and nat-
ural influences on groundwater temperature and analyse how the influences change with increasing depth in the sub-
surface. For this purpose, we use depth temperature profiles from 752 selected groundwater monitoring wells. Since
the measurements were taken at different times, we developed a statistical approach to compensate for the different
seasonal temperature influences using passive heat tracing. Further, we propose an indicator to spatially assess the
thermal stress on the aquifer.
A multiple regression analysis of four natural and nine anthropogenic factors identified surface sealing as the strongest
and the district heating grid as a weak but significant warming influence. The natural factors, aquifer thickness, depth-
to-water and Darcy velocity show a significant cooling influence on the groundwater temperature. In addition, we
show that local drivers, like thermal groundwater uses, surface waters and underground structures do not significantly
contribute to the city-wide temperature distribution. The subsequent depth-dependent analysis revealed that the influ-
ence of aquifer thickness and depth-to-water increases with depth, whereas the influence of Darcy velocity decreases,
and surface sealing and the heating grid remain relatively constant. In conclusion, this study shows that the most crit-
ical factor for the mitigation of future groundwater warming in cities is to minimize further sealing of the ground, to
restore the permeability of heavily sealed areas and to retain open landscapes.
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1. Introduction

Cities are usually warmer than their rural surroundings (Oke, 1982).
This phenomenon is known as the “urban heat island”, and it is present in
the atmosphere, on the surface and in the subsurface as the so-called
subsurface urban heat island (SSUHI) (Gunawardhana et al., 2011; Oke
et al., 2017). Thus, in citieswith shallow aquifers, valuable groundwater re-
sources are exposed to numerous anthropogenic impacts (Epting et al.,
2013; Menberg et al., 2013a). Elevated temperatures can affect groundwa-
ter quality, microbial ecosystems or contaminant transport (Brielmann
et al., 2009; Bonte et al., 2013; Jesußek et al., 2013; García-Gil et al.,
2018). Furthermore, despite the influence on the resource itself, studies
have highlighted the additional risk of drinking water quality degradation
by elevated ground temperatures as water travels through the drinking
water distribution system (Müller et al., 2014; Agudelo-Vera et al., 2020).
Therefore, it is essential to gain deeper insights into how the different ther-
mal sources and sinks affect subsurface and groundwater temperatures and
support the development of adequate measures for the future protection of
urban groundwater bodies (Ferguson and Woodbury, 2007; Eggleston and
McCoy, 2015; Zhu et al., 2015; Benz et al., 2017; Epting et al., 2017).

While an increasing amount of SSUHI phenomena are described around
the world (Taniguchi et al., 2005; Taniguchi et al., 2009; Yalcin and
Yetemen, 2009; Lokoshchenko and Korneva, 2015; Bucci, 2017;
Marschalko et al., 2018; Visser et al., 2020), studies have already identified
a set of related anthropogenic heat sources (Menberg et al., 2013b). Primar-
ily, heat loss from buildings and higher ground surface temperatures result-
ing from changed land use are held accountable for elevated subsurface
temperatures (Ferguson and Woodbury, 2004; Reiter, 2007; Benz, 2018;
Hemmerle et al., 2019). Furthermore, previous work successfully intro-
duced methods to quantify anthropogenic heat fluxes through analytic cal-
culations (Menberg et al., 2013a; Benz, 2015).

In addition, the groundwater temperature is a governing factor for the ef-
ficiency of thermal use. Thus, the SSUHI promotes and is also remediated by
installing groundwater heat pumps (Allen et al., 2003; Zhu et al., 2010;
Epting and Huggenberger, 2013; Rivera et al., 2017). In contrast, groundwa-
ter use for cooling is hampered, whereas the cooling demand in cities is likely
to increase in the future (Li, 2019; van Ruijven et al., 2019). As a result, the
controversial discussion about the growth of new groundwater cooling sys-
tems will benefit from a more precise understanding about the magnitude
of thermal influences on large scale (Blum et al., 2010; Visser et al., 2020).

The thermal characterisation of shallow aquifers remains challenging
because groundwater temperatures at depths of up to 10 m are influenced
considerably by seasonal temperature variations on the surface (Banks,
2009; Stauffer et al., 2014; Farr et al., 2017). In shallow aquifers below
urban areas, seasonal variations coincide with various anthropogenic heat
sources, like for example sealed surfaces or subsurface building parts.
This results in highly dynamic and complex thermal conditions, where
identifying influencing heat sources is not straightforward (Ferguson and
Woodbury, 2007; Taniguchi et al., 2007). In detail, single measurements
within the seasonal fluctuation zone do not represent the undisturbed con-
ditions required, e.g. the annual mean temperature, to link elevated ground
temperatures to specific influences (Menberg et al., 2013b). To circumvent
this problem, studies commonly rely on deeper measurements underneath
the zone of seasonal variations (>15m) to analyse the dependency between
heat sources near the surface and groundwater temperatures (Benz et al.,
2016; Benz, 2018; Hemmerle et al., 2019). Shallow aquifers have not
been extensively studied despite their importance, e.g., for thermal use or
water for domestic or industrial use. In addition, the interpretation of
groundwater temperatures closer to the ground surface is potentially bene-
ficial for revealing the impact of specific heat sources and detecting climate-
induced short-term changes.

Previous research has largely been focused on evaluating the anthropo-
genic causes of the SSUHI effect. However, especially in hydraulically con-
ductive gravel aquifers, it is assumed that the intensity of the SSUHI further
depends on hydrogeological properties like the thickness of the saturated
zone, depth-to-water or groundwater velocity (Epting et al., 2013;
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Bidarmaghz, 2019). Hence, a comparative analysis of hydrogeological
and anthropogenic factors based on a large dataset of measurements can
contribute to a deeper understanding of increasing and decreasing influ-
ences on groundwater temperatures and help to establish measures to mit-
igate increasing groundwater temperatures in cities.

The thermal conditions of Munich's quaternary aquifer were previously
assessed and discussed by Dohr (1989, 2011), Dohr and Gruban (1999) and
Zosseder (2013). As early as the first study, the anthropogenic heat influ-
ence was recognised and various sources were identified. During the con-
struction of the subway, measurements in the surroundings of the tunnels
revealed a considerable local temperature increase (1.0 °C – 2.0 °C) in the
groundwater (Dohr, 1989). Spatially distributed measurements showed
that temperatures gradually increase towards the city centre with locally
cooler areas in parks (Dohr and Gruban, 1999). Thus, building density
and surface sealing were assumed to play a significant role, whereas previ-
ous studies were unable to prove beyond doubt any relevant influence of
the district heating grid, the sewerage or the infiltration systems. Strong
local thermal influence is further attributed to the river Isar and large sub-
surface buildings which partially reach into the groundwater body.

With amore precise knowledge about the properties of the aquifer and its
use, an influence of saturated groundwater thickness and large thermal uses
for cooling became apparent (Böttcher et al., 2019; Albarrán-Ordás and
Zosseder, 2020; Theel et al., 2020). However, these hypotheses were mainly
tested by interpreting individual measurements and have never been
analysed comparatively using all the historical and recent temperature
datasets to gain quantitative statistical measurements about the intensity of
all potential influences. Furthermore, temperature datasets with a vertical
resolution, like the depth profilemeasurements used, have not been available
before. As a result, previous studies had to rely on spatially interpolatedmea-
surements taken 1 m below the groundwater level and mainly lie within the
zone of seasonal fluctuations (Dohr, 1989, 2011; Dohr and Gruban, 1999).

To tackle the shortcomings mentioned, we investigated the seasonal
fluctuations in the shallow gravel aquifer of the city of Munich with a
data basis of 71 multi-annual groundwater temperature time series. Subse-
quently, we estimated the mean thermal diffusivity with passive heat trac-
ing and used the information derived on seasonal fluctuations to adjust a
city-wide dataset of 752 vertical temperature profiles originating from dif-
ferent measurement times on one reference date to reproduce the same sea-
sonal state. With this seasonally corrected dataset, we identified the
dominant large-scale and local-scale drivers of the SSUHI effect by multiple
linear regression. Finally, we analysed the depth-dependent measurements
statistically to show vertical changes in the magnitude of the previously
identified five dominant natural and anthropogenic influences.

The study presented in this paper assesses the natural and anthropo-
genic thermal influences on the shallow aquifer of Munich, proposes an ap-
proach to adjust the seasonal variation of temperaturemeasurements to the
same seasonal state and highlights the mitigating role of hydrogeological
properties in the context of anthropogenic groundwater warming.

2. Materials and methods

2.1. Climatic and hydrogeological overview of the study site

The city of Munich lies in the south of Germany, about 50 km north of
the Alps. With over 1.5million inhabitants, it is themost densely populated
city and one of the fastest-growing municipalities in Germany. Munich has
a warm-summer humid continental climate with a mean annual precipita-
tion of approx. 950 mm (1977–2000) and a mean air temperature of
9.5 °C (1955–2018) (Peel et al., 2007; Mühlbacher, 2020). The city's air
temperature shows a significant upward trend of 0.31 °C per decade over
the reference period (1955–2018). In line with this observation, a decrease
in the number of frost days with air temperatures below freezing and an in-
crease in the number of summer days with a maximum temperature of at
least 25 °C was recognised in the long-term trends. The occurrence of sum-
mer days rose from 28 in 1955 to 60 in 2018 and frost days declined from
95 in 1955 to 68 in 2018. Measurements by the German Weather Service
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also show that the city's nightly air temperatures are on average 1.7 K
higher than the nearby rural areas (Mühlbacher, 2020). Due to its green
spaces and large parks, no continuous heat island forms over the entire
city (cf. Fig. 1e). Elongated areas, like the north-south oriented bed of the
river Isar, contribute largely as pathways for the flow of cold air into the
city. Thus, the heat island of Munich is compartmentalised and subject to
Fig. 1. City-wide datasets of a) saturated aquifer thickness of the quaternary groun
groundwater level, c) Darcy velocity, d) depth-to-groundwater, e) Modelled air tempe
f) surface sealing (cf. Section 2.2.3).

3

a great number of local and regional exchange processes (Funk et al.,
2014). This situation is certainly reflected in the subsurface.

The city lies at a mean altitude of 519m above sea level (m.a.s.l.) on the
so-called Munich Gravel Plain, which dips northwards by about 0.5%. Its
present shape evolved primarily during the Pleistocene period when large
amounts of fluvioglacial sandy gravel were deposited on the former
dwater, b) groundwater temperature measured in April 2014 one metre below
rature 2 m above ground at 4 am in summer adapted from Funk et al. (2014) and
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Tertiary landscape (Jerz, 1993). Due to the past drainage system, the mor-
phology of the Tertiary surface is characterised by an uneven relief of chan-
nels and ridges (Kerl et al., 2012; Albarrán-Ordás and Zosseder, 2020). The
limno-fluviatile Tertiary sediments aremainly composed offine sandwith a
varying silt content intersected by silt and clay layers (Lemcke, 1988). In
comparison with the overlying gravels, the hydraulic conductivity of the
Tertiary layers is generally two to five orders of magnitude lower and, con-
sequently, the Tertiary sedimentsmostly confine the quaternary groundwa-
ter towards the bottom (Jerz, 1993; Zosseder, 2007). As a result, Fig. 1a
shows that the saturated thickness of the quaternary aquifer, derived
from mean low water conditions, varies largely throughout the city area
with a 1st quartile of 2.5 m and a 3rd quartile of 10.2 m (Albarrán-Ordás
and Zosseder, 2020; Theel et al., 2020). In general, the gravel sediments
form a productive aquifer with an average hydraulic conductivity of
3.7 × 10−3 m/s based on the hydrofacies types occurring (Theel et al.,
2020). As displayed in Fig. 1c and d, a high average Darcy velocity with a
mean of 1.8m/d (1st qu. 0.8/3rd qu. 1.9) and a low depth-to-water provide
favourable conditions for thermal use in open-loop systems (Böttcher et al.,
2019). The low depth-to-water, which decreases towards the north, com-
monly lies in depths from 4 m (1st qu.) to 10 m (3rd qu.) and, therefore,
large parts of the groundwater body are exposed to seasonal temperature
variations. Assuming 15 m as a hypothetical threshold for significant sea-
sonal temperature oscillations, the groundwater in 91% of the city's area
is subject to those influences (Banks, 2012). In consequence, a periodical
seasonal variation is present in most temperature measurements and com-
plicates temporal or spatial interpretation.

2.2. Groundwater and infrastructure datasets

The following sections present the available groundwater and urban in-
frastructure datasets. In detail, depth profile and time-series measurements
are distinguished to analyse specific vertical, temporal and lateral influ-
ences. Furthermore, the spatial datasets of the potential natural or anthro-
pogenic thermal influences are introduced. A summary description of all
datasets can be found in Table 1, and Fig. 2 summarises the spatial distribu-
tion of the temperature measurements in the city.

2.2.1. Temperature depth profiles
From 2012 to 2017 in the months April to June, we measured ground-

water temperatures in periodical field campaigns every metre below
ground level (mbgl) in the water columns of 752 selected monitoring
wells throughout the city (cf. Fig. 2). In general, most of the approximately
16,000 measurements were taken at shallow depths of 2 to 20 mbgl. Al-
though the measurements are available in a relatively short period from
April to June, seasonal temperature fluctuations are already apparent. In
Fig. 3a, distributions of measurements for each month and metre below
ground are displayed as boxplots. From April to June, the mean tempera-
ture at 2 mbgl already deviates by 3.7 °C. The influence is still visible up
Table 1
Feature count or spatial resolution and data type of the analysed datasets.

Spatial dataset Count / Res.

Temperature depth profiles 752
Multi-annual temperature time series 71 / hourly to weekly
Saturated groundwater thickness 2 m
Depth-to-water 2 m
Darcy velocity 2 m
Cooling systems (injection wells) 376
Heating systems (injection wells) 2341
Surface waters with groundwater-interaction 12
Surface sealing 0.5 m
Built-up area 2 m
Sewer system sections 14783
Heating grid sections 9663
Deep buildings 1286
Metro stations 96
Tunnel sections 127

4

to 6 mbgl. April is the most frequently measured month, with an average
of 193 measurements, followed by June with 159 and May with 116.

2.2.2. Time series measurements
In Munich, 71 multi-annual time-series taken at a known constant depth

are available (cf. Fig. 2). The city's water authorities have recorded the longest
19 series at a 4-week frequency by hand measurements since 2009. Nine ad-
ditional wells have been equipped with data loggers by the city's energy sup-
plier in 2011, recording at a two-hour frequency since that time. The energy
supplier extended this monitoring programme in 2014 with six data loggers,
in 2015 with two, in 2016 with two, in 2017 with eight and in 2018 with an-
other three. All data loggers that are maintained by the energy supplier were
added at new sites and are equipped with NTC 30 temperature sensors. Fur-
thermore, the city's water authorities started an extensive automatedmonitor-
ing programme in 2018 by installing 20 additional data loggers at new sites
that record hourly values with NTC 30 temperature sensors. The German
Weather Service (DWD) also maintains one soil temperature monitoring sta-
tion in the city, which records at five depths of up to 1 m on an hourly basis
with PT 100 temperature sensors, since July 1997. Since the measurements
are not conducted within an integrated monitoring network, the selection of
sites does not follow a common strategy. A situation that is often found in
large cities.

2.2.3. Spatial hydrogeological datasets
In the Munich Gravel Plain, high-resolution spatial datasets of

hydrogeological properties provide the opportunity to analyse their influ-
ences on groundwater temperature in detail. Within a four-year project,
funded by the Bavarian Environmental Agency (LfU), the Chair of Hydrogeol-
ogy elaborated the surface of the quaternary aquifer basis of the entire Mu-
nich Gravel Plain based on the interpretation of over 48,000 borehole logs.
In addition, an extensive reference date measurement was carried out in
April 2014, capturing the hydraulic dynamics during mean low groundwater
conditions (Böttcher et al., 2019; Albarrán-Ordás and Zosseder, 2020). The
conditions represent an equilibrated and robust flow field that reflects the
common hydraulic situation throughout the year. A comparison with other
available groundwater table maps from the past, including datasets with
less sample points and thus, lower accuracy, showedonlyminor local changes
in the groundwater flow field. Hence, the dataset has a high general validity
and only minor errors are introduced in derived datasets. Throughout the en-
tireMunichGravel Plain, over 6000 hydraulic headmeasurements were used
to interpolate a map of the groundwater table by variogram analysis and
block kriging (Böttcher et al., 2019; Albarrán-Ordás and Zosseder, 2020).
The saturated thickness of the aquifer was derived by subtracting the surface
of the aquifer basis from the interpolated hydraulic head (cf. Fig. 1a and
Fig. 2). The hydraulic head is further used to calculate the hydraulic gradient,
andwith the 2-m digital elevationmodel, the depth-to-water is computed (cf.
Fig. 1d). During the 2014 field campaign, groundwater temperatures were
measured one metre below groundwater level and one metre above total
Type Dataset owner

Points Chair of Hydrogeology (TUM)
Points Energy supplier / City of Munich
Raster grid Bavarian Environmental Agency
Raster grid Bavarian Environmental Agency
Raster grid Bavarian Environmental Agency
Points Bavarian Environmental Agency
Points Bavarian Environmental Agency
Polygons OpenStreetMap contributors (2021)
Raster grid German Aerospace Centre
Raster grid OpenStreetMap contributors (2021)
Line segments City of Munich
Line segments Energy supplier
Polygons City of Munich
Polygons City of Munich
Line segments City of Munich
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depth in around 1800 observation wells, and a temperature distribution map
was interpolated by block kriging for the entire gravel plain (cf. Fig. 1b).

The Darcy velocity was calculated bymultiplying the interpolated hydrau-
lic conductivity map of Theel et al. (2020) with the hydraulic gradient and
therefore, the Darcy velocity incorporates the uncertainties of those two
dataset (cf. Figs. 1c and 2). As stated above, we assume minor errors from hy-
draulic gradients. The hydraulic conductivity, however, can be heterogeneous
at small scale and the distribution of analysed pumping tests is still not
a)

Fig. 3.Monthly distribution of a) the initial groundwater temperatures and b) the seaso
vertical resolution displayed as boxplots with an interquartile range (IQR) of 50% and w
depth below ground in the colour of the respective month.

5

sufficient to capture this heterogeneity (Theel et al., 2020). The used 542
pumping tests represent the entire data currently available and thus, this resid-
ual uncertainty has to be taken into account in further interpretations.

2.2.4. Spatial infrastructure dataset
In the present study, surface sealing is used as the primary dataset to re-

flect urbanization and anthropogenic land use (cf. Fig. 1f). The German
Aerospace Centre (DLR) conducted the mapping with a mosaic of eight-
b)

nally corrected temperatures that are referenced to the 12th of May in a one-metre
hiskers with 1.5*IQR. The right-hand y-axis of a) shows the observation count per
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band image data at a spatial resolution of 2 m from the WorldView-2 sen-
sor, recorded on the 12th of July and the 2nd of October 2011 (Leichtle
et al., 2018). The binary classification of the multispectral satellite imagery
is performed by a semi-automatic object-based approach, which integrates
auxiliary vector datasets, like building boundaries from the GermanOfficial
Topographic Cartographic Information System (ATKIS), on different evalu-
ation levels (Wurm et al., 2011).

In addition to the spatial grid information, also vector datasets of poten-
tial anthropogenic heat sources are evaluated. As an extension to the anal-
ysis of surface sealing, we include building outlines (OpenStreetMap
contributors, 2021). Furthermore, we considered deep building basements
that reach into the groundwater body, metro stations and surface waters
separately as polygon features. As line features, the district heating grid,
the sewer system and tunnels are included in the analyses. Finally, thermal
uses for heating and cooling purposes are characterised as point features.
These datasets were provided by the City of Munich and the Munich Public
Services SWM GmbH (cf. Table 1).

2.3. Correction of depth profile temperatures

Surface temperature oscillations attenuate naturally in the ground, while
the lag of the signal increases and the amplitude decreaseswith depth (Banks,
2009). Diurnal variations only reach several decimetres into the ground,
whereas the boxplots in Fig. 3a already show that substantial seasonal varia-
tions penetrate a few metres into the ground until the signal dissipates (Van
Wijk and de Vries, 1963). As outlined in the introduction, this variation im-
pedes identifying additional anthropogenic or natural influences on the
ground temperature. Therefore, the following section covers the developed
approach of estimating the seasonal variation present in the study area. The
depth-depended seasonal oscillation is further used to adjust the multi-
temporal depth profile dataset to one reference date. The adjustment enables
the comparison of temperatures that had originally been measured at differ-
ent times within the zone of seasonal fluctuation. As a result, the adjusted
temperatures can be used in regression analyses to reveal the influence of an-
thropogenic or natural heat sources (cf. Table 1).

The calculation of the typical seasonal variation is performed by esti-
mating the thermal diffusivity through the extraction of amplitude and
phase from the time-series data presented in Section 2.2.2. Initially, an ad-
ditive decomposition into trend, seasonal and random componentswas car-
ried out to calculate the amplitude of the seasonal oscillation (Kendall et al.,
1983). First, the trend component was determined using a moving average
as a low-pass filter with a symmetric window and equal weights. Then, the
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trend is removed from the time series, and the seasonal component is com-
puted by averaging, for each time unit, over all periods. Finally, the error
component is determined by removing the trend and the seasonal compo-
nent from the original time series.

The seasonal components extracted from the differently deep time se-
ries, as shown in Fig. 4, (cf. Section 2.2.2) were further used to compute
the cross-correlation between the shallowest time series and the deeper
groundwater temperature time series (Venables and Ripley, 2002). As a re-
sult, the maximum cross-correlation determines the time lag between the
respective groundwater temperature oscillations and the shallowest tem-
perature oscillation, i.e. the ground temperature 1 m below surface. The
amplitude and time lag data derived is then used to estimate the thermal
diffusivity.

To describe an average thermal response in the groundwater, we as-
sume no vertical fluid flow. Hence, the vertical heat transport is considered
entirely conductive, and we assume that the seasonal influence is the only
oscillation in the monitored depths (Goto, 2005; Hatch et al., 2006; Keery
et al., 2007; Molina-Giraldo et al., 2011). Therefore, in a semi-infinite
solid where the surface temperature is a harmonic function in time, the
temperature fluctuation in time and depth ΔT(t,z) can be calculated by
the initial amplitude at the surface (A), the thermal diffusivity (κ), the rela-
tive phase (θ) and the period of the oscillation (P) with (Stallman, 1965;
Carslow et al., 1986)

ΔT t, zð Þ ¼ A e−z
ffiffiffi
π
κP

p
cos

2πt
P

−θ−z
ffiffiffiffiffi
π

κP

r� �
(1)

Thus, the damping of the amplitude (AD) at a specific depth (z) can be
calculated by an annual period of 365 days with

AD ¼ A e−z
ffiffiffi
π
κP

p
(2)

The progressive lag, as the relative phase difference (Δθ) between a pair
of temperature time series at different depths, is given by

Δθ ¼ θ−z
ffiffiffiffiffi
π

κP

r
(3)

which can be converted to a time lag (Δt) with

Δt ¼ P
2π

Δθ (4)
4 5 6 7

Time [a]

 of additive time series

en-year duration and negligible residual random noise used to extract the seasonal
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In consequence, the thermal diffusivity can be independently estimated,
either from Eqs. (2) or (3) (Thomson, 1861). This is done by fitting the
equations through a linear regression analysis using the extracted ampli-
tude and time lag data of the recorded temperature time series with the spe-
cific measurement depths. The weighted arithmetic mean thermal
diffusivity of the two estimates from the time lag and amplitude regression
is then inserted in Eq. (1) for a time and depth-dependent calculation of the
mean temperature change due to seasonal oscillation in the study area. To
derive theweightedmean, weights are given by the reciprocal of the regres-
sion coefficient's variance.

Furthermore, Eq. (1) can be applied to the multi-temporal depth profile
dataset to derive the seasonal temperature difference ΔT(t0,z) originating
from different measurement dates and depths. Thus, a corrected tempera-
ture (T0) is calculated by adjusting all the original temperature values (T)
to a single measurement time through

T0 ¼ T þ ΔT t0, zð Þ−ΔT t, zð Þ (5)

With this, the difference of the seasonal temperature share (ΔT) at the
desired time (t0) and the actual measurement time (t) is calculated. After
subtracting the seasonal share from the temperaturemeasurements, the ad-
justed temperature dataset is used to evaluate the driving and diminishing
factors on the SSUHI.

2.4. Statistical analysis of thermal influences on the groundwater

This section describes the procedures that we apply to account for the
structurally different impact of several factors. Following Visser et al.
(2020), we distinguish between large-scale factors and local-scale factors.

For large-scale factors, i.e., the raster grid datasets summarised in
Table 1, we initially determine the area that shows the strongest correlation
with the measured groundwater temperatures. Since the thermal influence
on a well arises primarily from up-gradient in an advection-dominated
aquifer, it is relevant to query the area where dispersive effects have not
yet dispelled the dependency between the respective spatial factor and
the groundwater temperature. Hence,we derive themaximumPearson cor-
relation by varying the extent of the up-gradient area in which the spatial
factor is aggregated. Specifically, the mean value within an up-gradient di-
rected triangle is computed for all well locations, as shown in Fig. 5a. This
aggregation is repeated with a combination of opening angles at the well
and up-gradient triangle lengths. Subsequently, the correlation of the ag-
gregated factor values is conducted with the seasonally adjustedmean tem-
perature per depth profile. The resulting correlation matrix for surface
Triangle 

length

Surface sealing
not sealed
sealed
Observation well
Query triangle
Groundwater contours 
in m.a.s.l.

Opening

angle

Matrix of surface sealing

temperature correlation f

Opening angle 

a)
b)

gnissecorp rotcaf elacs-egraL

Fig. 5. a) Spatial evaluation of large-scale factors, i.e. raster grid data, with a calculation
triangle size with themaximum correlation between the temperatures and themean valu
track calculation for local-scale factors, i.e. vector data, to acquire the upstream distance
opening angle.
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sealing is visualised in Fig. 5b as an example. The correlation reaches amax-
imum for triangles with a 60° opening angle and a length of 900 m. As a re-
sult, the strongest correlation of every large-scale factor is determined in a
data-driven and exploratorymanner. For the ratio of built-up area, themax-
imum correlation is present for a triangle with a 90° angle and a length of
1000m. The angle and triangle length result for saturated aquifer thickness
is 45°/1000m, for Darcy velocity 120°/1400m and for depth-to-water 30°/
1400m. The large triangle sizes for hydrogeological factors improve the ro-
bustness of the aggregated mean values, because generally the underlying
values, likeDarcy velocity, show less temporal and spatial variance in larger
areas.

Local-scale influences, which are represented as geometrical features,
behave differently (see Table 1). They potentially induce a thermal anom-
aly that diminishes while propagating down-gradient. Thus, we derive the
distance from a local feature to a down-gradient observation well along
the path of advection in the flow field (Konikow and Bredehoeft, 1984).
In detail, we apply the implementation by Tauxe (1994) that allows the
computation of a particle track from a point source by using the grid data
of Darcy velocity and groundwater flow direction. In addition, we consider
transversal dispersion in a simplified manner by excluding down-gradient
connections if the well lies outside the study area's typical opening angle
of a potential thermal plume of 15° (see Fig. 5c). Through this procedure,
each observation well is attributed with its distances to all up-gradient
local-scale factors, if present.

Finally, the influence of all factors is compared by estimating the stan-
dardized (beta-)coefficients in multiple linear regressions (Greenland
et al., 1991; Schielzeth, 2010). In the following analyses of this study, we
use beta-coefficients as an indicator for the comparative influence of a pre-
dictor with respect to the remaining predictors. For an estimation of beta-
coefficients, the underlying data of the predictor variables was standard-
ized by computing the z-score before performing the regression analysis
(Menard, 2004; Everitt and Hothorn, 2011). As dependent variable, the ad-
justed mean temperature per depth profile is used for an initial evaluation
of the overall influence and significance among all predictors (cf. Fig. 3b).
Subsequently, only the dominant and significant predictors are used for
computing the beta-coefficients each metre below ground from 3 to 20 m
to reveal the depth-dependent change of influences.

Furthermore, the dominant large-scale factors are used to derive a map
showing the aggregated heating and cooling influence on the groundwater
by a specifically calculated thermal exposure score. Therefore, the beta-
coefficients at the respective average depth of the groundwater body are
used to solve the regression function with the z-score of the predictor's
grid values. The resulting values are then normalised from −1 to 1 and
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Groundwater contours
Particle tracks
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with 15° opening angle
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offer a spatial visualisation of the comparative impact on the aquifer's ther-
mal conditions. As a result, negative scores indicate areas where the urban
and natural conditions have a cooling potential and positive values high-
light areas where the groundwater likely to be heated by the assessed influ-
ences.

3. Results

In the following, results are presented in two sections. The first section
comprises the seasonal variability analysis of the time-series data, the esti-
mation of the weighted mean thermal diffusivity and the seasonal correc-
tion of the multi-temporal depth profile measurements to one reference
date. The second section contains the comparative analysis of the potential
influences of large and local-scale factors on groundwater temperature, the
evaluation of vertical changes in the effect size of dominant influences and
finally, the spatial assessment of the dominant city-wide influences, which
is displayed in a thermal exposure map of the study area.

3.1. Seasonal temperature influences

Initially, the additive decomposition and cross-correlation of the sea-
sonal component is conducted for all 71 groundwater temperature time se-
ries (cf. Fig. 4). With this, the amplitude of the seasonal variation and the
time lag with respect to the shallowest measurement depth is obtained
(cf. Section 2.4). The previous assumption of seasonality being the only rel-
evant oscillation is proven by a constantly low residual variation in the ran-
dom component. No diurnal or other substantial oscillations of lower
frequency have been observed. The mean variance of the random compo-
nent in the entire dataset is 0.07 °C, corresponding to only 4.3% of the
mean seasonal variation. In addition, we reviewed, if general trends in
the amplitudes are present. A negative trend in amplitudes would generally
result in a positive correlation between seasonal and random component in
the first half of the time series and a negative correlation in the second half.
Four time series with a negative amplitude and five time series with a pos-
itive amplitude trend were identified. However, the identified time series
are no influential outliers in the regression analyses and thus, do not nega-
tively affect the thermal diffusivity estimation. Fig. 6a displays the derived
seasonal time lags at the respective measurement depth. Subsequently, the
data is used to fit Eq. (3) with the origin at one metre below ground, which
results in a thermal diffusivity of 1.6×10−6m2s−1with a standard error of
1 × 10−7 m2s−1. The linear function fitted shows that a time lag of
14.4 days for every metre deeper below ground level can be expected as a
mean value within the study area. As described in Section 2.4, the
Δt = 14.37 (z − 1)
R2 = 0.91
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Fig. 6. a) Lag time and b) seasonal amplitude against depth below ground, both wit
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procedure of thermal diffusivity estimation is repeated using the seasonal
amplitudes. Fig. 6b shows the measurement depth against the seasonal am-
plitude for the same time series data. Here, Eq. (2) is used to fit the two re-
gression coefficients, which leads to an estimated thermal diffusivity of
1.1 × 10−6 m2s−1 with a standard error of 1 × 10−7 m2s−1.

From both thermal diffusivity estimations, the resulting weighted mean
of 1.2 × 10−6 m2s−1 with a standard error of 1 × 10−7 m2s−1 is used in
Eq. (1) to calculate the typical seasonal temperature oscillation of the
study area from 0 mbgl to 20 mbgl. The mean temperature of 12.2 °C
from the 1st of August 1997 to the 1st of August 2020 of the continuous
measurements 1 mbgl of the DWD is added to obtain the monthly variation
of one year.

With Eq. (5), all the depth-oriented temperatures are seasonally
corrected by computing the temperature difference from the actual mea-
surement date to the mean measurement date, i.e. the 12th of May, and
adding this change to the initially measured value. In comparison with
Fig. 3a, b displays the achieved absence of seasonal variation, especially ob-
servable from the mean values in the boxplots of the upper five metres. In
detail, the variance two metres below the surface was reduced from
6.6 °C to 3.6 °C. Thus, the direct statistical analysis of measurements
taken at different times is possible because the bias from changing seasonal
conditions is marginalised. In the following, the adjusted temperature-
depth profiles are used in multiple linear regression analysis to identify
the dominant increasing and decreasing effects on the SSUHI.

3.2. Anthropogenic and natural influences onMunich's groundwater temperature

Following the approach described in Section 2.4, the correlations be-
tween groundwater temperature and the influential factors and cross-
correlations among influential factors are determined. The resulting corre-
lation coefficients between temperature and the respective factors are given
in the first row of the matrix in Fig. 7. We observe equally strong positive
correlations for sealed surfaces and built-up areas with high groundwater
temperatures. They are followed by weaker positive correlations of the dis-
trict heating grid and the Darcy velocity. In contrast, a weak negative corre-
lation can be observed for the depth-to-water and the strongest negative
correlation for saturated thickness. In general, the correlations of the factors
with the temperature already give an initial indication of dependencies.
However, only one factor at a time is considered while the superposition
of all other factors are omitted. This can lead to significant biases, as can
be observed for the Darcy velocity. The hypothesis is that dispersion in-
creases with increasing flow velocity and thermal anomalies dissipate
more quickly. Therefore, one would expect a cooling influence to be more
AD = 8.54 e−0.3 (z−1)

R2 = 0.95
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Fig. 7. Matrix of (Pearson-) correlations between predictors and the groundwater temperature in the first row and predictor correlations with colour coded correlation
coefficients.

Table 2
Regression summary of the beta-coefficient estimation for all predictor variables
with t-test and respective p-value.

Regression coefficient Estimate t value Pr (>|t|)

Intercept 12.03 850.1 < 2e-16
Saturated groundwater thickness −0.33 −20.0 < 2e-16
Depth-to-water −0.13 −8.6 < 2e-16
Darcy velocity −0.11 −6.9 < 2e-16
Cooling systems (injection wells) −0.07 −4.6 5.1e-06
Heating systems (injection wells) −0.02 −1.2 0.23
Surface waters with groundwater interaction −0.02 −1.3 0.21
Surface sealing 0.93 24.9 < 2e-16
Built-up area 0.17 4.4 1.1e-05
Sewer system sections 0.03 1.8 0.07
Heating grid sections 0.17 11.8 < 2e-16
Deep buildings −0.07 −4.6 4.4e-06
Metro stations 0.03 2.5 0.01
Tunnel sections −0.001 −0.1 0.93
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likely than a heating one. In the specific case of Darcy velocity, however, we
also see a positive correlation with surface sealing and, simultaneously, a
negative correlation with aquifer thickness. Since surface sealing has the
strongest positive and aquifer thickness the strongest negative correlation
with the temperature, the correlation of the Darcy velocitywill be biased to-
wards positive values. This result shows that a comparative analysis in a
multiple regression is necessary to further reveal the heating and cooling ef-
fects on the groundwater without considerable bias.

Apart from the correlation with groundwater temperature, Fig. 7 shows
the cross-correlation among all predictors. A very large positive correlation
of surface sealing with built-up area indicates the presence of multicollin-
earity. Themagnitude ofmulticollinearity in predictors of amultiple regres-
sion can be measured by the variance inflation factor (VIF) (Fox and
Monette, 1992). The high VIFs of 7.0 for surface sealing and 7.4 for built-
up area confirm the high degree of collinear relationship. Since the surface
sealing already includes built-up areas, as well as the other sealing struc-
tures, it serves as a cumulative factor for urbanization, which is suitable
for city-scale analyses. It is assumed that the built-up area is already suffi-
ciently represented by the surface sealing. Consequently, the less influential
built-up area is removed from the further depth-oriented regression analy-
sis. The correlation matrix further shows the absence of a high correlation
between the remaining predictors (see Fig. 7). Furthermore, a low correla-
tion among the local-scale predictors can be observed, due to the lack of
spatial coincidence. As an example, there is no depth profile in the dataset
where the district heating grid and a surface water is simultaneously up-
gradient of a measurement location. This was anticipated, since the surface
waters with groundwater interaction lie exclusively near the northern bor-
der of the city where no district heating grid exists. Thus, the results reflect
the spatial distribution of the local-scale factors, which does not negatively
affect the regression results.

Table 2 shows the results of the initial multiple linear regression analy-
sis of all large and local-scale factors studied. In detail, the z-scores are used
with themean temperature per depth profile to obtain the beta-coefficients,
9

which allow us to compare influences and select dominant predictors for
the depth-oriented analysis (cf. Section 2.4). There are already predictors
within the dataset which cannot reach statistical significance, i.e. heating
uses, surface waters and tunnels. In addition, sewers and metro stations ex-
hibit a low significance. Among the significant predictors, surface sealing in
particular shows the strongest positive influence, and saturated thickness
the strongest negative one. They are followed by the district heating grid,
built-up area, Darcy velocity and depth-to-water with considerable influ-
ences. As a result, the remaining predictors with minimal influence,
i.e., cooling uses and deep buildings, sewers and metro stations are ex-
cluded from further depth-oriented analysis.

Fig. 8 displays the results of the depth-orientedmultiple regression anal-
ysis with the five selected dominant factors. The x-axis shows the change of
influence, i.e. the beta-coefficient, against the depth below ground for each
factor. The depth of 2 mbgl is omitted, due to a low observation count (cf.
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Fig. 3a). First, it is noticeable that substantial vertical trends are only ob-
servable for cooling factors, whereas the influence of the surface sealing
and the heating grid is relatively constant (cf. Fig. 8). The surface sealing
maintains its very high driving influence on the groundwater temperature
with the highest values around 5 mbgl to 7 mbgl. The heating grid shows
a low but relatively continuous positive influence. In contrast, the cooling
effect of depth-to-water is steadily increasing towards deeper levels and
even surpasses the saturated thickness below 19mbgl as dominant negative
influence. For saturated thickness, the cooling effect increases until a depth
of 10 mbgl and remains on a constant high negative influence in greater
depths. The opposite behaviour can be observed for Darcy velocity. Its
cooling effect steadily declines until it remains at around zero below depths
of 10 mbgl. For all depth-dependent regressions, the beta-coefficients are
statistically significant and the mean R2 is 0.53 for depths above 10 mbgl,
whereas it reaches 0.67 from 10 mbgl and below.

For a spatial visualisation of predictor influences, the dominant large-
scale factors, i.e., surface sealing, depth-to-water, Darcy velocity and satu-
rated thickness, are included in the thermal exposure score calculation.
Fig. 9 presents the resulting grid, which indicates the exposure of the aqui-
fer to the SSUHI (cf. Section 2.4). A positive score indicates that the domi-
nant drivers prevail and the groundwater is subject to anthropogenic
heating from surface sealing, whereas a negative score shows the domi-
nance of cooling conditions from hydrogeological influences. The thermal
exposure score has a Pearson correlation of 0.64 with the interpolated
groundwater temperature. This already indicates how dominant large-
scale factors contribute to the SSUHI and shows that local-scale factors
are less significant on a city-wide scale. The temperatures displayed in
Fig. 9 were measured one metre below groundwater level in April 2014
(cf. Section 2.2). Finally, the overlay pattern highlights the locally domi-
nant factor resulting from the maximum product of the absolute beta-
coefficient and z-score among the four predictors.

4. Discussion

The study developed a workflow based on exploratory data analysis for
the evaluation of influences on the SSUHI in shallow aquifers. We applied a
passive heat tracing procedure to estimate the weighted mean thermal dif-
fusivity of the study area and successfully adjusted multi-temporal temper-
ature measurements to a common seasonal state of a reference date. The
large number of measurements analysed revealed that the sealing of the
ground surface and built-up areas are the dominant drivers of anthropo-
genic groundwater warming in Munich. In addition, we showed that
local-scale factors, like thermal groundwater uses, surface waters and un-
derground structures do not have a significant influence on a city-wide
scale. Moreover, we statistically elaborated how the magnitude of domi-
nant influence changes with depth and thereby highlight the importance
10
of the natural influence of saturated thickness, the Darcy velocity and the
depth-to-water as major decreasing factors for groundwater warming. Fi-
nally, we calculated a thermal exposure score to display how the combined
influence of large-scale influencesmatches the spatial groundwater temper-
ature distribution and can therefore explain the SSUHI effect.
4.1. Discussion of the seasonal temperature influences

In the first step of the process, the classic additive approach proved its
suitability by decomposing the 71 time series with minor residual variance
in the random component. For this reason, the seasonal components de-
rived serve as a resilient data basis for an extraction of time lag and ampli-
tude. In addition, the dataset acquired covers the entire zone of seasonal
fluctuation with a sufficient measurement density. The time-series dataset
only lacks information from 1 mbgl to 4 mbgl, caused by the distribution
of depth-to-water, as well as the common practice of installing temperature
and pressure sensors near the bottom of observation wells. However, we
could not observe a negative effect on the regression analyses. As verifica-
tion, we calculated the Cook's distance, which is a measure of the influence
of an observation on the regression result and takes leverage and residual
into account (Cook, 1977). Based on its low Cook's distance (< 0.5), the
measurement at 1 mbgl cannot be identified as an influential outlier,
which indicates that the shallow area is already sufficiently represented.
This observation is valid for both regression analyses (see Fig. 6).

In addition, it can be observed from Fig. 6 that the lag time and ampli-
tude data has a residual variation, which cannot be explained by the fit of
the regression equations. With the regression analysis, we derive the
mean thermal diffusivity in the study area. Therefore, the residual variation
originates mainly from different thermal diffusivities at the specific mea-
surement sites. Since we assume the simplifications mentioned in
Section 2.3, factors like a heterogeneous geology, the thickness of the unsat-
urated zone or the influence of other seasonal heat sources or sinks are not
considered.

Furthermore, the differently high standard errors of the regression coef-
ficients suggest that the estimated thermal diffusivities should be weighted
according to their errors. Thus, we conducted the seasonal correction with
theweightedmean thermal diffusivity. In comparisonwith the German VDI
4640–1, which states ranges of thermal conductivity and volumetric heat
capacity, the resulting thermal diffusivity lies 65% above the typical char-
acteristic value for saturated gravel and 29% above saturated sand. How-
ever, the thermal conductivity can vary considerably, with changing
mineral composition and a total range of thermal diffusivity for saturated
sand being given of between 0.59 × 10−6 m2s−1 and 2.3 × 10−6 m2s−1

(VDI, 4640). Therefore, the resulting averaged thermal diffusivity for the
saturated sandy gravel of Munich (1.24 × 10−6 m2s−1) lies within a plau-
sible range, although it is slightly elevated in comparison with typical char-
acteristic values. Since Munich has a humid climate with a downward flow
of infiltrated water in the vadose zone, a steady contribution by advective
heat transport influences the groundwater when recharged. The enhanced
heat transport as well as further convection in the groundwater body is
not accounted for in the applied heat tracingmethod and elevated estimates
are thus plausible. However, this deviation does not impair the statistical
application in the correction procedure within the scope of this study, as
the result integrates those effects through the least squares fit of the regres-
sion analysis (Kendall et al., 1983).

The same limitation is valid for the seasonal correction itself. Due to site
specific influences, it may only be used in a statistical manner with a suffi-
cient population size and not for adjusting individual temperature profiles.
However, the statistical application showed that the seasonal effect has dis-
appeared, which can be observed from comparing Fig. 3a and b. After the
adjustment, the temperatures of all shallow depth levels show the same var-
iance as the temperatures measured below 10 mbgl, i.e., approximately
3 °C. Thus, any bias in the regression analyses from different seasonal states
has been successfully minimised.



Fig. 9.Map of the thermal exposure score with an overlay pattern indicating the dominant factor in the score calculation and the contour lines of groundwater temperature
interpolated from a reference date measurement in April 2014.
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4.2. Discussion of the anthropogenic and natural influences

Prior to the regression analyses, the definition of the maximum influen-
tial area with triangular shapes revealed how spatial parameters differently
affect the groundwater temperature. First, it can be stated that a single
point value at the location of the measurement is generally not optimal
for studying the dependency of a large-scale factor on groundwater temper-
ature (cf. Fig. 5b). Consequently, in aquifers dominated by advective heat
transport, any investigation that considers an up-gradient region with re-
spect to the local groundwater flow direction will lead to stronger correla-
tions because it reflects the advective transport processes. The possible
gain in correlation strength will depend on the spatial variability of the fac-
tor. Since the hydrogeological parameters show less spatial heterogeneity
than surface sealing and built-up area, the correlation coefficient also varies
less (cf. Fig. 2). However, it can be concluded that the chosen procedure of
considering the predictor values with the maximum correlation greatly af-
fected the estimation and significance of regression coefficients and, there-
fore, improved the regression analyses.

Our findings in the initial comparative regression analysis are mostly in
line with the interpretations of Dohr and Gruban (1999) and Zosseder
(2015). Similar to many international SSUHI studies, we confirmed build-
ing density and surface sealing as major driving factors of subsurface
warming in Munich (Taniguchi et al., 2005; Taniguchi et al., 2009; Yalcin
and Yetemen, 2009; Epting and Huggenberger, 2013; Lokoshchenko and
Korneva, 2015; Bucci, 2017; Marschalko et al., 2018; Visser et al., 2020).
By using a novel surface sealing dataset, we were able to highlight the im-
portance of green areas within the city to counteract the SSUHI effect. Most
notably, this can be observed for the Englischer Garten, which lies Northeast
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of the city centre (cf. Fig. 9). In addition, surface sealing as a cumulative pa-
rameter for urban land usewas superior to building footprints for the expla-
nation of groundwater warming. Therefore, our results are consistent with
the findings by Benz (2018) that in the absence of underground structures
and basements, asphalt-covered land causes heat fluxes of a similar magni-
tude to buildings.

Furthermore, we proved the importance of hydrogeological factors for
the temperature development of urban groundwater. As initially noticed
by Zosseder (2015), areas with low saturated thickness can have naturally
increased groundwater temperatures and may so potentially mask anthro-
pogenic influences. A groundwater body with a higher saturated thickness
can absorb more heat before the temperature increases, due to the larger
water volume and the larger amount of advective heat transport. This
leads to increased dispersion and consequently to the dissipation of higher
temperatures. For that reason, our results indicate that advective heat trans-
port constitutes the most important natural cause of higher or lower tem-
peratures. Furthermore, the magnitude of advective heat transport is
governed by the Darcy velocity. Hence, its influence is consistent with the
anticipated cooling impact and confirms the plausibility and robustness of
the regression estimation. The depth-to-water serves instead as an insulator
between the surface and the groundwater body, due to the reduced thermal
conductivity of the variably saturated zone with increasing air content.
Thus, the regression estimate corresponds to its expected cooling influence,
while the weak correlation with other factors verifies the absence of a nega-
tive spatial bias from the fact that the depth-to-water steadily decreases to-
wards the north (cf. Fig. 1d). In conclusion, we emphasise that the natural
conditionsmust be accounted for in future thermal evaluations of urban aqui-
fers. Otherwise, naturally cooled or heated areas will not be identified,
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climate-driven temperature changes will not be detected or perhaps wrongly
classified as anthropogenic influenced (Epting and Huggenberger, 2013).

The comparative regression analysis of all predictors did not reveal a sig-
nificant influence of thermal groundwater use for heating nor a positive influ-
ence for cooling, which is in line with Dohr and Gruban (1999). A warming
influence of cooling systems and a cooling influence of heating systems
would have been anticipated through direct advective inflow of thermally al-
teredwater (Stauffer et al., 2014). In part, themissing evidence for the impact
of thermal uses can be explained by the measurement time. From April to
June, the heating period is usually over and the domestic cooling period
has - in most cases - not yet started. Therefore, thermal anomalies from
small and medium-sized uses with a seasonal load profile could be already
dissipated. Furthermore, larger cooling systems with relatively constant
loads that might have a considerable local impact could not establish a
warming influence on a city-wide scale. The small negative beta-coefficient
for cooling systems can result from random residual noise in the temperature
measurements which was attributed to the variation of this factor and can,
therefore not be linked to a causal reason. However, we can conclude that
the thermal use of groundwater had no considerable influence on the city-
wide groundwater temperature of Munich over the measurement period.

In agreement with Dohr and Gruban (1999), we did not observe a signif-
icant influence of the sewers. In general, the sewers should contribute to
groundwater warming as buildings discharge 15% - 30% of their supplied
thermal energy through the sewer system (Schmid, 2008). Thus, the sewer
pipes act as a heat carrier, which dissipates heat into the ground mainly
through conduction (Frijns et al., 2013; Stauffer et al., 2014). However, also
advective heat inflow into the ground can happen through leakage in the
pipes. Since waste heat in the mostly shallow sewers is relatively warmer
than the ground in winter, its potentially warming impact will be more ob-
servable in late winter or early spring (Cipolla and Maglionico, 2014).

In contrast to thermal uses and the sewer system, the heating grid influ-
ences the underground only through conductive heat transfer into the
ground (Sami and Maltais, 2000; Çomakli et al., 2004; Stauffer et al.,
2014). Leakage is rare and in the case of an event only temporary, due to
a constant monitoring. Following the indirect observation of Dohr and
Gruban (1999), we were able to identify a small influence of the heating
grid. This finding is in line with Benz (2015) and Tissen et al. (2019), how-
ever, a differentiation must be made between Munich's modern heating
grid and the older steam grid with a higher supply temperature. Thus, we
suggest reviewing the influence of the heating grid in the future to gain a
clearer view of the underlying dependencies.

Contrary to the suggestions by Dohr (1989, 2011), no particular
warming effect from large subsurface buildings, underground stations and
metro tunnels could be proven on city scale. In the local surroundings of
metro tunnels, the depth profile measurements show 2 °C to 3 °C higher
temperatures compared to up-gradient temperatures. The groundwater
temperature anomalies, however, mostly dissipate at distances of more
than 10 m – an observation that is also anticipated for subsurface building
structures. A detailed distribution of groundwater temperatures grouped by
distance to metro tunnels is provided as supplementary material (cf. SI:
Fig. 2). Locally, our observations are comparable with the thermal impact
of underground parking lots studied by Becker and Epting (2021), where
the seasonal evaluation also showed that a warming influence is generally
the lowest in spring. The study additionally observed that the thermal im-
pact of freeway tunnels is highly seasonal, i.e. a cooling influence in late
winter and spring and a warming influence in late summer and autumn.
Therefore, the absence of a city-wide warming influence of subsurface
buildings and tunnels can also result from the high dependence on usage
and seasonality. Epting et al. (2017) has highlighted that tracking the dif-
fuse conductive thermal impact of subsurface building structures by
down-gradient temperature measurements is challenging. Due to the city-
wide investigation, the locally observed influences might be largely
overshadowed by the dominant spatial factors; local warming would also
be more intense in winter (Dohr, 1989).

Lastly the regression analysis could not establish a significant influence
by surface waters on the groundwater temperature. In general, a cooling
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influence from surface waters would be expected as relatively cooler lake
water infiltrates into the aquifer during the winter and spring months.
This cold plume moves down-gradient through advective heat transport
and should still be observable in measurements made from May to June
(Anderson, 2005). However, since surface waters with substantial ground-
water infiltration are only located on the northern border of the study area,
most measurement wells are not influenced by them and, consequently, lit-
tle influence was anticipated. In addition, it must be noted that the influ-
ence of the river Isar was outside the scope of this study, because the
river ismostly the receivingwater and riverwater infiltration commonly in-
fluences the narrow surroundings of the river bed.

In summary, the comparative analysis provided conclusive information
for the selection of dominant predictors. Hence, the following depth-
dependent examination could reveal novel insights on the change of influ-
ences in the shallow gravel aquifer of Munich. Initially, the driving influ-
ences observed do not decline with depth, which supports the approach
of SSUHI studies covering influences below the seasonal fluctuation zone
(Ferguson and Woodbury, 2004; Reiter, 2007; Menberg et al., 2013b;
Benz, 2018; Hemmerle et al., 2019). However, the influences of
hydrogeological factors show greater variability with depth. In part, this be-
haviour can be attributed to the different heat transport mechanisms de-
scribed above. For the Darcy velocity, the results indicate that the
magnitude of dispersive mixing is most relevant near the surface. At shal-
low depths, higher temperature gradients are present, which dissipate
faster than lower gradients. Therefore, the Darcy velocity becomes less rel-
evant in deeper sections of the aquifer, i.e., below 10 mbgl, where higher
temperature gradients are no longer present.

In the depth-dependent analyses of saturated thickness and depth-to-
water, however, spatial implications must also be considered. The deeper
groundwater temperatures are measured, the larger the possible depth-to-
water and the higher the chance that the measurement will be made in a
lower section of the aquifer. An increasing depth-to-water steadily increases
the insulating effect and thus, the influence also grows continuously. A simi-
lar dependency can be observed for saturated thickness. With greater depth,
the volume of water that needs to be heated increases, and at the same time
the greater volume offers space for horizontal advective heat transport. Con-
sequently, the possible cooling effect of saturated thickness also increases.

Finally, an appropriate basis for the spatial evaluation of thermal influ-
ences on an urban aquifer is introduced by the thermal exposure mapping
(see Fig. 9). The results explain the origin of specific temperature patterns
in the groundwater and reveal a strong interaction with the surface. As a
shown in Fig. 1e, we observe a compartmentalised SSUHI below Munich
similar to the description of the UHI (Funk et al., 2014). Large parks like
the Englischer Garten and the Nymphenburger Schlosspark are responsible
for a substantial cooling of the groundwater (cf. Figs. 1e and 9). However,
the cooling influence of intermediate sized parks is also evident near the
city centre (cf. SI: Fig. 1). In addition, it must be noted that the groundwater
temperatures in April 2014 still reflected different seasonal conditions, be-
cause they were measured 1 m below groundwater level. As it is visible in
Fig. 1d, the depths-to-water in the northern, north-eastern and north-
western parts of the city are lower than in the south. Therefore, these shal-
lower measurements have a tendency towards lower temperatures, espe-
cially in April when the seasonal temperatures at depths from 2 mbgl to 6
mbgl are among the lowest of the year (see Fig. 3a). Despite this character-
istic, a reasonably strong correlation between the exposure score and the in-
terpolated groundwater temperature provides further verification of the
significance of the dependencies derived throughout the entire study area.

5. Conclusions

Urban environmental authorities nowadays implement sophisticated
strategies to reduce greenhouse gas emissions and to protect valuable natu-
ral resources. Urban groundwater bodies in particular are subject to
warming, which can threaten groundwater quality. However, for ground-
water, the development of policies is not straightforward, since there is a
conflict between the priorities of thermal use and groundwater protection.
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It is therefore crucial to understand the dependency and importance of each
influential factor before city-wide groundwater protection strategies can be
drafted. With this paper, we offer a resilient and comprehensive assessment
of the anthropogenic and natural factors that have a significant influence on
the groundwater temperature in the shallow aquifer of Munich. A database
of temperature time series, depth profiles and a variety of high-resolution
spatial datasets allowed the statistical analysis of a depth-dependent change
in influence among the dominant factors.

Based on our results, we suggest that often neglected hydrogeological fac-
tors should be considered in studies on the SSUHI effect, since they play a key
role as mitigating factors. Furthermore, the adjustment of multi-temporal
measurements within the zone of seasonal fluctuation delivered appropriate
results and is applicable to similar shallow urban aquifers if time series data
is available. Finally, the influences identified deliver valuable information
on the parametrisation and definition of boundary conditions in numerical
models. Above all, the surface temperature boundary condition in shallow
aquifers has a key influence on the simulation of thermal anomalies.

Concerning future groundwater monitoring networks, it becomes visi-
ble how important it is to capture the temporal dynamic and a vertical res-
olution. In addition, a monitoring network should be spatially balanced.
Since measurements are often carried out to observe the impact of specific
point sources, the interpretation on a city-scale can be biased. The outcome
that thermal uses and specific underground structures, like sewers, tunnels
and deep basements, cannot establish a city-wide significant influence,
whereas sealing and built-up areas that have a strong influence on ground-
water warming can help to establish measures for mitigating elevated
urban groundwater temperatures. Hence, the debate about preserving the
thermal conditions of the groundwater should focus more on dealing with
large-scale factors and integrating this aspect into urban planning. For in-
stance, the Sponge City Concept could help mitigate groundwater warming
in cities (Zevenbergen et al., 2018).
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