
SRing: A Sub-Ring Construction Method for
Application-Specific Wavelength-Routed Optical NoCs

Zhidan Zheng, Meng Lian, Mengchu Li, Tsun-Ming Tseng, Ulf Schlichtmann
Chair of Electronic Design Automation

Technical University of Munich
Munich, Germany

{zhidan.zheng, m.lian, mengchu.li, tsun-ming.tseng, ulf.schlichtmann}@tum.de

Abstract—Wavelength-routed optical networks-on-chip (WR-
ONoCs) attract ever-increasing attention for supporting high-
speed communications with low power and latency. Among all
WRONoC routers, optical ring routers attract much interest for
their simple structures. However, current designs of ring routers
have overlooked the customization problem: when adapting to
applications that have specific communication requirements, cur-
rent designs suffer high propagation loss caused by long worst-
case signal paths and high splitter usage in power distribution
networks (PDN). To address those problems, we propose a novel
customization method to generate application-specific ring routers
with multiple sub-rings, SRing. Instead of sequentially connecting
all nodes in a large ring, we cluster the nodes and connect them
with sub-ring waveguides to reduce the path length. Besides, we
propose a mixed integer linear programming model for wavelength
assignment to reduce the number of PDN splitters. We compare
SRing to three state-of-the-art ring router design methods for six
applications. Experimental results show that SRing can greatly
reduce the length of the longest signal path, the worst-case
insertion loss, and the number of splitters in the PDN, significantly
improving the power efficiency.

Index Terms—Wavelength-routed optical networks-on-chip, op-
tical ring routers, sub-ring structure.

I. INTRODUCTION

In the many-core era, traditional electrical networks-on-chip
are confronted with two critical challenges: ever-increasing
bandwidth requirements and significant communication en-
ergy [1], [2]. Optical networks-on-chip (ONoCs) have emerged
as a disruptive technology solution to tackle these primary
issues [3], [4]. Several critical advantages of silicon photonics
have been demonstrated: bit-level parallelism with wavelength-
division multiplexing (WDM), high-speed transmission in
waveguides (10.45 ps/mm), and low energy consumption with
microring resonators (MRRs) [1], [5], [6].

ONoCs can be classified into two categories based on their
routing mechanisms: active and passive ONoCs [2]. On active
ONoCs, before a node (sender) can transmit data to another
node (receiver), a signal path needs to be established by a
control module. On the other hand, passive ONoCs, also termed
as wavelength-routed ONoCs (WRONoCs), reserve all required
signal paths during design phase to prevent data collision, and
thus save the time and energy for arbitration [2].

Current WRONoC routers can be categorized into two types
based on their structures: crossbar [7]–[11] and ring [12]–[14].
Crossbar routers apply a matrix-like waveguide structure with
nodes at the router boundaries and optical switching elements
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Fig. 1. (a) An 8-node λ-router topology, which places the senders and receivers
of the same nodes at the opposite ends. (b) An 8-node ring topology, where
the senders and the receivers of the same nodes are closely placed. (c) The
layout results for the 8-node λ-router. (d) The layout results for the 8-node
ring router.

(OSEs) at the waveguide intersections to switch the optical
signals between waveguides, as shown in Fig. 1(a). On the other
hand, ring routers connect all nodes sequentially along two or
more circular waveguides for data transmission in clockwise
and counter-clockwise directions, as shown in Fig. 1(b). During
physical implementation, crossbar routers usually require much
placement & routing (P&R) effort, such as re-arranging the
positions of OSEs, to adapt their matrix-like structure to actual
layout constraints. This usually results in additional waveguide
detours and crossings [15], as shown in Fig. 1(c). On the
contrary, due to their simple structures, ring routers can easily
be mapped to the physical plane without significant P&R effort,
as shown in Fig. 1(d). Moreover, ring routers avoid the insertion
loss and crosstalk noise caused by waveguide crossings [16].
Therefore, ring routers are considered an attractive option for
WRONoC applications.

We notice that current ring router designs are based on
the assumption that every node needs to communicate with
every other node in the network, i.e. full connectivity, and
thus connect all nodes sequentially. However, in practice, many
applications do not ask for full connectivity [17]–[21]. For
example, Fig. 2(a) shows the communication requirement of
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Fig. 2. (a) The communication requirements. (b) A classic 12-node ring router
design. (c) Wavelengths are distributed from the laser source to both senders
of node 3 via a PDN waveguide and a splitter. (d) A sub-ring connects nodes
3, 4 and 11. (e) A customized ring router design. (f) Node 3 now only has one
sender supported by a single PDN waveguide.

a multi-window display (MWD) application [17], in which a
node only communicates to a subset of the other nodes. For
those specific applications, applying current ring router designs
raises significant energy efficiency concerns for two reasons:

• Firstly, long signal paths between certain nodes result in
high propagation loss, which increases power consump-
tion. In the current ring structure, since all nodes are
connected sequentially, each node is destined to be far
away from some other nodes. For the MWD application,
suppose that the nodes are arranged regularly on the chip.
A classical ring router design is shown in Fig. 2(b), where
the signal path between nodes 4 and 11 almost spans half
the perimeter of the chip regardless of the transmission
direction (clockwise or counter-clockwise), even though
nodes 4 and 11 are physically close to each other.

• Secondly, redundant resources, such as extra senders and
splitters, result in a significant power waste. In a ring
router, it is conventional for a node to equip each ring
waveguide with an individual sender to transmit data
on that waveguide, and every sender is supplied with
laser power from off-chip lasers via a power distribution
network (PDN) [22]. Fig. 2(c) shows a typical PDN design
for a node with two senders connected by a splitter that
distributes the laser power of the same wavelengths to
the senders. However, in specific applications, some nodes
send signals to only a node, such as node 3 in the MWD
application. For those nodes, it is unnecessary to equip
them with senders at both ring waveguides because the
redundant senders will not only increase power consump-
tion but also require splitters to distribute the wavelengths,
which causes additional splitter loss [22].

The above-mentioned problems can be conquered by cus-
tomizing the waveguide connections in a ring router based
on communication requirements. For example, for the MWD
application, if we connect nodes 3, 4, and 11 with a sub-
ring waveguide, as shown in Fig. 2(d), the signal sent from
node 11 to node 4 can avoid the long detour. Fig. 2(e) shows
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Fig. 3. (a) Working mechanism of a sender and a receiver. (b) If two senders
are connected sequentially by the PDN (red lines), only wavelengths that do
not resonate with the first sender can reach the second sender. (c) A PDN
splitter is needed to provide the same wavelengths to two different senders.

a customized design consisting of three sub-ring waveguides,
in which the signal paths are significantly shortened, and the
redundant waveguides, as well as senders, can be removed,
which also contributes to a simpler PDN, as shown in Fig. 2(f).
That indicates the benefits of customizing the connections in a
ring router to fit the required connectivity.

In this paper, we propose a customization method, SRing,
to generate application-specific ring routers with multiple sub-
rings. As the name suggests, we construct small rings to connect
the nodes rather than a large ring. Specifically, we propose a
clustering algorithm to cluster the nodes based on their physical
locations and communication requirements and connect the
nodes with sub-ring waveguides. To further reduce the power
consumption, we propose a mixed integer linear programming
(MILP) model to optimize the wavelength assignment in the
network and thus minimizes the need for PDN splitters. We
compare SRing with three state-of-the-art ring router design
methods: ORNoC [12], CTORing [13], and XRing [14]. Results
of the comparisons demonstrate the superiority of SRing over
state-of-the-art methods in improving energy efficiency. For
a benchmark of a realistic multimedia communication sys-
tem [21], SRing reduces total laser power by more than 64%
compared to the state-of-the-art design methods.

II. BACKGROUND

A. Working Mechanism of Senders/Receivers
In WRONoC ring routers, a sender consists of an array

of modulators and microring resonators (MRRs), and a re-
ceiver consists of an array of photodetectors and MRRs.
Modulators and photodetectors perform the electronic-optical
(E/O) and optical-electronic (O/E) conversion, respectively,
and MRRs couple/decouple optical signals to/from the ring
waveguide [22]. Fig. 3(a) illustrates the working mechanism of
a sender and a receiver. Specifically, a PDN waveguide delivers
wavelength λ1 from the laser source to the sender, so that the
sender can modulate an optical signal on λ1 and couple it to
the ring waveguide by the MRR that is on-resonance with λ1.
When the signal on λ1 reaches a receiver with another on-
resonance MRR, the signal will be coupled to the MRR from
the ring waveguide and delivered to the photodetector.

When a node sends/receives signals through multiple wave-
guides, it requires a sender/receiver at each waveguide. In a
typical ring router, each node sends/receives signals through
two ring waveguides for clockwise and counter-clockwise trans-
mission, respectively. If the senders at different waveguides are



connected by a single PDN waveguide, as shown in Fig. 3(b),
all wavelengths that are on-resonance with the first sender will
be coupled to the first ring waveguide, and only wavelengths
that are not used by the first sender can be delivered to the other
sender. Due to the limited available wavelengths, a ring router
commonly uses the same wavelengths for data transmission at
different ring waveguides. Thus, a splitter is needed to divide
the power into multiple portions and deliver them to different
senders, as shown in Fig. 3(c). When the laser power of the
wavelengths gets split, it gets degraded by 3 dB (assuming a
50% splitting ratio) [23]. Thus, if we can reduce the number
of senders that use the same wavelengths at the same node, we
can reduce splitter usage and improve energy efficiency.

B. Performance Factors of WRONoC Ring Routers

Insertion loss and crosstalk noise are typical performance
factors for WRONoCs [2]. In particular, crosstalk noise is
much more significant in crossbar routers than in ring routers,
because crosstalk signals are majorly generated at the MRRs
and waveguide crossings. As ring routers do not rely on OSEs
for signal routing, crosstalk noise is not a critical concern [22].
For ring routers, the insertion loss is an important performance
factor as it defines the laser power [22].

The insertion loss of a signal in WRONoCs can be consi-
dered as the summation of the following losses [24]: modulator
loss and photodetector loss, which are fixed for sending/re-
ceiving the signal; drop loss and through loss, which happen
at MRRs; splitter loss, which depends on the number of PDN
splitters; as well as propagation loss, crossing loss, and bending
loss, which depend on waveguide structures. The worst-case
insertion loss of a wavelength is the maximum insertion loss
value over all signals on that wavelength, which defines the
laser power of the wavelength [25]. The total laser power is
the summation of the laser power of all wavelengths.

C. State-of-the-art WRONoC Ring Routers

ORNoC [12] and CTORing [13] are two ring router design
methods that apply the same ring structure, i.e. connecting
all network nodes sequentially with two or more parallel
ring waveguides to transmit signals clockwise and counter-
clockwise. CTORing differs from ORNoC in improving the
way of assigning wavelengths to signal paths. As a result,
CTORing reduces wavelength usage than ORNoC [13]. How-
ever, both ORNoC and CTORing rely on long ring waveguides
and face high propagation loss [14]. Besides, they equip each
node with an individual sender along each ring waveguide and
connect every two senders with a splitter. which usually lead
to many senders and splitters that increase laser power [22].

XRing [14] is the latest design approach, which proposes a
new ring design: adding OSEs to ring routers to shorten the
signal paths. Moreover, it removes redundant senders to reduce
laser power and proposes a new PDN design. However, XRing
applies the same assumption as previous works that connect
every two senders with a splitter. Thus, XRing suffers from high
splitter usage, introducing insertion loss and power penalties.

So far, no previous approach has properly modelled the
excessive usage of splitters and the resulting costs. Besides, the
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Fig. 4. The flow chart of the clustering algorithm.

exploration of different ring structures is still limited, which is,
however, necessary to broaden the applicability and versatility
of optical ring routers.

III. METHODOLOGY

In this work, we propose a design method, SRing, to syn-
thesize WRONoC ring routers with new ring structure. Instead
of constructing a large ring to connect all nodes sequentially,
we cluster the nodes and construct multiple small sub-rings for
the required connectivity among the nodes. Then, we assign
the wavelengths to the signal paths with an MILP model that
minimizes the usage of wavelengths and splitters.

A. Sub-Ring Construction
For all nodes, we divide them into different clusters accord-

ing to their communication requirements and physical locations,
and construct a sub-ring for each cluster to support the intra-
cluster communication. After that, we construct at most one
additional sub-ring to interconnect all nodes that require inter-
cluster communication. In other words, we ensure that each
node has at most two senders dedicated to two ring waveguides.
This setting limits the sender usage to avoid power waste.

To identify the best sub-ring connections that optimize the
length of signal paths, we propose a clustering algorithm, as
illustrated in Fig. 4. Firstly, considering that long signal paths
lead to high propagation loss that increases energy penalties, we
introduce a number Lmax to denote the maximum permissible
length of a signal path: the length of any signal path in any
intra- or inter-cluster sub-rings must be smaller than or equal
to Lmax. To find the smallest possible Lmax, we limit the range
of Lmax as d1 ≤ Lmax ≤ d2 and construct a balanced binary
search tree. We set d1 to the maximum Manhattan distancea

between any two communicating nodes and d2 to the length of
the longest signal paths if all nodes are connected sequentially
as in a conventional ring router. By setting d1+d2

2 as the root
of the search tree, we insert 2h − 2 equidistant real numbers
within [d1, d2] into the treeb. We start the clustering algorithm
by setting Lmax to the root. If the clustering solution satisfies
the length limitation, we mark this solution as valid and update
Lmax as the left child of the root; otherwise, we discard this
solution and update Lmax as the right child of the root. If
there is at least a left child of Lmax, we repeat this process;
otherwise, we stop it. At last, we choose the valid result with
the smallest Lmax to construct the sub-rings.

aThe reason to use Manhattan distance is that the sub-ring waveguides will
later be physically implemented either horizontally or vertically.

bh is a user-defined value that controls the height of the tree and the time
complexity for searching.



Fig. 5. (a) The communication graph. (b) Graph G = (V,E). (c) v1 is closer to v2 and thus is selected to form the initial cluster with v2. The red arrows denote
the intra-cluster sub-ring and the corresponding data transmission directions. (d) v3 is absorbed into the sub-ring by replacing the waveguide segment (v2, v1)
with two waveguide segments (v2, v3) and (v3, v1). (e) v5 is absorbed into the sub-ring by replacing the waveguide segment (v2, v1) with two waveguide
segments (v2, v5) and (v5, v1).

To represent the input communication requirements and the
physical locations of a network consisting of n nodes (n ∈ N)
we create a graph G = (V,E), where V = {v1, v2, ...vn}
is the set of vertices representing the nodes and E =
{e(vi, vj)|vi, vj ∈ V, node i and node j has communication}
is a set of undirected edges. For example, Fig. 5(a) shows the
communication graph of a DSP network [17], based on which
we construct a graph with six vertices shown in Fig. 5(b).
The coordinates next to each vertex denote the locations of
the corresponding nodes on the layout plane.

1) Intra-Cluster Sub-Ring Construction: For each vertex, we
consider it to be the initial vertex as the start to construct intra-
cluster sub-ring and select the one that minimizes the length of
signal paths. Among all adjacent vertices of the initial vertex
vi, we pick the one with the smallest Manhattan distance to vi
to construct the initial cluster C1 together with vi and connect
them with a sub-ring waveguide. We set the signal transmission
direction in the sub-ring to be the direction that minimizes the
length of the longest intra-cluster signal path. For example,
in Fig. 5(c), suppose that we arbitrarily choose v2 to begin
with, we select v1, the closest vertex to v2 among the adjacent
vertices of v2, to form the initial cluster and connect them with
a sub-ring waveguide. Since the length of the path from v1 to
v2 stays the same regardless of the transmission direction, we
arbitrarily set the direction as clockwise.

For each vertex in the initial cluster, we mark its unvisited
adjacent vertices as candidates to expand the sub-ring. For
each candidate, we apply an absorption method, which will
be described in details later, to add it into the sub-ring. We
then calculate the length of each signal path in this sub-ring. If
the length of the longest signal path in the resulting sub-ring
exceeds Lmax, we mark the candidate as invalid. Among all
valid candidates, we absorb the one with the least increment
in the length of the longest signal paths into the sub-ring.

Specifically, our absorption method is a modified version
of a method proposed in [26], which considers the impact on
the longest path length during absorption. To absorb a new
vertex vx into the sub-ring, we check every existing waveguide
segment (vy, vz) in the sub-ring by replacing it with two
waveguide segments (vy, vx) and (vx, vz). We then calculate
the length of the signal paths in the resulting sub-ring. If the
length of any signal path exceeds Lmax, we mark the sub-ring
as invalid. Among all valid absorption options, we absorb the
one that minimizes the longest length of signal paths.

For example, as shown in Fig. 5(c), v3 and v5 are candidates
for the initial cluster. Thus, we perform absorption for each of

Lmax= 8

(a) (b)

Fig. 6. (a) The valid clustering solution with the smallest Lmax, where three
sub-rings are represented by orange, blue, and turquoise arrows, respectively.
(b) The corresponding implementation of the clustering solution.

them. To absorb v3, we replace one of the waveguide segments
between v1 and v2 with two waveguide segments (v2, v3) and
(v3, v1), as shown in Fig. 5(d). The longest signal path is the
path from v2 to v3 with length 3. On the other hand, absorbing
v5 will lead to a signal path with length 7, as shown in Fig. 5(e).
Suppose that Lmax is 8, both absorption options are valid. But
since 3 is smaller than 7, we choose v3 to expand the cluster.

For a newly absorbed vertex, we mark its unvisited adjacent
vertices as candidates and continue the construction of this intra
sub-ring until no other vertices can be absorbed due to the
violation to Lmax. If there are unclustered vertices, we consider
each of them as an initial vertex and repeat this step to construct
the intra-cluster sub-rings until all vertices are clustered.

2) Inter-Cluster Sub-Ring Construction: After constructing
the intra-cluster sub-rings, we create a set Vinter for all nodes
that require inter-cluster communications. For each v ∈ Vinter,
we consider it as the initial vertex to construct the inter-cluster
sub-ring using the same method for intra-cluster sub-rings. If
the longest signal path in the inter-cluster sub-ring exceeds
Lmax, we mark this initial vertex as invalid and check the
next initial vertex. If we fail to find any valid initial vertex, we
mark the whole clustering solution as invalid, increase Lmax

to its right child, and return to the intra-cluster construction, as
shown in Fig. 4; otherwise, we choose the initial vertex that
minimizes the longest signal path for the inter-cluster sub-ring.

3) Physical Implementation: After obtaining the solution
with the smallest Lmax, we route waveguides on the physical
plane to implement the sub-rings. Specifically, we connect two
nodes by routing a waveguide either horizontally or vertically.
We manually optimize the routing results to minimize the
number of waveguide crossings and bends. Thanks to the
simple ring structure, the physical implementation of the sub-
rings does not require much effort. For example, Fig. 6(a)
shows a clustering solution and Fig. 6(b) shows its layout.



B. Wavelength Assignment
From the layout results, we obtain the length of sub-ring

waveguides and signal paths. To assign the wavelengths, we
propose an MILP optimization model that, for the first time,
optimizes the impact of splitter usage on the the number of
wavelength usage and the worst-case insertion loss.

First, we introduce a set S for signal paths and another set
Λ for wavelengths. For each s ∈ S and λ ∈ Λ, we introduce a
binary variable bs,λ to indicate if signal path s is assigned with
wavelength λ. To ensure that each signal path is assigned with
exactly one wavelength, we introduce the following constraints:

∀s ∈ S :
∑
λ∈Λ

bs,λ = 1 (1)

If multiple signal paths overlap at any waveguide segment,
those signal paths need to be assigned with different wave-
lengths to avoid data-collision. For each s ∈ S, we create
a set Ss

conflict to store all signal paths that overlap with s
and introduce the following constraints to prevent the same
wavelength from being assigned to overlapping signal paths:

∀s ∈ S, ∀λ ∈ Λ : bs,λ +
∑

s′∈Ss
conflict

bs′,λ ≤ 1 (2)

To calculate the total wavelength usage, we introduce an
integer number iwl and model it with the following constraints:

iwl =
∑
λ∈Λ

min(
∑
s∈S

bs,λ, 1) (3)

For each λ ∈ Λ, if it is assigned to more than one signal path,
i.e.

∑
s∈S bs,λ ≥ 1, this wavelength counted in iwl.

In SRing, a node has at most two senders for intra- and
inter-cluster communications. If the two senders share any
wavelengths, they must be connected to a splitter; otherwise, a
splitter is not required. We introduce a set N for all nodes and a
binary variable bni

sp for each ni ∈ N to represent whether node
ni requires a splitter. For each ni ∈ N , we store its signal paths
for intra- and inter-cluster communication in the sets Sni

intra and
Sni
inter, respectively. We introduce the following constraints:

∀ni ∈ N, ∀λ ∈ Λ :
∑

s∈S
ni
intra

bs,λ +
∑

s′∈S
ni
inter

bs′,λ ≤ 1 + bni
sp (4)

For each signal path, we denote its insertion loss resulting
from the physical layout excluding the PDN as Ls, which is
calculated as the sum of all losses introduced in Sec. II-B except
the loss caused by splitters. Note that the unit of all losses is
dB. Then, we introduce a constant Lsp to denote the loss caused
by a PDN splitter, which is the sum of the splitter loss and a
splitting ratio. The loss caused by a splitter is valid for a signal
path only when bni

sp = 1. We introduce a continuous variable
ils to indicate the insertion loss of a signal path s at a node
ni ∈ N and model it as follows:

∀s ∈ Sni
intra ∪ Sni

inter : ils ≥ bni
sp ∗ Lsp + Ls (5)

We introduce a continuous variable ilSmax to indicate the
worst-case insertion loss over all signal paths:

∀s ∈ S : ilSmax ≥ ils (6)

For the worst-case insertion loss of each used wavelength, we
introduce a continuous variable ilmax

λ and model it as follows:

∀λ ∈ Λ, ∀s ∈ S : ilmax
λ ≥ ils − (1− bs,λ) ∗ Ξ (7)

where Ξ is a very large auxiliary number. Only when a wave-
length is used by at least one signal, the worst-case insertion
loss of that wavelength is valid.

At last, we set the wavelength usage, the worst-case insertion
loss over all signal paths, and the summation of the worst-
case insertion loss of each wavelength as our optimization
objectives:

Minimize : α ∗ iwl + β ∗ ilSmax + γ ∗
∑
λ∈Λ

ilmax
λ (8)

where α, β, and γ are user-defined weight coefficients that
control the optimization preference.

IV. RESULTS

We implemented SRing in C++ and solved the MILP model
using Gurobi [27]. All weight coefficients in Eq. 8 were set to
1c. In SRing, we constructed the PDNs using the approach pro-
posed in [22]. We compare SRing to three state-of-the-art de-
sign methods for ring routers: ORNoC [12], CTORing [13], and
XRing [14], for seven typical benchmarks in WRONoCs [18],
[28]. For a fair comparison, we implemented the three methods
in C++, adopted the ring settings in CTORingd, and constructed
signal paths only for the required communications in the
applicationse. All experiments in this paper were conducted on
a computer with an Intel 8-node 3.4GHz CPU. For all tests,
we applied the technology parameters from [22].

A. General Comparison

We tested SRing for seven applications: four large-scale,
low-communication-density multimedia systems (MWD [17],
VOPD [19], MPEG [29], and D26 [21]) and three small-
scale, high-communication-density processor-memory net-
works (8PM-24 [30], 8PM-32 [12], and 8PM-44 [18]). Details
and results are in Table I and Fig. 7.

In general, SRing improves energy efficiency significantly
compared to the other three design methods. For example, for
D26, the largest-scale networks, SRing decreases the total laser
power by more than 64% compared to the others. In every case,
SRing has the minimum laser power consumption among the
four ring routers, as shown in Fig. 7.

The improvement is mainly driven by reducing the worst-
case insertion loss. On one hand, we optimize the propagation
loss with our clustering algorithm, which minimizes the length
of sub-ring waveguides and signal paths. For example, for
MWD, SRing decreases the length of the longest signal paths
by 78%, 71%, and 33% compared to ORNoC, CTORing, and
XRing, respectively. On the other hand, SRing optimizes the
loss of splitters by minimizing the splitter usage. We calculate
the number of splitters passed by every signal path in each
ring router and denote the largest value as #spw. As shown in
Table I, SRing has the least #spw among all design methods.
Therefore, SRing reduces the worst-case insertion loss with the
losses in PDNs, denoted as ilallw , by 14% – 26% compared

cSince
∑

λ∈Λ ilmax
λ is typically larger than

∑
λ∈Λ bλ and ilSmax, setting

all coefficients to 1 focuses on optimizing
∑

λ∈Λ ilmax
λ .

di.e. using two ring waveguides to minimize power according to [13].
eFor the PDNs of ORNoC and CTORing, we apply our PDN design. For

XRing, we construct the PDNs using its proposed approach.



TABLE I
COMPARISON RESULTS OF ORNOC, CTORING, AND SRING FOR SEVEN TEST CASES.

MWD VOPD MPEG D26 8PM-24 8PM-32 8PM-44
#N = 12, #M = 13 #N = 16, #M = 21 #N = 12, #M = 26 #N = 26, #M = 68 #N = 8, #M = 24 #N = 8, #M = 32 #N = 8, #M = 44

L ilw #spw ilallw L ilw #spw ilallw L ilw #spw ilallw L ilw #spw ilallw L ilw #spw ilallw L ilw #spw ilallw L ilw #spw ilallw

ORNoC 1.8 5.2 5 21.7 3.0 6.0 5 22.7 2.2 5.5 5 21.7 5.0 7.9 6 29.2 1.2 4.8 4 17.6 1.4 4.9 4 18.2 1.8 5.2 4 18.4
CTORing 1.4 4.4 21.0 1.4 4.9 21.5 1.1 4.7 21.0 2.4 5.8 26.7 0.7 4.2 17.9 0.9 4.2 18.0 0.8 4.5 18.4

XRing 0.7 4.2 5 20.3 1.4 4.4 6 23.9 1.0 4.4 6 23.6 2.4 4.9 7 28.4 0.6 4.2 5 20.0 1.4 4.5 5 20.1 0.8 4.3 6 23.7
SRing 0.4 4.1 4 17.5 1.4 4.4 4 17.7 1.0 4.4 4 17.6 2.4 4.9 5 21.7 0.6 4.2 3 14.2 1.4 4.6 3 14.5 1.4 4.7 3 14.7

#N: the number of nodes; #M: the number of messages; L: the length of the longest signal path denoted in mm; ilw: the worst-case insertion loss without
including the losses in PDNs denoted in dB; #spw: the largest number of splitters passed by signal paths; ilallw : the worst-case insertion loss of a wavelength
including the losses in PDNs denoted in dB.
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Fig. 7. Total laser power and the wavelength usage (#wl) of ORNoC, CTORing,
XRing, and SRing for (a) the four multimedia communication systems and (b)
the 8-node processor-memory networks.

to the other three methods. That contributes to a significant
reduction in power consumption.

For the wavelength usage, ORNoC has the most wavelengths,
and XRing has the fewest wavelengths. The wavelength usage
of SRing depends on the communication density, i.e. the ratio
of #M to #N. When the communication density is low, such
as MWD and VOPD, SRing minimizes the wavelength usage
using our MILP model. When the communication density is
medium, such as 8PM-24 and 8PM-32, SRing and CTORing
exhibit similar wavelength usage, which is slightly more than
XRing’s. When the communication density is high, like 8PM-
44, or a node needs to talk to almost all other nodes, such as
MPEG, SRing requires more wavelengths than CTORing. That
is because our MILP model minimizes the number of splitters
to optimize power consumption rather than sharing the same
wavelengths among the senders. Thanks to the minimum split-
ter usage, SRing enhances energy efficiency significantly, even
when the communication density is high. In contrast, XRing
requires many splitters to reduce the number of wavelengths
and thus consumes more laser power among the four methods.
B. Discussion: Solution Quality

We illustrate the computational complexity and the solution
quality of our clustering algorithm and MILP model by ran-
domly generating a hundred thousand solutionsf and compare

fSpecifically, we randomly cluster nodes, sequentially connect the nodes in
each cluster to form sub-rings, and randomly assign wavelengths to signal
paths. If the same wavelengths are assigned to the signal paths that overlap at
the same waveguide sections, we denote a solution as infeasible.
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Fig. 8. The histogram of (a) #wl and (b) ilw for MWD. The bar located
between a and b represents the number of feasible solutions, denoted as
#fea sol, with results in the range (a, b].

TABLE II
PROGRAM RUNTIME OF SRING DENOTED IN SECONDS.

MWD VOPD MPEG D26 media 8PM-24 8PM-32 8PM-44
SRing 0.12 0.22 0.36 6.32 0.27 0.52 2.40

the feasible ones to the results of SRing.
Among all cases, we can only obtain feasible solutions for

the MWD and VOPD applications. The number of feasible
solutions dramatically drops when the number of nodes or com-
munications increases. For MWD, 7134 (7%) out of 100,000
solutions are feasible, while only 19 (≤ 1%) feasible solutions
for VOPD can be found. On the contrary, SRing can easily
obtain feasible solutions for each case and does not suffer a
high computational burden, as illustrated in Table II. SRing can
finish the design in a few seconds. Fig. 8(a) and (b) show the
histogram of the wavelength usage and the worst-case insertion
loss in ring routers for all feasible solutions found in MWD,
respectively. In both graphs, we use a red circle to represent
the solution generated by SRing. In both metrics, SRing has
better results versus all feasible solutions, which indicates the
good quality of SRing’s solution.

V. CONCLUSION

In this work, we propose SRing, a method to construct mul-
tiple sub-rings for application-specific WRONoC ring routers.
The sub-ring structure, a key component of SRing, is designed
to better fit the customized communication requirement. This
structure is formed by clustering nodes based on their physi-
cal proximity and communication demand, thereby shortening
the signal paths. Then, we propose an MILP model that
simultaneously optimizes wavelength- and splitter usage. The
experimental results show that SRing outperforms the state-
of-the-art WRONoC ring routers in terms of both energy and
computational efficiency. By shortening the signal path and
removing redundant splitters with sub-rings, SRing can reduce
insertion loss and total laser power consumption.
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Bertozzi. A tool for synthesizing power-efficient and custom-tailored
wavelength-routed optical rings. In 2017 Asia and South Pacific Design
Automation Conference (ASP-DAC), pages 300–305, 2017.

[14] Zhidan Zheng, Mengchu Li, Tsun-Ming Tseng, and Ulf Schlichtmann.
XRing: A Crosstalk-Aware Synthesis Method for Wavelength-Routed
Optical Ring Routers. In 2023 Design, Automation & Test in Europe
Conference & Exhibition (DATE), pages 1–6, 2023.

[15] Luca Ramini, Davide Bertozzi, and Luca Carloni. Engineering a
Bandwidth-Scalable Optical Layer for a 3D Multi-core Processor with
Awareness of Layout Constraints. In 2012 IEEE/ACM Sixth International
Symposium on Networks-on-Chip, pages 185–192, 05 2012.
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