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Zusammenfassung

Die Neutronen-Tiefenprofilanalyse (engl. neutron depth profiling - NDP) ist eine
nuklearanalytische Methode zur hochpräzisen Bestimmung von Konzentrationsprofilen
bestimmter Nuklide in oberflächennahen Schichten. Die Methode basiert auf der
Neutroneneinfangreaktion mit darauffolgender Emission geladener Teilchen bekannter
kinetischer Energie. Aus deren Energieverlust und Entstehungsrate lassen sich die
Konzentrationsprofile der Mutterisotope bestimmen. Lithium und Bor sind zwei der
NDP-spezifischen Elemente, die aufgrund ihrer Verwendung bei der Entwicklung
neuartiger Materialien von großem Forschungsinteresse sind. Beispielsweise ist es
von großem Interesse, die Bewegung der Li-Wolke während der (Ent-)Ladung in Li-
Ionen-Batterien mit hoher Genauigkeit zu beobachten. Inhomogenitäten in solchen
elektrochemischen Prozessen erfordern eine gute räumliche Auflösung, um das Li in
der Batterie zu lokalisieren.

Das N4DP-Instrument am FRM II-Forschungsreaktor in Garching, Deutschland, verwen-
det einen kalten Neutronenstrahl mit einem Fluss von bis zu 5× 1010 cm−2s−1. Um eine
optimale Tiefenauflösung zu erreichen, müssen besonders rauscharme Detektoren und
Elektronik eingesetzt werden. Für die NDP wurden bisher fast ausschließlich unseg-
mentierte Detektoren auf Si-Basis, z.B. Oberflächensperrschichtdetektoren, verwendet.
Um dieses Verfahren auf eine 3D-Profilierung zu erweitern, wurde ein Detektorsystem
basierend auf doppelseitigen Silizium-Streifen-Detektoren (DSSSD) mit einer ultradün-
nen und homogenen Totschicht entwickelt und charakterisiert. Die Kombination der
ortssensitiven Detektoren mit einer maßgeschneiderten, auf anwendungsspezifischen
integrierten Schaltkreisen (ASIC) basierenden Elektronik ermöglicht die Profilerstellung
in 3+1 Dimensionen bei höchsten Raten.

In dieser Arbeit wird ein solches 3+1D-System für das N4DP-Instrument als weltweit
einzigartige Instrumentierung vorgestellt. Ein hochsegmentierter DSSSD mit 32 × 266-
Streifen, wurde zunächst serienreif entwickelt, in großen Stückzahlen gefertigt und in
maßgeschneiderten Hybridleiterplatten mit integrierter selbsttriggernder Elektronik
für den Vakuumbetrieb eingesetzt. Die Detektoren bilden zusammen mit der SKIROC-
basierten Elektronik vollständige Frontend-Detektormodule, die für die Aufrüstung
des N4DP-Instruments zur hochauflösenden vierdimensionalen Profilanalyse zur Ver-
fügung stehen.

Die Detektormodule wurden im Labor mittels künstlich erzeugten Signalen und einer
α-Quelle erfolgreich erprobt und die Totschichten der einzelnen Detektoren mit ho-
her Präzision charakterisiert. Parallel dazu wurde auch die Analysesoftware für die
automatische Kalibrierung aller 160-Kanäle entwickelt, so dass eine einzige Messung
für eine vollständige Kalibration ausreicht. Die Detektormodule wurden zusammen
mit einem Synchronisationsboard zu einem Multidetektorsystem weiterentwickelt und
erstmals in einem Proton-Proton Streuexperiment auf Koinzidenz getestet. Dabei zeigte
sich, dass die energieabhängige Effizienz des Systems stark von den Parametern der
Elektronik und den Teilchenraten abhängt.
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In einem NDP-Experiment am Reactor Institute Delft (RID) wurde unter Verwen-
dung eines Dualdetektoraufbaus in einer Camera obscura-Geometrie die Abbildung und
Rekonstruktion von Li-haltigen Targets über einen weiten Parameterbereich erreicht,
d.h. von einer räumlichen Auflösung bis hinunter zu ∼ 100 µm × 200 µm und einer
Bildwiederholrate in der Größenordnung von Sekunden, mit ausreichender Statistik
zur Überwachung lokaler Variationen der Li-Konzentration. Hierbei konnte durch
Optimierung in der Ansteuerung der rauscharmen Elektronik und sorgfältige Filterung
der erfassten Korrelationsdaten ein nahezu untergrundfreies Signal selektiert wer-
den. Die wichtigsten Ergebnisse dieser Studie wurden in einer wissenschaftlichen
Veröffentlichung zusammengefasst.



Abstract

Neutron depth profiling (NDP) is a nuclear analytical method for the high-precision
determination of concentration profiles of specific nuclides in near-surface layers. The
method is based on the neutron capture reaction with a subsequent emission of charged
particles of well-defined kinetic energy. The concentration profiles of the parent isotopes
can be determined from their energy loss and formation rate. Lithium and boron are
two NDP-specific nuclides that are of great research interest due to their influence in
the development of novel materials. For example, it is of great interest to observe the
movement of the Li cloud during (dis-)charging in Li-ion batteries with high precision.
Inhomogeneities in such electrochemical processes require good spatial resolution to
localize the Li in the battery.
The N4DP instrument at the FRM II research reactor in Garching, Germany, uses a
cold neutron beam with a flux of up to 5 × 1010 cm−2s−1. In order to achieve optimum
depth resolution, particularly low-noise detectors and electronics must be used. So
far, almost exclusively unsegmented Si-based detectors, e.g. surface barrier detectors,
have been used for NDP. In order to extend this method to 3D profiling, a detector
system based on double-sided silicon strip detectors (DSSSD) with an ultra-thin and
homogeneous dead layer was developed and characterized. The combination of the
position-sensitive detectors with customized electronics based on application-specific
integrated circuits (ASIC) enables profiling in 3+1 dimensions at the highest rates.
This work presents such a 3+1D system for the N4DP instrument as a globally unique
instrumentation. A highly segmented DSSSD with 32 × 266 strips was initially devel-
oped ready for series production, manufactured in large quantities, and implemented
in customized hybrid printed circuit boards with integrated self-triggering electronics
for vacuum operation. Together with the SKIROC-based electronics, the detectors
form complete front-end detector modules that are available for upgrading the N4DP
instrument to a high-resolution four-dimensional profile analysis instrument.
The detector modules were successfully tested in the laboratory using artificially
generated signals and an α source, and the dead layers of the individual detectors
were characterized with high precision. At the same time, the analysis software for the
automatic calibration of all 160 channels was developed so that a single measurement
is sufficient for a complete calibration. Together with a synchronization board, the
detector modules were used to create a multi-detector system, which was tested for
coincidence for the first time in a proton-proton scattering experiment. This experiment
showed that the energy-dependent efficiency of the system is strongly dependent on
the parameters of the electronics and the particle rates.
In an NDP experiment at the Reactor Institute Delft (RID), the imaging and recon-
struction of Li-containing targets was achieved over a wide parameter range using a
dual detector setup in a camera obscura-geometry, i.e. from a spatial resolution down to
∼ 100 µm × 200 µm and a frame rate in the order of seconds, with sufficient statistics to
monitor local variations in Li concentration. By optimizing the control of the low-noise
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electronics and carefully filtering the acquired correlation data, it was possible to select
an almost background-free signal. The most important results of this study were
summarised in a scientific publication.
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CHAPTER 1

Introduction

Equipped with our five senses, along with telescopes and microscopes and mass spectrometers
and seismographs and magnetometers and particle accelerators and detectors across the electro-
magnetic spectrum, we explore the universe around us and call the adventure science. - Neil
DeGrasse Tyson’s respectful update of a quote by Edwin P. Hubble in 1954.

The commercialization of the lithium-ion battery in the early 1990s has revolutionized
many areas of our lives [1]. Thanks to its extremely high efficiency and high energy
density, it enables electromobility and is crucial for consumer electronics, such as
mobile and medical applications [2]. Especially for electric cars, lithium-ion batteries
are interesting due to their high efficiency. Compared to the battery of an electric car,
fuel cells require around three times as much primary energy for the same distance,
e-fuels even five times as much [3, 4]. In order to obtain an electrically useful voltage
in a battery, a potential difference is created between two electrodes, the anode and
the cathode. By closing the battery with an external circuit, the ions move from one
electrode to the other, allowing for electrons to flow in the external circuit. In lithium-
ion batteries, lithium ions play this role. In neutron science, especially in Neutron Depth
Profiling (NDP), 6Li, with its high abundance of ∼ 7.6% in natural lithium, has a very
high cross section for thermal neutron capture. This unique property makes the element
highly visible, especially when using colder neutron beams, which allows for neutron
facilities with high fluxes to study any dynamic processes within such battery systems.
Especially the anode material of the lithium-ion battery offers considerable potential for
optimization with regard to the capacity, weight, and performance [5]. Graphite is the
standard for the anode material that enables lithium to be deposited in the interlayers
of the carbon lattice - a process known as intercalation. The specific capacity of batteries
with graphite-based anode materials is roughly one order of magnitude lower when
compared with other anode materials such as Si or pure Li [6]. A great advantage of
graphite is that its structure changes only slightly during the intercalation (roughly
10% expansion), whereas for Si, the expansion is roughly 300% [7]. Between the two
electrodes, there is the electrolyte, which allows the transport of lithium between
them. The initial cycle of a battery plays an important role since a very thin (in the
order of nanometers) interphase between the anode and electrolyte, the so-called Solid
Electrolyte Interphase (SEI), is formed. It is due to this SEI that the operation of
lithium-ion batteries is possible in the first place since it slows down the degrading of
the electrolyte by reducing the electron transport through the interphase [8]. At the
same time, due to the large area of the anode, the SEI also leads to a considerable loss
of usable lithium and, therefore, capacity loss. Many of these dynamic processes are
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Introduction 2

not yet fully understood and can be studied using NDP.
The main focus of this thesis is the development, implementation, and characterization
of highly segmented silicon detectors to resolve bulk element distributions, such as
lithium, in three spatial and one temporal dimensions using the NDP technique. In this
chapter, we first discuss some of the methods used to determine material properties,
such as neutron-based experiments. We then motivate the implementation of position-
resolving detectors in NDP-type experiments based on open questions in different
research fields, highlighting already established methods of this technique and some
limitations. Then, we lay down all the parameters needed to be optimized in a detector
system to achieve the best possible NDP instrument. Finally, at the end of this chapter,
we introduce the structure of the thesis.

1.1 Spectroscopic Quality Measurements of Particle Energies

Since their first postulation in 1920 by Ernest Rutherford [9] and their first discovery
in 1932 by the physicist James Chadwick [10] (which led to a Nobel Prize in 1935),
neutrons have become increasingly popular for various research purposes due to their
magnetic properties. Their high penetration, nuclide-specific sensitivity, and non-
destructive nature allow samples to be characterized in a unique way, complementing
other techniques such as X-ray-based methods [11, 12] and Secondary-Ion Mass Spec-
trometry (SIMS) [13, 14]. Some of the neutron sensitive methods are mentioned in the
following: the Neutron Powder Diffraction (NPD) method exploits the wave nature of
neutrons, using neutron scattering to determine the atomic and magnetic structure of a
material [15]. The Small-Angle Neutron Scattering (SANS) technique allows the study
and quantification of dynamic structural changes in bulk materials [16], while neutron
reflectometry allows kinematic studies at near-surface levels [17, 18]. Inelastic neutron
scattering experiments, such as Time-Of-Flight (TOF), triple-axis spectroscopy, and
spin-echo, are commonly used to study motion and field excitations at the atomic and
molecular levels [19]. Other applications of neutrons are tomography and radiography,
which allow non-destructive imaging of large objects [20], Neutron Activation Analysis
(NAA), which is used to determine element concentrations with high sensitivity (down
to ppb) [21], and neutron depth profiling, which is mainly used to determine depth
profiles of certain elements [22]. The latter, NDP, has the great advantage of being
non-destructive, allowing for operando type measurements.

1.2 Motivation for 4D NDP Experiments

One of the most interesting applications for the NDP method is the study of lithium
distribution in battery systems, see e.g. [23–26]. The method allows for quantitative
analysis of Li homogeneity over the depth of the batteries. However, the intercalation
of lithium in newly developed electrode materials and the characterization of the
interphases between the electrolyte and the electrode, the SEI, require new detection
systems to provide information on their lateral, depth, and temporal variation.
To resolve the lithium in such a thin battery system laterally, one can use a narrow,
collimated neutron beam and a pinhole aperture to scan the surface, as shown in [27].
This type of measurement requires long data collection times from each sample point to
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obtain a meaningful volume profile. Position-sensitive detectors can be used to reduce
this to a single measurement.
High-resolution 2D visualization can be achieved using multi-pixel detectors arranged
in a tight sandwich geometry, as shown by Tomandl et al. [28]. In this setup, the image
is reconstructed from the back-to-back reactions. However, the compact geometry
also exposes the sensors to the neutron beam, which damages them over time and
introduces significant background noise, especially at higher neutron fluxes. Lichtinger
et al. [29], and others [30, 31] have shown that position-sensitive NDP measurements can
be performed using commercially available monolithic position-sensitive diodes [32].
However, due to pile-up effects and slow detector response, these detectors are not
suitable for the high rates required for operando measurements, such as those involving
battery charging and discharging during the measurement process [33].

1.3 Detector Parameters

All neutron experiments are highly dependent on the individual properties of the
detection system and the sample environment, as these determine the accuracy and
sensitivity of the measurements. Especially in NDP, the detector system is the most
crucial part of the method. The energy resolution of a detector is closely related to the
depth resolution, so a higher energy resolution allows for a more accurate determination
of element concentrations at varying depths. To achieve high 2D spatial resolution,
the detector segmentation must be optimized, as its granularity directly influences the
resolution. Furthermore, the efficiency or acceptance of the detector system plays a
critical role, as it influences the concentration limits that can be measured, as well as
the temporal resolution that can be achieved in dynamic studies. At the same time,
these detectors must be able to cope with higher reaction rates and withstand certain
irradiation levels. Such developments are particularly needed for large experimental
facilities such as the Large Hadron Collider (LHC) experiments [34] and Facility
for Antiproton and Ion Research (FAIR) [35]. In this thesis, we present detectors
used in NDP-type experiments, where ions with energies up to 3 MeV are detected
with high spectroscopic energy resolution to extract the depth information of NDP-
specific neutron capture reactions. The main objective of this work was to develop
a detector system with depth sensitivity close to the achievable limits, as well as
position sensitivity with low background influence. The advantage of NDP is that
low-energy charged particles undergo a large specific energy loss in the matter, but
it also massively limits the method by the environment. Therefore, the system must
be operated under vacuum conditions, with as little surrounding material as possible.
This also imposes a constraint on the electronics, which must be operated close to the
detector in the vacuum. The high granularity of a segmented detector means that many
electronic channels are needed, which can lead to high power consumption and also
heat dissipation, potentially compromising the resolution. Therefore, the selection of
suitable electronics for such applications is of great interest.
There are several NDP instruments worldwide, of which the Munich N4DP system
(N4DP - Neutron Four Depth Profiling) makes use of the highest cold neutron flux
densities (see Tab. 1.1). This high flux enables the best conditions for time-resolved
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measurements of dynamic systems. A certain number of events must be collected
to obtain a statistically significant depth profile. These instruments typically use
Silicon Surface Barrier (SSB) or similarly designed detectors to determine depth profiles.
The main characteristics of a well-designed neutron depth profiling detector must be
adapted to the detection of charged particles such as protons, α particles, and tritons.
Since these ions lose more energy in thin layers than β and γ particles, high-resolution
detectors for these applications require thin and very homogeneous dead layers [22]. A
thin dead layer is favorable for detecting ions, as shown in [22, 36, 37]. Furthermore, to
avoid β at low energies (below 500 keV), it is important to keep the active thickness of
the detectors as small as possible. Berner et al. [38] show the importance of this layer
thickness and the contribution of the β particles at different thicknesses, recommending
thinner bulks for lower backgrounds.

Table 1.1.: List of NDP instruments worldwide. These instruments are sorted by their
thermal equivalent neutron flux density.

Instrument /
Location

Neutron Flux
Reference

Institution Density [ 1
cm2s ]

N4DP / TUM, MLZ Garching, Germany 5 × 1010 [36]
NIST NCNR Gaithersburg, USA 1.2 × 109 [22]

MARIA / JCNS, MLZ Garching, Germany 0.7 × 109 [39]
CARR Beijing, China 4.8 × 108 [40]

KAERI / HANARO Daejeon, Korea 1.8 × 108 [41]
RID Delft, Netherlands 1.0 × 107 [26]

In 1981, Biersack et al. [37] were one of the first ones to use segmented detectors to
measure the position and depth of light elements, such as lithium, by means of (n, α)
reactions. They used two position-sensitive detectors from Philips1 [42] with thicknesses
of 300 µm, and even then, they understood the disadvantage of the large depletion
depth of the detectors in picking up background radiation.
While standard depth profiling is a very well-established method, volume profiling
at high count rates (4D) still requires some development. By using modern Si wafer
processing technologies, it is possible to create a detector system capable of detecting
low-energy charged particles with high-quality measurement parameters such as energy,
position, and time. A detector with a thin and homogeneous entrance window, in
combination with close-by low-noise electronics with high acceptance, allows us to
achieve such a goal.

1.4 Thesis Organization

Within the scope of this thesis, major developments of the N4DP instrument were
achieved, including the development of a new detector, allowing for a new state-of-the-
art four-dimensional neutron depth profiling.

1Philips "Checkerboard" BPY 75-300
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In Chap. 2, we lay the necessary theoretical groundwork for neutron-based reactions as
well as for the detection of ions using silicon detectors, and finally review some methods
that can be used for 3D profiling. In Chap. 3, we present the newly developed silicon
detector with its electronics. In Chap. 4, the N4DP instrument and its upgrade with the
developed detector board are reviewed. The first characterizations of the detectors and
the development of the multi-detector correlation are described in Chap. 5. An actual
6Li neutron-induced NDP reaction experiment is then described in Chap. 6, which
was performed at the Reactor Institute in Delft. Here, we benchmark our detector,
considering its capabilities in all four dimensions. Finally, in Chap. 7 we present a
summary and an outlook for future work.





CHAPTER 2

Methodology

This chapter covers the methodological foundations of neutron depth profiling. In
Sec. 2.1, the principles of neutron capture are explained, including its mechanisms and
importance in neutron-based experiments, especially in NDP. Then the energy loss
of ions in matter is reviewed, which is crucial for understanding the depth profiles
obtained in NDP. In Sec. 2.2, we provide an overview of some of the existing detector
technologies, highlighting their function, capabilities, and limitations that necessitate
further developments in the field. Then, Sec. 2.3 covers two main 2D imaging methods.
The implementation of these methods into the N4DP instrument is described at the end
of Chap. 4, while the first results and discussion from using these methods in an NDP
experiment are presented in Chap. 6.

2.1 Principles of Neutron Depth Profiling

NDP is a non-destructive nuclear analytical technique for determining the concentration
profile of specific elements in various substrates in the near-surface layer [22]. Neutron-
induced particles lose energy as they pass through matter. The energy loss can be
correlated to the emission depth. NDP was invented in 1972 by Ziegler et al. to
determine low amounts (ppm) of boron particles in silicon substrates [43, 44] and has
gained popularity in recent years due to its application in the study of Li-containing
samples such as Li-ion batteries [24, 25, 33, 45–48].

2.1.1 Neutron Capture

When a specific nuclide AZ with energy levels near or above the vacuum level interacts
with neutrons of certain energies (thermal or sub-thermal), it can capture these neutrons,
resulting in the formation of a highly excited compound nucleus, which we denote
as A+1Z∗. This nucleus can then de-excite by emitting prompt gamma rays, charged
particles, or both. The energies of the emitted gamma rays are characteristic and form
the basis of Prompt Gamma Activation Analysis (PGAA) [49]. The probability for a
particular neutron-caption reaction is defined by the microscopic neutron capture cross
section σ [50]. For neutron depth profiling, we are interested in the neutron capture
reaction with the subsequent emission of two monoenergetic charged particles. The
few stable, typically light nuclides that exhibit this property are listed in Tab. 2.1. Due
to their high cross section, natural isotopic abundance, and application potentials in
material science, 6Li, and 10B are the most studied nuclides in NDP. The de-exitation
of 10B∗ is followed by emission of a 477.59 keV γ-ray. There are also some radioactive
nuclides such as 7Be, 22Na, 37Ar, and 59Ni with high cross sections, which could be
detectable in NDP.

7
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Table 2.1.: Stable isotopes with charged-particle emission after neutron capture. Data
obtained from [51].

Isotope Reaction
σth Natural Isotopic Recoil Mass Emitted Particle

[barns] Abundance [%] Energy [keV] Energy [keV]
3He (n,1H)3H 5322.73 0.00013 191.29 572.46
6Li (n,3H)4He 939.09 7.59 2055.55 2727.92

10B∗ (n,4He)7Li 3600.53 18.65 839.97 1472.35
10B (n,4He)7Li 241.32 1.25 1013.46 1776.45
14N (n,1H)14C 1.86 99.64 42.02 583.85
17O (n,4He)14C 0.24 0.038 404.07 1413.67
33S (n,4He)30Si 0.18 0.75 411.55 3081.95

35Cl (n,1H)35S 0.48 75.76 17.23 597.80
40K (n,1H)40Ar 4.33 0.012 56.25 2230.50

For neutrons at energies below resonance levels (below epithermal regions - few eV
to keV), the neutron capture cross section follows the 1/v law or as a function of
energy [52]:

σ(E) = σth

√
Eth

E
, (2.1)

where Eth = kBT ≈ 25 meV is the average kinetic energy of thermal neutrons. The
N4DP instrument uses a white cold beam with an average energy of E = 1.83 meV [53],
resulting in an increase in the neutron capture cross section of a factor of approximately
3.7 compared to a thermal neutron beam.
In neutron depth profiling, we usually want to know how many particles hit a detector
in unit time. The detector count rate R is given by

R = N · Φc · σth · ϵ , (2.2)

where Φc is the thermal equivalent neutron flux (also "capture" flux), σth is the thermal
cross section of the reaction, N is the number of target nuclides, and ϵ ≈ Ωd

4πr2 ϵd is the
efficiency, which depends on the solid angle Ωd covered by the detector, its distance r
to the target and its detection efficiency ϵd (which can be regarded as ≈ 1 for solid-state
detectors [54]).
At low energies (≲ 200 keV), the particle energy deposited in the detectors usually
overlaps with the electronic noise, making it nearly impossible to detect useful counts.
This reduces the maximum depth from which particles can be identified. To avoid the
disturbance from the huge baseline, an electronic threshold needs to be set above this
level (in many measurements, it was set to 300 keV). For a known density ρ of a sample,
we can calculate the number of target atoms N:

N = ρ · d · A , (2.3)

with d being the thickness of the sample and A the irradiated area.
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Mass Thickness

A commonly used metric to express the thickness of absorber materials is known as
surface density or mass thickness (in an electrochemical context, this is sometimes
called mass loading). It is given by:

marea = ρ · d , (2.4)

where ρ is the mass density and d is the thickness, and yields the dimensions of mass
per area, e.g. [marea] =

g
cm2 . When discussing the interaction of radiation in matter,

units of mass thickness are shown to be more practical than length units since they are
more related to the frequency of interaction points within the material, making it easier
to compare materials with various mass densities [55].

2.1.2 Energy Loss of Charged Particles in Matter

The mean free path of neutrons in the sample is typically shorter than that for charged
particles. Hence, the sample in the examined depth can be regarded as uniformly
exposed to neutrons. Once a neutron is captured, the emitted charged particles travel
through the sample in (nearly) straight paths, losing energy mainly through inelastic
collisions with the electrons and atoms, leading to ionization and excitation. We can
describe this energy loss as the stopping power S(E), given in energy loss per unit
length (usually in the order of keV

µm ):

S(E) = −dE
dx

∣∣∣
e,n

, (2.5)

where dE is the energy loss while passing the pathlength dx from the electronic (index
e) and nuclear (index n) interactions. The electronic stopping power is more significant
for light particles (low z) at high energies (in the keV range). It corresponds to many
collisions of the charged particle with relatively small energy losses per collision
(on the level of eV) and minimal changes in direction, resulting in a mostly straight
trajectory [56]. At lower particle energies (low-to-sub keV range) and for particles of
high atomic number Z, the nuclear scattering becomes dominant, leading to notable
changes in the trajectory of the particle and to significant discrete energy losses [57]. In
the typical energy range of NDP, the electronic stopping power is dominant.
Empirically, in the region 0.1 ≲ βγ ≲ 1000, where β = v/c (with v the velocity of the
particle and c speed of light) and γ is the Lorentz factor, the mean electronic stopping
power can be described by the Bethe-Bloch formula [56–59]:

−
〈

dE
dx

〉 ∣∣∣
e
=

4πe4

mec2 · ne ·
z2

β2

[
ln
(

2mec2β2

I(1 − β2)

)
− β2 − C

Z
− δ

2

]
, (2.6)

where

ne =
NAZρ

AMu
(2.7)
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is the electron density in the host material [57, 58, 60], with NA being the Avogadro
constant, ρ the bulk density, A the atomic mass number, and Mu the molar mass
constant defined as one-twelfth of the molar mass of 12C [61]. The effective mean
excitation potential, I, describes the quantum mechanical energy levels available in a
host material. These levels vary depending on the atomic structure of each material,
making I different for different substances [57]. The excitation potential can generally
be approximated as I ≈ 10Z eV, where Z is the atomic number of the host substance [58,
60]. C

Z is a shell correction term, which takes into account the velocity of host materials
electrons at lower particle energies. The density correction term, denoted as δ

2 , adjusts
for the dielectric polarization at higher particle energies, especially as they approach
relativistic speeds [59]. If βγ > 1000 (relativistic velocities), radiative effects begin
to dominate, which are not described here since NDP particles are low energetic (as
shown in Fig. 2.1). The Eq. 2.6 is only applicable to “heavy” ions, where the mass of the
ion mion ≫ me. This criterion is met by all charged particles that are emitted following
neutron capture.

Figure 2.1.: Stopping power of 3H and α particles in SiO2. In the shown energy region,
the dominant energy loss is due to electronic interaction. The cyan-colored
area marks typical NDP energies. The curves were created with the data
from the SRIM software [59].

The energy loss in a detector must be distinguished from the stopping power given by
Eq. 2.6. The deposited energy is usually measured via the ionization of the medium,
but there also exist atomic excitations with possible emission of low-energy photons
which are not taken into account, contributing to the overall stopping power1. In a thin
detector layer, it is also possible that energetic secondary electrons, so-called δ-electrons,
leave the detector before their total energy is deposited, therefore reducing the mean

1Depending on the dielectric properties of the medium, the atomic excitations can lead to coherent
radiation phenomena such as de-excitation radiation. The Photo Absorption Ionisation (PAI) model, e.g.,
provides a consistent description of the energy loss [62].
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observed energy [63].

2.1.3 Depth Profiles

Charged particles created at a depth d with sufficient energy E0 penetrate the bulk,
emerging from its surface, where their residual energy can be detected. From the
energy loss, the emission depth can be determined:

d =
∫ E0

Ed

1
S(E)

dE , (2.8)

where Ed is the residual energy after leaving the sample. Typical NDP experiments are
performed under a vacuum to prevent energy loss after the particles leave the sample.
For the N4DP instrument, we typically use a threshold around 300 keV (at the electronic
noise), limiting the maximum penetration depth.
Due to individual stopping power, each particle has a specific penetration range. To
estimate a depth resolution for each ion, we assume that the emitted particles start at
a depth d with an energy E0 in the direction of a detector at an angle θ to the surface
normal. The average range is given by

x = d/ cos θ (2.9)

through the sample, losing an average energy ∆E = x · S(E) before reaching the
detector [64]. This measured energy loss determines the path x with Eq. 2.8 and Eq. 2.9.
Every sample matrix has a unique stopping power, affecting the resolution and depth
of profiling. Furthermore, different particles created in NDP reactions have different
energy loss profiles, resulting in different resolutions and depth ranges. On the one
hand, the Li particle generated from the boron reaction has a higher charge than the
α particle, resulting in faster energy loss and better profile resolution. On the other
hand, α particles have a larger range, allowing for deeper profiles (usually on the µm
level) [22]. In Fig. 2.2a, the range of α particles in different host materials was simulated.
In Fig. 2.2b, different ions from Tab. 2.1 were simulated in a SiO2 matrix to highlight
the different ranges they can achieve. The data were obtained by using the Stopping
and Range of Ions in Matter (SRIM) software [59].
In NDP, there are four inherent noise contributions resulting in signal broadening:
intrinsic electronic and detector noise with standard deviation σint, energy straggling
with σstragg, multiple small-angle scattering with σscatt, and uncertainty of the geometric
acceptance with σgeom. The energy straggling arises from the statistical fluctuations in
both the number of collisions and the amount of energy transferred in each collision.
The contribution of multiple small-angle scattering comes from elastic scattering on
the nuclei. The uncertainty of geometric acceptance originates from the varying angle
between the sample and detector [64, 65]. The particles can occasionally interact with air
molecules in the chamber. However, the uncertainty arising from this is negligible if the
vacuum is better than 10−3 mbar (for the N4DP chamber, it is typically < 10−5 mbar).
Figs. 2.3a,b show the signal broadening in longitudinal (depth) and lateral direction
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Figure 2.2.: (a) Range of α particles in different host materials. The original energies
of the α particles in 7Li and 10B reactions for typical NDP experiments are
marked with vertical lines. So, a ∼ 7.5-µm-thin Kapton® foil stops a 2 MeV
α particle. (b) Range of different particles in SiO2. Due to the lower atomic
number Z, light particles such as protons have a larger range than heavier
ones. The curves were created using data from the SRIM software [59].

due to straggling and scattering in a SiO2 matrix. The resolution decreases (increasing
σ) for lower residual energies, as is usual for thicker samples.

Figure 2.3.: (a) Longitudinal (depth) and (b) lateral resolution of different charged
particles in SiO2 host material versus their residual energies. The main
contributions to the resolution σ are energy straggling and multiple small-
angle scattering. The best resolution is given by the heaviest particle closest
to the surface (highest residual energy). The graphs were created using
data from the SRIM software [59].

The intrinsic signal broadening component is defined as σint =
√

σdet + σelec. The
detector component σdet is discussed in Sec. 2.2.2 and the electronic component σelec
is dependent on the electronics. Typically, one can determine the latter by using a
well-known pulse signal as a test input and measuring its energy resolution. The energy
spread σgeom due to the possible range of acceptance angle between detector and sample
is much smaller than all the other contributions [65] and is therefore neglected here.
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2.2 Tracking-Detector Technologies

In particle physics, tracking detectors are essential for detecting not only the presence
and energy of particles but also their trajectories. From them, the origin of the particle,
the flight direction, and even more parameters, such as the particle momentum, can be
deduced [66]. For these, several detection technologies are available. The most impor-
tant tracking detectors are various types of gas-filled, scintillator, and semiconductor
detectors, such as silicon detectors. The intrinsic capabilities of each of these types
are compared in Tab. 2.2. Fundamentally, all detector types operate on a similar basic
principle: a particle passes through the detector, interacts with it, and deposits some or
all of its energy, producing an electric signal. The electronics then convert this signal
into a useful form, which we can further analyze.

Table 2.2.: Typical resolution and deadtime of common charged particle tracking-
detectors. The dead time is mainly limited by the amplifying electronics [67].
Summarized from [68].

Detector Type
Intrinsic Spatial Time Dead Time

Resolution Resolution Per Cnt

Gas-filled detectors 10 − 150 µm 5 − 10 ns 2 − 200 ns
Scintillation trackers ∼ 100 µm 100 ps/n2 10 ns
Silicon strips/pixels ≲ 10 µm few ns ≲ 50 ns

In typical experiments, such as at the LHC [69, 70], it is crucial to minimize the energy
loss and scattering of the impinging particle within the tracking detector material.
Here, silicon strip detectors are increasingly being used as vertex detectors due to their
unsurpassed spatial resolution at high count rates [71, 72].
Contrary to that, for energy spectroscopy or depth profiling, the stopping power in the
detector should be maximized, as it is in the case of semiconductors. The advantages
of semiconductor material properties can best be appreciated by comparing them with
the most widely used radiation detectors based on gas ionization (values for silicon
are used in this comparison; properties of other semiconductor materials are given in
Tab. 2.3.) [73]:

• The narrow band gap (1.12 eV at room temperature) results in a higher number
of charge carriers for the energy deposited. The mean energy required to create
an electron-hole pair (3.6 eV) is an order of magnitude lower than the ionization
energy of gases (typically ∼ 30 eV);

• The condensed state with the density 2.33 g/cm3 results in significant energy
loss per unit length. This characteristic enables the construction of thin detectors
capable of generating sufficiently strong signals for our measurements. Therefore,
the short range of δ electrons results in small shifts of the center of gravity of the

2n ... index of refraction.
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primary ionization from the track. Consequently, it allows for highly accurate
position measurements, with accuracy down to a few µm;

• Electrons and holes can move almost freely in a semiconductor. The mobility of
electrons (µe = 1450 cm2/Vs) and holes (µh = 450 cm2/Vs) at room temperature
is only slightly affected by doping, allowing for fast charge collection (in the order
of 10 ns). This rapid response enables using these detectors in environments with
high count rates;

• The mechanical strength of the material allows the construction of self-sustaining
systems;

• Using different mask dopings on a semiconductor wafer, complex field configura-
tions can be established;

• Since both detectors and electronics can be built from silicon, it is possible to
integrate them into a unified device.

In NDP experiments, semiconductor-based detectors are also favored for their high
precision, good resolution, and compactness, which are crucial for analyzing low-
energy particles. In particular, silicon strip detectors excel in energy and position
determination. In thin detectors (typically 100 − 300 µm), the sensitivity to unwanted
background signals, such as β− and γ signals, is low, yielding a high Signal-to-Noise
Ratio (SNR).

2.2.1 Semiconductor Detectors

Semiconductor detectors are commonly p-n junctions operated in reverse bias. This
configuration creates a depletion zone empty of mobile charges and establishes an
electric field that accelerates the charges generated by the radiation to the electrodes.
The movements of both electrons and holes play a role in generating a signal at an
electrode. The characteristics of the signal, like its widths and shape, depend on
the velocity of the charge carriers v⃗(x⃗) = µE⃗(x⃗) and the geometry of the electrodes.
These factors determine the induced current iS(t) as outlined by the Shockley-Ramo
theorem [74, 75]

iS(t) = NeE⃗w(x⃗) · v⃗(x⃗(t)) , (2.10)

where Ne is the sum of N elementary charges in the moving charge cloud, E⃗w(x⃗)
represents the “weighting field”, which accounts for the coupling of the charge to a
specific electrode, and v⃗ is the drift velocity. Integrating this current on the electrode
results in the collected charge [68], which is done by the amplifier, yielding in the signal
strength which is proportional to the deposited energy.
As the charge cloud moves within a detector, it expands due to diffusion (typically in
the order of µm), leading to a phenomenon known as “charge sharing”, where multiple
electrodes collect charges from the same event. This effect can be used to improve the
resolution of position detection (see Sec. 2.2.2).
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Table 2.3.: Some intrinsic characteristics of semiconductor materials at T = 300 K
relevant to detector applications. From [63] and references therein.

Property Si Ge GaAs Diamond

Atomic number (Z) 14 32 31/33 6
Density ρ [g/cm3] 2.33 5.33 5.32 3.51
Bandgap EG [eV] 1.12 0.66 1.42 5.50
e− mobility [cm2/Vs] 1450 3900 8500 ≈ 18003

h+ mobility [cm2/Vs] 500 1800 400 ≈ 23003

Average energy Ei 3.65 2.96 4.35 13.10
for e/h creation [eV]

The charge collection time decreases with the bias voltage. Therefore, we can lower
the collection time by “overbiasing” the detector. Here, overbias refers to a voltage
higher than needed to fully deplete the detector, introducing a constant electric field
component throughout the detector [68]. In typical fully-depleted Si detectors of
100 − 300 µm thickness, electron and hole collection times are in the order of 10 ns.
This fast charge collection is crucial for the efficient operation of high-speed and
high-resolution applications.
Semiconductor detectors are usually designed with an asymmetric structure, i.e., a
heavily doped p-type (in the order of 1015 cm−3) electrode paired with a minimally
doped n-type volume (in the order of 1010 cm−3) or the other way around. This design
ensures that the depletion zone primarily expands into the volume with lighter doping,
which is usually the bulk volume. The thickness of the depleted region is given by

d =
√

2ρµϵU , (2.11)

with ρ being the resistivity (typically 1 − 10 kΩcm), e the elementary charge, µ mobility
of the carrier [76, 77] (see Tab. 2.3), ϵ the dielectric constant (≈ 11.9 ϵ0 for Si), and
U = Uext + Ubt the voltage applied to the system. Uext is the external voltage, and Ubt
is the “built-in” voltage, which is 0.1 V. Together, the p and n regions form a capacitor
with capacitance

C =
ϵ

d
. (2.12)

In strip detectors, the capacitance is largely influenced by the fringing capacitance to
adjacent electrodes because the distance between them is typically much smaller than
the detector thickness. For instance, the fringing capacitance between silicon strips
is approximately 1 − 1.5 pF per centimeter of strip length, given a strip spacing of
25 − 50 µm. A detailed study on this effect was done in [78, 79].
Finally, let us describe the influence of the temperature on the leakage current. Ideally,
the reverse bias would eliminate all mobile charge carriers within the junction volume,

3Approximate averages. Values vary in the literature.
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preventing any current flow. Nevertheless, thermal excitation may cause electrons to
move across the bandgap, leading to current flow even without radiation exposure,
known as the “dark current”. Additionally, the probability of electrons crossing
the bandgap significantly rises with the presence of impurities. These impurities
create intermediate energy levels within the gap, acting as “stepping stones” for the
electrons [67]. The reverse bias current depends exponentially on the temperature T,
following the Fermi-Dirac distribution law [68, 80, 81]

IR ∝ T2 exp− EG

2kBT
, (2.13)

with EG being the bandgap energy (see Tab.2.3) and kB the Boltzmann constant. Thus,
cooling the detector can significantly reduce the leakage current. For example, cooling
a detector at room temperature by ∼ 20◦C reduces the leakage current by a factor of
6 [67].

2.2.2 Semiconductor Detector Limitations

Modern detectors are essentially electrical in nature, i.e., at some point along the way,
the information from the detector is transformed into electrical pulses which can be
treated by electronic means [55]. Its sensitivity, or capability of producing a usable
signal after radiation or ionization, is given by the minimum amount of signal slightly
larger than the average noise level. Since semiconductor detectors typically have low
noise, their performance depends crucially on low-noise electronics, so the sensitivity is
mainly determined by signal strength and input capacity [68]. In this subsection, some
intrinsic limitations of Si semiconductor detectors are described.

Energy Resolution

The signal formed in the detector fluctuates in its amplitude, even for fixed energy
absorption. In a semiconductor detector, energy is deposited by generating a number
of electron-hole pairs. The absorbed energy divided by excitation energy gives the
average number of signal quanta N = E

Ei
, with Ei = 3.6 eV for Si [67]. This number

fluctuates statistically, so the relative resolution is

∆E
E

=
∆N
N

=

√
FN
N

=

√
FEi

E
, (2.14)

with F ≈ 0.1 being the Fano factor [82, 83], which takes into account different excitation
mechanisms, such as electron-hole pair formation, lattice vibrations - quantized as
phonons - and other excitation, all reducing the statistical fluctuation of the signal.
If F = 1, the events are independent, and they follow Poisson statistics. A detailed
description of the Fano factor is discussed in [84, 85]. As can be seen in Eq. 2.14,
the resolution is proportional to the square root of the energy. The limiting detector
resolution is given by

σdet =
√

FEi . (2.15)
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We calculate the intrinsic energy resolution of a semiconductor detector given by the
Full Width at Half Maximum (FWHM):

∆EFWHM ≈ 2.35 ·
√

E · σdet . (2.16)

For a Si detector, α particles with an energy of about 5.5 MeV yield an intrinsic energy
resolution of ∆EFWHM ≈ 3.3 keV. A smaller bandgap (for example, by using Ge instead
of Si) produces a larger signal and improves energy resolution (∆EFWHM ≈ 3.0 keV for
Ge), but also exponentially increases the probability of thermal excitations. To avoid
the high leakage currents encountered at room temperature, Ge detectors are usually
cooled by liquid nitrogen.

Position Resolution in Strip Detectors

Typically, in silicon strip detectors, measuring the lateral position results in the binary
information of a signal triggered by the impinging particle on a strip or over several
strips with 1 = hit (over the threshold), 0 = no hit. The spatial resolution is a function
of the strip pitch compared to the size of the charge cloud and the SNR. A more
comprehensive description can be found in [86, 87]. In the one-dimensional case,
where the width of the generated signal is small in comparison to the pitch width,
we have no charge sharing. When only one strip has a hit, we can calculate the
positional resolution in terms of standard deviation with the assumption that the
particles uniformly illuminate the strip:

σ2
x =

1
p

∫ p/2

−p/2
x2dx =

p2

12
⇒ σx =

p√
12

≈ 29% p , (2.17)

with p being the pitch width. Now, if we suppose that the detector response also
contains information on the detected charge (signal height), we can determine a Center
Of Gravity (COG) of the charge cloud. Here, this weighted position is a better estimate
of the position than using a single strip. Additionally, a system noise signal with
variance σ2

n can superimpose the signal, worsening the resolution. If we assume that
the noise in the strips is smaller than the signal, and not correlated, and have the same
value, we obtain for the standard deviation [88]

σ2
x = σ2

n

[(
N

∑
i=1

x2
i

)
+ N ⟨x2⟩

]
+O(σ3

n) , (2.18)

with N being the number of strips hit, and ⟨x2⟩ the variance of the hit position. For a
common SNR of 10 (σn = 0.1) and two hit strips, we obtain a positional resolution of
σx ≈ 8% p, which is ∼ 3.6 times better resolution for the COG method when comparing
to single strip resolution.
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Timing Resolution in Si Detectors

Precise timing relies on a steep signal rise and small electronic noise. To meet these
criteria, it is necessary to use thin detectors with high electric fields and amplifiers with
quick rise times, which ensure a short collection duration and fast signal amplifica-
tion [68]. We can estimate the variance of the time as follows

σ2
t = σ2

Landau + σ2
jitt + σ2

arrival + σ2
dist + σ2

TDC . (2.19)

The first term is described by Landau fluctuations, which correspond to fluctuations in
the number of particles and energy transfer during the energy loss process [63]. We can
minimize this term by applying corrections based on the amplitude information. The
second term, noise jitter, is defined by the rise time tr divided by the SNR. Having a
high SNR reduces this term. The third term is the intrinsic jitter in the arrival time for
semiconductor materials with internal amplification. It stems from the fluctuations in
non-uniform charge deposition along the particle’s trajectory, making it less impactful
for thinner detectors. The fourth term describes signal distortions caused by non-
uniform weighting field regions and fluctuations in (non-saturated) drift velocities.
Lastly, the final term indicates time variations arising from uncertainties in digitization,
which can be minimized using a GHz Time-to-Digital Converter (TDC) [68]. A more
in-depth analysis of the timing resolution in silicon detectors can be found in [89].

2.3 Methods for Particle Imaging

Two primary techniques are utilized to project the lateral particle distribution within
a sample using a Double Sided Silicon Strip Detector (DSSSD): camera obscura and
coincidence. Both methods are shown schematically in Fig. 2.4.

Figure 2.4.: Schemes of the (a) camera obscura- and (b) coincidence method for 2D
imaging. The camera-obscura method uses an aperture (A) to create an
inverse, magnified image of the sample (S) on the detector (D). In the
coincidence method, event vertices of the sample are recreated using the
back-to-back reaction events on both detectors (D1 and D2). Modified
image from [90].
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2.3.1 Camera-Obscura Method

This method uses a pinhole with a diameter d in front of the sample, creating a camera
obscura-like setup. We denote the distance from the sample (S) to the aperture (A)
as g and the distance from the aperture to the detector (D) as b. The aperture stops
most particles created within the sample. Only those going through the pinhole reach
the detector, creating an inverse, magnified image, as shown schematically in Fig. 2.4a.
The magnification factor is given by M = b

g . Given d, g, b and the pitch width p, which
is the pixel size, we can calculate the minimum height xmin between two points on
the target plane that are still distinguishable. A sketch describing the camera obscura
principle with xmin is shown in Fig. 2.5.
The minimal height on the sample plane xmin can be determined by considering two
rays x1 and x2 that hit the detector one pitch width p apart. From the intercept
theorem [91], we can deduce some geometrical relationships

xmin

p
=

g + z
b − z

and

d
p
=

z
b − z

,

with z being the distance from the pinhole aperture to the intersection point of the two
rays. Using these relationships, we obtain

xmin =
(g + b)d + gp

b
. (2.20)
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Figure 2.5.: Sketch of the geometric condition for the absolute resolution (xmin) of the
camera obscura. The straight trajectories x1 and x2 of two points on a
sample plane hit the detector at the height of p, which is the pixel size. z
is the distance between the aperture and the intersection point of the two
trajectories.
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Figure 2.6.: Absolute resolution (xmin) map with respect to the distance g between
sample and aperture and the distance b between aperture and detector. For
large magnification factors M = b/g, the absolute resolution xmin converges
to the pinhole diameter d = 2 mm.

In Fig. 2.6, xmin is plotted for different values of g and b, with p = 0.52 mm and
d = 2 mm. These values correspond to the pitch width of the strip detectors we used in
this work and to typical pinhole diameters. On the one hand, if we put the aperture
closer to the detector (b → 0), xmin diverges because the rays x1 and x2 do not intersect
anymore, and we cannot distinguish between the two points on the sample plane. If
the detector is far away from the aperture (b → ∞) or b ≫ g, we obtain xmin ≈ d. On
the other hand, if we put the aperture close to the sample (g → 0), we again obtain
b ≫ g, and xmin ≈ d. Therefore, to obtain a good absolute resolution (small xmin), a
large magnification M is needed. We can also see from Eq. 2.20 that having a small
pinhole diameter d and pitch widths p result in a better absolute resolution.
Let us now deduce the standard deviation of an image point on the detector. For
this, we assume that each point on the sample plane radiates isotropically. A single
point on the sample plane appears on the detector as a uniform distribution of the
pinhole with the smeared size m = b+g

g · d = ( b
g + 1) · d = (M + 1) · d. The standard

deviation is the convolution of two uniform distributions: one from the pinhole and
the other from the pitch. The convolution of two uniform distributions results in a
trapezoidal distribution. If p = m/2, then we obtain the triangular distribution [92]. In
typical camera obscura experiments, the pinhole diameter d and pitch size p are small
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Table 2.4.: Maximum depth for camera obscura and maximum thickness for coincidence
for different materials. The camera-obscura depth gives the theoretical
maximum penetration depth, which one can obtain from the lighter particles
of the reaction. In contrast, the coincidence thickness gives a value for the
theoretical maximum thickness of the sample to reconstruct the target from
both reaction particles, which is given by double the maximum penetration
depth of the heavier ion. These values do not take into consideration the
electronic pedestal offset (energy cutoff) or further energy loss-inducing
volumes, such as Kapton tape, which acts as a separation foil (used, e.g.,
in [24] to block the α particles). Table recreated from [90].

Host material Reaction of Max. camera obscura Max. coincidence
composition interest depth [µm] thickness [µm]

Mylar-foil with LiF 6Li(n,3H)4He 50.4 16.8
SiG Electrodes (20% Si) [25] 6Li(n,3H)4He 90.5 30.4
CoRe Targets [95] 10B(n,4He)7Li 3.5 2.6

compared to the distances g and b. Therefore, we can approximate the trapezoidal
distribution as symmetric and isosceles. The standard deviation σ is then given by [93,
94]

σ =

√
2p2 + 2p · (m − 2p) + (m − 2p)2

12
. (2.21)

Lastly, it is to be mentioned that this method has the disadvantage of reducing the
signal strength significantly due to the small solid angle Ωd given by the small pinhole
instead of the whole detector. Using a pinhole with a diameter of d = 2 mm at a
distance of about g ≈ 33 mm from the sample (for M = 2 at the N4DP instrument),
we calculate the geometric efficiency to be ϵgeom ≈ 0.092 %, which means a reduction
by a factor of ∼ 5.3 compared to the same setup without the pinhole. For the N4DP
instrument, this can be compensated by the new focusing neutron guide (see Chap. 4).

2.3.2 Coincidence Method

In NDP kinematics, due to the conservation of momentum, the two particles are emitted
back-to-back. When both particles are detected by two separate detectors (D1 and
D2), as shown in Fig. 2.4b, we can reconstruct its vertex on the sample plane from the
known geometry. This reconstruction requires a well-defined coincidence window with
the corresponding energies. The lateral resolution of this method is determined by
the width of the convolution of two uniform distributions of the same width (i.e. the
same pitch width p), which forms a triangular distribution as described previously.
The standard deviation is given in Eq. 2.21 for the special case of p = m/2. However,
when detectors in a setup are slightly misaligned, the resolution may be compromised,
leading to a miss-correlation between different strips of the detector.
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This method is limited to the maximum achievable depth by the heavier particle since
it loses its energy faster in the sample. The maximum thickness of the sample is
then given by twice the maximum range of the heavier particle. In Tab. 2.4, different
maximum depths are compared for the two methods.

With this theoretical foundation for neutron depth profiling and semiconductor detector technol-
ogy, we are now in a position to create a detector system capable of lateral mapping. In the next
chapter, we describe the development of the novel strip detector, with its PCB and electronics, to
achieve state-of-the-art 4-dimensional neutron depth profiling.



CHAPTER 3

Detector Development

In this chapter, we discuss the important steps for the development of the highly
segmented detector modules, ranging from the optimization of the implantation profile,
strip biasing, and signal transport to the custom-made ASIC-based electronics. We
then show the implementation of the double-sided silicon strip detectors on a Printed
Circuit Board (PCB) with these electronics.

3.1 Basic Detector Specifications

There are many silicon sensor suppliers in the market, but they mainly focus on mass
production for industrial applications, and only a few are capable of manufacturing
custom-made detector systems, as the production of small quantities of wafers is
uneconomical for most suppliers due to the significant Research and Development
(R&D) costs involved. CiS Forschungsinstitut für Mikrosensorik GmbH in Erfurt,
Germany, showed interest in developing and manufacturing the novel DSSSDs.
For the special application discussed here, the following points need to be considered:

1. The type of bulk material and its implantation method to achieve the thinnest
possible and homogeneous entrance window;

2. Coupling the detector to the compact, low-noise readout electronics;

3. Biasing the highly segmented detectors, which are operated in vacuum;

4. Detector geometry, segmentation, and thickness.

3.1.1 Development of Thin Window Detectors

The thickness of the insensitive region through which the incident radiation must pass
to reach the depletion region is highly important. In high-energy physics experiments,
particles typically pass through the detector material without a significant change in
velocity. Therefore, the energy loss in this dead layer can be regarded as negligible.
However, in NDP, the particles stop within a few µm, and therefore, not only the
thickness but also the uniformity of this layer is important for resolution. Variations
in the thickness of the dead layer can lead to the appearance of so-called satellite
peaks [96]. We can explain this phenomenon by a simple model: mono-energetic
particles with energies in the range of a few MeV hit a detector with a dead layer of
thickness on the order of 100 nm, shifting the detected energy by a few keV. In case of a
varying dead layer thickness, peaks at different energies would appear in the spectrum,
possibly degrading the energy resolution. The insensitive region comprises several

23
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Figure 3.1.: (a) Sketch of the cross section of a p-in-n detector with AC coupled p side.
When a charged particle enters the detector’s active volume, it generates
electrons and holes, which are collected at the n+ or p+ side, respectively.
The superfix + denotes a strong doping (roughly 1019 to 1020 atoms/cm3),
whereas − represents a weak doping (roughly 1015 to 1016 atoms/cm3). (b)
Magnified picture of the insensitive region. By adding a second oxide layer
(colored as gold), the so-called compensation oxide, the inactive region has
the same thickness throughout the detector. Image adopted from [97].

layers: the p or n implant, the oxide layer, which acts as an AC coupling, and the
contact Al metal layer. The depth of the inactive p layer of the diode can be controlled
by varying the implantation energy and the dopant dose, as well as the subsequent
heating in the process, where the dopants diffuse deeper into the crystal. To have
a highly homogeneous insensitive region, a second so-called “compensation” oxide
layer was deposited on the detectors, as shown in Fig. 3.1. This additional oxide layer
guarantees the same energy loss through the insensitive region over the whole detector.
We tested several smaller unsegmented test structures1 for their energy resolution and
their breakdown voltages. These test structures were produced like real single-sided
detectors with the p implant, a thin metallization, and a guard ring structure on the p
side, and ohmic contacts on the n side. Different acceptor (p side) depth distributions
were achieved by ion implantation with different Rapid Thermal Annealing (RTA) [98]
parameters: the accelerating potential was set to 6 kV, the boron ion beam fluence
to 4 · 1016 cm−2, an annealing temperature from 950◦C to 1100◦C, and the annealing
time from 5 s to 15 s. SIMS measurements [99] are shown in Fig. 3.2. Since the heating

1Provided by CiS Forschungsinstitut für Mikrosensorik GmbH
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process typically overshoots the target temperature by up to 150◦C in the first seconds
of the process, it was decided to use a temperature of 950◦C for 15 s. This showed
an optimal and well-reproducible result for the p implant, with a layer thickness of
150 nm.

Figure 3.2.: SIMS measurements for the boron implantation profiles with different RTA
parameters. It is important to keep the annealing temperature as low as
possible to ensure a thin implantation profile, contributing to the overall
dead layer. The pink line shows the initial implantation profile before RTA.
The graph was kindly made available by the CiS group.

Overall we can estimate the thickness of the dead layer: the p implant (shown as the
profile in Fig. 3.2 ∼ 150 nm), the SiO2 AC coupling (∼ 20 nm), and the Al contact2.
The metallization was chosen to be ∼ 30 nm thick to match the ohmic resistance to the
silicon layer. The oxide layer affects the implantation profile as the boron has to be
implanted through the oxide. Overall, the dead layer is expected to be ∼ 200 nm thick.
For the Li6(n, α)H3 reaction, we obtain the following energy losses in this dead layer:
Eloss(H3

2.7 MeV) ≈ 9.7 ± 1.4 keV and Eloss(α2.0 MeV) ≈ 53.5 ± 2.7 keV3.
We tested the different unsegmented detectors (with different implantation profiles)
with a point-like α source in our laboratory. The weak source4 [100] contains 3 different
radionuclides (listed in Tab. 3.1) deposited on a stainless steel disc. The line widths of
each peak are less than 10 keV as specified by the company. Each radionuclide has a

2The Al was mixed with a small amount (≈ 3%) of Si to reduce electromigration and have better
adhesion to the SiO2.

3These values were calculated by using the WebAtima energy loss calculator.
4By Eckert & Ziegler Nuclitec GmbH

https://www.ezag.com/home/products/isotope_products/isotrak_calibration_sources/reference_sources/alpha_spectroscopy_sources/
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nominal activity of 1000 Bq.

Table 3.1.: α emitter energies with corresponding intensities.

Radionuclide α-particle Energy [MeV] Intensity [%]

239Pu
5105 11.5
5143 15.1
5155 73.4

241Am
5388 1.4
5443 12.8
5486 85.2

244Cm
5763 23.3
5805 76.7

We glued the unsegmented detectors to an insulating support (shown in Fig. 3.3a). The
backside of the detector was connected with conductive silver adhesive, while the front
was wire bonded with 15 -µm-thick wires to the preamplifier5.

Figure 3.3.: (a) Unsegmented detector mounted on a plastic holder. The n side of the
detector sits on a copper layer soldered to one electrode of the high voltage,
while the p side is to the other one. (b) Detector test setup. The point-like
α source is encased in a holder (blue in the figure). Left to the holder is the
detector. The detector is connected to the high voltage via a preamplifier,
from which the signal is fed to the digitizer.

We found that the annealing parameters of 950◦C at 15 seconds, corresponding to
the p implant of ∼ 150 nm, gave us the best resolution with a ∆EFWHM = 16.7 keV of
the 241Am peak at 5486 keV (shown in Fig. 3.4). For these measurements, the CAEN
digitizer (the same as used for the N4DP instrument, described in Sec. 4.2) was used to
acquire and analyze the data. Due to the proximity of the source and the large detector,
the energy resolution has two major contributions. First, the dead layer thickness d
influences the energy loss at different angles α to the detector with the contribution
proportional to 1/ cos α. Second, the energy loss due to the straggling is proportional to

5Model A1422H from CAEN
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√
d. A further minor contribution is due to the low-noise electronics, which is expected

to be around 2 − 3 keV.

Figure 3.4.: α source measurement using an unsegmented detector. The spectrum was
recorded using a CAEN DT5730SB digitizer. Gaussian fits were applied to
the main peaks using the CAEN spectrum software. The 241Am peak at
5486 keV gives the best fit with ∆EFWHM = 16.7 keV.

There are two possible types of semiconductor detectors: p-in-n and n-in-p. In a p-in-n
detector (as shown in Fig. 3.1a), the holes generated by the impinging particle are
collected on the segmented side, whereas in a n-in-p, the electrons are collected. In
general, both bulk types can be used to detect charged particles, with a few differences.
One of the most important differences is the radiation sensitivity, which decreases over
time. Effective defect models have been developed to simulate the damage caused
by the irradiation of proton and neutron in such semiconductor detectors [101, 102].
For example, it can be shown that, after high flux irradiation (as expected in the LHC
experiments [103]), n-in-p type sensors are more robust thanks to the lack of type
inversion of the bulk. Radiation damage in silicon sensors effectively converts the n
type to p, resulting in an increase in leakage current due to the higher recombination
rate at the p-n interface. Irradiation, as shown in [104], increases the noise in p-in-n
sensors due to stronger electric field regions, which accelerate thermally generated
charge carriers. Nevertheless, the radiation dose at the N4DP instrument is far below
the values expected at the LHC since the sensors are placed next to the neutron beam,
and the beam intensity itself is 3 to 4 orders of magnitude lower. Detectors based on p
bulks are not yet standard for semiconductor detection technology. As the CiS team
has more experience producing detectors with p-in-n technology, we have chosen to
use this for our detectors.
Achieving a highly compact detector module necessitates the AC coupling (discussed
in the next subsection) of both sides being established on the detector itself. This is
achieved by the thin oxide layer between the implant and the metalization, causing
a problem with the insulation of the n strips as described in [105, 106]. For a p-in-n
type detector, an electron-accumulation layer forms between the n-strips below the AC
oxide layer. This layer of e− creates an electric short circuit between the neighboring n
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strips caused by the positive charges at the oxide interface [73]. Therefore, in order to
isolate these strips, we have decided to use the p-stop technique [63, 107], in which a
p-strip is added between the n strips, stopping the accumulation of electrons.

3.1.2 Coupling to Electronics

Two methods of coupling the detector to the readout electronics are possible: Direct
Coupling (DC) and Alternating/capacitive Coupling (AC). For the DC, the preamplifier
must absorb the dark current from the detector and compensate for it with a current of
the opposite sign. If this is not compensated for, a high current in the amplifier will
distort the shape of the signal through shifts in the pedestal and affect its linearity and
dynamic range [34, 63]. An AC ensures that this leakage current is dissipated by a bias
voltage. To collect all the charges generated in the depleted zone of the detector, the
decoupling capacitance Cc must be at least equal to the magnitude of the individual
strip capacitance of the detector Cd. To achieve a highly compact detector module, the
concept was to achieve AC by an additional decoupling layer between the contact and
the implant by depositing 2 different insulators: SiO2 and Si3N4. The strip capacitance
for the p side is in the order of 10 pF, from which we calculated the thickness of the
decoupling layer to be less than 80 nm for the oxide and less than 100 nm for the nitride.
The deposition of such thin layers of a relatively large area introduced 3D structures
(so-called pinholes) that directly connect the metallic contact layer to the implant,
resulting in the lack of AC. These pinholes can occur due to uneven deposition and
etching [108]. In our case, the wet etching of the second oxide layer on the contact pads
(to achieve a uniform dead layer) probably induced these pinholes. We observed the
lack of AC for several strips independent of the insulator material. Therefore, we had
to AC couple the detector by external Surface Mounted Devices (SMD) capacitors. The
calculated strip capacitances for the p side strips is 5 − 20 pF, and around 50 pF for
the n side strips. High-resistance SMD capacitors usually introduce very little noise.
Typically, the resistance of such capacitors is not always specified but is higher with a
higher voltage rating. We chose to use capacitors with a maximum operating voltage
of 200 V and with a capacitance of 330 pF for the p strips6 and a maximum operating
voltage of 100 V and with 1000 pF for the n strips7.

3.1.3 Biasing Method

The bias voltage and the doping concentration of the bulk material determine the
thickness of the depletion region (see Eq. 2.11). For minimum noise and homogeneous
detector and to separate the n strip signals, the bulk must be fully depleted. There are
several techniques for biasing circuits: via punch-through or polysilicon resistors. It is
important to achieve high resistance values for the bias resistors to reduce their current
noise contribution, which is inversely proportional to the square root of the resistance
(Norton equivalent of the voltage source [109]). Although silicon detectors biased via
punch-through resistors may initially show very low leakage current, it significantly
increases after radiation exposure [110], resulting in higher noise. Polysilicon resistors

6C0402C331J2GACAUTO from KEMET
7C0402C102K1GECAUTO from KEMET
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not only allow for a more compact design, which is very desirable in our case, but also
show better radiation resistance [111]. Their fabrication is slightly more complex. We
opted for the biasing method with polysilicon resistors with oxide openings as contacts
to the p-implants and a biasing ring around the effective detector area connected to
the high voltage supply (Fig. 3.5 as number 4). At the edges of the detector (shown in
Fig. 3.5 as the number 2), we used a set of 15 guard rings (p implants) [112] to mitigate
any inhomogeneities of the electric field.

2

3

4

5

6

1

Figure 3.5.: Image of the major right corner from the p side of the detector. Important
visible parts of the detector are labeled: 1. the first p strip of the detector;
2. the guard rings; 3. the bias ring; 4. the meander polysilicon structure
that connects the bias ring to the strips; 5. the DC bonding pad; 6. the AC
bonding pad.

3.1.4 Geometry, Segmentation, and Thickness of the Detector

The geometry of the detectors was chosen so that they could be adaptable to many
different experiments. To achieve this, we designed them with an isosceles trape-
zoidal shape, allowing for variable segmentation for various experimental needs.
With the fan-out shape of the n strips (shown in Fig. 3.12b), we obtain pixels of
different sizes. Furthermore, by achieving different strip capacitances on the p side
(which is shown in Fig. 3.12a), we can optimally adjust the resolution for differ-
ent particle energies. The detectors were also developed in collaboration with the
Transfer Reactions EXperiments (TREX) group at the REX-ISOLDE facility at CERN.
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In the upgrade of the HI-TREX experiment, a high solid angle coverage aims at a
better separation of low-intensity excited states from transfer reactions [38]. The isosce-
les trapezoidal shape of the detectors allows nearly 4π coverage when arranging 12
detectors symmetrically around the sample, as shown in Fig. 3.6.

Figure 3.6.: Upgraded HI-TREX detector system at the CERN ISOLDE facility. In this
experiment, a beam of heavy ions hits a target in the center. Around it,
12 detectors are symmetrically arranged to cover nearly 4π. The Miniball
germanium detector array measures the γ radiation in correlation with the
DSSSDs. Source: S. Golenev.

The external dimensions of the DSSSD are 60.42 mm on the long side, 10.65 mm on the
short side, and it is 71.64 mm high. The effective area of the detector is smaller than the
geometric area due to the extra ring for the bias and guard rings. It is Aeff ≈ 2251 mm2.
The segmentation is different for the two sides: on the junction side, the p implant
strips are horizontal and parallel to each other. Their length varies from 57.0 mm to
8.9 mm from the major to the minor side of the detector. The ohmic n side has a fan-out
of the strips (see Fig. 3.12b) from the minor to the major side of the trapezoid, with each
detector segment having the same size and a length of approximately 68.9 mm. The last
but not least critical factor was the thickness of the detector. This is just as important
as the other specifications, as the background signal from β particles (generated from
the Al chamber) is determined mainly by the thickness of the detector. A thickness
of 50 µm is enough to stop all the possible NDP particles with very little background,
but it leads to higher interstrip capacitances, worsening the energy resolution overall.
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To balance the background and capacitance between the strips, we opted for a bulk
thickness of 150 µm.

3.2 Control Electronics

In this section, the electronics are briefly summarized, based on the theses of C. Berner [97]
and L. Werner [113], who made major developments of these parts. The development
of the N4DP detector board, which was one part of this work, is discussed in detail at
the end of this section.

3.2.1 Electronics and the DAQ system

Front-End ~cm Mid-End < m Back-End < km

Vacuum

DSSSD ASICs GEAR TRB PC

Radiation

Figure 3.7.: Scheme of the DSSSD DAQ system for the N4DP upgrade. Unlike the
DAQ system for the conventional NDP described in Sec. 4.2, where only
the detector sits in the vacuum, here the electronic parts such as the pream-
plifier, shaper, and ADC (which are contained in the ASIC) are also placed
in the chamber near the detector (∼ cm). Outside the vacuum, close by
(< m) is the GEAR board, which monitors and controls important settings
of the SKIROC ASICs. Further away (< km) is the TRB network, which is
responsible for the readout and transferring data to the DAQ PC.

Signal processing plays a critical role in the functionality of highly segmented radiation
detectors, affecting key performance metrics such as amplitude measurement accuracy
(e.g. energy resolution), position resolution, maximum event rate, and timing accuracy.
Its implementation can also have a significant impact on power consumption, which
is also an important factor in vacuum applications. The signal processing techniques
are selected according to the specific needs of an application: a combination of several
detector parameters (such as those described in Sec.3.1.1) and electronic noise [66].
Application Specific Integrated Circuit (ASIC) technology is often the basis for compact
readout systems in highly segmented silicon detectors. This technology is advanta-
geous in reducing electronic noise, saving space, and lowering power consumption
compared to modularized electronics (as described in Chap. 4). The significant re-
sources required for development and implementation mean that ASIC technology is
primarily used in large-scale physics experiments or specific consumer market applica-
tions [114]. This technology was also used for the N4DP upgrade. An overview of the
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Data AcQuisition (DAQ) scheme from the DSSSD to the PC for the N4DP instrument
upgrade is shown in Fig. 3.7.

The electronics requirements for the upcoming N4DP upgrade [36] towards four-
dimensional tomography, as well as the TREX experiment upgrade [38] at MINI-
BALL [115], are the following: vacuum-safe operation, low power consumption, good
spectroscopic energy resolution (in the keV range), large dynamic range, a high number
of channels for a small footprint, as well as reasonable data rate (in the order of kHz)
and a high number of control lines. All these points motivate the use of SKIROC
ASICs [116] as front-end electronics. A generic FPGA-based board (the GEAR board)
is used to control the settings of the various stages in the ASICs, to provide clock
timing information, to distribute power to the active components on the front-end, and
to provide a communication platform for the back-end. To handle multiple detector
boards simultaneously and to provide a user-friendly interface on the DAQ PC, the
TRB network is used as the back-end. Each of these electronic components is briefly
described below.

Front-End SKIROCs

The Silicon Kalorimeter Integrated ReadOut Chip (SKIROC) is the front-end ASIC
designed for the readout of the silicon PIN diodes for the Electro Magnetic CALorimeter
(EMCAL) at International Linear Collider (ILC) [116]. The chip was optimized for an
input capacitance of 20 pF. One chip has 64 input channels with positive polarity, each
with a preamplifier of variable gain, two slow shapers, one with a low gain (G = 1) and
one with a high gain (G = 10), and one fast shaper for trigger generation [117]. After a
tunable delay, a trigger threshold sends a hold signal to each stage in the chip, which
stores two of the following lines: the low gain, high gain, or timing information in an
embedded Switching Capacitor Array (SCA). For the SKIROC 2A chip, there are 15
such capacitors per channel, each with a capacitance of 500 fF. When all 15 capacitors
are filled, the state of the chip is changed from acquisition to readout mode. An analog
multiplexer and a Wilkinson Analog-to-Digital Converter (ADC) convert the data into
digital values, which are then sent to the mid-end electronics.

By using multiple shapers with variable feedback capacitance, these chips can handle
a large dynamic range from 0.1 MIP (0.4 fC or ∼ 2500 e−) to 2500 MIP (10 pC or ∼
62.5 · 106 e−). In addition, they have a low Equivalent Noise Charge (ENC) (∼ 6 keV)
and consume very little power when operated in a certain mode8. A simplified circuit
diagram of the SKIROC 2A is shown in Fig. 3.8.

8In the so-called power pulsing mode, the SKIROC 2A is operated only when a signal pulse is expected,
thus consuming very little power on average (down to 25 µW per channel)
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Figure 3.8.: Simplified circuit diagram of the SKIROC 2A chip. The main components of
the diagram are: the preamplifier (PAC), slow shapers with low (G = 1) and
high gains (G = 10), a fast shaper for trigger discrimination, the switching
capacitor arrays with depths of 15, the multiplexer, and the analog to digital
converter. The diagram was kindly made available by S. Callier from the
Omega Microelectronics Center [117].

Since the SKIROC 2A can only accept a positive input, we need a different chip for the
n side: the SKIROC CMS [118]. Originally designed for the CMS experiment [69], the
CMS ASIC is a chip derived from the SKIROC 2A, which allows for both polarities,
but with some drawbacks, such as missing self-trigger generation, a worse energy
resolution, less number of SCAs (13), and the method of measuring high input-charges
with the Time-over-Threshold (ToT). A simplified circuit diagram of the CMS chip is
shown in Fig. 3.9.
The SKIROC CMS chip is optimized for an input capacitance of 70 pF. It features 64
input channels of both polarities, with 48 different gain settings for the preamplifier, 16
shaper settings from 10− 150 ns for two slow shapers, one with a low gain (G = 1), and
one with a high gain (G = 10), and 8 settings for a fast shaper which provide the timing
information by using two discriminators, a Time-of-Arrival (ToA) and a TOT based
on Time-to-Amplitude Converter (TAC) with time steps of 25 ps. The CMS chip acts
as a waveform sampler (in rolling mode) to record the signal’s shape but can also be
externally triggered in a so-called single-event mode, which is also used for the N4DP
instrument. After an external trigger, the time, low, and high gain information is stored
in 13 SCA memory cells and converted by a 12-bit ADC. Although there are 13 memory
cells in the CMS chip, due to the rolling mode, only 11 can be used in single mode.
As the energy resolution of the CMS chip is worse (ENC ≈ 8 keV) than that of the 2A
chip, the N4DP instrument primarily uses the CMS for the strip hit information from
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the n side of the detector and background suppression by a comparison of energies
from the n and p sides. The SKIROC 2A is used to obtain the trigger and precision
energy information from the p side. Events from both chips, using a time and energy
coincidence, give the pixel information on the detector.

Figure 3.9.: Simplified circuit diagram of the SKIROC CMS chip. The architecture
of the CMS chip looks very similar to that of the 2A chip, but it has an
additional inverting amplifier and additional timing discriminators after the
fast shaper, allowing for ToT and ToA information. The diagram was kindly
made available by S. Callier from the Omega Microelectronics Center [118].

Mid-End GEAR

The GEneric Asic Readout (GEAR) board (shown in Fig. 3.10) as a DAQ was developed
as part of the doctoral thesis of C. Berner [97] and L. Werner [113]. The board must
be generic and scalable for nuclear physics experiments with silicon detectors, such
as HI-TREX or NDP. Using Field Programmable Gate Array (FPGA) and off-the-shelf
components, it was possible to create a module to control and power the ASICs and
interfaces to the back-end electronics. Furthermore, it provides timing signals to
the ASICs, timestamps the events faster than the ASIC’s clock, and ensures proper
functioning of the SKIROC CMS in the single event mode triggered by the SKIROC 2As.
There are two different operating modes for each of the SKIROC ASICs. First, the
SKIROC 2A requires two clocks at 5 MHz and 40 MHz, which generate the trigger
times. The mode of operation can be selected via the SlowControl settings. The CMS
chip is designed to operate at 40 MHz, and it is not necessary to change the internal
clock of this chip. However, it still has different operating modes: the rolling and the
single event mode. One can choose between these two modes via the SlowControl. In
the single event mode, the CMS chip can be triggered externally, e.g., by the SKIROC
2A - this mode is used in our experiments since the signal generated in the detectors
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should be collected simultaneously on both sides. During a full readout cycle, the
ASICs have a ∼ 7-ms-long dead time. This can be reduced to ∼ 1 ms by switching to
the faster clock in the 2A, but reduces the readout stability overall.

Figure 3.10.: Picture of a GEAR board. Important parts and connections are labeled.

Back-End TRB3

The TRB39 (shown in Fig. 3.11) framework was originally designed for the High
Acceptance DiElectron Spectrometer (HADES) experiment at GSI [119] and is mainly
used for TDC measurements and digital readout [120]. A central FPGA acts as a trigger
system, managing the data collection, and four additional peripheral FPGAs can be
configured for various applications. At the N4DP instrument, the back-end TRB3 is
mainly used for the readout, bunching, and transfer of the data, as well as setting the
control parameters from the DAQ-PC. It hosts a gigabit ethernet (GbE) controller, which
connects to Dynamic Host Configuration Protocol (DHCP) as a simple integration into
any GbE network. Once the data are collected from the GEAR board, they are sent to
the computer via an optical fiber using a User Datagram Protocol (UDP) connection.
The raw data are then stored in a bundled ‘dabc’ format [121] and unpacked into a
readable format using the ROOT framework [122]. The structure of the raw data of
both ASICs is briefly described in Appendix B.

9From trb.gsi.de: what does TRB mean? You can choose between: TDC-Readout-Board, Triggered-Readout-
Board and Triggerless-Readout-Board
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In our experiments, the following DAQ scheme was used: after a particle creates a
trigger on the p side, all 64 channels of one of the two SKIROC 2A are triggered, with
(optimally) only one channel having the trigger information, while the others contain
the baseline. This trigger is sent through the GEAR board to the CMS chip, externally
triggering it. The data from all channels on the n side is stored. After a maximum
number of 11 events, the memory cells of the CMS chip are full, and the chip sends a
“full” signal to the GEAR board. The maximum number of events is adjustable in the
FPGA code. The GEAR board sends a readout request to the TRB3 backend, which in
turn starts collecting the data.

Figure 3.11.: Picture of a TRB3 board connected to a single GEAR board and the PC.
Important connections are labeled. When the memory cells of the ASIC
chips are full, the GEAR board sends a readout request to the TRB3 board.
This then collects the data, bundles it, and sends it to the PC via optical
fibers. Up to 24 GEAR boards can be simultaneously connected to a single
TRB3 board.
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3.2.2 Printed Circuit Board

The detector PCB (shown in Fig. 3.12, see also Appendix A) has six layers, an area of
137 × 126 mm2 on a standard FR4 TG17010 board, and is 1.6 mm thick. A 1 mm z-axis
milling on one side of the board allows for gluing the detector, plus an additional
support frame and support bar on the minor side - both made of silicon. The support
bar holds the detector flat while the n side is bonded to the gold-plated (ENIG) contacts.
Next to the detector contour are the AC coupling capacitors, the SKIROC ASICs, and the
High Voltage (HV) supply lines with RC filters. There are also several 3-mm-diameter
holes (contacted to the ground) on the board for mounting to external support. On the
sides of the board, there are LEMO connectors for HV power and signal in and out for
test purposes, as well as FFC connectors for communication between the ASICs and the
FPGA of the GEAR board. Other passive components (mainly resistors and capacitors)
are distributed across the board, as well as four active I2C temperature sensors located
under the ASICs and on the PCB, and a single supply operational amplifier11 above
the CMS ASIC for a backup special readout mode12 of the CMS. A picture of a DSSSD
mounted on a PCB is shown in Fig. 3.12c.
On the p side, the detector is segmented into 266 strips. To match the total amount of
128 readout channels from two SKIROC 2A ASICs, we bonded the p strips in groups of
2 and 3. We used a lower granularity (3 strips bonded together) for nine channels on
the minor side and the very first channel on the major side (shown in Fig. 3.12a).
In short, we made the following steps to successfully install and test the detectors:

1. PCB development and production

2. Mounting of electronic parts on the PCB

3. Testing the equipped PCB with an artificial signal

4. Development and production of support plates - Al plates for keeping the PCB
flat during bonding

5. Gluing the silicon frame into the printed circuit board

6. Gluing the DSSSD to the frame

7. Gluing the support bar on the minor side (1 day dry each)

8. Wire bonding of the p and n strips, and the HV to the respective pads

9. Final testing of the DSSSD with radioactive sources

10From Multi Circuit Boards Ltd.
11MAX4012
12In the special mode of operation of the CMS ASIC, only the hit information of the n side is collected,

with no additional power or timing information. In this mode, the readout can be accelerated to 200 MHz,
reducing the dead time between two hits to ≈ 0.5 µs.
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Figure 3.12.: (a) Upper left part of the detector from the p side. The last 9 channels
are bonded in groups of 3 strips. Note the small support bar at the top
of the detector. (b) Upper left part of the detector from the n side. We
can see the bonding to the HV and the long bonds from n strips to the
pads. (c) Detector PCB. The n side of the detector is on the side of the
PCB hosting the ASICs. The HV is supplied via LEMO connectors on the
left side of the board. Flexible Flat Cables (FFC) connect the ASICs to the
GEAR board, which sits outside the vacuum.

With the completion of the design and implementation of the novel double-sided silicon strip
detector and its electronics on a custom printed circuit board, we are now in a position to
characterize the system and take further steps towards four-dimensional measurements.



CHAPTER 4

N4DP Instrument

The development of the N4DP instrument was primarily done by L. Werner [36, 113]
and M. Trunk [53, 123]. In this chapter, we provide a brief overview of the instrument,
including upgrades made within the scope of this work. At the end the implementation
of the new detectors in the N4DP instrument is shown.

4.1 Experimental Setup

Figure 4.1.: Top view of the N4DP instrument. The neutrons from the reactor, trans-
ported by one of the neutron guides, pass through an optional chopper
system and undergo additional collimation before entering the N4DP cham-
ber. Upon arrival, they interact with the sample, which is rotated at a 45◦

relative to the beam axis before being absorbed by the beam stop. Adapted
from [36].

39
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A top-view of the N4DP instrument is shown in Fig. 4.1. The instrument uses a
cold neutron beam at the PGAA facility at Forschungs-Neutronenquelle Heinz Maier-
Leibnitz (FRM II), with an average neutron energy of 1.83 meV (6.7 Å). This beam is
directed from the cold source to the PGAA facility via the curved neutron guide NL4b.
The last 6 m of the guide are elliptically tapered, and its last 1.1 m can be replaced by a
set of collimators, where the neutron flux is 2× 109 cm−2s−1 within a beam cross-section
of 2 × 1 cm2 [124] and a uniform beam profile. The flux density, expressed as a thermal
equivalent value, was determined using gold foil activation. Within the budget of
the N4DP project, E. Kluge simulated an optimized elliptical taper design yielding a
neutron flux of ∼ 5 × 1010 cm−2s−1 with a focal point at ∼ 15 cm away from the end
of the guide. This is more appropriate for the other experiments (PGAA, NDP, and
Prompt Gamma-ray Activation Imaging and Neutron Tomography (PGAI-NT)) as well.
This new elliptical guide extension has already been installed but has not yet been
characterized due to the shutdown of the FRM II since the start of the year 2020. At
this sample position, the beam spot is collimated to a circle of approximately 4 mm in
diameter.
To reduce the background from neutrons and γ radiation that may be emitted from the
neutron guides and the surroundings, the guides are surrounded by shielding made of
a mix of boron-containing rubber and lead bricks. After the vacuum chamber, a beam
stop made of boron carbide plates and lead bricks absorbs the remaining neutrons [124].

4.1.1 Vacuum Chamber - Outside

The N4DP vacuum chamber is made of two stainless-steel cylinders and an octagonal
aluminum profile (shown in Fig. 4.4). The octagonal piece contains four CF100 and four
CF63 flanges. To minimize the interaction with the neutron beam, aluminum windows
with a thickness of 100 µm and a diameter of ∼ 40 mm were used at the front and
rear flanges to serve as neutron beam entry and exit windows. Perpendicular to the
neutron beam, two further flanges can be found, which are the windows for the γ-ray
detectors used for PGAA experiments. The other four larger flanges are designed for
electronic interfaces, such as the control system feed-through or connections to sample
environments, such as electrical connections (for powering batteries or electronic
samples), monitoring and regulating the temperature. The top lid has two KF40
connections, used for pressure regulation and evacuation processes. Two feed-throughs
on the top lid are used for the preamplifier and the electric connection to the detectors
in the chamber. A 30 cm× 15 cm opening on the lid allows for easy exchange of samples
and is closed by an aluminum lid. The chamber is typically pumped down to a pressure
of ∼ 10−5 mbar by using a roughing pump1 and a turbo-molecular pump2.

4.1.2 Vacuum Chamber - Inside

Inside the chamber (shown in Fig. 4.4), samples are placed on a modular sample holder,
which can be adapted to the requirements of different applications [123]. A mounting
system with a sliding caliper is used, enabling quick and precise switching between

1ECODRY plus, Leybold
2Turbovac 350i, Leybold
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different sample holders. The mounting system uses a dual linear stepper motor3,
serving as a two-axis target drive for accurate sample placement. Typically, the angle
between the sample and the neutron beam is 45◦, but it can be adjusted to different
angles if necessary.
The standard detector for depth profiling, a SSB detector4, faces the sample surface
at a distance between 87.1 mm and 141.1 mm in 9 mm increments. Additionally, the
detector can also be placed at angles between 0◦ and 90◦ in 15◦ increments relative
to the neutron beam, both in front of and behind the target stage. A mechanism in
front of the detector facilitates the placement of various separation foils or pinhole
apertures. The diameter of the active surface of the detector is 13.8 mm, and a typical
distance from the sample to the detector of about 100 mm. Thus the geometric efficiency
ϵgeom ≈ 0.48 %.

4.2 Default Data Acquisition

The DAQ can be performed analog or digital (schematically shown in Fig. 4.2). For
the analog system, we use standard electronic modules based on the Versa Module
Europa (VME) bus and Nuclear Instrumentation Module (NIM) systems. A NIM-based
HV supply5 powers the detectors at ≈ 100 V. The detector output signal is fed to a
charge sensitive preamplifier6 and then further shaped by a shaping module7 with
a 1-µs-shaping time. This is then fed into a peak-sensing VME ADC8. The data is
collected on an event-by-event basis using the MBS And ROOT Based Online/Offline
Utility (MARaBOU) software [125], which operates within the ROOT data-analysis
framework [122] incorporating the signal distributor Multi Branch System (MBS).

Figure 4.2.: Scheme for two different DAQ systems used at the N4DP instrument. The
preamplified detector signal can either be shaped using analog modules
and then converted into digital data or handled by a desktop digitizer.

Instead of using the analog shaper and an extra ADC as VME modules, a new digi-

3VT-50L, Micronix
4AD-025-150-100, ORTEC AMETEC
5MHV-4, Mesytec
6WA1422H090F2, CAEN
7MSCF-16, Mesytec
8V785, CAEN
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tal spectrometer9 was implemented. This records waveforms as well as performing
advanced Digital Pulse Processing (DPP), including Pulse Height Analysis (PHA).
The digitizer has eight input channels, and it is possible to make coincidence/anti-
coincidence between the signals. The analysis is based on the CAEN Multi-PArameter
Spectroscopy Software (CoMPASS), which supports data storage in ROOT format and
also facilitates energy calibration and synchronization of multiple boards.

4.3 Design and Implementation of the Beam Chopper

Figure 4.3.: (a) Beam chopper installed at the PGAA facility. The main parts are labeled:
(1) neutron guide; (2) light barrier; (3) motor rotating the disc via a belt;
(4) chopper disc in a closed state. (b) Normalized opening function of the
chopper system [126]. The red area marks the closed states, where only the
background is measured. The green area marks the open states, where the
signal and background are measured at the same time. The function is a
convolution of the beam profile with the chopper transition.

Reactions of the neutrons with the surroundings of the experimental setup and with the
sample itself induce prompt γ radiation, as well as delayed β radiation (depending on
the material). The delayed component is time-dependent and increases progressively to
a saturation point during a measurement, varying with the composition of the sample
matrix [52]. This radiation typically appears in the energy spectrum below a threshold
value, where it increases exponentially at lower energies, e.g., Co-Re at ≈ 1000 keV [127].
Although the N4DP instrument has a good signal-to-noise ratio, the measurements can
significantly be improved by directly measuring the background. This can be achieved

9DT5730SB, CAEN
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with a pulsed neutron beam produced, e.g., by a chopper mechanism. In the frame of
the bachelor thesis of J. Schlegel [126], such a chopper was designed and implemented
at the PGAA facility.
The chopper is schematically shown in Fig. 4.1 after the neutron guide, and the picture
of it is shown in Fig. 4.3a. It is located between the end of the neutron guide and the
target chamber. A rotating disc with alternating point symmetric segments covered with
B4C10 opens or closes the neutron beam. The thickness of the B4C layer is 5.5 mm and
was calculated to be sufficient to attenuate the beam intensity by 99.99 %. It was found
that measuring 1.6 times longer in the closed state than in the open state optimally
reduces the overall statistical error from the background by subtracting it from the
signal. A motor11 precisely maintains a rotation frequency of 7 Hz, and a light barrier12

accurately determines the phase of the chopper. The normalized opening function over
a full rotation is shown in Fig. 4.3b, illustrating two possible states: open and closed.
During the open state, the signal and background are measured within the specified
time interval. In the closed state, only the delayed background is measured.

4.4 DSSSD Implementation in the N4DP Instrument

We designed a new lid for the octagonal vacuum chamber of the N4DP to hold the
front and mid-end electronics and the detector board. The lid has two KF40 ports for
vacuum control and two further feedthroughs to support the two GEAR boards (as
shown in Fig. 4.4). Special feed-through PCBs were designed to connect the signals
through FFC cables13 from the detectors in the chamber to the GEAR boards outside
the chamber. A fork supports the detector PCB at a fixed distance z ≈ 105 mm from the
sample. For the camera obscura setup, a pinhole can be placed between the detector
and the sample at variable distances using a movable holder fixed to the bottom of the
chamber. For the coincidence setup, a second detector would be used on the other side
of the sample without a pinhole at all.

Although no measurements could be made with the N4DP instrument due to the shutdown of
the FRM II, it was nevertheless upgraded to include the detectors for four-dimensional profiling.
First measurements are foreseen after the projected restart of the FRM II in 2025.

10The boron carbide was custom-made by SITUS Technicals GmbH.
112-Phase-Hybrid-Stepper motor of the ZSS series with 200 steps
12Fork light barrier from Baumer AG
13part no. 686620200001, from Würth Elektronik GmbH&Co.KG
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Figure 4.4.: Cut view of the N4DP chamber with the new lid. The main parts are the
following: (1) GEAR board; (2) fork for holding the detector; (3) detector
PCB; (4) neutron entry window; (5) pinhole holder. The second GEAR
board, the detector board, and the connecting cables are not shown.



CHAPTER 5

Detector Characterization

This chapter focuses on the characterization of the new DSSSD and also introduces the
further development of the multi-detector system. The characterization experiments
were performed in the central technology laboratory (Zentrales Technologie Labor
(ZTL)) of the physics department. Here, we produced the first 2-dimensional images,
determined the energy resolution of all the pixels with a point-like α emitter, and
investigated the temperature dependence of the system. With a modified setup, we
determined the dead layer of the detector from both sides. In Sec. 5.2, we describe the
upgrade of the system where we added a synchronization board to handle multiple
detectors simultaneously, opening up possibilities for coincidence measurements. In a
proton scattering experiment in Krakow, Poland, we successfully tested this upgraded
system and developed the analysis tools for a multi-detector system.

5.1 Laboratory Setup with Radioactive Sources

Temperature Dependence

To characterize the detector performance, we used the weak radioactive point-like source
of α particles described in Chap. 3. As already stated in Chap. 2, the surrounding
temperature directly influences the signal, shifting the detected charges and changing
the energy resolution non-linearly. The temperature values are collected from sensors1,
which are placed adjacent to the SKIROC chips on the opposite side of the detector
PCB (as described in Chap. 3). Keeping the system at a constant low value of about
35◦C is crucial for high-resolution NDP experiments. This temperature is constantly
monitored, and in addition, one can calibrate the energy shifts for each pixel as a
function of it: (1) linearly up to roughly 45◦C and (2) non-linearly above that, as can
be seen in Fig. 5.1a. Nonetheless, the resolution worsens with increasing temperature
(as can be seen in Fig. 5.1b for the baseline), so it is important to keep it as low as
possible during a measurement. We controlled the temperature by regulating the water
(shown in Fig. 5.4) temperature with a chiller2. Figs. 5.1c,d show how the ADC values
of the three α peaks directly correlate with the temperature. In Fig. 5.1d, we observe
the temperature measured with one of the chips, showing the main influence from
our cooling system and minor fluctuations from the surroundings (e.g. from the air
conditioner used in the lab, etc.).

1TMP102AIDRLT from Texas Instruments
2CC-K6s from Huber Kältemaschinenbau GmbH
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(a) Particle signal amplitude versus temperature
of channel 47.

(b) Temperature dependence of the baseline of
channel 47.

(c) Particle signal amplitude varying over time. (d) Temperature varying over time.

Figure 5.1.: Influence of the temperature on the detector system. A shift can be observed
for the three α energies in figure (a). The mean signal amplitude and the
width of the pedestal slightly shift and increase with temperature, as
shown in figure (b). For the temperature axis, a binning of 0.0625◦C is
used, matching the specification from the manufacturer of the temperature
sensors. Figure (c) shows the three peaks varying over time, correlated to
the temperature, which is plotted over time in figure (d). The amplitude
values are given units of ADC, as described below.

The shift of signal amplitude and resolution are specific to each readout channel of the
SKIROC chip and need to be individually treated for any experiment. In this particular
case, for channel 47 of the SKIROC 2A chip, the amplitude of the first peak shifted
from E28.5◦C = (1338.8 ± 0.4)ADC to E53.5◦C = (1428.8 ± 0.6)ADC with its standard
deviation increasing from σ28.5◦C = (4.6 ± 0.4)ADC to σ53.5◦C = (8.3 ± 0.7)ADC. This
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shift in the mean amplitude value and an increase in the spread is also observed for
the baseline.

Energy Calibration

Typically, NDP spectra are initially measured in an arbitrary unit, which is denoted in
this work as ADC, just indicating the digitized signal amplitude of a certain channel.
To obtain an absolute energy scale (usually in keV) from the measured amplitude in
ADC channels for all the channels, an automatic calibration software was developed.
This software is based on the TSpectrum class of the ROOT analysis framework [122]. It
first automatically searches for the three main α peaks and one for the pedestal, whose
center is supposed to be at 0 keV. The algorithm assumes a Gaussian peak shape with
a maximally linear dependant background [128]. It is based on the second difference
Si = Ni+1 − 2Ni + Ni−1, with Ni representing the discrete count number of the channel i.
Due to the discrete nature of the data, the second difference is used, which is equivalent
to the second derivative. If we assume a maximally linear dependent background, we
can express any data point as

Ni = Gi + B + C · i = A exp (−(i − i0)2/(2σ2)) + B + C · i , (5.1)

with B and C being some constants describing the background, and Gi representing
a discrete Gaussian function, with A being its count number of the peak centered at
channel i0, and σ being the standard deviation, which is related to the width of the
peak. By taking the second difference, the background is removed, and Si is only
different from zero in the presence of a peak. However, because the data is defined
within a statistical error, Si fluctuates around the expected value at i0 according to
the standard deviation. If the expected value is comparable to its standard deviation
Fi =

√
Ni+1 + 4Ni + Ni−1, we cannot perform a peak search [128]. By averaging

(smoothing) the second difference, we can reduce its standard deviation. Then, we can
establish an algorithm that automatically identifies peak positions by properly choosing
parameters, such as average window size, the expected standard deviation of the peak,
and a threshold that defines if it is a peak. More details on the automatic peak-search
algorithm using the smoothed second difference are described in [128, 129].

After finding the peak values, the algorithm solves two sets of linear equations by
Singular Value Decomposition (SVD) [130]. The two sets are: (1) the pedestal and the
main peak of the 239Pu, and (2) the same peak and the main peak of the 244Cm. These
two sets give us two sets of linear parameters to convert the ADC channel values into
keV in each region. These parameters are then saved and applied to all channel values
for all the pixels, ultimately leading to a calibrated spectrum. A calibrated spectrum
for all p strips when using the α source is shown as an example in Fig. 5.2. To avoid
steps on the channel-to-energy function, a random value between −0.5 and +0.5 must
be added to the ADC value before we calibrate to keV.
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Figure 5.2.: Calibrated 2D spectrum showing calibrated energies of all p side channels.
The three main α peaks and the weaker peaks (from decays to excited states,
given in Tab. 3.1) can be observed. For this plot, only SCA number 0 was
used.

Figure 5.3.: Overview spectrum showing calibrated energies of all n side strips. The
three main α peaks can be observed. The weaker lines are not separated
anymore due to the worse energy resolution of the n side readout. For this
plot, only the correlated events with a single p strip were used.

The same calibration procedure is applied for the n side as well, which is shown in
Fig. 5.3. For the calibrated plots, we excluded events that show charge sharing between
p strips and between n strips. We define charge sharing as if a second strip with a
trigger has an energy value slightly but significantly above the pedestal (∼ 300 ADC).
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To calibrate all detector channels, no mask was used between the detector and the α

source in the setup shown in Fig. 5.4. For this measurement, the cooling temperature
was kept constant at approximately 30◦C.

5.1.1 2D Imaging with a Point-Like Source

Figure 5.4.: Scheme of laboratory setup. The detector PCB is connected to a copper
block, which provides thermal coupling. Circulating cooling water provides
temperature stability to the SKIROC chips. The α source is placed under
the detector at a distance of about 80 mm. Between the detector and the
source, a patterned mask can be placed.

The experimental setup used to obtain 2D images is schematically shown in Fig. 5.4.
A mask with a pattern3 is placed between the point-like source and the detector [131].
The particles pass through this mask and arrive at the detector as a magnified picture
of the pattern. We define the distance between the source and the mask as g and from
the mask to the detector as b. If the pattern height is G and the picture on the detector
is B, we can state without derivation that B = ( b

g + 1) · G (intercept theorem [91]). If
b = 0, the mask sits on top of the detector, and B = G. On the other hand, if the mask
is very close to the source, i.e. g = 0, then the particles travel in all directions, and no
picture is displayed on the detector. In our case, the α emitter was placed at a distance
d ≈ 80 mm from the detector, and b/g ≈ 0.5.

3Masks made of stainless steel, laser cut by the company Becktronic GmbH
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(a) Masks used for the inverse camera obscura method.

(b) 2D image of the TUM pattern.

Figure 5.5.: (a) Some simple masks were first tested for the correlation between p and
n strips of the detector, while the more complex, tilted TUM pattern with
stripes of different widths was used to show the capabilities of the detector.
(b) Using a “point-like” source and a mask between the detector and the
source, we obtain a magnified image of the pattern. Here, the n strips and
p strips are correlated to obtain the position information on the detector.
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We observed that the rate from the α source is about 9 s−1 when measuring with
the tilted TUM mask (shown in Fig. 5.5a). Fig. 5.5b shows the detector image from
this mask, which took about 4 days of measurement time. In the case of the regular
intensity used at the PGAA facility, such a picture would be produced within minutes.
A homogeneous distribution over the mask was observed, which is expected since the
distance from the source to the mask is roughly the same for each point on the mask.
We can see the stripe pattern from the mask, with the very thin (0.1-mm-wide) middle
slit having few counts only. The tilted TUM pattern, with slit widths of about 1 mm,
is certainly recognizable, with the intensity similar to those of the 1-mm-wide slits
from above. On the detector, the image is roughly twice the size of the pattern on the
mask, which agrees with the expected magnification. The blurred edges arise from the
extended area (�5 mm) of the source rather than being point-like.

5.1.2 Dead Layer Measurements

Figure 5.6.: CAD model of a laboratory setup for the dead layer measurements. The
main parts of the CAD drawing are marked: (1) Collimated radioactive
source; (2) Particle cone with θ = 60◦; (3) Detector area. 2 positions are
used for the source for both sides: under n strip 4 or 28 and p strip 19 (strip
1 being the longest strip). From the geometry, the angle between the two n
strips along the p strip 19 to the source is 60◦.

The dead layer of a semiconductor detector is very important for high-resolution
spectroscopy for particles of low energies (see also Chap. 3). If the dead layer is
non-uniform when detecting heavy ions, so-called satellite peaks may appear in the
spectrum. These peaks are shifted from the main peak due to the non-uniformity of the
dead layer. Furthermore, it is also important to keep the dead layer as thin as possible
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to minimize energy straggling. In this section, we estimate the thickness of the dead
layer from both sides of the detector and check its uniformity using a modified setup
shown in Fig. 5.6.
We determined the dead layer of the DSSSD by measuring the energy loss of the alpha
particles at different angles to the detector. For this, a new support for the α emitter was
manufactured. The source was placed at an angle of 30◦, so the energy loss through its
active area is minimized overall for all the strips. Furthermore, the radioactive source
was further collimated by a 2 mm pinhole placed on top, reducing the diameter of the
active area. The temperature was kept constant at 33◦C.

Figure 5.7.: Calculated average energy loss per SiO2 dead layer thickness. A smooth
energy loss function is expected for a homogeneous dead layer. The ra-
dioactive source is located in the center of the dark blue area.

Calculations were performed based on the geometry to estimate the expected energy
loss for each pixel of the detector. For these, we compared two pixels at different angles.
We calculated the average energy loss from the angle θ between the source and any
pixel, which results in an increased effective thickness of ddead/ cos θ. Uncertainties
arise from the width of the pixels and from the source collimation. The energy loss
in SiO2

4 of the α particles at energies around 5.5 MeV is dE/dxα
SiO2

≈ 0.15 keV/nm.
The radioactive source was placed under the n strip number 29 (counting from the
left-hand side of the detector) and under the p strip number 19 (counting from the
major side). The calibrated energy in this particular pixel is used as a reference for all

4Value taken from WebAtima tool [132], calculated with the density ρSiO2 = 2.65 g/cm3
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the other pixels with θ = 0◦. Fig. 5.7 shows the expected energy loss difference (given
in keV/nm) for the entire detector.

(a) Calibrated energies of p strip number 19 in coincidence with all n strips.

(b) Calibrated energies of n strip number 29 in coincidence with all p strips.

Figure 5.8.: Calibrated spectra of the α source for a single p and a single n strips in
coincidence with the other side and the source facing the p side. The dead
layer on this side is expected to be very thin. We observe this as a result of
a very slight bend of the three peak positions. The energy difference of the
second peak at θ = 60◦ is around 16.5 keV, which corresponds to a total
dead layer thickness of ddead,p ≈ 110 nm.

We need to calibrate all the pixels correctly with reference to the pixel mentioned above.
For the reference pixel, we set the energies of the three main peaks to the values given
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in Tab. 3.1. If we examine single p and n strips, we obtain Figs. 5.8a,b when the source
faces the p side, and Figs. 5.9a,b when it faces the n side.

(a) Calibrated energies of p strip number 19 in coincidence with all n strips.

(b) Calibrated energies of n strip number 29 in coincidence with all p strips.

Figure 5.9.: Calibrated spectra of the α source for a single p and a single n strips in
coincidence with the other side and the source facing the n side. As a
result of a thicker dead layer from the n side, a strong bend of the three
peak positions is observed. At θ = 60◦, the energy of the second peak is
at ∼ 5330 keV. The difference to the peak at α = 0◦ is ∼ 156 keV, which
corresponds to a total dead layer thickness of ddead,n ≈ 1.04 µm.
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We calculate the thickness of the dead layers from both sides by looking at the energy
differences at pixels under the n strips 4 and 29 and under p strip number 19, with the
angle between these two pixels of θ = 60◦. If we look at the main α peak from 241Am
at ∼ 5.5 MeV, we observe an energy difference of ∆Ep ≈ 16.5 keV when the source
faces the p side, and ∆En ≈ 156 keV when the source faces the n side. These values
correspond to the dead layer thicknesses of: ddead,p ≈ 110 nm and ddead,n ≈ 1040 nm.
These values are in agreement with the expected values, which are ∼ 150 nm for the
p side and ∼ 1000 nm for the n side, as mentioned in the thesis of C. Berner [97], in
which the author started the design of these detectors.
Similar images are observed for all the p and n strips across the detector. From
the smoothness of the bending of the three peak positions on both sides, we can
conclude that the dead layer is uniformly distributed, which enables high-resolution
measurements. The first p strip correlated with any n strip (shown in Figs. 5.8b and 5.9b)
has a broader distribution due to its larger area (3 strips being bonded together), which
does not overlap with the n strips but with the meander resistors of the detector on the
n side.

We have shown in this section that single detectors can work with the SKIROC-based electronics,
allowing for 2D imaging. Now that we understand the various influences on the system and
have experimentally determined the dead layer, the next step is to implement multiple detectors
in the system to enable coincidence measurements.

5.2 Coincidence Measurements with Protons

In a proton scattering experiment on fixed targets with incoming proton energies of
(80 − 200)MeV, carried out at the Bronowice Cyclotron Centre in Krakow, Poland, we
tested our detection system using different clocks from multiple GEAR boards. A
significant result of this experiment was the successful reconstruction of coincident
events using a new setup - which, for the first time, included multiple detectors. We
compared the measured angular distributions of elastic proton-proton scattering and the
(p,2p) Quasi-Free-Scattering (QFS)5 reaction with scattering simulations, highlighting
the relativistic kinematics of such reactions. We also obtained the first multi-detector
coincidence images, allowing us to synchronize several detectors. This prepares our
system for further coincidence measurements in NDP, as introduced in Chap. 2. An
important result of this experiment was understanding the energy dependence of the
detection efficiency on the energy threshold, count rate, and other SKIROC parameters.

5.2.1 (p,2p) Simulations

The reaction mechanism of proton-induced single-nucleon knockout at relativistic
energies is mainly dominated by the quasi-free proton-nucleon scattering process,

5First observations of quasi-free-scattering reactions were made by Emilio Segrè and Owen Chamber-
lain [133].
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denoted as (p,2p) or (p,pn) [134]. QFS reactions are typically used as a tool to study
the structure of nuclei. The main physics involved in these types of reactions are
summarized in [135]. The geometry of such reactions is shown in Fig. 5.10, highlighting
the angles in the target plane. The opening angle θop in the laboratory system of the
outgoing proton pair can be expressed as:

θop = sin θ1 sin θ2 cos (ϕ2 − ϕ1) + cos θ1 cos θ2 , (5.2)

where θi is the polar angle of the i-th proton with respect to the z axis, and ϕi the
azimuth angle relative to the x axis in the projection plane.

Figure 5.10.: Geometry of a (p,2p) reaction. The protons leave the origin of the reaction
with an opening angle θop. The figure is reconstructed from [134].

We simulated the angular distribution of the opening angle of the (p,2p) reactions
in CH2, shown in Fig. 5.11. For the simulation of the relativistic kinematics of QFS
reactions, the event generator for the R3B experiment from Panin et al. [135] (R3BROOT
generator [136]) was used. If not mentioned otherwise, each simulated data set contains
105 events. There are two contributions from a polypropylene target (see Sec. 5.2.2) to
the opening angle. The first one (shown in Fig. 5.11a) originates from the QFS reaction
of a proton with the carbon target nucleus, in which one proton from the carbon
nuclide is knocked out. Due to the non-zero internal momentum of the proton inside
the band system of a nucleus, the calculated angle shows a rather wide distribution
from 0◦ − 180◦, with its maximum at ∼ 89◦. The second and main contribution (shown
in Fig. 5.11b) comes from the free scattering of the protons on the hydrogen nuclei,
producing a peak at ∼ 88.7◦ with a tail toward 90◦. Because the relativistic mass of the



57 Coincidence Measurements with Protons

incoming proton is larger than the mass of the almost motionless hydrogen atom, the
average opening angle between the protons is smaller than 90◦. This relativistic effect is
lower if one of the polar angles θi goes to 0◦, and therefore we observe the tail toward
90◦.

(a) Carbon simulation. (b) Hydrogen simulation.

Figure 5.11.: Simulated opening angles of scattered protons on a CH2 target at different
beam energies. The combination of the two gives the expected opening
angle distribution, where the rather narrow contribution is from the
hydrogen shown in (b) while the carbon shown in (a) creates a rather
broad signal.

5.2.2 Experimental Setup

A 3D CAD design of the experimental setup is shown in Fig. 5.12. In a two-arm
geometry setup, we placed four detectors, two on each arm, at an angle of 45◦ w.r.t. the
beam line. We denote the detectors on the left arm (looking from the beam direction)
as detectors 1 and 2 (back and front, respectively) and on the right arm as 3 and 4 (see
Fig. 5.12. The entire setup was enclosed within an aluminum hexagonal box, separating
the electronics and detectors from external light and electromagnetic influences from
the environment. On the top lid of the chamber, we mounted six feedthroughs for six
GEAR boards, four of which we used and two as spare parts. Four LEMO connectors
were installed for each detector system for the HV supply and signal testing of the
electronics. Behind the chamber, we placed two blocks of CsI scintillators to measure the
remaining scattered proton energy and to have a redundant system for synchronization.
We included in the DAQ system a new board (described in Sec. 3.2) to distribute a
synchronization signal to all GEAR boards. The modified scheme of the DAQ, including
multiple detectors, is shown in Fig. 5.13. For the synchronization signal, we used the
readout signal of one of the detectors, which we denoted as the master, while the others
were denoted as slaves. Whenever the master board is read out, this synchronization
signal is updated for all boards. To correlate the data from different detectors, we then
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need to adjust the trigger times of each slave board. The time difference originates
from the clock drifts of the different FPGA clocks used in the GEAR boards. With this
system upgrade, we can correlate events in different detectors by matching the trigger
times. In our experiment, we used detector three as the master board.

As a target, we used either a single string or multiple vertical strings of polypropylene6

(C3H6)n fibers with a diameter of 0.5 mm. We glued the strings on aluminum frames,
which were fixed on a sample holder (as shown in Fig. 5.14). The proton beam height
was fixed at ≈ 4 cm from the bottom of the detectors so that it is positioned roughly at
the center of gravity of the active area of the detectors.

Figure 5.12.: CAD model of the experimental setup. Main parts are labeled: (1-4)
detector number 1-4; (5) the hexagonal chamber; (6) scintillators; (7) target
holder. A proton scatters off the polypropylene target, resulting in two
outgoing protons with an opening angle θop. The two detector arms with
two detectors each are arranged at 90◦ for the determination of the angles
and the energies of the protons. Behind the chamber, the two scintillators
measure the remaining energy of the protons.

6S 235 security threads from Württembergische Allplastik GmbH
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Figure 5.13.: Scheme of the modified DAQ including multiple detectors. The scheme
is similar to the one used in Fig. 3.7, but it contains an additional board
to synchronize the clocks. The additional board can synchronize up to 16
GEAR boards.

Figure 5.14.: Target with multiple strings. The strings are streched on aluminum frames,
while the frames are fixed on the holder.

5.2.3 Signal Analysis

The incoming proton beam had energies of 80, 120, or 200 MeV. After the reaction on
the sample, we expect from the energy and momentum conservation that the average
energy of the two outgoing protons is roughly half the incoming energy. From these
energies, we determined the energy loss in the 150-µm-thick Si detector, which are
410, 298, and 203 keV, respectively7. Measuring such low energies with our system
is challenging since the preamplifiers need to be tuned to very large gains. Due to
fluctuations in the energy loss from the ionization of charged particles in thin films,
the energy profile is described by the Landau distribution [137], a skewed function

7Using the WebAtima - Energy Loss Calculator [132], mainly based on the Bethe-Bloch formula
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with a tail toward higher energies. The main source of the Landau fluctuations is the δ

electrons, which have enough energy from the interaction to become ionizing particles
themselves.
From the energy measured on the p and n sides of a detector, we obtain the pictures
shown in Fig. 5.15. Only plots from 80 MeV proton beam are shown, and for complete-
ness, similar plots for the other beam energies can be found in Appendix C. Two graphs
are compared to highlight the way the data acquisition works: one is non-filtered, and
the other is filtered. In the non-filtered data (shown in Fig. 5.15a), we observe the
baseline of all channels with no hit at ∼ 300 ADC. This corresponds to the CMS chip
events triggered at the same time as the SKIROC 2A chip. To filter these events out,
we find the channel in the CMS chip with the two highest energy values and set their
difference higher than the baseline, e.g. 3σ of the baseline.

(a) Non-filtered. (b) Filtered.

Figure 5.15.: Events from the 80 MeV-proton beam in detector 3 correlated within its p
and n sides. Only data from one SKIROC 2A chip was used here. The x
axis represents the energy on the p side, while the y axis represents the
n side. On the diagonal, we observe the Landau distribution from the
proton’s energy loss. In (a) we observe several features: the pedestal from
the n side at ∼ 300 ADC, the pedestal from the p side at ∼ 200 ADC, and
a non-linear behaviour at amplitudes above 2000 ADC. In (b), all these
events are filtered out, as described in the text.

For this experiment, we tuned the preamplifier in such a way that the energy values did
not exceed the 2000 ADC threshold. Above this value, the SKIROCs behave non-linearly
(as can be seen in the plots in the Appendix C). At the same time, it is important not to
set the preamplifier too low. Otherwise, the protons’ signal disappears in the pedestal,
making it impossible to identify them. One last filter used in Fig. 5.15b is a cross-talk
filter on the p side. If there are multiple triggers on the p side for one event, they are
discarded. This can happen whenever a proton passes through neighboring p strips.
For the n side, the filter used above also acts as a cross-talk filter since only the highest
value is used.
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5.2.4 Multi-Detector Correlation

With the synchronization board, we can correlate events from the different detectors. In
this experiment, we had four detectors. The two front detectors were roughly two times
closer to the target than the two in the back and, therefore, had event rates roughly four
times higher. Most of the time, these two detectors were saturated at the maximum
rate due to the high read-out of the ASICs, while the back detectors collected useful
data. Due to the non-synchronized dead time and readout of the detectors, and an
incident rate of r > 1

treadout
little to no correlated data was found between both the two

front detectors, and front and back detectors. If we nevertheless correlate events in
detectors 1 and 3, we obtain Figs. 5.16a,b. In these graphs, the horizontal strips (p side)
and vertical strips (n side) of both detectors are plotted against each other.

(a) Anti-correlation between the p strips of
detectors 1 and 3.

(b) Correlation between the n strips of detectors
1 and 3.

Figure 5.16.: Two detector coincidence. For the p strips in (a), we obtain an anti-
correlation, and for the n strips in (b), a correlation. This is expected from
the angle constraint of the scattering reaction on the hydrogen atoms at
∼ 88◦. For these figures, only a single string was used as a target.

From these coincident events and the known geometry, we can calculate the opening
angle θop between the two protons and the y position on the sample (measured from
the bottom of the detector). These are shown in Figs. 5.17a,b. For these, we made the
assumption that the origin of the reaction is roughly halfway between the two pixels.
The angle distribution matches the expectation from the simulations in Figs. 5.11a,b.
We observe a sharp peak at ∼ 88.5◦ from the scattering on hydrogen and a broader
distribution from the knock-out of the proton from the carbon nucleus. Furthermore,
the calculated y position matches with the expected beam height of roughly 4 cm.
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(a) Calculated angle. (b) Calculated y position.

Figure 5.17.: (a) Opening angle between the coincident events between detectors 1 and
3 calculated from the known geometry and the pixels hit. (b) y position of
the event’s origin, measured for the same events.

Despite the event rate in the experiment being too large, we still showed the ability of our system
to work with multiple detectors, allowing for coincidence measurements in NDP. Throughout the
experiment, we improved our electronic settings, which triggered continuously in one particular
channel if the threshold was too low. With this knowledge, we can now measure four-dimensional
depth profiles from NDP reactions.



CHAPTER 6

Neutron Depth Profiling at RID

In this chapter, we discuss the first NDP measurements with the new highly segmented
detector modules and the corresponding full readout chain at the Reactor Institute
Delft (RID) of the University of Technology in Delft, the Netherlands. The aim of this
measurement was to test the methods for lateral mapping, benchmark the resolution of
our system, and, at the same time, measure batteries ex situ and investigate a coded
mask method. The latter two points are discussed in Chap. 7 in the outlook section.
Major results from this measurement campaign have been published in [90].
At the RID, a thermal neutron beam with a wavelength maximum at λpeak ≈ 1.8 Å
(shown in Fig. 6.1) and a flux density of Φ ≈ 1.0 × 107 cm−2s−1 was available for our
experiments.

Figure 6.1.: Normalized intensity of the neutron beam versus the wavelength at the
RID. The spectrum was measured and kindly made available by J. Plomp
from the TU Delft.

6.1 Setup Configuration and Samples

For this experiment, the Delft team provided us with a cube-shaped vacuum chamber
(shown in Figs. 6.2a,b) with an inner volume of (19 × 19 × 110) cm3 and a vacuum
pressure of ≈ 5 · 10−3 mbar. Inside the chamber, we placed a rectangular aperture to cut
the already collimated neutron beam to the size of 20× 30 mm2 at a distance of ≈ 50 cm
upstream of our sample (shown in Fig. 6.2a). To avoid any vibration effects on the
detectors, the vacuum pump was connected via a long bellow, which was mechanically
fixed to the massive table construction at several points.

63
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Figure 6.2.: (a) Open chamber with the aperture with the size of 2 × 3 cm2 at a distance
∼ 50 cm from the lid. (b) Closed chamber lid with GEAR boards mounted
on top of the feedthroughs and connected cables.

To feed through the signals, we designed a modified square-shaped end flange of the
chamber1 to support two GEAR boards and six vacuum-tight LEMO-connectors2. The
GEAR boards were placed on custom-made feedthrough PCBs (shown in Fig. 6.2b). We
glued3 these boards to vacuum-tight aluminum supports. The flange was equipped
with a 1 -mm-thin aluminum exit window to minimize the background from neutron-
induced β− radiation from the material. We placed a lead tower with boron carbide
plates as a neutron beam stop after the exit and lead blocks surrounding the chamber
as shielding.
Inside the chamber, we placed an aluminum support, which was connected through
thermal pads4 to the flange for better heat conduction. We cooled the flange with an
outside air fan, maintaining a reasonably constant temperature (±1 ◦ C) for the PCBs
and their readout electronics. The two detectors were fixed on the aluminum structure
through the same heat-conducting pads, which also served as spacers and electric
insulation (barely seen in Fig. 6.3a).
We denote detector number 1 as the one on the right side (looking in beam direction)
in Figs. 6.3a,b, which was placed behind a pinhole aperture for the camera obscura
measurement. This aperture was a 100-µm-thick aluminum plate, with hole diameters
of either 1 or 2 mm. These two diameters result in a different resolution, as described
in Sec. 4.1. Behind this detector, we mounted a thicker (∼ 700 µm) unsegmented Si
detector. In the frame of the bachelor thesis of L. Ziegele [138], this thicker detector
was tested, and the background radiation, coming from the β− particles penetrating
the first DSSSD, was also investigated.

1Constructed by the Delft team
2LEMO SWH.00.250.NTMV
3Two Component Epoxy UHU Endfest
42617837 - Thermal pad from Tru Components
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Figure 6.3.: (a) Front view of the setup. In the center of the setup, one can see the
tilted sample fixed on an aluminum support arm. On the right-hand side
(looking in the beam direction), the DSSSD number 1 is mounted in front of
another unsegmented detector. For the camera obscura measurement, we
placed a pinhole aperture between the sample and detector 1. On the left
side, DSSSD number 2 is mounted on the aluminum support, also spaced
by a thin thermal pad. (b) CAD drawing of the setup. The neutron beam is
denoted as 1n, hitting the 6Li target.

The detector 2 can be seen on the left in Figs. 6.3a,b. Due to spatial constraints, it was
placed in the chamber mirrored around the target center. No aperture was used for this
detector. Due to the mirroring, the coordinate systems on the detectors are different.
For the coincidence method, no aperture was installed between the detectors.

Samples

For the samples, we vapor deposited highly enriched lithium fluoride (∼ 99 % 6LiF)
evaporated by an electron gun from a point source onto Mylar foils with the thickness of
5 µm through different masks5 (shown in Fig. 6.4a). These were attached to aluminum
frames, as shown in Fig. 6.4b). We used one of the four masks with different mass
layers (measured with a detector during the deposition process) on either side of two
Mylar foils, as listed in Tab. 6.1.
We mounted the sample frame at the center of the aluminum support. It is tilted at an
angle of 45◦ w.r.t. the neutron beam and 56◦ around the beam axis to face the detectors.
This increased the effective target thickness by a factor of

√
2. For the camera obscura

method, we added a pinhole on one side of the sample at a distance of g ≈ 19 mm.
The distance from the aperture to the detector was b ≈ 37 mm, giving a total distance
from the center of the target to the detector of z = g + b ≈ 56.0 mm. The sample size
is abbreviated with G, and the image size is B. The average geometric ratio for the

5100 µm stainless steel laser cut by Becktronic GmbH
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Figure 6.4.: (a) 100-µm-thick laser cut masks with different patterns. (b) 5-µm-thick
Mylar films glued on aluminum frames. On the top sample, a TUM pattern
is barely visible.

Table 6.1.: List of 6LiF samples. Both samples are 5-µm-thick Mylar foils with different
patterns.

Sample Number
Sample Mass Thickness Sample Mass Thickness
Side 1 Side 1 [ µg

cm2 ] Side 2 Side 2 [ µg
cm2 ]

1 TUM 15.0 TUDelft 10.3
2 Cat 19.7 TU Flame 20.9

camera obscura method is V = b
g ≈ 2, which means B = 2 · G on average. This value

varies over the surface of the detector due to the sample tilting.

6.2 Geometric Efficiency Simulations

To obtain the geometric efficiency for each detector pixel for this setup, Monte-Carlo
(MC) simulations were performed. For this, if not stated otherwise, 105 vectors were
generated randomly in 4π solid angle from the sample plane. This plane equation is
defined by Ax + By + Cz + D = 0, taking the x, y, z coordinates of three sample corners
from the CAD model. An efficiency map of the sample plane without an aperture is
shown in Fig. 6.5a. For these simulations, elements with sizes of 0.25 × 0.25 mm2 in
the sample plane were assumed, ranging from −50 mm to + 50 mm in both directions.
The ratio of the number of vectors intersecting the detector area divided by all the
generated vectors gives us the geometric efficiency for each sample element. To check if
any generated vector intersects the detector area, the Möller-Trumbore algorithm [139]
is used, which is an algorithm commonly applied for ray tracing. Based on these
simulations, we can determine the region with maximum efficiency. If we use a 2-mm-
pinhole between the sample and detector, we obtain a different efficiency map shown
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in Fig. 6.5c. Due to the tilt of the sample, the efficiency is different for each point.

(a) Sample efficiency plane for a single
detector.

(b) Single detector response without aperture
and pattern.

(c) Sample efficiency plane with a 2 mm
pinhole for single detector.

(d) Single detector response with 2 mm pin-
hole but no pattern.

Figure 6.5.: Simulated efficiency maps for the sample plane and corresponding detector
responses. 105 vectors per sample element, with sizes of 0.25 × 0.25 mm2,
were generated. The efficiency is calculated as the ratio of the number of
vectors intersecting the detector to the total number of vectors generated.
Note the differences in the scales with and without the aperture.

As a last step, we simulate the image of the sample with the TUM pattern (as used in
the experiment). We obtain a cut of the efficiency map with the same pinhole, as shown
in Fig. 6.6a. We observe the maximum efficiency of ϵgeom ≈ 12 % on the sample plane at
x ≈ 36 mm and y ≈ −12 mm if no aperture is used. When using an aperture of 2 mm,
then this point is at x ≈ 7 mm and y ≈ −1 mm with an efficiency of ϵgeom ≈ 0.18 %.
Furthermore, when using an aperture, we can see the region of the sample plane, which
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is still visible on the detector.
The detector response for the simulations without pinhole and without a geometric
cut on the sample plane with the TUM pattern (we denote this as TUM cut), with
pinhole and without TUM cut, and with pinhole and TUM cut are shown in Figs. 6.5b,d
and Fig. 6.6b respectively. For the detector responses, the count numbers have been
normalized to pixel areas since the very first and last 9 p strips (first on the bottom
and last 9 on the top of the detector) cover a larger area (3 strips bonded together
as explained in Chap. 3), and therefore the efficiency would be overestimated. The
efficiency values are important for normalizing the rate of each pixel and showing any
non-uniformity of the neutron beam.

(a) Sample efficiency plane with 2 mm pinhole
and
TUM cut.

(b) Detector response with 2 mm aperture and
TUM cut.

Figure 6.6.: Simulated sample plane efficiency map and expected detector response
when using a TUM pattern cut and a 2 mm pinhole. In (a), the efficiency
is calculated as the ratio of vectors intersecting the detector to the total
number of vectors generated. In (b), the numbers of vectors in each pixel
are given per area. The TUM cut was roughly placed as in the experiment.
The pinhole mirrors the pattern upside down, but due to the point of
view, it does not mirror it on the x axis. Due to the tilt of the sample,
the magnification is position-dependent and changes the intensities on the
detector significantly.

If we look at the simulated detector response for different pinhole diameters. We
use Eq. 2.21 to determine the resolvable lateral distance on our detector. We use
p = 0.52 mm for the pitch width, a magnification M = 2 from our geometry, and vary
the pinhole diameter from 1 to 3 mm in 0.5 mm steps. We obtain for the lateral standard
deviations [0.7; 1.2; 1.6; 2.0; 2.5]mm, respectively. This is the standard deviation of the
convolution of the pinhole and the pitch, as explained in Sec. 2.3. In the TUM pattern,
the distance between vertical lines of the pattern is 2 mm. Therefore, we expect that
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using a pinhole with a diameter of 2.5 mm limits the separation of structure in the
pattern. Fig. 6.7 shows the simulations created for different pinholes. We can still
identify the TUM pattern when using the 2.5 mm pinhole, but the situation worsens
when using the 3 mm pinhole.

(a) Detector response with 1.0 mm aperture. (b) Detector response with 1.5 mm aperture.

(c) Detector response with 2.5 mm aperture. (d) Detector response with 3.0 mm aperture.

Figure 6.7.: Simulated detector responses for different pinholes. The response for 2-mm-
aperture, as mainly used in the experiment, is given in Fig. 6.6b. Pinholes
with diameters d > 2.5 mm can no longer separate the lines of the TUM
pattern.

6.3 Experimental Results

First, we estimate the expected count rate for the first sample given in Tab. 6.1. We used
the cross section of σth ≈ 940 barn. The areas were estimated to be ATUM ≈ 1.63 cm2

and ATUDelft ≈ 0.31 cm2 for the TUM and TUDelft patterns, respectively. For the
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efficiency, we estimated from the MC simulations about ϵ ≈ 9.2 % averaged over a
≈ 2 × 3 cm2 area. Using Eq. 2.2, we estimate the count rate at either detector

RPattern,calc =
ρA,Pattern · NA · APattern · Φth · ϵ · σth

M
,

where NA is the Avogadro constant, M = 25.01 g
mol is the molar mass of enriched 6LiF,

and ρA,Pattern and APattern are the areal density and surface area of the pattern. Using the
areal densities given in Tab. 6.1, we calculate the count rates to be RTUM,calc ≈ 511s−1

and RTUDelft,calc ≈ 67s−1 for the TUM and TUDelft patterns, respectively. If we sum up
all the events from the tritons and α particles on either detector from the respective side,
we observe that the rates are RTUM,meas = 529 s−1 and RTUDelft,meas = 90 s−1, which are
close to the expected values for uniform illumination of the sample.

6.3.1 Particles Identification

For any ADC-based DAQ system, a pedestal is characteristic and needs to be calibrated
to obtain the correct relation between ADC values and energy deposited in the detector.
As an example, Fig. 6.8 shows the pedestal from detector 2 for all p channels, where the
DAQ system reads the strips without the hit information. All ADC values are plotted
without the strip that triggered the readout. At channel numbers 63 and 64, we observe
a decrease in the count rate (see Fig. 6.8). These are the last and first channels of the
first and second SKIROC 2A ASICs, respectively, which account for neighboring strips
on the detector surface.

Figure 6.8.: Pedestal and noise in detector 2 for the p strips. We observe a rather
constant electronic offset at ∼ 250 ADC for all the channels. A very similar
figure (added to the Appendix C) can be obtained from the p side of the
other detector and also from the n sides of both detectors.
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(a) p strips versus energy.

(b) n strips versus energy.

Figure 6.9.: Energy spectra on the y axis (p strips) and on the x axis (n strips) for
detector 2. We observe tritons and α particles at 2.73 MeV and 2.05 MeV
from the sample side facing the detector, and triton particles at ∼ 2.50 MeV
from the opposite side of the sample.

If we turn on the neutron beam and read out the hit from the DAQ on individual strips,
we obtain the energy distributions across the p strips (shown in Fig. 6.9a) and across
the n-strips (shown in Fig. 6.9b) of detector 2. For completeness, plots from detector 1
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can be found in the Appendix C.
For these plots, we used no aperture. We calibrate all the channels with a linear fit by
assuming that the triton and α particles originating from the side facing the detector
deposit an energy of 2.7 MeV and 2.0 MeV (from the 6Li(n, α)3H reaction listed in
Tab. 2.1), respectively. For smaller energies, an additional linear calibration was applied
to meet the pedestal offset points, which are at ∼ 250 ADC. Using the WebAtima
tool [132], we calculated the energy loss of triton particles through the 5-µm-Mylar and
confirmed the correctness of the calibration. We expect the tritons originating from
the other side of the foil to lose about ∼ 181 keV. We observed these triton particles
in the calibrated spectra, shifted to lower energies at the top of the detector. For the n
side, this shift appears on the detector side, which is closer to the sample. Due to the
mirrored setup, the shift is also mirrored. We can attribute these shifts to the tilting of
the sample plane. The particles must travel 1/ cos θ times longer distance through the
Mylar, losing more energy before arriving at the detector. This factor also contributes to
the broadening of the triton peak from the other side. From the geometry, we estimate
the maximum angle to be θ ≈ 48◦ from the bottom part of the sample to the top part of
the detector. This maximum angle corresponds to an energy loss of about ∼ 275 keV,
which can be observed on the right-hand side in Fig. 6.9a.
Since the energy resolution for the p strips is expected to be better than that for the n
strips due to better ENC from the SKIROC 2A compared to the CMS chips, we use
these energy values for the n side. The energy spectrum from detector 2 of one p
channel and one SCA is shown in Fig. 6.10, which shows the resolution of the triton
particles at 2.7 MeV.

Figure 6.10.: Energy spectrum of detector 2, channel 47, SCA number 0. A zoom-in of
the triton peak at 2.7 MeV is also shown. The triton peak was fit with a
Gaussian distribution, giving a standard deviation of σ ≈ 4 keV.



73 Experimental Results

6.3.2 Lateral Mapping

In this measurement campaign, we were able to apply both imaging methods, the
camera obscura and the coincidence method (as described in Chap. 2). For the camera
obscura measurement, we used pinholes with diameters 1 mm, and 2 mm in front
of detector 1. Since using the aperture lowers the count rate by a factor of 30 (for
d = 2 mm), for the coincidence method, no pinhole was used.

(a) TUM pattern with a 1 mm pinhole. (b) TUM pattern with a 2 mm pinhole.

(c) TUDelft pattern with a 1 mm pinhole. (d) TUDelft pattern with a 2 mm pinhole.

Figure 6.11.: Detector images from the camera obscura measurements with sample 1.
The TUM patterns are well visible with both pinholes, as expected from
the simulations shown in Sec. 6.2. The TUDelft pattern on the backside
of the sample is slightly visible with the 1 mm aperture but cannot be
resolved with the 2 mm aperture. Only the triton data from the TUDelft
side was used, as the α particles were not observed due to the energy
threshold set.
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Camera Obscura Method

Camera obscura images of sample number 1 (see Tab. 6.1) obtained with pinholes of
1 mm and 2 mm are shown in Fig. 6.11. The measurement time for these images was
approximately 2.5 h each. For the images, the energy threshold is 2.0 MeV to provide
better image clarity.

(a) "Virtual" TUM image on detector 2. (b) "Real" TUM image on detector 1.

(c) "Virtual" TUDelft image on detector 2. (d) "Real" TUDelft image on detector 1.

Figure 6.12.: TUM and TUDelft pattern images from using coincident particles of the
two detectors and the 2 -mm-pinhole. In Figs. (a) and (c), mirrored pictures
of TUM and TUDelft patterns with a magnification of 4 are shown, while
Figs. (b) and (d) show pictures of detector 1 with a magnification of 2.

The TUM pattern faced the pinhole, and on the other side of the sample, the TUDelft
pattern faced detector 2 without a pinhole. If we correlate the events on the p and n
strips, we obtain an image of the TUM logo. This image appears to be tilted on the
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detector because of the varying distance from the pinhole. The triton particles from
the other side also contributed to the picture. The signal of the α particles from the
opposite side of the sample, which have a remaining energy of ∼ 800 keV, are filtered
out.
Selecting the energies between 2.4 MeV < E < 2.6 MeV, corresponding to the triton
particles only from the opposite side of the sample, gives the images in Figs. 6.11c,d.
For the TUDelft pattern, the mass thickness and the area are smaller than for the TUM
pattern, resulting in a lower overall reaction rate. Note that the TUDelft pattern is too
fine (distance between the letters is ≈ 0.7 mm) to be resolved with the 2 mm pinhole
and is, as expected from the standard deviation, barely visible with the 1 mm. If we use
the second detector and look at coincident events that went through the aperture, we
observe a so-called virtual image, as shown in Figs. 6.12a,c. Due to the distance ratio
of 4 : 1 (i.e., 4 units from detector 2 to aperture and 1 unit from aperture to sample),
the TUM pattern has a magnification of four and does not fully match the detector
field of view. Last, since the α and triton particles are emitted back-to-back, with the
coincident detection, we obtain similar images on both detectors, as shown in Fig. 6.12.
The magnifications are 2 and 4 for detectors 1 and 2, respectively, as discussed above.

𝐸
[k

eV
]

𝑦 [channels]

T1 (2727 keV)

𝛼 1 (2055 keV)

T2

Figure 6.13.: 3D picture of the sample on detector 1. A 2-mm-pinhole was used. We
observe the two energies from the α (at 2.0 MeV) and triton (at 2.7 MeV)
particles from the TUM logo side facing the detector and an intermediate
energy (at ∼ 2.5 MeV) from the tritons from the other side of the sample.
Image taken from [90].

Finally, we want to showcase a energy-resolved image in three dimensions (shown in
Fig. 6.13) taken using the 2-mm-pinhole. A binning of 50 keV was used on the energy
axis. This image corresponds to the one in Fig. 6.11b, plotting the energy on the z axis.
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We observe two energy layers (at 2.7 MeV and 2.5 MeV) of tritons of both sides of the
sample (T1 and T2) and one energy layer of α particles (α1) at 2.0 MeV. The second
triton layer comes from the second side of the sample, bending towards lower energies
at the top of the detector (as explained in Sec. 6.3.1). The TUM pattern is visible at both
energies, whereas the TUDelft is barely resolved because of the fine pattern.

Coincidence Method

The coincidence imaging method uses two detectors to observe particles emitted under
180◦, as described in Chap. 2. By matching the trigger times of the two detectors, we
can reconstruct the trajectory of the emitted particles. From the known geometry of
the setup, we can then reconstruct the reaction location on the sample plane. The
reconstructed images of both samples from Tab. 6.1 are shown in Fig. 6.14. For these
images, we used events with energies in the range of 1.9 − 2.1 MeV for the α particles
from the sample side facing the detector and those in the range of 2.4 − 2.6 MeV for the
tritons on the other detector from the same layer.
To reduce the appearance of artificial patterns, we used the following corrections: Since
each pixel has a certain size, instead of plotting all hits in the center, they are uniformly
distributed over the whole pixel area. The detector modules were placed on thin
heat-conducting foam elements, causing the detectors to further tilt towards the sample.
A correction tilt of 1.5◦ for each detector was assumed as a small geometry correction.

Methods Comparison

As a final conclusion for this chapter, we determine the resolution of both methods. In
Chap. 2, we described the position resolution as the standard deviation of a trapezoidal
distribution, which describes the convolution of two uniform distributions (from the
pinhole and the pitch widths). Using Eq. 2.21, we calculated the standard deviation for
both methods. Here, different values were determined due to different pitch widths for
either side of the detector. Furthermore, as explained in Chap. 3, due to the detector’s
shape, the width of an n strip will be wider on the long side of the detector than on
the short side, resulting in a position-dependent resolution. For the p side, it should
be mentioned that on the minor side, we have 9 channels, and on the major side, 1
channels, which are bonded in groups of 3, unlike all others that are grouped in 2 to
match the maximum number of 128 channels of the ASICs. This also gives us larger
pitch widths and, therefore, different values for the standard deviation on the p side.
With a magnification factor of 2 and a pinhole diameter of d = 2 mm, we obtain the
values given in Tab. 6.2.
Unlike the coincidence method, the position resolution is tuneable for the camera
obscura method by tuning the diameter of the pinhole. To achieve a similar position
resolution for the camera obscura method in this setup, a pinhole with a diameter
of d ≈ 0.25 mm has to be used. However, lowering the diameter also reduces the
geometric efficiency, thus drastically decreasing the count rate (in this case, by a factor
of about 64).
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(a) TUM pattern from sample 1. (b) TUDelft pattern from sample 1.

(c) Cat pattern from sample 2. (d) TU flame pattern from sample 2.

Figure 6.14.: Reconstructed images from the two samples given in Tab. 6.1. Pixel
binning on the sample plane of 0.12 × 0.12 mm2 are used. Sample 2 was
upside down in the setup, so the images have been mirrored to highlight
the reconstructed patterns. The background may result from coincident
events where the tritons are scattered in the sample through Coulomb
interaction with the carbon atoms. Its elongated form on the diagonal
could be a result of the trapezoidal shape of the detector.

In the Delft experiment, the segmented thin detectors showed their capability in resolving
3 dimensional profiles with individual time stamping. We obtained an almost background-
free signal by optimizing the settings of the low-noise electronics and carefully filtering the
acquired data. It must be mentioned that calculated and simulated data are in full agreement
with the experimental data. The missing component for the upgrade towards high-resolution
four-dimensional profiling using the N4DP instrument was successfully tested.
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Table 6.2.: Position resolutions for both methods. The uncertainties are calculated using
the error propagation of Eq. 2.21. The following uncertainties were assumed:
∆d = 50 µm, ∆p = 40 µm, and 1 mm accuracy for the distances between the
sample, aperture, and detector.

Method Detector Face σmin [mm] σmax [mm]

Camera Obscura
p Side 1.524 ± 0.081 1.589 ± 0.082
n Side 1.324 ± 0.076 1.657 ± 0.082

Coincidence
p Side 0.212 ± 0.016 0.318 ± 0.016
n Side 0.108 ± 0.016 0.721 ± 0.016



CHAPTER 7

Conclusion and Future Work

The project “Time Resolved Isotope Analysis with Cold Neutrons (N4DP)” was funded
by the German Federal Ministry of Education and Research (BMBF) under project
numbers 05K16WO1 and 05K19WO8. The primary goal of the project was to establish
an NDP instrument at the FRM II to provide a complementary analytical method to
the already existing instruments. Initial feasibility tests of the new instrument were
done in collaboration with the NIST group, taking advantage of their expertise in the
field of NDP. This led to the development of the N4DP setup, which allows for operando
measurements with the best possible depth resolution using silicon surface-barrier
detectors. To extend the capabilities of the system to 4D measurements, we successfully
developed segmented 2D silicon strip detectors in collaboration with the TREX group
under project number 05P21WOCI1. These developments are based on the work of
M. Trunk [123], L. Werner. [113], and were implemented and tested in the frame of this
work. In Sec. 7.1, the main developments and results of this work are listed, while in
Sec. 7.2, important characteristics of the new system are highlighted. Finally, in Sec. 7.3,
some perspectives for further improvement of the system are described.

7.1 Methodological Developments

In the frame of this thesis, developments have been made towards four-dimensional
neutron depth profiling with the N4DP instrument at the Heinz Maier-Leibnitz Zentrum.
For the first time, an NDP instrument is equipped with a detector that allows for
position-sensitive measurements. The new double-sided silicon strip detector system
enables not only high-precision depth profiling (resolution is ∼ 50 nm) of NDP-specific
nuclei, but also the investigation of their lateral distribution with an accuracy down to
∼ 100 µm, as well as the monitoring of their temporal variation with a time integral
of ∼ 5 s. In several measurement campaigns, it was possible to fully characterize the
system. The most important results of the upgrade of the N4DP instrument, achieved
within this work, are summarized in the following:

1. In collaboration with the silicon development team of CiS, we defined a set of
parameters for the production of position-sensitive detectors and initiated their
series production. Detectors treated with different RTA parameters for various
implantation profiles were produced and tested. We found an optimum for
these parameters at an annealing temperature 950◦C and an annealing time of
15 s by testing these detectors with α particles from a calibration source. With
these parameters, a very thin (∼ 150 nm) and homogeneous dead layer can be
established. The detectors showed energy resolutions of ∆EFWHM ≈ 17 keV for

79
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the α source measurement, and ∆EFWHM ≈ 10 keV for tritons from the 6Li(n,α)
reaction used in the Delft experiment. This energy resolution is comparable to
that of silicon surface-barrier detectors typically used in NDP experiments at
FRM II, which is the highest achievable resolution currently available worldwide
for such applications.

2. The silicon detectors, designed for on-chip AC signal coupling of each individual
strip, were systematically tested and several strips on each detector were found to
have leakage currents well above the specified limits. Several attempts were made
to improve the insulating layer, which consisted of a combination of thermal
oxide and epitaxially grown layers of either SiO2 or Si3N4. Looking at the
leakage current going through these layers, we found out that due to their small
thickness (∼ 20 nm), which is needed for a large coupling capacitance, they
introduced so-called pinholes, causing the reverse bias to break for several strips.
We therefore integrated the new detectors with external AC-coupling to the low
noise (ENC ≈ 6 keV) SKIROC front-end ASIC via SMD capacitors on custom-
made PCBs. Other key electronic components, such as temperature sensors and
high voltage input and output connectors, were also implemented on this board.
The detectors on the boards showed stable IV behavior up to 200 V vias voltage.

3. The characterization of the detector modules was carried out in several measure-
ment campaigns, including a laboratory setup with a weak α-emitter, beamtime
with a proton beam at the Cyclotron Centre Bronowice in Krakow, Poland, as
well as two different beamtimes with neutrons at the Research Reactor in Delft,
The Netherlands.

a) First, in our laboratory, we made the first two-dimensional images of a pat-
terned mask in front of the DSSSD illuminated by a point-like α source. We
developed calibration software to simultaneously determine the response of
15 × 128 memory cells of both ASICs. In an improved setup, we determined
the thickness of the dead layer, which limits the energy resolution.

b) After this proof of principle of a single DSSSD, we tested the coincidence
detection using (p,2p) reactions on a fixed polypropylene string target at the
Cyclotron in Krakow. We manufactured a board to synchronize the clocks
of the different FPGAs. We also found that lowering the threshold in some
channels of the detectors created unwanted triggers, artificially increasing
the rate and, consequently, the total dead time.

c) These unwanted triggers motivated the improvements of electronic parame-
ters, which were successfully investigated in an experiment at RID. These
new settings significantly reduced random coincidences, and the desired
reaction events could be selected almost without background. Furthermore,
we obtained the first laterally resolved NDP results, using the 6Li(n, α)3H
reaction of different 6LiF patterns with the camera obscura and the coinci-
dence methods. The expected patterns were accurately reconstructed for
both methods, with positional resolutions down to ∼ 100 nm. The results of
this experiment have been published in [90].
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4. The N4DP chamber was modified to accommodate two feedthroughs for the new
electronics. This allows for the full integration of the segmented 2D detectors,
enabling high-precision, high-rate operando measurements at the FRM II.

5. As a part of a bachelor thesis, a chopper was developed for the neutron beam at the
PGAA facility. This chopper allows for estimating the delayed β and γ background
during the measurement of the signal. By subtracting this background from the
signal during the measurement, it is possible to increase the signal-to-background
ratio.

As the system is fully developed and characterized, its capabilities to resolve the four
dimensions are discussed below.

7.2 Capability

Although the camera obscura and the coincidence methods have been successfully
tested, each has unique advantages and disadvantages, as described below and listed
in Tab. 7.1. In any case, both methods require knowledge of the geometry in order to
correctly reconstruct the target and its 3D profile.
The camera obscura method allows for the analysis of thicker samples since only one
of the emitted particles, the lighter one, needs to be detected. Therefore, the method
requires only one detector and the use of an aperture. By tuning the aperture size, one
can vary the resolution and count rate. However, this resolution is typically lower than
that of a dual-detector setup used in coincidence. Certainly, the count rate scales with
the pinhole size (R ∝ ϵ ∝ d2, i.e. a 10 times smaller pinhole would give a 100 lower
rate).
The coincidence method requires two detectors symmetrically mirrored around the
target to detect both particles produced by any NDP reaction (listed in Tab. 2.1). This
method uses the solid angle covered by the detectors’ active areas, therefore the reaction
rate is typically not an issue. The position resolution is typically better with this method
by roughly an order of magnitude, as the pixel size is typically smaller than a pinhole.
However, because of the need to detect both particles, the thickness of the sample
is limited to the penetration depth of the recoil (heavier) particle. Therefore, the
coincidence measurement is only possible for very thin samples.

Table 7.1.: Main characteristics of the two scanning methods. The values are only rough
estimates since they depend on various factors, e.g., the rate depends on the
neutron flux, the geometric efficiency (given by the geometry of the setup),
and for the camera obscura it also depends on the size of the pinhole.

Method: Camera Obscura Coincidence

Sample Thickness1 O(< 50 µm) O(< 10 µm)

Rate O(100 s−1) O(1000 s−1)

Position Resolution2 O(1 mm) O(100 µm)

# Detectors single dual3



Conclusion and Future Work 82

Rate and Temporal Limits

As described in Chap. 3, the SKIROC ASICs only allow a bunched data stream, which
results in a dead time while reading out the chips. The usual readout scheme requires
the system to be in an idle state after recording 13 events. For a fast-evolving signal,
it is necessary to measure its change at least once in a time interval similar to the
dead time td to still be able to measure the change of the signal. An analogous effect
is the aliasing for any periodic signal (described by the Nyquist-Shannon sampling
theorem [140, 141]).
Since the dead time td of our electronics is roughly 7 ms4 for a single readout, we can
estimate a maximum count rate by dividing 13 with the dead time, thus resulting in
Rmax ≈ 1850 s−1 for the slow readout scheme (Rmax ≈ 13000 s−1 for the fast readout).
For operando measurements, we can then use this maximum achievable rate to estimate
a lower integration time limit ∆Tmin for significant depth (1D) and volume (3D) profiles.
For a total number of events N, let us define the proper statistics as 10% uncertainty
in each channel assuming Poisson statistics [142]. Then, we need N = 100 events
per channel. To calculate the time needed for a proper profile, we need to take into
consideration the total dead time, which is given by Td = td · npixel · N/13, where npixel
is the number of pixels. For depth profiling (1D), the whole detector can be seen as
one pixel, thus npixel = 1, and therefore ∆Tmin,1D ≈ 100 ms for the slow readout (and
∼ 15 ms for the fast readout). To estimate the time needed for a proper 3D profile, we
need to assume the sample size that will be projected on the detector. The effective
area per detector pixel is Aeff/4096 ≈ 1.82 pixel

mm2 (this is an average value and it varies
for different parts of the detector). If we now assume a typical NDP sample with a size
of ≈ 1 × 1 cm2 and a magnification of M = 2 in the camera obscura setup, the image
will appear over ∼ 360 pixels. Again, assuming the maximum rate for all the pixels, for
a 3D profile, we need about ∆Tmin,3D ≈ 0.5 min, or two frames per minute. This gives
us an idea of approximate limits for operando measurements.
Finally, let us summarize these time limitations. The following assumptions are made
to obtain the values:

1. The maximum achievable rate Rmax = 1850 s−1 is used;

2. A total number of events per pixel N = 100 is used;

3. A 1 cm × 1 cm sample size is used;

4. A magnification M = 2 is used.

Using these, we obtain ∆Tmin,1D ≈ 100 ms and ∆Tmin,3D ≈ 30 s.

1The depth achievable is highly dependent on the sample density and the NDP reaction used.
2For the camera obscura method, this value depends on the pinhole size, whereas for the coincidence

method, this value is rather fixed.
3At least two. In principle, one can use a multiple of two detectors symmetrically mirrored around a

target to detect both particles.
4This only applies to the slow readout time mentioned in Chap. 3. A faster readout is possible with

the 40 MHz internal clock, reducing the td ≈ 1 ms.
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7.3 Outlook and Future Work

During the time of this thesis, unfortunately, the reactor FRM II was shut down for
various reasons, such as the Covid pandemic [143], radioactive 14C leakage [144]
and reactor maintenance. Although the N4DP instrument has been well-prepared
as a user facility, no user measurements have been carried out during this period,
but are planned for 2025. The high user demand is reflected in the many open
proposals from collaborators working on materials science applications. For these,
further developments are planned and presented here.

7.3.1 Standard 4D Neutron Depth Profiling with the N4DP Instrument

The scientific relevance of the N4DP instrument at the FRM II has been demonstrated
in several publications [25, 33, 47, 53]. Its use as a neutron depth profiling instrument
can be significantly improved by the new detectors, which have a higher geometric
acceptance while keeping the energy resolution at similar levels compared to monolithic
surface barrier detectors. The whole setup was upgraded to standard 4-dimensional
NDP, where users can choose either 1D depth profiling or 3D volume profiling. The
latter comes at the cost of a lower rate in each pixel generated on the detector and,
therefore, longer measurement times. It still requires the acquisition and analysis
software for the new electronics to be integrated into the MLZ control system.

7.3.2 N4DP Sample Environment

The current adjustable sample holder enables not only different sample geometries but
also operando measurements and the application of a gas atmosphere in the chamber.
For future experiments, a temperature control system5 is available in the −20◦C to
+80◦C temperature range. In these applications, care must be taken to avoid any
thermal contact between the heated sample and the chamber, which could increase
the thermally induced leakage current into the electronics and degrade the energy
resolution. This can be achieved by thermally insulating the sample holder and using
temperature-resistant plastic connectors.

7.3.3 Radiation Tolerance of the Detectors

Radiation damage to semiconductor detectors and front-end electronics occurs through
two basic mechanisms [68], increasing the leakage current and, ultimately, the required
operating voltage [145, 146].
As for the detectors used in the N4DP instrument, they are not operated in the neutron
beam, and most of the time, only the particles generated by the NDP reactions and
the neutrons scattered from the surroundings hit the detectors and the associated
electronics. Nevertheless, it is very important to calculate the lifetime of these detectors.
Tomandl et al. [28] operated so-called timepix detectors [147] in the beam, and a high
distortion of the signal is expected after a long irradiation. In our case, neutrons can
scatter (although unlikely) from all parts of the vacuum chamber and hit the sensor
and electronics, but the rate is typically several orders of magnitude lower than when

5From JULABO GmbH
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the detectors are operating in the neutron beam. Nevertheless, it is important to
systematically evaluate such an effect in order to estimate the lifetime of such a system.
The detectors and electronics can be evaluated for their radiation resistance as is done
for high luminosity experiments at CERN [148, 149].

7.3.4 Coded Masks

As discussed, the camera obscura is limited in both rate and resolution by the size
of the pinhole. A method to overcome these limitations, could be the coded aperture
imaging technique, first introduced by Dicke [150] and Ables [151] in 1968. Since then,
the technique has been further developed by many others [152–154], mainly for X-ray
and gamma-ray astronomy applications [155, 156]. More recently, however, the coded
mask method has gained popularity in other applications such as fast neutron-induced
elemental analysis [157, 158], inertial confinement fusion neutron imaging [159], and
imaging of alpha source spatial distribution imaging [160]. This method has the
potential to overcome low-rate problems while still having good position resolution,
as the number of pinholes could compensate for the reduction in the diameter of the
pinhole.

Figure 7.1.: Principle of the coded mask technique. The sample S appears on the
detector as a convolved image D of many holes from the coded mask A.
By using a deconvolution algorithm G, the original image can be recovered.
Modified figure from [153].

The principle of coded mask imaging is based on multiple pinhole imaging. The overlap
of the many pinhole images is the result on the detector. We define this convoluted
picture as (S ⊛ A) = D, where S is the sample image, A is the coded mask function, ⊛
is the convolution operator, and D is the detected image. This basic principle is shown
schematically in Fig. 7.1.
To recover the original image S, a deconvolution algorithm G is required. This de-
coding pattern must satisfy A ⊛ G = δ [158], with δ being the identity matrix. The
reconstruction is given by following D ⊛ G = (S ⊛ A)⊛ G = S ⊛ (A ⊛ G) = S ⊛ δ = S.
There are many different deconvolution algorithms [161] that can be used to process
images from coded mask systems, each individually more applicable to different coded
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mask patterns [162]. Depending on the noise and accurate knowledge of S, one can
then use linear or nonlinear algorithms to co-optimize the imaging performance of
such deconvolution processes [163].
Towards the end of this work, we used the coded mask method to get an idea of its
applicability in NDP experiments. We used a coded mask in the Delft experiment, with
some preliminary results shown below.

Simulation and Experiments

For the experimental setup described in Chap. 6 a coded mask with a random pattern
(shown in Fig. 7.2) was used in a measurement. The coded aperture has a 10 × 10 mm2

grid of 1 × 1 mm2 cells. The pinholes6 were cut to 0.8 × 0.8 mm2 sizes with spacers of
0.1 mm thickness between neighbouring pinholes. There were 34 open holes, accounting
for 1/3 of the total surface. For the measurement, we used the sample 1 from Tab. 6.1
with the TUM and TUDelft patterns.

Figure 7.2.: Coded mask aperture used in the Delft experiment. Instead of a pinhole
aperture, we placed the coded mask in front of the first detector. A random-
ized pattern in a 10 × 10 mm2 grid with an open fraction of 1/3 was used.

As in Sec. 6.2, we ran some Monte Carlo simulations using the coded mask. The
simulations show that the entire TUM pattern is visible through the coded mask, and
the efficiency of each pixel on the sample plane can be determined. For the simulated
detector image, we observe a multiplexed picture of the pinholes (Fig. 7.3a). It shows
a similar stripe pattern for the real measurement (shown in Fig. 7.3b). It should be
possible to reconstruct the pattern on the sample plane using different approaches:
deterministic method, statistical modeling (such as Bayesian method or maximum
likelihood), and convolutional neural networks (CNN) [164]. The analysis of this
method is still ongoing, and could be the topic for further research in this area.

6Laser cut by Becktronic GmbH
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(a) Simulated detector response with TUM cut. (b) Detector data from the Delft experiment.

Figure 7.3.: Simulated and acquired data with the coded mask aperture. The simulated
detector response of the TUM pattern is now a convolution of multiple
pinhole responses, showing a stripe pattern on the detector. The real data
shows a very similar pattern. For this data, an energy filter was used for
the α and triton particles from the TUM pattern at 2.0 MeV and 2.7 MeV,
respectively.

7.3.5 Battery Research

(a) Sealed thin battery. (b) Battery mounted in the setup.

Figure 7.4.: Thin battery cells probed with the setup shown in Chap. 6. Unfortunately,
the sealed cells opened up during the vacuuming process.
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For the beam time in Delft, a collaboration partner from the TUM chemistry department
provided us with different thin battery samples, as shown in Fig. 7.4a,b. These samples
corresponded to different types of batteries and were to be tested for homogeneity of
the Li filling over the surface and in-depth (3D). We measured these samples with the
new detector system. These batteries were vacuum sealed at a pressure two orders of
magnitude higher than the vacuum we used in the Delft experiment (∼ 10−3 mbar).
As a result, unfortunately, most of the batteries opened up during the measurements.
Therefore, most of the data serves only to demonstrate that it is indeed possible to
measure batteries in-situ using this method. This enables future battery research with
the N4DP instrument using the DSSSD setup.
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Detector PCB Design
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Figure A.1.: 6-layer detector board layout. The blue trapezoidal grid marks the detector
area. The SKIROC ASICs in BGA400 packages are shown in the red top
layer. Most line widths, such as signal lines, and their spacings are 100 µm.
Some signal lines, such as the ones for the HV, are 200-µm-thick. The circles
in green are the vias with 300 µm diameter, used not only for grounding
but also for fixing the board to support structures. Some (white) labels can
be seen on the board, such as test inputs for all the chips, supplies, HV,
and a pin header for a daisy chain. This chain can be used to couple the
SKIROC chips to external chips.



APPENDIX B

Data structures of the ASICs

The two figures Fig. B.1 and Fig. B.2 show the memory mapping of the two chips used
for the electronics. After the readout, these structures are contained in so-called dabc
files and deciphered with custom-programmed software.
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Figure B.1.: SKIROC 2A data structure.
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Figure B.2.: SKIROC CMS data structure.





APPENDIX C

Data

C.1 Laboratory Data

Figure C.1.: Front versus back side calibrated energy with the α emitter. A long tail
is observed, corresponding to particles losing energy before entering the
detector’s active volume. The straight vertical and horizontal lines corre-
spond to some remaining charge sharing between p and n strips.
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C.2 Krakow Data

(a) Non-filtered. (b) Filtered.

Figure C.2.: Events from the 120 MeV proton beam in detector 3 correlated within its
p and n sides. Only data from one SKIROC 2A chip was used here. The
x axis represents the energy on the p side, while the y axis represents the
n side. On the diagonal, we observe the Landau distribution from the
proton’s energy loss on both sides of the detector. The energy loss in the
detector is low in this case; therefore, the preamplifiers were tuned up.
Thus, we observe the non-linearity of the ASICs above ∼ 2000 ADC.
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(a) Non-filtered. (b) Filtered.

Figure C.3.: Events from the 200 MeV proton beam in detector 3 correlated within its
p and n sides. Only data from one SKIROC 2A chip was used here. The
x axis represents the energy on the p side, while the y axis represents the
n side. On the diagonal, we observe the Landau distribution from the
proton’s energy loss on both sides of the detector. The energy loss in the
detector is low in this case; therefore, the preamplifiers were tuned up.
Thus, we observe the non-linearity of the ASICs above ∼ 2000 ADC.

C.3 Delft Data

Figure C.4.: Baseline in detector 1 for the p strips. We observe a constant electronic
noise at ∼ 230 ADC for all the channels.
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(a) n channels versus energy detector 1.

(b) n channels versus energy detector 2.

Figure C.5.: Baseline in both detectors on the x axis (n strips). We observe a rather
constant baseline at ∼ 230 ADC for all the channels.
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(a) p channels versus energy.

(b) n channels versus energy.

Figure C.6.: Energy spectra on the y axis (p strips) and on the x axis (n strips) for
detector 1. We observe tritons and α particles at 2.73 MeV and 2.05 MeV
from the sample side facing the detector, and triton particles at ∼ 2.50 MeV
from the second side of the sample.
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