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Abstract

Hybrid Laminar Flow Control (HLFC) and Variable Camber (VC) are two promising
techniques for reducing the aerodynamic drag of future transport aircraft. While the
individual benefits of these technologies have been extensively studied, their synergistic
potential to further reduce drag when operated simultaneously remains an open research
question. The synergy between these technologies arises from the impact of VC not only
on the spanwise loading of the wing but also on the chordwise pressure distribution, a
critical factor influencing the laminar performance of an HLFC system.
The present thesis investigates these effects on wing level of a representative reference
configuration. The analyses employs linear stability theory together with a two-N -factor
method, and the local-correlation-based γ − Reθ+CF transition model to account for
boundary layer transition in the numerical simulations. Through comprehensive pa-
rameter variations, the technology coupling is shown to achieve an aerodynamic drag
reduction due to synergy effects.
The analysis is subsequently extended to a higher integration level, incorporating the
fuselage and horizontal tailplane alongside the wing of the reference configuration. Anal-
yses of the trimmed aircraft throughout its operational envelope reflect the synergistic
potential of the technology coupling for drag reduction considering off-design operation.
The thesis concludes by proposing methods for data exploitation, focusing on the devel-
opment of surrogate and reduced order models. These models enable efficient and highly
accurate exploration of the design space and subsequent optimization of configurations
that integrate such coupled technology approaches for future aircraft designs.





Zusammenfassung

Hybride Laminarhaltung (HLFC - "Hybrid Laminar Flow Control") und die Integration
variabler Wölbung (VC - "variable camber") am Tragflügel zukünftiger transonischer
Transportflugzeuge gehören zu vielversprechenden Technologien zur Reduktion aerody-
namischen Widerstands. Während das Potential beider Technologien in isolierter Be-
trachtung bereits gründlich untersucht wurde, ist das Synergiepotential zur weiteren
Widerstandsreduktion bei gleichzeitiger Anwendung eine offene Forschungsfrage. Die
synergetische Überschneidung ergibt sich aus dem Einfluss von VC Integration auf die
Druckverteilung am Flügel, welche nicht nur in spannweitiger, sondern auch in Tiefen-
richtung effektiv gesteuert werden kann. Die Druckverteilung in Tiefenrichtung stellt
dabei eine zentrale Stellgröße für die durch HLFC erreichbare laminare Lauflänge dar.
Die Arbeit befasst sich zunächst mit Untersuchungen am Flügel einer repräsentativen
Referenzkonfiguration. Zur Transitionslagenvorhersage in den numerischen Analysen
kommen sowohl lineare Stabilitätstheorie zusammen mit einer zwei-N -Faktor Methode,
als auch das auf lokalen Korrelationen basierte γ−Reθ+CF Transitionsturbulenzmodell
zur Anwendung. Durch umfassenden Parametervariationen kann das Synergiepotential
der Technologiekopplung zur Widerstandsreduktion gezeigt werden.
In einem nächsten Schritt werden die Analysen auf eine höhere Integrationsstufe erweit-
ert, indem zusätzlich zum Tragflügel auch der Rumpf und das Höhenleitwerk berück-
sichtigt werden. Die Analysen der Referenzkonfiguration in einem getrimmten Flugzus-
tand bestätigen das Synergiepotenzial der Technologiekopplung zur Widerstandsreduk-
tion für den Betrieb außerhalb des Auslegungspunkts.
Auf Grundlage der umfangreichen Datensätzen der numerischen Simulationen, schließt
die Arbeit mit der Ableitung von Ersatzmodellen und Modellen reduzierter Ordnung.
Diese Modelle ermöglichen eine effiziente und präzise Darstellung der gesamten Betrieb-
senveloppe und ermöglichen somit eine Optimierung künftiger Flugzeugkonfigurationen
mit gekoppelten Technologieanwendungen.
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1 Introduction

Next-generation transport aircraft are required to be substantially more fuel-efficient
than today’s products. Apart from economic aspects, this requirement is primarily
founded in environmental aspects, as fuel burn directly translates to CO2 emissions of
the aircraft, which need to be significantly reduced within the time frame to 2030 and en-
tirely mitigated until 2050 to meet the requirements formulated by the Advisory Council
for Aviation Research and Innovation in Europe [30].
While mid- to long-term developments aim to replace fossil energy carriers with syn-
thetic drop-in kerosene or hydrogen, the requirement for efficiency increase still prevails.
This can be attributed to energy carriers remaining a limited resource, next to increasing
energy costs and market competitiveness. Furthermore, within the short-term transition
phase to novel energy carriers, future aircraft will still be operating on fossil fuels and
thus will need to be significantly more efficient in comparison to current products [94].
When determining the key factors driving the performance of an aircraft, the Breguet
range equation indicates three key levers, namely aerodynamic and engine efficiency,
next to structural weight:

R =
1
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(1.1)

Each of the associated sub-disciplines of aeronautics has majorly advanced, converging
into the latest aircraft designs. Nevertheless, technological disruption in all of them is
still required to meet the above-introduced environmental goals [90].

1.1 Motivation

For increasing aerodynamic efficiency, two of the most promising techniques consist of
hybrid laminar flow control (HLFC) and the introduction of variable camber (VC) capa-
bilities to the wing of an aircraft. The goal of HLFC is to maintain a laminar boundary
layer for large areas of the wing through a downstream shift in the transition location
of the boundary layer, which is achieved by combining boundary layer suction (LFC:
laminar flow control), with a suitable pressure distribution downstream of the suction
panel (NLF: Natural Laminar Flow). This reduces the associated skin friction drag,
which forms up to 50% of the total drag of an aircraft during cruise flight [110], see Fig.
1.1 (left panel) for a typical drag breakdown.
The application area of HLFC focuses mainly on wing, nacelle and empennage regions
of modern configurations. Whilst the fuselage is also connected to a large portion of fric-
tion drag, the associated Reynolds numbers are typically excessive concerning HLFC,
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next to surface irregularities (e.g. windows, door gaps, sensors), resulting in prohibitive
boundary conditions for maintaining large-scale laminar flow.
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Figure 1.1: Left panel: Typical aircraft drag breakdown during cruise. Right panel:
Typical cruise mission profile with associated cruise or step climb procedure
between different flight levels (FL). Segments I and III refer to take-off/climb
and descent/landing, respectively. Overviews adapted from [101,110].

The integration of VC capabilities into aircraft wings provides a tool to actively con-
trol the pressure and, thus, load distribution of the wing. This is especially targeted
at L/D optimization when an aircraft is not operated in its design point, forming a
substantial part of a typical mission profile (see Fig. 1.1). To be concise, maximizing
the range specified by the Breguet range equation 1.1, given the aircraft’s design point
through its lift coefficient CL and flight velocity V , results in a so-called cruise climb
when considering the optimal flight path [92]. Due to operational restrictions, however,
such a flight path is hardly possible in a real application, leading to aircraft typically
performing step climbs during the cruise segment. Therefore, keeping the flight velocity
fixed, the aircraft faces variations in its required lift coefficient, i.e. it is being operated
out of its design point for large parts of the cruise flight duration. This is where the
integration of variable camber capabilities to the wing possesses its greatest potential,
actively adapting the shape of the wing to the requirements of the current mission seg-
ment.
The above-mentioned aspects of VC integration primarily aim to control the spanwise
load distribution of the wing, which is directly connected to the lift-induced drag com-
ponent of the aircraft. Nevertheless, adapting the airfoil through VC integration si-
multaneously has comparable implications on the streamwise pressure distribution. As
will be discussed in Sec. 2.1.2, the latter is a key component of an HLFC system, i.e.
to suppress boundary layer transition, an HLFC wing requires an adequate streamwise
pressure distribution downstream of the suction panel. Therefore, the possibility arises
to exploit a synergistic overlap between both technologies, where synergy refers to the
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efficiency increase of the coupled technology application exceeding the benefit of indi-
vidually applying the components. This forms the primary framework for the analyses
presented within this thesis, an overview is given in Fig. 1.2.

Variable Camber Wing

Hybrid Laminar Flow Control

Boundary layer suction Control of wing loading

Reduction of skin-friction drag, 
through promotion of extensive 

laminar areas

Increase in lift-to-drag ratio for
entire cruise flight envelope

Synergistic

application

Shaping of (streamwise) 
pressure distribution

Figure 1.2: Schematic diagram of primary flow control mechanisms, alongside synergis-
tic coupling potential between HLFC and VC for drag reduction.

1.2 State of the Art

To build a foundation for the assessments conducted within this thesis, a short overview
of work related to both technology bricks is presented below. Furthermore, literature
concerning the coupled application of VC and HLFC is introduced, to which the objec-
tives of this thesis are connected. The content of the section closely follows a previously
published paper by the author in the journal of Aerospace Science and Technology [54]1.

Hybrid Laminar Flow Control. The earliest activities concerning laminar flow
control (LFC) were conducted within the time frame from the late 1930s to the late
1960s. This first era of LFC research was concluded by a shift in priorities, primarily
concerning the United States allocating resources to military programs connected to the
Vietnam War. Nevertheless, interest in research and development activities re-emerged
after the oil embargo in 1973, with the main goal of reducing fuel burn associated with
aircraft operation. This led to numerous research projects in the United States, shortly
after which research in Europe was resumed in the time frame starting from the 1980s
to today [13,139].
Concerning European research activities2, one of the first programs that underwent flight
tests was an HLFC system applied on the fin, and later in the inboard section of the
wing of a Dassault Aviation Falcon 50 business jet [15]. The experiments primarily

1 All authors consented to publication in this thesis. 1270-9638/© 2023 Elsevier Masson SAS.
2 The overview presented in the following focuses on European research programs, for comprehensive

overviews of US activities the reader may refer to Refs. [13, 53,60]
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showed the feasibility of controlling boundary layer transition by means of HLFC, even
in the highly three-dimensional flow close to an aircraft fuselage. Furthermore, the ex-
periments revealed driving parameters for the suppression of attachment line transition,
using boundary layer suction and application of a Gaster bump [37], next to systems for
prevention of insect or ice contamination.
Following these investigations, a series of large-scale European research projects were ini-
tiated, for a comprehensive overview the reader may refer to Refs. [53] and [139]. Within
the projects, numerous wind tunnel and flight tests were performed, both on wings, e.g.
by retrofitting a NLF glove on the mid-wing section of a Fokker F100 aircraft [134], and
on the vertical tailplanes of transonic transport aircraft.
One of the most prominent examples for the latter is the application of HLFC to the ver-
tical tail plane (VTP) of an Airbus A320. First flight tests were conducted in 1998 [47],
underlining the potential for drag reduction and transition control through HLFC. Due
to the complexity of the applied suction system, Horstmann et al. [48] introduced a
simplified suction system, which was further developed by Schrauf and von Geyr [113],
undergoing wind-tunnel tests in 2014. Flight tests with the simplified suction system
design were again conducted on the VTP of the ATRA Airbus A320 in the course of the
AFLoNext project in 2018. These worked as a proof-of-concept for the simplified suction
system and showed the corresponding shift in transition location on the VTP through
HLFC integration. An overview of aerodynamic modeling and design techniques via
computational fluid dynamics (CFD) and linear stability theory (LST) are described by
Schrauf and von Geyr [114], alongside sample results from the flight tests.
Based upon the above-mentioned research results, the latest activities are tailored to-
wards integration and manufacturing aspects of HLFC systems. Within Ref. [10], the
authors summarize different efforts for increasing the technology readiness level of a
HLFC system, performed within the scope of the European CleanSky 2 project HLFC-
WIN. A key result is the ground-based demonstrator of an HLFC wing section, featuring
necessary sub-systems for operation and aspects considering maintenance and economic
impact of the HLFC system [61].
Up to the present day, the number of aircraft possessing an HLFC system certified for
commercial operation is limited. After the above-mentioned flight tests on the Dassault
Falcon 50, Dassault certified a Falcon 900 business jet with a HLFC system applied to
the inboard station of the wing, accumulating 1000 flight hours from 1995 - 97 with
the HLFC system in operation [139]. The latest example of an HLFC system active in
operation is on the empennage of the Boeings 787-9 and -10 aircraft, using a passively
driven suction system [53]. Nevertheless, details apart from news articles have not been
published so far.

Variable Camber Wing. Variable Camber (VC) technology has been incorpo-
rated as a means of active flow control since the dawn of aviation, e.g. already the
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Wright Flyer incorporated a wing that could be seamlessly warped in its twist for con-
trolling the aircraft about its roll axis [5].
While the latter example reflects a deformation of a primary flight structure, i.e. the
wing, the way in which roll control or high-lift is achieved on modern airliners has not
fundamentally changed. Control surfaces or high-lift devices effectively alter the wing
geometry and thus the airfoil camber, adapting the pressure distribution on the wing to
achieve the desired behavior of the aircraft.
The above-mentioned use cases of VC may be classified as "conventional" application
scenarios. Nevertheless, as introduced above and relevant for this thesis, VC might as
well be used to actively adapt the geometry of the aircraft wing to the current operational
point during the cruise segment of the aircraft3. Thereby, an additional geometrical de-
gree of freedom to the otherwise fixed outer mold line of the wing is added, opening
the opportunity for optimization of the aircraft not only to multiple (fixed) operating
points, but also to intermediate operating conditions (cf. Sec. 1.1) [85].
The realization of VC can be structured into three main streams, namely adaptation of
the entire airfoil shape, adaptation of nose- and trailing edge geometry, or adjustments
of the trailing edge geometry solely [125]. Stemming from the first domain, modern
materials and processes allow for seamless adaptation of the outer mold line of an airfoil
or wing, one of the latest examples being presented by Joo et al. [59]. The concept
is termed "Variable Camber Compliant Wing" (VCCW), where numerical studies and
wind tunnel tests of a demonstrator segment using composite materials alongside compli-
ant mechanisms indicate the potential for lift-to-drag ratio optimization for an expanded
operating parameter range.
The VCCW builds upon earlier studies, one of them being reflected by the "Mission
Adaptive Wing" (MAW). The MAW was not only used for analyses considering the
possibility of increasing the lift-to-drag ratio [124] through VC, but also for its potential
considering maneuver load control [128]. Variable camber integration was achieved by
locally adapting the wing shape in the leading and trailing edge regions of an F-111A
Fighter Aircraft, using flexible fiberglass elements in connection with sliding panels.
Following these analyses, a lot of effort has been directed especially to the structural
realization of VC integration, using seamlessly deformable leading and trailing devices.
For instance, the so-called "Smart wing model" [65] used shape memory alloys along-
side a torque-tube actuation to achieve VC integration, next to twist adaptation of a
demonstrator. Nevertheless, while reflecting the corresponding potential in wind-tunnel
experiments, upscaling the demonstrator to aircraft level proved impossible due to the
power requirements of the system, especially when targeting operation in transonic flight
regimes.
A concept designed for transonic flight and especially operation in conjunction with a

3 Further potential of VC lies, e.g. in maneuver or gust load, shock and buffet control.
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laminar wing was developed within the research program ADIF [125]. Variable cam-
ber integration in the trailing edge region of the wing was achieved using the so-called
"finger concept" [79], which consists in flexible ribs made up of several moveable plates,
next to a flexible skin sliding along the deformed ribs of the wing. Furthermore, VC
was coupled with shock control bumps within the project, where numerical analysis of
such a coupled system approach applied to the wing of an Airbus A340 [20] showed a
possible aerodynamic benefit of approx. 4% drag reduction when applying the coupled
system. Next to the system consisting in VC and adaptive shock control bumps, the
analysis presented in [20] considered HLFC in the aircraft polars by assuming a suitable
HLFC system being able to maintain laminar flow on 60% of the wing area.
Latest developments towards VC integration at the trailing edge are for instance pre-
sented by Nguyen et al. in Refs. [81, 82]. The system is termed "Variable Camber
Continuous Trailing Edge Flap", featuring a VC trailing edge device with multiple seg-
ments in chord- and spanwise direction. While the system primarily targets the aspect of
aeroelastic tailoring, the numerous degrees of freedom connected to the device assessed
a potential benefit of 6% in lift-to-drag ratio when compared to a single-element trailing
edge device in wind tunnel tests.
The above-mentioned concepts are all primarily developed for VC integration to aircraft
wings, i.e. the primary design goal is to achieve the highest possible geometrical degrees
of freedom with the lowest possible system complexity. This typically leads to such
systems requiring the usage of mechanisms and materials that do not possess a suffi-
ciently high technology readiness level for the short- to mid-term time frame envisaged
within this thesis. Furthermore, VC application is subject to operational constraints in
a realistic scenario. That means, integrating VC due to deformation of the entire airfoil
will not be possible in the near future, due to the installation space of the deformation
mechanisms being blocked by the fuel tanks within the wings. Integrating VC in trail-
ing and leading edge regions of the wing is primarily subject to high-lift requirements
of the aircraft during take-off and landing, further limiting the above-mentioned design
freedom by this requirement.
Nevertheless, the latter aspect not only limits but also opens an attractive method for
VC integration in terms of the multi-functional usage of modern high-lift devices. Such
integration is presented by Strüber and Reckzeh in Refs. [127] and [93], respectively,
where VC capabilities are implemented to the wing of the Airbus A350 XWB via de-
flections of the "Adaptive Dropped Hinge Flap" (ADHF). The design philosophy of
the high-lift system is tailored towards the multi-functional character as a VC system.
Multi-functionality is achieved through the Fowler motion of the dropped hinge flap
being accompanied by a spoiler droop, and a simplified kinematics system allowing for
streamwise deflection of the flap, leading to a completely sealed flap gap for deflection
angles between δADHF = [−2◦; 4◦].
A similar approach is used on the wing of Boeing’s 787 aircraft family [72, 80]. Again
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a Fowler-type flap is applied alongside a spoiler droop, leading to the desired multi-
functionality of the high-lift system for VC integration. Both approaches are operative
in the latest products of the two biggest airframers and, therefore, represent the latest
state of operative VC integration applicable to the analyses performed within this thesis.

HLFC - VC Coupled Application. In the paragraph above, constraints and
limitations towards the application of VC for the analyses within this thesis were formu-
lated, leading to the most promising concept being the multi-functional usage of high-lift
devices for VC integration. Nevertheless, further considerations have to be made when
aiming for a HLFC/VC system coupling. These aspects primarily target VC integration
in the leading edge region of the wing, where the HLFC suction system is situated.
At first, a major concern for the operation of an HLFC system is imposed by the pre-
vention of wing contamination. On one hand, this refers to insects or ice accumulating
in the leading edge region of the wing during take-off and climb, ultimately tripping the
boundary layer to premature transition in the same region. On the other hand, insects
as well as ice might block the holes of the HLFC suction panel, for which the system is
not able to provide a sufficient suction mass flow to suppress boundary layer transition.
Secondly, VC integration in the leading edge region of the wing is limited to contour de-
formations of the lower side of the airfoil. Suction is typically applied only to the upper
side of the wing, while the suction panel is fabricated from a perforated titanium sheet
and may not be deformed. Furthermore, the upper surface of the wing incorporating
the HLFC system needs to be smooth, which prohibits the usage of any leading edge
device requiring a gap on the upper surface of the wing.
The "go-to solution" used to provide for contamination shielding, alongside sufficient
high-lift performance of the wing, is the application of a Krueger flap at the leading
edge of the wing [50]. This approach is, for instance, also realized in the HLFC ground-
based demonstrator introduced above in Ref. [10]. While satisfying the above-mentioned
requirements, this limits the application region of VC to the trailing edge region of the
wing, at least considering the technology status presumed within this thesis.
Different studies already indicate the potential of coupling both technologies synergis-
tically. Greff formulated VC incorporation being a "prerequisite for a HLFC wing to
control the pressure gradients and the off-design behaviour" [41], while formulating dif-
ferent aerodynamic design constraints and interplays with aeroelasticity, aircraft weight
and performance. Later, Edi [27] and Edi and Fielding [28] developed a design method-
ology and applied a simplified drag prediction methodology to assess the technology
coupling, showing a potential drag reduction of 10%.
Further aspects considering the effects of camber variations on off-design operations of
an HLFC system are included for instance in [89], where in the course of airfoil design
for Boeing’s HLFC flight tests on the wing of a Boeing 757 [139], optimal trailing edge
flap deflection angles for extensions of the HLFC envelope are studied.
The above-mentioned references present a baseline from which this work initiates. While
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the potential is indicated, there is a lack of systematic assessments on full-scale realis-
tic configurations, especially envisaging three-dimensional aerodynamic effects at flight
Mach and Reynolds numbers. Modern, high-fidelity computational tools open the pos-
sibility for further analyses, from which the main objectives of the present thesis are
derived.

1.3 Objectives and Thesis Outline

The goal of the present thesis is to analyze the above-introduced technology coupling
using high-fidelity numerical tools and to assess the possible synergistic potential and
trade-off effects from the viewpoint of configurational aerodynamics. The focus lies on
the potential to reduce aerodynamic drag during the cruise segment of a typical tran-
sonic transport mission, especially considering the operation of the aircraft for variable
operating conditions. The assessments are performed on a set of realistic configurations,
extending the current state-of-the-art in different aspects.
A key element of the analyses is the prediction of transition position on swept, ta-
pered aircraft wings. As substantial variations characterize the parameter space for the
herein-presented observations, this poses constraints on the applicable numerical simula-
tion tools. Reynolds-averaged Navier-Stokes simulations offer the best trade-off between
accuracy and computational cost, for which they present the core element for flow sim-
ulation within this thesis. The go-to solution in an engineering or industrial context
for transition prediction is linear stability theory coupled to an eN -Method. While the
method is not free of empiricism (in the choice of critical N -factors) and a set of model-
ing assumptions used in the context of the two-N -factor method introduced later in this
thesis (see Sec. 2.2.2.2). Next to its maturity, it offers the advantage of being directly
calibratable through experimental data and possessing a high level of compatibility to
the workflow of a typical CFD simulation. The systematic coupling within the context
of combination with a VC-system has not been documented so far in this context.
More recent approaches for transition prediction, in the framework of turbulence mod-
eling, are also applied and analyzed within this thesis. A toolchain for modeling the
influence of an active boundary layer suction system is presented within this thesis (see
Sec. 2.3.1), and the influence on driving relations of one of the most widely spread
local-correlation based transition transport models (LCTM), the γ − Reθ+CF model,
are assessed.
Results with both transition prediction approaches, on isolated wing level are presented
in chapter 3, while the analysis is extended to configuration level in chapter 4, both for
design as well as off-design conditions.
This work originated from the joint research project CATeW4 (Coupled Aerodynamic

4 Funded within the scope of the German national civil aviation research programme (LuFo VI-1) of
the Federal Ministry for Economic and Affairs and Climate Action (BMWK), FKZ: 20E1917B
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Technologies for Aircraft Wings) between the author’s institution, the chair of Aerody-
namics and Fluid Mechanics of the Technical University of Munich, and the Institute of
Aerospace Systems of RWTH Aachen University. A dedicated goal of the project was
not only the aerodynamic assessment of the technology coupling introduced above but
also consisted of the formulation of reduced order models based on the comprehensive
aerodynamic data sets. This allows for an efficient data flow of high-fidelity simulation
data into low-fidelity toolchains, such as those used by the project partner for analy-
sis on system level and in the context of overall aircraft design. Therefore, chapter 5
of the thesis is dedicated to the application and formulation of different methodologies
for model order reduction, suitable for direct integration into low-fidelity aerodynamic
toolchains. This aspect builds an indispensable building block to assess the aerodynamic
benefits introduced by the technology coupling on the overall aircraft level. A general
overview of the thesis structure can be extracted from Fig. 1.3.
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2 Theory and Computational
Modeling Framework

The following chapter gives an overview of relevant theoretical and methodical aspects
for the herein presented analyses. Within Sec. 2.1, an introduction to boundary layer
theory with a special focus on the mechanism of laminar-turbulent transition and tran-
sition control is presented, see Secs. 2.1.1 and 2.1.2, respectively.
The numerical framework for the analyses in terms of Reynolds-averaged Navier-Stokes
(RANS) simulations is presented in Sec. 2.2.1, while later applied tools for transition
prediction in terms of local correlation-based transition turbulence models (Sec. 2.2.2.1)
and linear stability theory (Sec. 2.2.2.2) are introduced.
The implemented framework for modeling an active suction system within a numerical
simulation is presented in Sec. 2.3.1, followed by details considering the modeling ap-
proach for variable camber integration in Sec. 2.3.2, with a brief overview of the modeling
methods integration into an automated software framework in Sec. 2.3.3 concluding the
chapter.

2.1 Boundary Layer Theory and Transition

Before Prandtl introduced the concept of the boundary layer in his conference contribu-
tion "Über die Flüssigkeitsbewegung bei sehr kleiner Reibung" [88], (analytical) solution
of the governing flow equations was only possible assuming inviscid flows, i.e. observing
the limiting case of the Reynolds number [107]:

Re =
u∞lref
ν

(2.1)

approaching Re→ ∞.
Nevertheless, examples such as D’Alembert’s paradox1 underline the importance of in-
corporating viscous effects into the analysis of wall-bounded flows characterized by high,
but finite Reynolds numbers.
Prandtl, therefore, proposed dividing the flow field around bodies into two regions - an
inviscid or potential outer flow region and a thin, viscous boundary layer, fulfilling the
no-slip condition directly at the wall and matching the outer potential flow conditions
at the boundary layer edge. Confining viscous effects to the boundary layer leads to
significant simplifications of the governing equations, enabling the theoretical study of
wall-bounded flows and forming the backbone of modern computational methods for the

1 Assuming inviscid, subsonic incompressible flow, closed objects moving through a fluid experience
only normal or pressure forces. Neglecting viscous shear forces leads to the contributions of the pres-
sure forces mutually neutralizing, for which the theory predicts no drag force being exerted onto the
object - a clear contradiction with real-world observations [107].
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solution of the Navier-Stokes equations, cf. Sec. 2.2.
Since there is no sharp interface between the boundary layer and the "inviscid" outer
flow, the boundary layer thickness δ is typically defined as the wall-normal distance y, at
which the x-velocity component u within the boundary layer reaches 99% of the inviscid
outer flow velocity u∞. Further key metrics for the description of a boundary layer’s
effect on the outer flow are the displacement thickness δ1 [126]:

δ1 = lim
ζ→∞

∫ ζ

0

(
1− ρ(x,y)u(x,y)

ρ∞u∞

)
dy (2.2)

characterizing the displacement of the inviscid outer flow streamlines due to the existence
of the boundary layer2 and the momentum thickness θ:

θ = lim
ζ→∞

∫ ζ

0

ρ(x,y)u(x,y)

ρ∞u∞

(
1− u(x,y)

u∞

)
dy (2.3)

which correspondingly characterizes the momentum flux deficit imposed by the bound-
ary layer [107]. The ratio of displacement thickness to momentum thickness is referred
to as the shape factor H12:

H12 =
δ1
θ

(2.4)

Phenomenologically, the shape factor is associated with the "fullness" of a boundary
layer velocity profile, where a lower shape factor is characteristic of a fuller velocity
profile, see the left panel of Fig. 2.1.
Referring to Sec. 2.2.2.2 for a further overview of the mathematical description of
the boundary layer, another decisive distinction for the thesis at hand concerns the
boundary layer state. One generally speaks of a boundary layer being either laminar,
transitional or turbulent, referring to characteristics of the fluid flow constituting the
boundary layer. Reynolds first documented this distinction after his well-known dye
experiments in 1883 [99]. Depending on the flow Reynolds number, he observed the
fluid particles either orderly following their streamlines (laminar flow) or, after reaching
a critical Reynolds number, transitioning to an irregular flow pattern (turbulent flow).
This pattern is characterized by the formation of coherent eddies and, thus, an increased
momentum exchange between different fluid layers. The critical Reynolds number for
which such pipe flows undergo transition from laminar to turbulent is Re ≈ 2300. Con-
sidering the formulation of the Reynolds number introduced in Eq. 2.1 raises the physical
intuition, that laminar flows are rather the exception than the rule. That is, laminar
flows are connected to either small length scales and low velocities or high viscosity,
rendering most technically relevant external aerodynamic flow scenarios turbulent [18].
The state of the boundary layer is connected to different implications for wall-bounded

2 In other words, the necessary thickening of the body contour line when considering purely inviscid
flow to match the displacement effect imposed by the wall-normal mass flux defect of the boundary
layer.
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as well as free-shear flows. In the context of this thesis, the most important metric
is connected to the shear stress τ and the skin friction coefficient cf , correspondingly
imposed by the shear stress at the wall station τw onto a body [107]:

τ = (µ+ µT )
du

dy
(2.5)

cf =
τw
q∞

=
τw

1
2
ρu2∞

(2.6)

The term µT constitutes the eddy-viscosity, which, in the context of the Reynolds-
averaged Navier-Stokes (RANS) equations alongside the eddy-viscosity hypothesis, is
used as an auxiliary variable to reflect the effects of turbulent mixing on the boundary
layer velocity profile, i.e. model turbulent shear stresses or Reynolds-stresses (see Sec.
2.2.1).
As apparent from Eq. 2.5, a central characteristic of a laminar boundary layer is lower
skin friction in comparison to its turbulent counterpart, as µT ≈ 0 for a laminar bound-
ary layer, which in turn directly influences the u velocity profile and its wall-normal
gradient, see Fig. 2.1. The additional eddy-viscosity tends to make the turbulent ve-
locity profile fuller, as indicated by the associated shape factors H12. A characteristic
of a turbulent boundary layer is its turbulent "knee", arising due to the eddy-viscosity
distribution in wall-normal direction, and leading to a sharp flow deceleration in the wall
layer3 (up to y ≈ 0.2δ) of the turbulent boundary layer.

y

u

„Knee“

H12,lam = 2.6

H12,turb = 1.4

Laminar
Turbulent

y

τ 

y

μ

μ μ + μT

Figure 2.1: Sketch of characteristic streamwise velocity profiles (left panel), viscosity
(mid panel) and shear stress (right panel) distributions throughout laminar
and turbulent boundary layers, adapted from [23].

On the other hand, a turbulent boundary layer is associated with greater resistance to
adverse pressure gradients and thus flow separation, when compared to a laminar one.

3 Referring to the near-wall layer of a turbulent boundary layer, consisting of the viscous sublayer and
the buffer layer. The presence of the wall tends to dampen turbulent fluctuations, for which the wall
layer is dominated by viscous effects [68].
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Using the two-dimensional x-momentum equation with y defining the wall-normal di-
rection and x the (locally) streamwise-oriented direction, a change in fluid velocity ∆u

over an increment ∆x can be expressed as [23]:

∆u ≃ ∂u

∂x
∆x =

ρ∞u∞
ρu

∆ue +
1

ρu

∂τ

∂y
∆x (2.7)

The velocity increment ∆ue is directly connected to the streamwise pressure gradient
dp/dx and is constant throughout the boundary layer, i.e. it is typically assumed that
dp/dy ≈ 0 throughout the boundary layer. One speaks of the inviscid flow pressure
distributions being impressed onto the boundary layer. Therefore, the term ρ∞u∞/ρu

linearly scales the corresponding ∆ue throughout the boundary layer, for which an ad-
verse pressure gradient dp/dx > 0 leads to less deceleration over a streamwise increment
∆x considering the higher momentum associated with a turbulent boundary layer com-
pared to a laminar one. Taking into account the point of flow separation being connected
to flow reversal at the wall station of the boundary layer, i.e. (∂u/∂y)w = 0, gives the
turbulent boundary layer its higher separation resistance, which is of primary concern
when it comes to avoiding excessively high form drag on a body.
Following the main characteristics introduced above, two primary scenarios can be de-
ducted considering whether a laminar or a turbulent boundary layer is advantageous for
the technical application at hand. When the primary concern is to reduce skin friction
drag, the boundary layer should be maintained laminar as far downstream as possible.
In contrast, if the boundary layer is exposed to strong adverse pressure gradients, a
turbulent boundary layer is beneficial, due to its higher resistance to flow separation.
As the Reynolds number associated with a transonic transport aircraft during cruise
is typically in the orders of magnitude of O(107), and thus connected to a turbulent
boundary layer, critical transition mechanisms need to be suppressed to exploit the po-
tential to minimize the friction drag component (cf. Fig. 1.1), e.g., by employing hybrid
laminar flow control.

2.1.1 Dominant Transition Mechanisms

The change of state of a boundary layer from laminar to turbulent is called boundary
layer transition. From a phenomenological viewpoint, transition initiates from a lam-
inar boundary layer experiencing a disturbance. These disturbances amplify and lead
to the development of instabilities within the boundary layer, ultimately triggering the
transition to a turbulent state at some point further downstream.
A widespread overview of the different possible transition paths is adapted from [105] in
Fig. 2.2. As indicated above, a disturbance originating from, e.g., freestream turbulence,
sound waves, or surface irregularities is transferred into the initially laminar boundary
layer by the process of receptivity. Depending on the amplitude of the disturbance,
two core scenarios for transition can be identified. In the case of small disturbance
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amplitudes (Path I, Fig. 2.2), the growth of the so-called primary modes developing
within the laminar boundary layer is relatively slow and of small amplitude, thus can
be described using a linearized form of the boundary layer equations and performing a
corresponding stability analysis (cf. Sec. 2.2.2.2). Considering the low turbulence envi-
ronment an aircraft faces during the cruise segment, this path is crucial when it comes
to transition on transport aircraft wings, for which path I reflects what is referred to as
natural transition.
Since the incurring disturbances associated with primary instability modes are weak,
their growth is subject to and thus can be controlled by pressure gradients, surface mass
transfer (suction) and temperature distributions, see Sec. 2.1.2. Nevertheless, once the
disturbances reach a specific amplitude, the linearized ansatz is no longer applicable,
as three-dimensional and nonlinear interactions lead to the development of secondary
mechanisms, for which rapid disturbance growth ultimately provokes the breakdown of
the laminar flow into turbulence.
The second critical scenario for transition is denoted as path V in Fig. 2.2. For large
environmental disturbances, the growth of primary modes and subsequent development
of secondary mechanisms are bypassed and transition is caused immediately, for which
this mechanism is termed Bypass-Transition.
Paths II - IV in Fig. 2.2 refer to what is known as transient growth, which results
from the interaction of two stable boundary layer modes. Depending on the disturbance
amplitude, this process triggers any of the critical mechanisms described above [105].

Amplitude

Forcing Environmental Disturbances

Receptivity

I V
Transient Growth

Bypass

IV

Secondary Mechanisms

II

III

Breakdown

Turbulence

Primary Modes

Figure 2.2: Overview of different mechanisms characterizing the transition process,
adapted from [105].
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Considering the application case of the thesis at hand, the main focus is upon the
boundary layer developing for attached, wall-bounded flows around swept, high aspect
ratio aircraft wings, as schematically presented in Fig. 2.3. When considering a lam-
inar wing, the critical path to transition is reflected by primary instability modes, i.e.
path I in Fig. 2.2 needs to be suppressed. From this group, a series of different pri-
mary transition modes are of central importance when it comes to maintaining laminar
flow through HLFC application, namely attachment line transition (ALT), cross-flow
instabilities (CFI) and Tollmien-Schlichting instabilities (TSI). Each of these transition
mechanisms is connected to a critical region on an aircraft wing (see Fig. 2.3) and will
be presented in more detail in the following.

u∞

vN vT

φLE

b)

Attachment Line

δ

Inviscid
Streamline

φLE

u∞
vN

vT

Inviscid
StreamlineALT

CFI TSI

xizi

yi
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Secondary
Mechanisms

∂p
∂x < 0

∂p
∂x > 0

Possible
Transition Line
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xizi τw
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xi ue
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u

β

Figure 2.3: Panel a): Overview of three-dimensional inviscid streamline development on
swept aircraft wings, alongside an indication of critical regions for different
primary transition mechanisms. Panel b): Detailed view of attachment line
flow. Panel c): Detailed view of three-dimensional boundary layer velocity
profile. Adapted from [9,60,107].

Attachment Line Transition. The flow around the attachment line of a swept
wing is schematically depicted in Fig. 2.3 b). In contrast to a purely two-dimensional
flow, no designated stagnation point develops, but the flow attaches along a so-called
attachment line. As shown in Fig. 2.3 b), the freestream velocity vector u∞ can be
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split into a leading edge normal velocity component vN , and a tangential velocity com-
ponent vT , where the latter, spanwise velocity component is dominant concerning the
development of the attachment line boundary layer. Over a series of bifurcations, the
chordwise velocity component of the inviscid outer streamline increases, therefore curv-
ing the streamlines in the direction of the freestream [38].
The attachment line boundary layer might undergo transition from laminar to turbulent
flow due to two different effects. First, as a type of bypass transition, disturbances from,
e.g., the turbulent fuselage boundary layer might propagate into the attachment line
boundary layer along the wing-body junction, rendering the attachment line completely
turbulent along the entire wing span. This phenomenon is termed leading edge contam-
ination (LEC) and must be suppressed in the context of a laminar wing, e.g. through
utilization of a Gaster bump [37], as the initial state of the attachment line boundary
layer dictates the boundary layer state of the entire wing.
Additionally, due to the structure of the attachment line boundary layer being primar-
ily two-dimensional in spanwise direction, it might undergo natural transition due to
Tollmien-Schlichting type instabilities (see paragraph below) [8].
Quantitatively, two different criteria are typically applied to assess whether the attach-
ment line boundary layer is laminar or turbulent. These criteria are based on the at-
tachment line momentum thickness Reynolds number Reθ,AL [31]:

Reθ,AL =
vT θAL

ν
(2.8)

where Reθ,AL is typically expressed as Reθ,AL = 0.4044R, with R denoting a velocity gra-
dient based Reynolds number stemming from the analytical solution of a swept Hiemenz
flow4, i.e. the attachment line flow about an infinitely long swept cylinder [38].
Following theoretical [43] and experimental investigations by Pfenninger [86] and Poll
[87], the Pfenninger-Poll criterion builds upon the critical momentum thickness Reynolds
numbers Reθ,AL,nat = 230 and Reθ,AL,LEC = 100, typically applied in the cases of nat-
ural transition of the attachment line boundary layer or leading edge contamination,
respectively [60].

Cross-Flow Instability. Downstream of the wing leading edge region, the swept-
wing boundary layer possesses a marked three-dimensional structure. This is a result of
the spanwise pressure gradient arising due to the geometric sweep of the wing, typically
manifesting itself in an s-shaped inviscid streamline shape (see Fig. 2.3 a). As exemplar-
ily sketched in Fig 2.3 c), the three-dimensional boundary layer velocity profile consists
of a cross-flow velocity component vc and a streamwise (local flow direction) velocity
component u, the superposition of which leads to the skewed three-dimensional veloc-
ity profile. As indicated above, the cross-flow velocity component develops due to the

4 Thus being a function of the leading edge or cylinder radius, the leading edge sweep angle and the
unit Reynolds number [101]
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(constant) spanwise pressure gradient acting upon portions with different momentum
throughout the boundary layer. Low momentum portions of the boundary layer, close
to the wall, face a more pronounced acceleration due to the spanwise pressure gradient,
whereas approaching the boundary layer edge, centrifugal forces balance the pressure
forces exerted onto the fluid particles.
As the cross-flow velocity components are zero both at the wall station and the edge of
the boundary layer, a cross-flow velocity profile inherently possesses an inflection point,
which according to the criterion initially introduced by Rayleigh [69] and later further
developed by Tollmien [130], presents a sufficient criterion for the existence of inviscid
instability [107].
Transition due to cross-flow instability is critical for geometric sweep angles φLE > 25◦,
especially in the leading edge region of the wing where high flow acceleration leads to the
development of strong cross-flow profiles. Cross-flow instabilities manifest themselves as
a set of stationary, co-rotating vortices, where the corresponding vortex axes are aligned
with the inviscid streamline direction xi [107].

Tollmien-Schlichting Instability. Tollmien-Schlichting instabilities are the pri-
mary transition mechanism when considering quasi two-dimensional boundary layers,
and are therefore critical for unswept wings, or, provided neither ALT nor CFI causes
premature transition, in the mid-chord region of a swept wing, typically in the adverse
pressure gradient region downstream of the point of minimum pressure. This is due
to an adverse pressure gradient highly destabilizing a laminar boundary layer towards
primary instability modes. As discussed in the last part of Sec. 2.1, this is connected to
an adverse pressure gradient leading to a strong flow deceleration throughout the lam-
inar boundary layer and, thus, as for CFI, promoting the development of an inflected
boundary layer velocity profile. On the other hand, a negative (or proverse) pressure
gradient dp/dx < 0 leads to the opposite effect, namely a stabilization of the streamwise
boundary layer profile as it acts in making the profile fuller, i.e., decreasing its shape
factor H12.
Tollmien-Schlichting instabilities, named after the theoretical foundations of Tollmien
[129] and Schlichting [106], are disturbance waves propagating in the streamwise direc-
tion of the boundary layer. As depicted in Fig. 2.4, the transition process due to TSI
possesses several distinct stages.
The process of receptivity initially transfers external disturbances into the laminar
boundary layer. These disturbances are initially damped within the laminar bound-
ary layer (I) up to a specific location characterized by the indifference Reynolds number
Reind, which determines the first point within the boundary layer at which disturbances
are amplified and form Tollmien-Schlichting waves (II). The growth of these waves can
be described by linear stability theory (see Sec. 2.2.2.2). As presented in Fig. 2.2, at
a point further downstream secondary instabilities develop, ultimately leading to the
formation of so-called Λ-vortices (III), which decay (IV) and promote the development
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of turbulent spots (V), representing the seed points for fully turbulent flow at the critical
Reynolds number Recrit (VI) [107].

u∞

0
x

u∞

δ(x)

Laminar
Flow

Turbulent
Flow

Transition

Reind

Recrit

I II III IV V VI

Figure 2.4: Characteristic stages of the transition process driven by Tollmien-Schlichting
instabilities, adapted from [107].

Other Transition Mechanisms. The previously discussed transition mechanisms
are central when it comes to HLFC. Nevertheless, a series of further transition mecha-
nisms exist, possibly arising on aircraft wings, described in the following paragraph.
One of them is separated-flow transition, where a laminar boundary layer separates,
for instance, due to a pronounced adverse pressure gradient or from a sharp geometri-
cal edge, with the transition process subsequently taking place in the free-shear layer.
Depending on the strength of the adverse pressure gradient, the turbulent shear layer
either reattaches, forming what is known as a laminar separation bubble, or stays com-
pletely separated. The transition mechanism is attributed to a combination of Tollmien-
Schlichting waves in the attached laminar boundary layer, leading to the amplification
of Kelvin-Helmholtz instabilities in the free-shear layer [42,126].
Another transition mechanism is reflected through the formation of (Taylor-)Görtler
instabilities. These instabilities manifest themselves as counter-rotating vortex pairs,
which form due to centrifugal forces in concave parts of the airfoil, e.g. as present in
the trailing edge region of the lower airfoil side [107]. Nevertheless, in the context of
a transonic swept wing, Görtler instabilities are typically not critical, as the boundary
layer will undergo transition upstream of the above-mentioned region.
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2.1.2 Transition Control

Each critical transition mechanism presented in Sec. 2.1.1 is influenced by a series of
parameters and, thus, can be controlled by adequately setting them. From a purely aero-
dynamic viewpoint, one can define a set of "external" parameters, such as the freestream
turbulence intensity [107]:

Tu =

√
1
3
(u′

2
+ v′

2
+ w′2)

u∞
(2.9)

where prime denotes fluctuating velocity components in a turbulent velocity field, acous-
tic disturbances, e.g. stemming from engine noise, or the surface quality of the aircraft
wing. External refers to these parameters not being primarily connected to the aero-
dynamic design of an aircraft. Parameters influenced by mission planning include the
flight Mach and Reynolds numbers, the latter connecting the aircraft’s operating point
to its wing shape through the corresponding planform. Connected to the planform, key
parameters from an aerodynamic viewpoint are correspondingly the three-dimensional
wing and airfoil shapes. These transfer to one of the central levers for passive transi-
tion control, namely achieving an adequate pressure distribution and gradient on the
wing surface, promoting a laminar boundary layer. Finally, arising from the domain
of active transition control, the inclusion of boundary layer suction and control of the
wall temperature reflect central parameters affecting the transition development on a
wing [31,107].
Following the differentiation in terms of external, passive, or active parameters influ-
encing transition, different technological solutions emerged for controlling and delaying
transition on swept aircraft wings, an overview of which is presented in Fig. 2.5.
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Figure 2.5: Characteristic transition mechanisms in dependence of wing sweep angle and
cruise Reynolds number, with additional indication and schematic represen-
tation of applicable techniques (NLF, LFC, HLFC) for maintaining laminar
flow. Adapted from [53,101,110]

The first technique is denoted as natural laminar flow (NLF), where boundary layer
transition is delayed solely by passive means. This is realized by choosing an adequate
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planform (unswept or marginally swept wings) and airfoil geometry, which achieves the
desired pressure distribution on the wing surface. So-called laminar airfoils implement
small leading edge-radii, while the point of maximum thickness is shifted downstream in
comparison to, e.g., classical supercritical airfoil as the one sketched on the top right of
Fig. 2.5. This design promotes the development of a pressure distribution characterized
by an extensive region of negative pressure gradient flow, which, as mentioned in Sec.
2.1.1, stabilizes the laminar boundary layer concerning Tollmien-Schlichting instabilities.
The transonic flight regime of transport aircraft necessitates a leading edge sweep angle
that exceeds the range of applicability of NLF, making it technically advantageous to
resort to what is known as laminar flow control (LFC). This is connected to the critical
transition mechanisms switching from TSI to ALT and CFI for φ > 20◦ [98], where
especially the latter cannot be controlled effectively by shaping the pressure distribu-
tion, as any pressure gradient acts in a destabilizing way upon the cross-flow velocity
profile [121].
Laminar flow control refers to applying suction on the entire chord length of the airfoil.
Boundary layer suction is the most effective way of suppressing transition due to CFI.
Suction stabilizes the boundary layer velocity profile by reducing the boundary layer
thickness, therefore making the velocity profile "fuller". From a flow physical viewpoint,
the stability increase of a thinner boundary layer is associated with vortical disturbances
being drawn closer to the wall, where higher dissipation reduces the associated ampli-
fication rates of instability modes [19]. Consequently, suction is not only applicable for
the stabilization of the flow concerning CFI but also enhances the stability of a laminar
boundary layer with respect to TSI and ALT. Wall cooling has shown a similar effect
in stabilizing TSI but, apart from the technical challenge connected to the provision of
a sufficient temperature gradient towards the wall, is much less effective for controlling
CFI compared to suction [60].
The combination of NLF and LFC is known as hybrid laminar flow control (HLFC).
As introduced above, suction is applied in the front region of the airfoil, typically up to
the front spar of the wing, to avoid premature transition due to CFI and ALT (cf. Fig.
2.3 a). Downstream of the suction panel, the dominant transition mechanism is TSI,
for which it suffices to naturally stabilize the flow by assuring a large extent of negative
pressure gradient flow. Requirements towards the pressure distribution for an HLFC
airfoil will be discussed in the context of the isolated wing results in Sec. 3.2.2.

2.2 Numerical Modeling Framework

The assessments of the VC-HLFC technology coupling presented within this thesis are
performed in the context of a RANS framework, where the DLR TAU Code [119] is
employed as flow solver. Therefore, an overview of the governing flow equations in their
Reynolds-averaged form is provided in Sec. 2.2.1, with an additional focus on the as-
pect of turbulence modeling. One central requirement of the computational framework
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concerns the incorporation of boundary-layer transition due to the above-introduced
mechanisms into the simulations, more precisely in an automatic prediction of the tran-
sition location, which is subsequently imposed onto the CFD solution during run time.
To achieve this goal, two different philosophies are presented in Secs. 2.2.2.1 and 2.2.2.2,
one employing the γ − Reθ+CF model, stemming from the domain of local-correlation
based transition turbulence-models (LCTM), and on the other hand linear stability the-
ory (LST) using the two-N -factor method, coupled to a conical boundary layer code and
the flow solver.

2.2.1 Computational Fluid Dynamics

The full set of (Favre- and) Reynolds-averaged Navier-Stokes equations, solved in the
framework of computational fluid dynamics, reads [11]:

∂ρ̄

∂t
+

∂

∂xi
ρ̄ũi = 0 (2.10)

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũjũi) = − ∂p̄

∂xi
+

∂

∂xj
(σ̄ij − ρu′′i u

′′
j ) (2.11)

∂

∂t
(ρ̄Ẽ) +

∂

∂xj
(ρ̄ũjH̃) =

∂

∂xj

(
−q̄j − ρu′′jh

′′ + σiju′′i − ρu′′jk

)
+

∂

∂xj

[
ũi
(
σ̄ij − ρu′′i u

′′
j

)] (2.12)

p̄ = ρ̄RT̃ (2.13)

where bar relates to the Reynolds-average, tilde to the Favre-average5, and double-
prime to the fluctuating part of the Favre-average, i.e. u′′i = ui− ũi [136]. Based on [136]
and [104], additional relationships constituting the terms arising in the momentum 2.11
and energy equation 2.12 read as:

σij = 2µ̃

(
S̃ij −

1

3

∂ũk
∂xk

δij

)
(2.14)

for the viscous stress tensor σij, where the molecular viscosity µ is typically expressed
through the temperature T following Sutherland’s law:

µ = µ0

(
T

T0

) 3
2 T0 + Su

T + Su
(2.15)

where µ0 = 1.716 · 10−5 kg/(ms), T0 = 273.15 K and Su = 110.4 K.
The reader may refer to, e.g., [136] or [4] for a detailed description and the physical
interpretation of the remaining terms in the RANS equations, such as total and specific

5 The Favre-average generally represents a mass-weighted average of a quantity ϕ, i.e. ϕ̃ = ρϕ/ρ.
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energy E, e and enthalpy H and h, respectively, or the molecular heat flux q. The cen-
tral remaining term considered in turbulence modeling and thus the framework applied
within this thesis is the term ρu′′i u

′′
j = τij, which constitutes the Reynolds-stress tensor.

Half of the Reynolds-stress tensor trace is denoted as the turbulent kinetic energy k:

ρk̃ =
1

2
ρτkk (2.16)

Employing the eddy-viscosity hypothesis introduced by Boussinesq, the components of
the Reynolds-stress tensor can be expressed as [11]:

τij = 2µT S̃ij −
(
2µT

3

)
∂ũk
∂xk

δij −
2

3
ρk̃δij (2.17)

Comparison with Eq. 2.14 for the viscous stress tensor reflects the main modeling as-
sumption Boussinesq introduced for turbulent stresses, namely the momentum transfer
due to the process of turbulent mixing being similar to momentum transfer imposed
by viscosity onto a laminar flow, introducing the eddy-viscosity µT as the linear scaling
factor. As both terms are connected to the strain rate Sij, molecular or, as frequently
termed, laminar viscosity and eddy- or turbulent viscosity are typically lumped together
to the effective viscosity µeff = µ+ µT (cf. Eq. 2.5) when solving the RANS equations.
For the numerical flow simulations presented within this thesis, the k − ω Shear Stress
Transport (SST) turbulence model derived by Menter [77] is used. The model is based
on two additional transport equations for the turbulent kinetic energy k and the specific
turbulent dissipation rate ω [11]:

∂ρk

∂t
+
∂ρujk

∂xj
=

∂

∂xj

[
(µ+ σkµT )

∂k

∂xj

]
+

Pk︷ ︸︸ ︷
τijSij −

Dk︷ ︸︸ ︷
β∗ρωk (2.18)

∂ρω

∂t
+
∂ρujω

∂xj
=

∂

∂xj

[
(µ+ σωµT )

∂ω

∂xj

]
+
Cωρ

µT

τijSij − βρω2

+ 2(1− F1)
ρσω2
ω

∂k

∂xj

∂ω

∂xj

(2.19)

which need to be solved numerically alongside the RANS Eqs. 2.10 - 2.13. Through k

and ω, the eddy-viscosity µT arising in the corresponding equations is expressed as [11]:

µT =
ρa1k

max(a1ω,ΩF2)
(2.20)

The k − ω SST model is one of the most widespread models for external aerodynamic
applications. The model combines the k−ω model of Wilcox [135] with a high Reynolds
number formulation of the k − ϵ model by the usage of a model blending function F1.
The blending function activates and smoothly blends the closure coefficients σk, σω, Cω,
β, of the respective models depending on the distance to the nearest wall. The rationale
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Table 2.1: Numerical settings and schemes employed for the flow simulations.

Spatial Discretization Central scheme
Temporal Discretizaion Backward Euler scheme
Multigrid Scheme 3W
Convergence Criterion Cauchy criterion with ∆CL/D/M < 1 · 10−5

for 500 iterations

is to activate the turbulence models in their correspondingly advantageous regions, that
is, the k−ω model in near-wall regions and the k− ϵ model in freestream and free-shear
layer regions of the flow field. This is targeted at the k − ω model being superior due
to the formulation of its dissipation term when it comes to low Reynolds numbers flows,
where k → 0, such as in the near-wall portions of the boundary layer. In contrast, the
k − ϵ model is less sensitive to the freestream and inflow boundary conditions imposed
on ω when compared to the k − ω turbulence model, for which the above-mentioned
regions of the flow field offer themselves for corresponding activation [11, 40]. For a
comprehensive overview of all model closure coefficients and details on the models, the
reader may refer to any of the previously indicated references [11, 68,136].
The DLR TAU code [119] is used as a flow solver throughout this thesis. The TAU code
constitutes an extensive software system for high-fidelity computational fluid dynamics
simulations. Different modules of the code are applied within this thesis for pre- and
post-processing tasks, modeling of the coupled technology system (cf. Sec 2.3), as well
as the solution of the above-introduced governing flow and turbulence equations. When
not indicated differently, a series of central numerical settings and methods have been
consistently applied within the thesis and are summarized in Tab. 2.1. Hybrid grids
predominantly consisting of prisms and tetrahedra were generated using the commercial
CENTAUR grid generator by Centaursoft [16]. As the simulations target the cruise
flight regime of the airplane, typically no transient effects need to be taken into account
for the flow simulations. Partially, local flow separation with transient flow structures
emerges at the boundaries of the simulation envelope, i.e., at high lift coefficients CL or
Mach numbers the development of aerodynamic buffet can be observed. In these cases,
an unsteady (URANS) approach has been adopted.

2.2.2 Transition Prediction

When solving the above-introduced flow equations, one inherently imposes the entire
flow field being turbulent. Therefore, the effect of boundary layer transition is not in-
cluded in the solution of the RANS equations for wall-bounded flows. When considering
the Reynolds number regime of an aircraft during cruise flight, the assumption of a com-
pletely turbulent boundary layer is justified, especially in conjunction with wing sweep
angles on transonic transport aircraft favoring boundary layer transition due to CFI or
ALT in direct vicinity of the leading edge.
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Naturally, for the assessment of an HLFC system, the effect of transition needs to be con-
sidered within the flow simulations. To reach this goal, a series of different approaches
exist, characterized by their trade-off between fidelity level and computational expense.
From the viewpoint of configurational aerodynamics, the main requirement consists of
automated prediction of the transition position in dependence on driving parameters
(cf. Sec. 2.1.2), i.e. modeling of the transition process itself is not the central neces-
sity. Next to empirical or semi-empirical criteria, e.g. the correlations of Abu-Ghannam
and Shaw [1] or Drela and Giles [24], two approaches satisfying these requirements have
been applied within this thesis and are briefly introduced in the following. First, the
γ − Reθ+CF model, stemming from the regime of local correlation-based transition
transport (LCTM) models, has been used in the numerical simulations. Furthermore,
linear stability theory with a two-N -factor approach for transition prediction is applied,
reflecting the standard method in industrial applications.

2.2.2.1 Local Correlation-Based Transition Models

Local correlation-based transition models are a subtype of turbulence models, where ad-
ditional transport equations are solved to reflect the process of boundary layer transition.
Within this thesis, the γ − Reθ+CF model is applied, which builds upon the γ − Reθ

model formulated by Langtry and Menter [67] and possesses additional correlations to
model transition due to CFI [39].
The additional transport equations for the γ −Reθ model read [67]:

∂ρR̂eθt
∂t

+
∂ρujR̂eθt
∂xj

= Pθt +
∂

∂xj

[
σθt(µ+ µT )

∂R̂eθt
∂xj

]
(2.21)

∂ργ

∂t
+
∂ρujγ

∂xj
= Pγ − Eγ +

∂

∂xj

[(
µ+

µT

σf

)
∂γ

∂xj

]
(2.22)

where R̂eθt reflects a transported momentum thickness Reynolds number at transition
onset and γ denotes the intermittency.
The transport equations for R̂eθt and γ can be readily implemented into any present tur-
bulence modeling framework, however, they pose additional complexity when it comes
to parallelization and execution of the numerical flow simulation. Coupling to the k−ω

SST model is achieved by altering the turbulent kinetic energy production Pk and de-
struction Dk terms of the turbulent kinetic energy transport equation (cf. Eq. 2.18) to
read [67]:

P̂k = γeffPk (2.23)

D̂k = min(max(γeff ,0.1),1)Dk (2.24)
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Following from the equations above, the intermittency 6 γeff is used to effectively sup-
press the production of turbulent kinetic energy in laminar regions of the boundary layer
(γeff ≈ 0) while smoothly blending into the standard turbulence model terms for fully
turbulent flow regions (γeff = 1).
Given the above-introduced LCTM framework, a set of different empirical transition
criteria is evaluated in a grid point local manner during the numerical flow simulation
to detect and model the transition process. Considering streamwise transition mecha-
nisms, e.g. transition due to TSI, Langtry and Menter [67] formulated a local transition
criterion, based upon a critical momentum thickness Reynolds number Reθc = f(R̂eθt):

Fonset,1 =
Reθ
Reθc

=
Reν
ζReθc

> 1 (2.25)

The onset of transition is thus detected when the momentum thickness Reynolds num-
ber Reθ surpasses the critical value Reθc. As denoted in Eq. 2.25, Reθ is not directly
used but substituted by Reν/ζ, as computation of the momentum thickness would re-
quire wall-normal integration of the boundary layer velocity profile, thus violating the
requirement for exclusively local operations. Therefore, the vorticity Reynolds number
Reν in conjunction with the scale parameter ζ = 2.193 (see [67]) is used, based on the
observation that the maximum of the vorticity Reynolds number, which according to
van Driest and Blumer [25] lies at the point of emergence of turbulent structures within
the boundary layer, is proportional to the momentum thickness Reynolds number Reθ.
The scale factor ζ = 2.193 is assumed to be constant, which is generally only valid for
a Blasius boundary layer and differs with altering pressure gradient. The effect of the
pressure gradient, through the pressure gradient parameter λθ, as well as the external
turbulence level, is imposed onto Reθt = f(λθ, Tu) employing an empirical transition
criterion [67], similar to the above-mentioned empirical criterion by Abu-Ghannam and
Shaw [1]. As the correlation for Reθt is only valid outside of the boundary layer, the
production term Pθt within Eq. 2.21 is employed to achieve Reθt = R̂eθt at the boundary
layer edge, while R̂eθt is subsequently diffused into and convected within the boundary
layer by the transport equation 2.21.
Grabe et al. [39] extended the model by a series of correlations to additionally account
for transition due to CFI. The variant employed within this thesis builds upon a critical
ratio of the helicity Reynolds number:

Fonset,1,CF =
ReHe

CRe+He,t

> 1 (2.26)

where again ReHe, only depends on grid point local quantities, while Re+He,t denotes
an approximated helicity Reynolds number at transition onset, correlated as a function
of a newly approximated pressure gradient parameter λ+ on the basis of experimental

6 The intermittency γeff includes a formulation for separation induced transition γeff = max(γ, γsep)
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results. The proportionality factor C is set to C = 0.7 (see [39]) in the original model
variant.
Based upon the detection of transition onset by Eq. 2.25 or 2.26, the central onset func-
tions Fonset,1 and Fonset,1,CF are abstracted with a series of further terms to the final onset
functions Fonset and Fonset,CF . Along with the transition length function Flength, these
onset functions activate the production term in the intermittency transport equation
2.22 [39]:

Pγ = (Flength[γFonset]
1/2 + Flength,CF [γFonset,CF ]

1/2)ca1ρS(1− ce1γ) (2.27)

thus gradually increasing the intermittency γ over the extent of the transition onset
location to the fully turbulent boundary layer.

2.2.2.2 Linear Stability Theory

Whilst LCTMs are a current topic of research and development activities, the usage
of linear stability analysis coupled to an eN -Method for transition prediction is highly
mature, and typically used in an industrial context when it comes to transition pre-
diction. As indicated in Sec. 2.1.1, when dealing with boundary layer transition on
transport aircraft wings and HLFC application, primary instability modes, the growth
of which can be described by linear theory, are of central interest. Following a small
disturbance ansatz, the flow variables ϕ = [u,p,ρ,T ] characterizing the laminar base flow
are decomposed into a steady mean-flow term Φ and a fluctuating component ψ [71]:

ϕ(x,y,z,t) = Φ(x,y,z) + ψ(x,y,z,t) (2.28)

Inserting the decomposition into the Navier-Stokes Equations, while neglecting all higher-
order terms (greater than O(1)) and applying the parallel flow assumption, i.e. locally
the growth of the boundary layer is neglected, leads to a set of linearized equations for
the disturbance metrics ψ(x,y,z,t). The derivation is documented, for instance, in [71].
Important for the application case at hand is the set of equations allowing for normal
mode solutions for the disturbance waves ψ:

ψ(x,y,z,t) = φ(y)ei(αx+βz−ωt) (2.29)

Equation 2.29 thus specifies a set of complex eigenfunctions or disturbance mode shapes
φ(y), while α and β specify the components of the wavenumber vector k and ω the corre-
sponding frequency. Inserting Eq. 2.29 into the linearized Navier-Stokes equations leads
to the stability equations, a system of ordinary differential equations for the disturbance
modes φ(y), which can be solved as an eigenvalue problem for different combinations
of α, β, and ω. The system of equations depends on Reynolds and Mach numbers, the
local (laminar) boundary layer velocity and temperature profiles, alongside their first
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and second derivatives [108].
More precisely, the focus of linear stability theory given the local velocity and tempera-
ture profiles is evaluating the dispersion relation:

ω = Ω(α,β) (2.30)

which specifies the combinations of the six unknown components of the complex eigen-
values α, β, and ω leading to non-trivial solutions of the stability equations. To do so,
four of the six unknown components need to be prescribed, while the other two compo-
nents are solved for. One distinguishes between the spatial and the temporal formulation
of the stability problem. In the spatial formulation, ω is considered purely real, while
the spatial amplification of the disturbance wave is described by the imaginary parts of
α and β. The temporal theory uses real wave numbers α and β, with ω comprising the
temporal amplification rate of the disturbance mode [71].
The solutions of either of the two approaches can be graphically represented using a sta-
bility diagram. A schematic representation is presented in Fig. 2.6 a), when considering
solutions to the spatial formulation of the eigenvalue problem. Depending on the stream-
wise position x, that is, the local Reynolds number Rex, and the (real) wave frequency
ω, the imaginary part of α (here considering a two-dimensional flow) is either positive,
negative or zero. When αi > 0, disturbance waves of frequency ω are damped, whereas
a negative imaginary part of α leads to amplification of the disturbances. The isoline
αi = 0 is termed the neutral-stability curve, where the furthest upstream Reynolds
number connected to αi = 0 reflects the indifference Reynolds number addressed in Fig.
2.4 [71].
Using linear stability theory for transition prediction requires coupling to a suitable tran-
sition criterion. While solving the above-mentioned stability equations leads to a set of
local amplification rates downstream of the indifference point, the criterion is needed to
quantify the magnitude of disturbance amplification required for the transition process
to take place. The connection is achieved through the eN -method, as introduced by
Smith and Gamberoni [123] and van Ingen [51].
The eN -method builds upon critical N -factors, which quantify the ratio between the
disturbance amplitude A of the most unstable mode, i.e. the envelope of different am-
plification rates, and an initial disturbance amplitude A0 (see Fig. 2.6 b). Considering
spatial theory, for a two-dimensional boundary layer the N -factor is computed as [126]:

N = max
fi

[Ni(fi)] = max
fi

[
ln

(
A

A0

)]
(2.31)

where
ln

(
A

A0

)
=

∫ x

x0

−αidx (2.32)
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The N -factor envelope is now compared to a critical N -factor, where the onset of tran-
sition is predicted at the point N > Ncrit.
For the computations conducted in the following, the linear stability solver LILO [111] is
used. Furthermore, a two-N -factor transition criterion is applied, which follows from a
series of assumptions proposed by Schrauf for the efficient aerodynamic design of swept
HLFC wings [115].
As the name implies, the two-N -factor integration strategy uses two dedicatedN -factors,
for respective growth rate integration of TS-waves NTS and CF-waves NCF . The method
is connected to several assumptions, on the one hand when prescribing the conditions
on the above-mentioned eigenvalue problem, as well as the growth rates to be integrated
yielding the corresponding N -factors. Considering a purely two-dimensional flow, the
direction of the highest wave amplification coincides with the inviscid edge streamline,
leading to the previously mentioned Tollmien-Schlichting waves. Considering the three-
dimensional case, this analogy is used for the computation of NTS-factors, i.e. the
analysis and subsequent N -factor integration is performed for waves propagating in the
direction of the inviscid boundary layer edge streamline [108].
For the determination of NCF , Schrauf [108] proposes to prescribe the wavelength while
limiting the observations to stationary cross-flow waves, i.e. ω = 0. This simplification
is based on experimental evidence, suggesting the dominant waves leading to CFI are of
constant length and stationary.
The strategies are implemented in LILO, alongside a series of schemes for estimating
relevant frequencies and wavelengths for the computation of NTS and NCF , respectively.
The N -factor envelopes are then compared to a critical N -factor curve. As the critical
N -factor curves are typically derived using experimental data, the method can be classi-
fied as semi-empiric, opening the opportunity to connect experimental data to numerical
analysis. It has to be noted, however, that the critical N -factor correlation strongly de-
pends on the experimental setting used for its determination, as transition prediction
based on the eN -method combines the initial disturbance amplitude A0, as well as the
non-linear processes leading to the conclusion of the transition process (see Fig. 2.2)
into a single critical factor. The first is highly susceptible to the process of receptivity
and thus sensitive to the experimental testing environment (e.g. wind tunnel, free-flight
experiment) used to correlate critical N -factors, while the latter cannot be modeled by
linear theory. The correlation curve used within this thesis has been derived from HLFC
free-flight experiments and is used in HLFC-related design activities, for instance, at the
DLR or Airbus [101]. The curve is depicted in Fig. 2.6, alongside an exemplary repre-
sentation of an NTS-NCF -factor envelope assessed at a representative spanwise station
of the reference wing.
Integration of LST into the RANS workflow is carried out through the automatic transi-
tion prediction framework implemented in TAU by Krumbein et. al in [64]. The workflow
builds around the aforementioned LST solver LILO, while including the compressible
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Figure 2.6: Schematic representation of an LST workflow alongside an eN -method for
transition prediction. Panel a: Stability diagram with αi = 0 isoline, leading
to N factors and corresponding N -factor envelope for the highest amplifica-
tion rate (blue), depending on the chordwise station x, depicted in panel b)
(adapted from [7]). Panel c) shows the critical NTS-NCF correlation curve
used for transition prediction within the present thesis [101], alongside a rep-
resentative NTS-NCF factor envelope extracted at a line-in-flight cut along
the wing span, shown in panel d).

conical boundary layer solver COCO [109] for the determination of highly accurate lam-
inar boundary layer velocity and temperature profiles. COCO uses a set of planform
and operating parameters from the RANS simulation and computes the boundary layer
profiles based on the pressure distribution resulting from the latter. The pressure dis-
tribution is extracted from the RANS simulation along line-in-flight cuts, i.e. at a set
of user-specified spanwise stations along the wing (see Fig. 2.6 d). The corresponding
boundary layer profiles undergo stability analysis, resulting in a predicted transition
position xtr at the corresponding line-in-flight cuts, which is communicated back to the
RANS solver. If neither transition criterion is fulfilled, the transition position is assumed
to coincide with the point of laminar boundary layer separation predicted by COCO.
It should be noted, however, that this does not necessarily imply the flow completely
separating off the wing surface at this point, as the transition to turbulent flow generally
tends to stabilize the boundary layer towards separation at the corresponding stream-
wise position.
The transition positions at the different spanwise stations, that is line-in-flight cuts, are
connected through a polygon line, upstream of which wall adjacent cells are flagged lam-
inar. The turbulence model in the RANS simulation is turned off in the corresponding
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cells, resulting in a laminar solution upstream of the transition point. Downstream of
the polygon line the conventional formulation of the turbulence model is employed.
A central advantage of using the boundary layer code COCO consists of a wall-normal
velocity (distribution) being directly prescribable as a boundary condition during the cal-
culation of the boundary layer velocity profile. Whilst connection to the later described
suction mass flux boundary condition is also possible7 by extracting the boundary layer
profiles directly from the RANS solution, the latter requires a high boundary layer res-
olution within the numerical grid [64]. This is additionally aggravated by the fact, that
this thesis deals with full-scale, three-dimensional configurations alongside an ample pa-
rameter space for assessment of the technology coupling, rendering the numerical costs
connected with the required grid resolutions excessively high. Therefore, the boundary
layer code is employed in calculations connected to LST.

2.3 Technology Modeling

Different software frameworks have been implemented in the course of this thesis to
include both the influence of an active suction system and the integration effects of
variable camber. While the effect of a wall-normal velocity can be directly included in
the boundary layer profiles computed by COCO, a non-zero wall mass flux boundary
condition has been used in the context of LCTM calculations, see Sec. 2.3.1. Further-
more, a framework for variable camber integration through mesh deformation has been
implemented (see Sec. 2.3.2), where both tools have been embedded into an automated
software chain (see Sec. 2.3.3). The latter is targeted to form an interface between geo-
metrical data formats used in overall aircraft design, such as CPACS [3] or the Aircraft
Exchange (AiX) [102] format, and high-fidelity RANS workflows in the context of high-
performance computing environments. This is especially important for the automated
data set generation used for the derivation of reduced order models, as treated in Chap.
5 of this thesis.

2.3.1 Modeling of the Active Suction System

To model the effect of boundary layer suction on the boundary layer development under-
lying the solution of the RANS equations, the effusion mass flux boundary condition [75],
implemented in the TAU code, has been utilized. The boundary condition allows for
the application of a non-zero momentum flux on viscous wall boundary conditions of

7 Thus directly modeling the effect of suction on the boundary layer profiles within the CFD run, see
Sec. 2.3.1. When using the boundary layer code, e.g. thinning of the boundary layer due to suction
is not reflected in the RANS results.
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the computational grid, in this case, the HLFC suction panel of the wing by pointwise
specification of the effusion mass flux j [6]:

j =
ṁ

A
= ρvn (2.33)

While the boundary condition does not alter the underlying turbulence model, Meerts
[75] showed that boundary layer velocity profiles and skin-friction coefficient distribu-
tions extracted from RANS computations, including the boundary condition, match well
to the law of the wall and theoretical solutions. In the context of HLFC, Krimmelbein
and Krumbein [63] used the effusion mass flux boundary condition within the context
of linear stability theory for transition prediction (cf. Sec. 2.2.2.2), where the bound-
ary layer profiles undergoing stability analysis where correspondingly extracted from the
RANS solution. Within their validation study, high agreement with a comprehensive
series of two- and three-dimensional experimental test cases is achieved.
Fehrs [32] demonstrated that the flat plate laminar boundary layer computed by the
RANS solver under the application of the effusion mass flux boundary condition shows
excellent agreement with the analytical solution. Furthermore, the aspect of transition
prediction in the context of LCTM is included in the latter publication, also showing
high agreement when compared to experimentally determined transition positions on
airfoils. Further experimental and numerical studies are presented by Helm [46], specif-
ically focusing on the comparison of transition prediction using LCTM and LST with
experimental results. While the LCTM shows the expected behavior concerning a down-
stream shift in transition position with increasing suction mass flow rates, quantitative
discrepancies arise in the absolute position, necessitating further investigation. The dis-
cussions presented in Sec. 3.3.2.2 seek to contribute to this goal.
The usage of the effusion mass flux boundary condition in the present case is tailored
towards the specification of a suction coefficient distribution:

Cq(x/c, η) =
vn(x/c, η)

u∞
=

j(x/c, η)

ρ(x/c, η)u∞
(2.34)

An overview of the particular steps implemented to obtain the desired distribution dur-
ing the run time of a CFD computation is presented in Fig. 2.7.
Based on the geometrical representation derived by the automated toolchain (see Build-
Wing - Module, Sec. 2.3.3), user-specified wall-normal velocities vn,BW−Grid are specified
on a set of three-dimensional control points lying on the surface of the suction panel.
As indicated in Eq. 2.34, these points are parameterized by their chord- and spanwise
coordinates x/c and η, respectively, allowing for the prescription of variable suction dis-
tributions in terms of these coordinates (see Fig. 2.8).
Using radial basis function interpolation, the scattered data is transferred to the bound-
ary part specifying the HLFC panel in the numerical grid, therefore allowing the pre-
scription of a variable suction coefficient distribution on the boundary part of a mesh
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Figure 2.7: Overview of the iterative process to prescribe a suction coefficient (distri-
bution) Cq on the CFD surface grid, alongside a representative convergence
history for a computation employing the chain.

specified by a single marker. As per Eq. 2.34 the suction coefficient is not directly pre-
scribed, but rather, the effusion mass flux j is used. The resulting wall-normal velocity
distribution still depends on the density distribution ρ on the suction panel. This dis-
tribution is not known a priori, for which an iterative matching scheme is implemented.
The scheme updates the prescribed effusion mass flux j with the computed density distri-
bution after a certain number of solver iterations, until reaching a convergence criterion
defined through the absolute difference of prescribed and actual wall-normal velocity,
evaluated at each grid point of the CFD surface grid.
The computational expense added by the second loop is very small, as it is not required
to run the computation until reaching the numerical convergence criterion imposed upon
the numerical simulation. Instead, the density distribution can be extracted during the
run time of the simulation to update the effusion mass flux distribution. This is com-
plemented by an adequate initial mass flux distribution, e.g. stemming from an earlier
computation, typically requiring a limited number of one to three update iterations to
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Figure 2.8: Example of a varying suction coefficient distribution Cq, set according to the
optimization studies presented in [29].

reach the specified convergence criterion, in the present case set to ϵ < 0.01m/s with
ϵ = |vn,actual − vn,prescirbed| for all suction panel grid points. This criterion can be further
tightened, as typically ϵ = O(10−4), resulting in an error below 1% error, depending
on the prescribed value of Cq for the converged solution. A representative convergence
history, simultaneously applying a target lift coefficient algorithm implemented in the
DLR TAU code, is depicted in the bottom panel of Fig. 2.7.

2.3.2 Modeling of Variable Camber Integration

As discussed in the last paragraph of Sec. 1.2, variable camber integration in this thesis
is performed through the deflection of wing trailing edge devices. As for the suction
boundary condition described in Sec. 2.3.1, a dedicated process chain has been imple-
mented to include these capabilities, see Fig. 2.9 for an overview.
The process chain is centered around the radial basis function (RBF) mesh deformation
tool implemented within the TAU code, which, as presented for instance by Alcaraz
Capsada and Heinrich in [2], is a highly efficient tool for modeling of control surface
deflections. The usage of RBF for mesh deformation builds upon a set of scattered base
points alongside their corresponding deflection field, which again is computed based on
the parameterized geometry representation derived in the software environment embed-
ding the deformation process chain, see Sec. 2.3.3. These scattered data points are
transferred to the surface grid of the undeformed computational mesh, followed by a
corresponding deformation of the volume mesh based on the prescribed deflection fields.
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Figure 2.9: Overview of the VC integration process chain, along with an exemplary rep-
resentation of a deformed surface mesh.

The software framework embeds different computational routines for conventional flaps
as well as dropped hinge flaps, such as the ADHF (see top right of Fig. 2.9), as pre-
sented on the bottom of Fig. 2.9 for a series of arbitrarily chosen flap deflection angles.
The main limitation of using RBF mesh deformation for modeling of VC integration is
connected to its mathematical formulation, not allowing for discontinuous deformations
or changes in the connectivity of the computational grid. Therefore, incorporating flap
gaps into the model typically leads to an unacceptable mesh quality deterioration within
the gaps. If gaps need to be incorporated to the numerical model, typically overset grid
methods or sliding interface boundary conditions are standard methods [2].
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Therefore, the resulting gaps are considered sealed, where the numerical framework re-
flects the sealing by smoothly blending the deflection fields of different trailing edge
devices in spanwise direction, see bottom of Fig. 2.9. This approach aligns with com-
monly employed numerical frameworks, e.g. as used by Reist et al. [97].

2.3.3 Automation and Solver Integration

The methodologies for modeling the suction system and the VC integration are embed-
ded into a toolchain for automatic numerical analysis of the technology coupling, see Fig.
2.10. The toolchain consists of a series of Python modules, containing the corresponding
routines within the ApplySuctionDist and the Deformation-modules.
The toolchain is built about two central capabilities. First, it is designed for usage as
an interface for coupling low-fidelity aerodynamic analyses to a high-fidelity CFD work-
flow. This is achieved through the toolchain, and especially the BuildWing-module,
representing an interface to commonly used geometry specifications in overall aircraft
design (OAD). For instance, all geometries investigated within this thesis emerged from
the research project CATeW, and were designed and analyzed using MICADO8 at the
Institute of Aerospace Systems of RWTH Aachen. Amongst other data, geometrical
specifications of the reference aircraft are stored in a MICADO-specific xml-file, the so-
called Aircraft Exchange (AiX) file. The BuildWing-module extracts the corresponding
information and computes three-dimensional surface point coordinates, required by the
subsequent ApplySuctionDist - and Deformation - modules, or usable for CAD and mesh
generation.
The second central design philosophy of the toolchain consists of automation and mod-
ularity. In addition to generating the required numerical setup for calculations incor-
porating the technology coupling, either using LCTM or LST for transition prediction,
the toolchain embeds all routines required to automatically execute the simulation and
create the desired output file structure for subsequent post-processing. As indicated by
the differentiation in pre-, post-, and solver-related activities in Fig. 2.10, the software
required to ultimately conduct the simulations is external to the toolchain, i.e. it can be
modularly replaced by adding the required interfaces to the different modules comprising
the toolchain.

8 Multidisciplinary Integrated Conceptual Aircraft Design and Optimization environment [102, 116];
MICADO is an ILR internal specialization of UNICADO [118] providing conceptual design methods
with increased fidelity.
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Figure 2.10: Python toolchain implemented and employed for data set generation for
assessment of the technology coupling in the course of the thesis. The
toolchain consists of three main modules, the BuildWing, ApplySuc-
tionDist, and Deformation modules. These modules interact with OAD
geometry specifications on the one hand and the required pre-, post, and
solution steps for high-fidelity CFD simulations on the other hand.





3 Application on Isolated Wing Level

Within this chapter, the technology coupling is initially assessed on wing level, with
the main focus lying upon a retrofit application to the wing of the turbulent mid-range
configuration CATeW-02. The reference geometry is presented in Sec. 3.1, alongside
the generated numerical grids and a grid independence study. Section 3.2 focuses on
the aerodynamic characterization of the reference geometry, whilst assessing the impli-
cations of VC integration realized through deflections of an ADHF and corresponding
effects on the stability of the boundary layer in Sec. 3.2.2. Within Sec. 3.3.1, the
coupled application of both HLFC and VC is assessed using LST coupled to the two-N -
factor method for transition prediction, followed by the corresponding analyses using the
LCTM alongside the framework for modeling of an active boundary layer suction system.
The chapter is concluded by a brief synthesis in Sec. 3.4. Large parts of this chapter are
based on the peer-reviewed publication "Aerodynamic drag reduction through a hybrid
laminar flow control and variable camber coupled wing" published in Aerospace Science
and Technology [54], as well as the final technical report of the research project CATeW
(cf. Sec. 1.3) [55].

3.1 Reference Geometry and Computational Grids

The central geometry analyzed within this thesis is the turbulent reference configura-
tion CATeW-02, the wing planform of which is depicted in Fig. 3.1. As previously
indicated, the reference configuration has been set up at the Institute of Aerospace
Systems of RWTH Aachen University using the toolchain MICADO. The reference con-
figuration CATeW itself is based on the OAD version of the AVACON Research Baseline
2028 [138].
The wing comprises four sections (S1-S4), which are limited by airfoils A1-A4 in in- and
outboard direction. The root airfoil A1 is an adapted version of the NASA SC(2)-0614
airfoil [44], while the outboard airfoils A2-A4 are adapted from the NASA Common
Research Model [131]. The wing planform is characterized by a swept leading edge with
a constant sweep angle of φLE = 33.43◦ and a trailing edge sweep angle of φTE = 26.01◦

in the outboard segments S3 and S4. The reference area of the full-span configuration
is Sref = 220.2 m2, with a wing span of b = 52 m at an aspect ratio of Λ = 12.28. This
results in a mean aerodynamic chord length of cref = 5.29 m, which together with the
design cruise Mach number of Macr = 0.83 results in the operating envelope being char-
acterized by the Reynolds number range Recr = [34.5; 29.2] · 106 for the cruise altitudes
H = [35 000 ft; 39 000 ft].
As displayed in Fig. 3.1, VC-integration is achieved through deflections of an adaptive
dropped hinge flap (ADHF), extending from ηIB = 0.31 to ηOB = 0.68 in spanwise direc-
tion, while possessing a constant local chord length of cADHF/cloc = 0.3. As mentioned
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in Sec. 1.2, the ADHF foresees a Fowler-type motion of the flap, achieved through ro-
tation of the flap about a dropped hinge point at [xH/cloc, zH/cloc] = [0.747,−0.097]IB

and [0.708,−0.112]OB, while the chordwise flap gap is sealed by deflecting the spoiler
accordingly, see also Fig. 2.9 top right panel for a schematic overview. The HLFC suc-
tion panel is placed in the spanwise region η = 0.32 − 0.95, while extending from the
leading edge up to the local front spar position, x/cloc,IB = 0.16 and x/cloc,OB = 0.3, in
downstream direction.

Figure 3.1: Left panels: Planform plot of the reference configuration CATeW-02, with
indication of the HLFC suction panel and ADHF extent and twist and thick-
ness distributions. Right panels: Airfoils at stations A1-A4.

Numerical gridding activities were performed with the commercial mesh generator CEN-
TAUR by CentaurSoft [16], in a hybrid manner. Surface discretization is predominantly
based on triangles, which are grown as prisms in wall-normal direction for the discretiza-
tion of the boundary layer. The hemispherical computational domain is then filled with
tetrahedra, up to the respective symmetry and farfield boundaries, see Fig.3.2.
Mesh independence is assessed by the generation of a grid family consisting of four grids
L1 - L4, possessing increasing refinement levels with respect to surface and near-field
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domain resolution. A series of parameters are held constant throughout the grid study,
especially considering the resolution of the boundary layer in wall-normal direction by
using a prism layer stack of 60 cells in wall-normal direction, with an expansion ratio
of 1.1 and a first prism layer height satisfying y+ < 1. These parameters result from a
series of best practice guidelines published in [83] and in the course of the 1st AIAA CFD
Transition Modeling and Prediction Workshop [17], when applying LCTMs for transition
prediction. Furthermore, the streamwise direction should be discretized by at least 200
grid points along the contour, which is achieved for the grids L2 - L4 within this study.
The size of the hemispherical domain is chosen as 100 · cref = 529 m, confining a farfield
boundary condition, while the y-plane is set to a symmetric boundary condition1.

Figure 3.2: Top left panel: Overview of hybrid grid structure using triangles (surface),
prisms (inflation layer), and tetrahedra (volume mesh) for representation of
the numerical domain. Top right panel: Assessment of integral force coef-
ficients CL and CD with varying mesh refinement levels, for three different
angles of attack α. Bottom panels: Pressure coefficient distributions for vary-
ing mesh refinement levels at three spanwise stations of CATeW-02, α = 0◦,
from [54].

1 For an overview of the computational domain and the wing surface grid, the reader may refer to the
accordingly constructed mesh for CATeW-02-WB presented in Fig. 4.3.



42 3. Application on Isolated Wing Level

Grid independence is achieved for grid refinement level L3. Considering integral force
coefficients, further refinement only leads to marginal variation, while the computational
expense in terms of CPU wall clock-h approximately doubles using a parallel computa-
tion on 768 domains. Referring to local aerodynamic effects of varying mesh resolution,
differences arise mainly in the resolution of the shock. When comparing cp distributions
computed with mesh L3 to the finest mesh L4, see Fig. 3.2 bottom, differences are
correspondingly little, i.e. the shock matches in location and strength. Apart from the
shock, grids L3 and L4 result in nearly identical cp distributions, for which the remaining
numerical assessments are performed using grid L3.

3.2 Aerodynamic Characterization

3.2.1 General Flow Field

An initial aerodynamic assessment of the flow field occurring for the no-suction base-
line case is presented in Fig. 3.3. The left-hand panels show the pressure coefficient
distributions for both the suction side and the pressure side of the wing, alongside in-
dications of relevant flow topological phenomena. The panels on the right are devoted
to streamwise cp distributions at three spanwise stations along the wing. The depicted
pressure distributions are extracted for the baseline cruise case at CL = 0.5, Ma = 0.83

and altitude H = 35 000 ft, resulting in a Reynolds number of 34.4 · 106. As indicated
in Sec. 2.3.1, the cruise flight envelope is sampled by prescription of lift coefficient CL

values rather than the angle of attack α, the latter being iteratively set by means of a
target-CL algorithm during runtime of a numerical simulation.
The pressure coefficient distribution shows typical characteristics linked to the transonic
operation regime. With reference to the surface distributions of the pressure coefficient
cp on the suction side of the wing, a lambda shock structure emerges in the inboard
sections of the wing. The shock system is marked by a weak shock wave, reducing in
strength in the spanwise direction, upstream of a strong recompression shock in the rear
stations of the wing. The shockwaves merge into a single front at approx. η = 0.3 (kink
station of the wing), outboard of which a single shock propagates in outboard direc-
tion, successively diminishing in strength in wing tip direction and ultimately leading
to a shock-free recompression outboard of η ⪆ 0.8. This behavior is connected to the
aerodynamic washout incorporated in the three-dimensional geometry. The isobars on
the wing suction side are slightly unswept with respect to the wing planform, when con-
sidering the upstream shift in shock position with increasing spanwise stations. This is
primarily connected to the geometry being based on the OAD version of the wing, thus
opening room for optimization for a final three-dimensional wing shape, especially in the
kink region of the wing. In the recompression zone of the wing suction side, however,
the sweep angle of the isobars agrees with the trailing edge sweep angle of the wing.
The same is true for the pressure side of the wing, where the isobar sweep angle agrees
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with the geometrical sweep angle. A minor region of negative cp is observable, recom-
pression takes place shock-free except for the limited inboard region η ⪅ 0.2 (denoted
by "secondary shock" in Fig. 3.3).

Figure 3.3: Left panels: Contour plots and isobars of the pressure coefficient cp on the
wing suction and pressure sides, CL = 0.5, Ma = 0.83, H = 35 000 ft. Right
panels: Streamwise cp distributions extracted at three spanwise stations.

The streamwise cp distribution (c.f. Fig. 3.3, right panels) correspondingly reflects the
above-mentioned shock topology. Quantification of the supercritical loading is indicated
by the corresponding critical pressure coefficient c∗p [21]:

c∗p =
2

κMa2
·
[(

1 + κ−1
2

·Ma2

1 + κ−1
2

) κ
κ−1

− 1

]
(3.1)

where κ denotes the heat capacity ratio2.
The pressure distributions are marked by large areas of supersonic flow, i.e., cp < c∗p
for spanwise stations along the shock front. Outboard sections, e.g. η = 0.9, still
show the emergence of locally supersonic flow regions. As indicated above, however,
recompression takes place without the development of a shock wave. The airfoils are
furthermore linked to a marker rear loading characteristic, manifesting itself through a
corresponding pressure coefficient difference ∆cp in the trailing edge region of the wing.
The rear-loading occurs over the entire span of the wing, with reducing loads being as-
sociated with further outboard spanwise stations.
To further assess the three-dimensional boundary layer characteristics associated with
2 κ = 1.4 for dry air
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the wing of CATeW-02, the right panel of Fig. 3.4 shows a general overview of the
skin friction lines (black), alongside the streamlines based upon the boundary layer edge
velocity ue. The contour plot is dedicated to the maximal flow angle within the three-
dimensional boundary layer compared to the boundary layer edge velocity ue. As for
the theoretical background presented in Sec. 2.1.1 in the context of ALT and CFI, the
wing possesses a marked three-dimensional boundary layer velocity profile in the leading
edge region of the wing, accompanied by high streamline distortion. Between the leading
edge of the wing and the shock foot, the boundary layer velocity profile aligns with the
inviscid streamlines, whereas the shock boundary layer interaction leads to two distinct
separation phenomena, as typically encountered on transonic aircraft wings [74]. In the
inboard stations of the wing, the flow locally separates at the shock foot, while reattach-
ing further downstream to form a closed separation bubble up to η ≈ 0.25. Outboard of
η = 0.25, the shock wave correspondingly leads to flow separation, without subsequent
turbulent reattachment. Both types of separation induce high deflection angles βmax,
as the flow field within the separated regions of flow is dominated by spanwise velocity
components within the boundary layer. Further outboard the separation bubble is again
closed, and finally, no flow separation is encountered outboard of η ≈ 0.6 due to the
shock strength diminishing in the respective direction.

Figure 3.4: Left panel: R computed with the subroutine LEA [112] used for evaluation
of the Pfenninger-Poll criterion. Right panel: Contour plot of the maximal
flow direction angle β between the boundary layer edge velocity direction
and the three-dimensional boundary layer velocity profile, cf. Fig. 2.3 a).

For completeness, the left panel of Fig. 3.4 features an additional assessment of the at-
tachment line momentum thickness Reynolds number Reθ,AL used in the Pfenninger-Poll
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criterion, see Sec. 2.1.1. The Reynolds number Reθ,AL = 0.4042R is computed in the
course of a transition prediction process with LST using the subroutine LEA [112]. As
depicted in Fig. 3.4, the wing surpasses both critical levels for natural attachment line
transition as well as LEC in the inboard station (η < 0.2) of the wing. In an operational
scenario, this would require either reshaping the wing geometry in the critical region,
e.g., by locally reducing the leading edge sweep angle ϕLE, or the airfoil leading edge
radius. Furthermore, flow control by applying boundary layer suction has also been
shown to be an effective means of increasing the critical value of R [8,74]. Transition at
the attachment line is generally a show-stopper for laminar wings in operation. Never-
theless, as the HLFC/VC coupling is not intended to interact with the attachment line
flow, this aspect is set aside at the analysis stage of the technology coupling considered
within the remainder of the thesis, opening the opportunity to be envisaged in future
work, e.g., when deriving an optimized three-dimensional wing geometry.

3.2.2 Implications of Variable Camber Integration

To assess the implications of VC-integration to the reference wing CATeW-02, ini-
tially the aerodynamic load case CL = 0.5, Ma = 0.83, at the initial cruise altitude
of H = 35 000 ft for varying ADHF deflection angles is considered in Fig. 3.5.

Figure 3.5: Left panel: Spanwise distribution of local lift Cl and drag coefficients Cd for
varying ADHF deflection angles δADHF . Right panels: Pressure coefficient
distributions at four spanwise slices along the wing, with varying δADHF . All
extractions are performed for CL = 0.5, Ma = 0.83 at H = 35 000 ft.

Concerning the distribution of local lift and drag coefficients Cl and Cd, a positive (down-
ward) deflection of the ADHF flap results in a local increase in load within the ADHF
region located at η = 0.31 − 0.68, see left panel of Fig. 3.5. This is connected to the
downward deflection of the ADHF acting in increasing the wing camber, as well as the
wing area in the corresponding spanwise section. This ultimately leads to a reduction in
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the required angle of attack α to reach the prescribed CL values, and connected to this
a corresponding reduction in local Cl and Cd values in the inboard section of the wing,
i.e. η ⪅ 0.32.
The implications discussed above for the spanwise load distributions correspondingly
manifest themselves when considering the streamwise distribution of the pressure coeffi-
cient cp, see right panels of Fig. 3.5. The reduction in the required angle of attack with
increasing δADHF initially leads to a reduction of the suction peak in the nose region of
the wing. The increase in local aerodynamic loads is connected to a downstream shift
of the shock position, which is accompanied by an increase in shock strength.
When targeting HLFC application to an aircraft wing, there exists a series of require-
ments towards the streamwise cp distribution, which are satisfied in the case of CATeW-
02 [12]. Taking the sectional cut at η = 0.3 from Fig. 3.5 as a reference, the cp distri-
bution initially shows a marked acceleration zone 1○ in the leading edge region of the
wing. In connection with the highly three-dimensional character of the boundary layer
at this airfoil station, this region usually requires the highest suction rates in order to
suppress critical amplification of CFI. To reduce the spanwise pressure gradient driving
the development of cross-flow velocity profiles (cf. Sec. 2.1.1), the cp distribution should
possess no or a mildly adverse pressure gradient in the following downstream section
2○. This region is concluded by a preferably long region of negative pressure gradient
3○, typically commencing downstream of the HLFC suction panel. As discussed in Secs.
2.1.1 and 2.1.2, a negative pressure gradient is decisive when it comes to stabilizing
the boundary layer towards Tollmien-Schlichting instabilities, thus forming the central
aspect of the NLF component of the HLFC system. In connection with the latter charac-
teristic, the emergence of the recompression shock 4○ is desirable to be as aft as possible
concerning the streamwise coordinate x/c. Opposing this is the typically larger shock
strength connected to a long flow acceleration zone with dp/dx < 0, which needs to be
balanced with the above in order to avoid laminar separation of the boundary layer.
Based on the phenomena discussed above (reduction of the suction peak, downstream
shift of the shock location), ADHF deflection, therefore, leads to a prolongation of neg-
ative pressure gradient flow, as well as an increase in the magnitude of the negative
pressure gradient up to the shock position. Both effects are desirable when it comes to
coupling VC with an HLFC system, in terms of stabilizing TS-waves in the mid-chord
region of the airfoil. To quantify the corresponding effects, a set of no-suction reference
computations employing the LST workflow with the two-N -factor integration method
are presented in Fig. 3.6.
The stability calculations are presented in the form of NTS- and NCF -factor envelopes
at three line-in-flight cuts within the ADHF span, see top panel of Fig. 3.6. For refer-
ence, the corresponding panel depicts contour plots of the cp distributions on the wing
suction side for the above-presented ADHF deflection angles. The characteristics of a
downstream shift in shock location are observable along the entirety of the ADHF span,
i.e. regarding the three-dimensional flow field about CATeW-02, ADHF deflection tends
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to counteract the unsweeping of the isobars encountered for the baseline at δADHF = 0◦.
Returning to the bottom panels of Fig. 3.6, the stabilizing effect of ADHF deflection
on TSI is reflected through a marked reduction in TS-wave amplification rates NTS.
Furthermore, the point of laminar separation, in this case the shock position, is shifted
further downstream at η = 0.45 and 0.58, reflected in the higher streamwise extent of
N -factors resulting from the stability computations for the respective ADHF settings.

Figure 3.6: Top panel: Contour plot of cp distribution on the suction side of the wing for
varying ADHF deflection angles δADHF . The bottom panel shows N -factors
calculated with LST at three spanwise line-in-flight cuts within the extent of
the ADHF, alongside the cp distributions on the wing suction side used for
the corresponding analyses.

Considering the amplification of CF-waves, the NCF -envelopes surpass the critical levels
directly downstream of the leading edge, see Sec. 3.3.1 for an associated discussion on
the transition position. Furthermore, the increase in pressure gradient magnitude in the
mid-chord region of the wing is connected to an increase in corresponding NCF -factors,
therefore opposing the effect of VC integration on TSI. This behavior is connected to
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a pressure gradient always destabilizing a boundary layer concerning its cross-flow ve-
locity profile, independent of its sign. While the VC system is naturally not targeted
at the suppression of CFI, this opposing behavior needs to be considered in the suction
strength requirement of the HLFC system. The suction strength needs to be sufficiently
strong so that the synergistic potential of VC on TSI is not neutralized by the effects of
VC on CFI.

3.3 Technology Coupling

To assess the technology coupling on wing level, the results of numerical simulations
comprising the cruise Mach number Ma = 0.83 at initial cruise altitude H = 35 000 ft,
for varying lift coefficients CL = 0.45−0.55, ADHF deflection angles δADHF = [0◦; 2◦; 4◦],
and suction coefficients Cq = [0;−4;−8;−12] · 10−4 are presented in the following. The
suction coefficients are chosen based on studies performed by Effing et al. [29] on the
AVACON Research Baseline 2028 [138] (see Sec. 3.1). It has to be noted, however, that
the suction coefficients in this thesis are not optimized and feature a constant suction
profile, as the main requirement of this study lies in reflecting the interactions of laminar
flow with the VC system.
As pointed out in the introductory part of Chap. 3, a central differentiation point
of the analyses consists in the application of both the LST framework coupled to the
two-N -factor method for transition prediction (Sec. 3.3.1) and the γ − Reθ+CF (Sec.
3.3.2) model. The first approach presents state-of-the-art when it comes to transition
prediction for HLFC design activities, and for assessment of the technology coupling
from a flow physical viewpoint offers the decisive advantage of inherently differentiating
between critical transition mechanisms. The LCTM approach is a current research area,
especially when it comes to coupling with boundary layer suction. Therefore, next to
purely aerodynamic analyses, an assessment comprising critical ratios and the influence
of boundary layer suction by means of the effusion mass flux boundary condition on the
latter is presented in Sec. 3.3.2.2.

3.3.1 Analysis with Linear Stability Theory

For the application of the automatic transition prediction framework, a set of 24 line-in-
flight cuts is chosen along the span of the CATeW-02 wing, resulting in a correspond-
ing evaluation of boundary layer profiles via COCO and subsequent stability analysis
through LILO for 48 streamlines (24 per suction/pressure side). The critical N -factor
correlation for transition prediction with the two-N -factor method is presented in Fig.
2.6, axes-intersection N -factors resulting in NTS,crit = 9.5 and NCF,crit = 7.5. The
correlation curve is convex-shaped, which is intended to model weak interaction effects
between TS- and CF-waves [95], otherwise not included in the present framework built
upon LST.
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Transition lines for varying suction coefficients Cq and ADHF deflection angles δADHF

at the design CL = 0.5 are presented in Fig. 3.7. The contour plot of the cp distribution
shows the configuration Cq = 0 and δADHF = 0◦ in all cases, while the color coding in
the background of the figure intends to indicate the mechanism triggering transition in
the corresponding spanwise stations.

Figure 3.7: Predicted transition lines by means of linear stability with two-N -factor tran-
sition prediction method for varying suction coefficients Cq and ADHF de-
flection angles δADHF at CL = 0.5, Ma = 0.83, H = 35 000 ft. Additionally,
the critical transition mechanisms are indicated along the wing span. The
cp contour is extracted for the wing suction side at δADHF = 0◦ and Cq = 0.
Adapted from [54].

Focusing on the no suction case (leftmost wing in Fig. 3.7) first, the dominating transi-
tion mechanism is connected to CFI. Transition is therefore predicted to occur in direct
vicinity of the wing leading edge along the majority of the wing span. A shift in tran-
sition mechanism is observable for η ⪆ 0.85, where transition is partially caused by TSI
or, given the N -factors not surpassing the critical limit, the point of laminar separation
is prescribed as transition position, indicated by LAM SEP in Fig. 3.7. The same is true
for the wing root section (η ≤ 0.1), where TSI presents the sole transition mechanism.
When increasing the suction strength, i.e. Cq ↓, the LST framework predicts a pro-
nounced shift in transition mechanism inboard of the stations η ≈ 0.85. The previously
CFI-dominated section 0.6 < η < 0.85 exhibits subcritical amplification of both TSI
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and CFI, for which the transition position is set to the laminar separation point coin-
ciding with the shock front. Inboard of η ≈ 0.6, the suction strength Cq = −4 · 10−4

does not suffice to suppress transition due to CFI. Emphasizing the spanwise section
0.6 ⪅ η ⪅ 0.85, the implications of VC integration to the wing (see Sec. 3.2.2) are there-
fore directly reflected in the predicted transition positions for varying ADHF deflection
angles δADHF .
Further increasing the suction strength to Cq ≤ −8 · 10−4 affirms the above-discussed
phenomena. An expansion of the area with subcritical amplification of both CFI and
TSI is predicted (ochre region in Fig. 3.7) up to η ≈ 0.5, allowing for effective control
of the transition position by means of ADHF deflection. The farthest downstream shift
in transition position is connected to δADHF = 4◦, with the mid-setting δADHF = 2◦

leading to a comparable shift in transition position.
For both suction coefficients Cq ≤ −8 · 10−4, an additional region of either coupled TSI-
CFI transition or LAM SEP transition arises in the spanwise section 0.3 ⪅ η ⪅ 0.5,
for which the corresponding region is highly sensitive to the ADHF deflection angle.
Considering the highest suction coefficient magnitude Cq = −12 ·10−4, the setting of the
ADHF flap not only dictates the position of the transition front as for the LAM SEP
area, but is also capable of switching the transition mechanism from TSI-CFI coupled
transition to the latter. This effect is observable for the case δADHF = 4◦, where the
ADHF deflection leads to subcritical amplification of both transition mechanisms and
thus a distinct downstream shift in transition position.
The impact of the technology coupling on the development of the aerodynamic drag
coefficient is depicted in Fig. 3.8, for the design lift coefficient of CL = 0.5. Considering
the overall drag coefficient CD, Fig. 3.12 a), an increase in suction strength, alongside
an adequate setting of the ADHF deflection angle, in this case δADHF = 2◦, both lead
to a reduction in CD.
When considering a split into pressure CD,p and friction CD,f parts of the overall drag
coefficient3, see Fig. 3.8 b) and c), the pressure drag component correspondingly reflects
the trends connected to the overall drag coefficient CD. With respect to the parameter
variations in ADHF deflection, this is the intended mechanism of drag reduction, i.e.
integrating VC to the wing is targeted at reducing the pressure drag component. The
pressure drag reduction connected to an increase in suction strength Cq may be classified
as a secondary means of drag reduction through HLFC application. For the present case,
the pressure drag reduction induced by laminarization of the boundary layer is not only
of comparable magnitude to the VC effects, but surpasses the latter. This secondary
effect is connected to the laminar boundary being thinner than its turbulent counter-
part, leading to a reduction of associated viscous decambering. This is in line with the
pressure drag component reaching a plateau at Cq ≤ −8 · 10−4, as the transition front
converges to its most downstream position at the corresponding suction coefficient, see

3 That is, integrating the components of the wall-normal force for the pressure and tangential force
components for the friction drag in free-stream direction.
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Figure 3.8: Development of the overall (a), pressure (b) and friction (c) drag coefficients
for variations in δADHF and Cq. Extracted for CL = 0.5, transition prediction
by means of LST and two-N -factor method. Adapted from [54].

Fig. 3.7. The increase in laminar flow through HLFC therefore acts similarly to a VC
system, i.e. reducing the effect of viscous decambering ultimately alters the aerodynam-
ically relevant camberline of the airfoils [23]. Associated with this are corresponding
implications on boundary layer thickening via shock-boundary layer interactions, and a
reduction in necessary angles of attack to reach the target CL values.
For the friction drag component CD,f (Fig. 3.8 c), a clear reduction with increasing suc-
tion strength, connected to the downstream shift of the transition position, is observable.
Based on the course of the CD,f isolines, the most pronounced synergistic effects arise
for a coupling of high suction coefficients with high ADHF deflection angles. Again, for
suction coefficients Cq ≥ −4 ·10−4, this is connected to transition being primarily driven
by CFI, for which VC integration cannot be expected to yield distinct synergistic effects.
These arise when assuring sufficient suction to suppress CFI, in this case, Cq ≤ −8 ·10−4.
In connection with the above, Fig. 3.9 is dedicated to the development of the skin friction
coefficient cf with increasing suction strength at CL = 0.5, in this case for δADHF = 2◦

and limited to Cq = −8 · 10−4.
The generally thinner boundary layer developing with larger extents of laminar flow not
only manifests itself in higher local skin friction coefficients downstream of the shock (c.f.
right panels of Fig. 3.9), but also impacts the topology of the skin friction lines in the
spanwise extent from η = 0.3 (kink) to η = 0.6. This behavior is distinctively marked
when the transition front moves closer to the shock front in the corresponding spanwise
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Figure 3.9: Skin friction coefficient cf distribution for varying Cq at δADHF = 2◦,
CL = 0.5, Ma = 0.83, H = 35 000 ft, alongside predicted transition line.
Additionally, skin friction lines on the wing surface and two streamwise cf
distributions at η = 0.5 and η = 0.7 are displayed.

region, i.e. when increasing the suction strength from Cq = −4 · 10−4 to Cq = −8 · 10−4.
The region of spanwise flow emanating from the shock-induced recirculation zone sepa-
rating from the wing surface at the kink position is reduced, for which the skin friction
lines are more aligned with the boundary-layer edge streamlines (c.f. Fig. 3.4). This
reduces the three-dimensional topology associated with the boundary layer in the corre-
sponding region, positively impacting the reduction in viscous decambering mentioned
above.
To further quantify the primary synergy potential of the HLFC/VC coupling, a series of
NCF - and NTS-factors computed for the line-in-flight cut η = 0.59 are presented in Fig.
3.10. The rows of Fig. 3.10 present the lift coefficients CL = 0.45, 0.5 and 0.55 from top
to bottom, while the columns incorporate the suction coefficients Cq = 0, −4 · 10−4 to
−8 · 10−4 from left to right.
Strong CF-wave amplification characterizes the no suction cases, Fig. 3.10 panels 1-3, for
all parameter combinations of δADHF and CL. Connected to this is a transition location
directly downstream of the wing leading edge. This has been discussed and graphically
presented previously for CL = 0.5, and correspondingly develops for the other two lift
coefficients. With respect to streamwise transition modes, apart from the already de-
scribed case CL = 0.5 a significant reduction in NTS-factors is achievable through ADHF
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deflections for CL = 0.45. For the higher lift coefficient of CL = 0.55, NTS-factors are
less sensitive to ADHF deflections.
Increasing the suction rate to Cq = −4 · 10−4 leads to sub-critical amplification of CF-
waves in the leading edge region of the wing for CL = 0.45 (Fig. 3.10 panel 4) and
CL = 0.5 (Fig. 3.10 panel 5), nevertheless, the amplification rates NCF are only little
beneath the critical limit for cross-flow driven transition for which an increase in lift
coefficient to CL = 0.55 (Fig. 3.10 panel 6) is again characterized by transition due to
CFI directly downstream of the attachment line.

Figure 3.10: NTS- and NCF -factor envelopes and associated transition positions xtr/c
extracted at the line-in-flight cut at η = 0.59 for varying ADHF deflec-
tion angles δADHF . Variation of CL = [0.45; 0.50; 0.55] from top to bottom,
Cq = [0;−4;−8] · 10−4 from left to right. Adapted from [54].
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For the cases CL = 0.45 and CL = 0.5, the farthest downstream shift in xtr/c is achieved
by a flap setting of δADHF = 2◦. This is connected to the intended reduction of NTS-
factors and the downstream shift in shock location due to VC integration, which, albeit
the NCF -factors increasing in comparable magnitude in the mid-chord region of the wing,
leads to sub-critical amplification of both primary instability modes. The latter aspect is
critical for the higher ADHF deflection angle δADHF = 4◦, where it is possible to further
reduce NTS-factors, but the opposing behavior on NCF -factors leads to an upstream shift
of the transition position due to the NTS-NCF -factor combination exceeding the critical
correlation curve. This aspect would aggravate if the correlation curve shows a strong
interaction between CFI and TSI. This underlines the aspect, that for the technology
coupling to develop synergy effects provision of sufficient suction is of key importance.
Application of the highest suction strength Cq = −8 · 10−4 considered in Fig. 3.10, pan-
els 7-9, results in a downstream shift of transition position for all computed load cases.
Both primary instability mechanisms are sufficiently suppressed by HLFC application
alone (δADHF = 0◦), while the transition position is successively shifted downstream
when increasing the ADHF deflection angle. As the transition position is set to the
theoretical laminar separation point, i.e. the shock location, the implications of VC in-
tegration on the development of the shock front are primarily responsible for the highest
shift connected to δADHF = 4◦. When comparing the N -factor envelopes to the cases
Cq = −4 · 10−4, significant stabilization of the boundary layer towards TSI is observable
again, while the counteracting effect of ADHF deflection on NCF -factors is less pro-
nounced for the increased suction coefficient Cq = −8 · 10−4.

Table 3.1: Isolated and combined potential for drag count reduction for the observed lift
coefficients. The increments indicate the difference between the baseline case
(δADHF = 0◦, Cq = 0) and the maximal possible reduction.

CL ∆VC ∆HLFC ∆VC/HLFC

0.45 -3.0 dc -11.6 dc -16.5 dc
0.50 -2.3 dc -13.1 dc -16.2 dc
0.55 -2.1 dc -14.5 dc -16.8 dc

Based on the LST calculations, the technology coupling shows synergistic effects from
an aerodynamic viewpoint. The synergy driver is either the intended stabilization of
TSI through VC integration while providing sufficient suction for suppression of CFI, or
as a secondary synergistic effect, the implications of VC integration on the development
of the shock position when suction alone suffices to suppress transition due to TSI and
CFI. As an increasing ADHF deflection is also beneficial for the development of the
pressure drag component, HLFC integration catalyzes the associated reduction in the
respective drag component.
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On an integration level, when defining synergy as the coupled application of both tech-
nologies reaping greater benefit than the sum of their isolated application, synergy is
also mirrored in the respective drag count reductions, see Tab. 3.1.

3.3.2 Analysis with Local-Correlation Based Transition Model

3.3.2.1 Numerical Simulation Results

An overview of transition positions for CL = 0.5 at δADHF = 0◦ and varying suction
coefficients, predicted by the γ −Reθ+CF model is presented in Fig. 3.11.

Figure 3.11: Predicted transition lines by means of the γ − Reθ+CF model for vary-
ing suction coefficients Cq at CL = 0.5 and δADHF = 0◦, Ma = 0.83,
H = 35 000 ft. The cp contour is extracted for the wing suction side at
δADHF = 0◦ and Cq = 0. Adapted from [54].

Suction, in this case, is implemented by the above-described framework using the ef-
fusion mass flux boundary condition (see Sec. 2.3.1), while the coefficients are chosen
in line with the corresponding analyses based on LST. Turbulence intensity is set to
Tu = 0.1% at the free-stream boundary of the computational domain, while a set of
source terms, implemented in TAU, is activated to avoid the typical decay in turbulence
intensity throughout the computational domain [83]. According to Mack’s formula [70],



56 3. Application on Isolated Wing Level

Tu = 0.1% results in a critical N -factor of Ncrit,Mack = 8.15, which falls within the lower
range of NTS,crit-factors incorporated in the correlation curve used for the two-N -factor
method, see Fig. 2.6. In the course of the thesis, a set of different turbulence intensities
was tested, alongside the application of the Kato-Launder limiter function as studied by
Langel et al. [66]. Nevertheless, the impact on the transition positions was found to be
negligible.
In line with the previously discussed cases, the baseline case Cq = 0 is characterized
by a highly upstream position of the transition front, in the direct vicinity of the wing
leading edge. While the LCTM approach does not directly allow the identification of the
driving transition mechanism, as the correlations for both TSI and CFI are abstracted
into the same intermittency production term Pγ (see Eq. 2.27), based on the transition
position the critical mechanism can be attributed to CFI.
With increasing suction strength, the model reflects a successive downstream shift in
transition position, converging to a maximum extent of laminar flow for Cq = −12 ·10−4.
For the largest spanwise portion, the transition front coincides with the streamwise limit
of the suction panel, except for the section η ≈ 0.85 − 0.95 where locally a maximal
downstream shift of transition position to xtr/c ≈ 0.5 is observable at η = 0.94.
Inclusion of VC into the analysis parameter space leads to the development of the drag
coefficient and its corresponding components as depicted in Fig. 3.12.

Figure 3.12: Development of the overall (a), pressure (b) and friction (c) drag coeffi-
cients for variations in δADHF and Cq. Extracted for CL = 0.5, transition
prediction by means of γ −Reθ+CF model. Adapted from [54].

As for the analyses based on LST, the overall drag coefficient CD shows a successive
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decrease with increasing suction strength, as well as a minimum for δADHF = 2◦. Con-
sidering the pressure drag component (Fig. 3.12, panel b) the trends of the overall
drag coefficient are correspondingly reflected. As discussed previously, VC integration is
intended to reduce the respective component, while the reduction of viscous decamber-
ing connected to boundary layer suction further synergizes with VC integration. Even
though the transition front is not markedly shifted downstream by increasing the suction
strength Cq from Cq = −12 · 10−4 to Cq = −16 · 10−4, application of the suction sys-
tem modeling framework incorporates suction effectively thinning the boundary layer.
Therefore, in contrast to the LST-based analyses no plateau is reached in the develop-
ment of the pressure drag component CD,p, even though the magnitude of drag reduction
is predicted to be lower overall.
The friction drag component predicted by the γ − Reθ+CF model shows only small
sensitivity to parameter variations in δADHF and Cq. Concerning the suction coeffi-
cient Cq, this behavior is connected to the limited extent of laminar flow predicted
within the corresponding set of computations. The lowest values in CD,f are achieved
for Cq = −12 · 10−4, while further increasing the suction strength leads to the friction
drag component rising again. This behavior is connected to a higher suction strength
(Cq ≤ −12 · 10−4) leading to an increase in the gradient of the boundary layer velocity
profile at the wall (du

dy
)w, thus compensating the beneficial effect of laminar flow on the

skin friction coefficient cf when the transition front is not further shifted downstream
with increasing suction strength, see Eq. 2.6.

3.3.2.2 Assessment of Model Sensitivities towards Boundary Layer Suction

Given the observations discussed above, the application of an LCTM-based approach
in connection with the proposed framework for modeling boundary layer suction is able
to reflect synergistic effects to a limited extent. While transition is successively shifted
downstream with increasing suction strength, transition is predicted to occur further
upstream in comparison to the LST-based approach, for which the main potential of
transition control in the mid-chord region of the wing is not reproduced in the compu-
tations employing the γ −Reθ+CF model.
Transition occurring in upstream stations for high Reynolds number flows is a phe-
nomenon commonly encountered when applying the original γ−Reθ model with the for-
mulation of the intermittency transport equation proposed by Langtry and Menter [67].
As discussed by Ströer [126], this behavior is connected to the eddy-viscosity production
inducing an upstream effect on the production and destruction terms of the intermittency
transport equation Eq. 2.22, alongside the momentum thickness Reynolds number Reθ
used within the correlation for transition prediction. The upstream effect correspond-
ingly shifts the predicted transition position xtr upstream, resulting in a transition lo-
cation lying ahead of the actual point x′tr, where the transition criterion theoretically
predicts the onset of transition, i.e. Fonset ≈ 1. Furthermore, the (empirical) transition
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criterion used within the original model for streamwise transition, as already indicated
above based upon the criterion by Abu-Ghannam and Shaw [1], is derived based on ex-
perimental data for relatively high turbulence intensities, and has been shown to differ
to low turbulence analytical and experimental results in the extent of stabilization or
destabilization predicted by the criterion concerning favorable or adverse pressure gra-
dients, respectively [126].
Even though the γ − Reθ and the hereon based γ − Reθ+CF model is associated with
this series of limitations, the model opens the opportunity to assess implications con-
nected to modeling boundary layer suction by means of the framework built around the
effusion mass flux boundary condition. Models stemming from the domain of LCTM
always incorporate a series of correlations for transition prediction, based on analytical
or empirical analysis.
To extract the corresponding effects from a numerical simulation, a set of laminar refer-
ence computations is used in the following. Laminar in this case means, the numerical
simulation still employs the four-equation γ − Reθ+CF model, but by setting the scale
factor ζ to excessively high values in Eq. 2.25, while turning off the correlation for
cross-flow induced transition, Eq. 2.26. Therefore, the transport equations are still
solved throughout the reference computations, allowing for assessment of the transi-
tion position x′tr predicted by the corresponding correlations and the influence of the
suction boundary condition on the latter, but the intermittency production is effec-
tively suppressed due to Fonset = Fonset,CF = 0. The transition criterion connected to
separated-flow transition is left unaltered, to avoid laminar separation at the shock foot
and ensure stability of the numerical simulations.
Contour plots of Fonset and Fonset,CF , reflecting the criteria for streamwise and cross-flow
transition, respectively, are presented in Figs. 3.13 and 3.14. The contours are extracted
for the suction coefficients Cq = [0;−4;−8,− 12] · 10−4, at a spanwise station of η = 0.5.
As indicated above, the onset functions Fonset or Fonset,CF act as a switch initiating the
intermittency production for the ratios Reθ/Reθc or ReHe/Re

+
He,t > 1. Considering Fig.

3.13 for the streamwise transition mechanisms first, the corresponding downstream shift
in Fonset = 1 is reflected with increasing suction strength. While the no-suction case
is marked by a highly upstream position of transition onset, the application of suction
with Cq ≤ −4 ·10−4 sufficiently stabilizes the boundary layer to induce a marked shift in
transition onset position, reaching a maximal extent of x′tr/c ≈ 0.3 for Cq = −12 · 10−4.
When compared to linear stability theory, the transition onset positions are still pre-
dicted to lie further upstream, in the region of favorable pressure gradient, which can be
primarily attributed to the limitations of the empirical transition criterion implemented
in the γ −Reθ-model.
With respect to the onset function for cross-flow transition Fonset,CF , corresponding ef-
fects are observable when assessing the contour plots for increasing suction strength
depicted in Fig. 3.14. The onset function Fonset,CF switches directly downstream of the
leading edge for the no-suction case, at x′tr/c ≈ 0.007. This behavior is in line with the
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Figure 3.13: Contour plot of the onset function for streamwise transition Fonset, extracted
for varying suction coefficients Cq at η = 0.5 from laminar reference com-
putations. Adapted from [55].

results of LST and the two-N -factor method, showing a comparable transition position
at η = 0.5 due to CFI. With increasing suction strength the predicted transition onset
position shifts to x′tr/c ≈ 0.05 for Cq = −4 ·10−4, while significantly shifting downstream
to x′tr/c ≈ 0.38 and x′tr/c ≈ 0.40 for Cq = −8 · 10−4 and Cq = −12 · 10−4, respectively.
When comparing the cross-flow related criterion embedded in Fonset,CF to linear stability
results for the cases with suction, the qualitative trends match the behavior reflected
in LST-based calculations. Referring to the overview of transition positions computed
with LST presented in Fig. 3.7, a suction coefficient of Cq = −4 · 10−4 does not suffice
to suppress transition due to CFI, correspondingly leading to a comparable transition
position predicted by the helicity based transition criterion. Subcritical amplification of
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Figure 3.14: Contour plot of the onset function for cross-flow transition Fonset,CF , ex-
tracted for varying suction coefficients Cq at η = 0.5 from laminar reference
computations. Adapted from [55].

cross-flow waves is predicted by means of LST for Cq ≤ −8 ·10−4 at η = 0.5, correspond-
ingly leading to a pronounced shift in x′tr/c predicted by the helicity based transition
criterion. Furthermore, the transition onset position x′tr/c and the actual transition po-
sition xtr/c resulting in the CFD simulation (Fig. 3.11) highly agree for Cq = 0 and
Cq = −4 · 10−4. Even though the comparisons are exploratory, it can be concluded that
the helicity-based criterion for the prediction of transition due to CFI is suitable for
usage in connection with the boundary condition and can reflect the trends predicted
by LST.
To further assess the model sensitivities towards boundary layer suction, Fig. 3.15 shows
a series of boundary layer velocity profiles for varying suction coefficients, extracted from
the laminar reference computation at η = 0.59 at six streamwise stations along the wing
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suction side. Figures 3.16 and 3.17 are dedicated to the same stations, but feature the
profile of the Reynolds numbers driving the transition onset correlations Eqs. 2.25 and
2.26, i.e. Fonset,1 and Fonset,1,CF . To provide for the corresponding extraction coordinate
system, xi is initially set by the direction of the velocity vector at the boundary layer
edge ue tangentially projected onto the grid surface at the extraction point. From this,
the cross-flow direction zi directly follows by taking the cross-product of xi with the
wall-normal vector yi at the corresponding extraction point, cf. Fig. 2.3 c).
Considering the laminar boundary layer velocity profiles first (Fig. 3.15), exposing the
boundary layer to an increasing suction strength Cq displays a reduction in boundary
layer thickness, alongside a decrease in shape factor. Linked to this is an increase in
wall-normal velocity gradient (du

dy
)w when considering the streamwise velocity profiles

u. The associated cross-flow velocity profiles show a reduction in their velocity maxima
with increasing suction strength, while the thinning of the boundary layer connected to
the increasing suction strength draws the maxima in vc closer to the surface of the wing.
As discussed in the context of transition due to TSI in Sec. 2.1.1, a decreasing shape fac-
tor generally tends to stabilize the boundary layer towards streamwise instability. This
effect is correctly reflected when referring to the development of the vorticity Reynolds
number Reν depicted in Fig. 3.16 (dashed lines). The vorticity Reynolds number is used
as an auxiliary, locally available variable to model the momentum thickness Reynolds
number Reθ within the correlation driving the activation of Fonset. Therefore, the sta-
bilizing effect of boundary layer suction is expressed in the maximum of Reν decreasing
with increasing suction strength, while the wall-normal distance of the maxima follows
the thinning of the boundary layer. Applying boundary layer suction also impacts the
denominator of the correlation for transition onset 2.193 · Reθc (Eq. 2.25). The biggest
impact is observable in stations close to the wall, where a marked increase in the critical
Reynolds number for transition onset can be noted. The value of Reθc at the boundary
layer edge is left unaltered with increasing suction strength. This behavior is connected
to the model formulation, as Reθc = f(R̂eθt) is set according to the above-discussed
empirical criterion at the edge of the boundary layer while being transported within the
boundary layer by the corresponding transport equation for R̂eθt (Eq. 2.21). Therefore,
the suction boundary condition does not alter the transition criterion itself but impacts
the transport rates of R̂eθt within the boundary layer, therefore locally reducing the
value of the onset function Fonset,1 = Reν/(2.193 ·Reθc) throughout the boundary layer.
This results in the previously shown downstream shift of Fonset = 1, where based on
the profiles shown in Fig. 3.16 the critical ratio driving Fonset is already satisfied at
x′tr/c = 0.06, while the implications on Reν and Reθc connected to the suction boundary
condition shift Fonset > 1 to approx. x′tr/c = 0.28.
The corresponding plots for assessing the influence of the suction boundary condition on
central modeling quantities connected to the cross-flow transition criterion are depicted
in Fig. 3.17. The helicity Reynolds number ReHe (dashed lines) is compared to the crit-
ical helicity Reynolds number Re+He,t at transition onset, using the original scale factor
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Figure 3.15: Development of laminar boundary layer velocity profiles with increasing suc-
tion strength, extracted from laminar reference computations at η = 0.59
and CL = 0.5. Adapted from [55].
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Figure 3.16: Development of vorticity Reynolds number Reν and associated transition
criterion 2.193 ·Reθc throughout the laminar boundary layer with increasing
suction strength, extracted from laminar reference computations at η = 0.59
and CL = 0.5. Adapted from [55].



64 3. Application on Isolated Wing Level

Figure 3.17: Development of helicity Reynolds number ReHe and associated transition
criterion 0.7 ·Re+He,t throughout the laminar boundary layer with increasing
suction strength, extracted from laminar reference computations at η = 0.59
and CL = 0.5. Adapted from [55].
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C = 0.7 incorporated in the γ−Reθ+CF model. As for the streamwise transition mech-
anisms, the suction boundary condition leads to the desired (in terms of LFC) effects in
the development of ReHe throughout the boundary layer. These consist of a reduction in
the ReHe maxima, while the corresponding wall-normal distance of the maxima follows
the reduction in boundary layer thickness imposed through the application of suction.
In contrast to the development of Reθc, however, the transition criterion formulated
based on Re+He,t is less sensitive to boundary layer suction. This is to be expected, as
Re+He,t is primarily based upon grid point local velocity and pressure values, calibrated
by a curve fit of experimental data for known transition onset positions [39]. Therefore,
the transition criterion expressed in Re+He,t can only account for suction based on the
effect the latter has on the velocity and pressure field. Nevertheless, a pronounced down-
stream shift of the transition onset point predicted by Fonset,1,CF = ReHe/(0.7Re

+
He,t) > 1

is observable through the application of the suction boundary condition, moving from
x′tr/c = 0.006 for Cq = 0 to x′tr/c ≈ 0.38 for Cq = −12 · 10−4.
The assessments presented above underline the applicability of the suction boundary
condition in the framework of a LCTM-based computational approach. Nevertheless,
difficulties remain in the above-mentioned behavior of the specific model applied here,
where it has been shown that the correlations embedded in the model predict the onset
of transition x′tr/c downstream of the actual transition position xtr/c resulting in the
numerical simulation. Alongside this, the correlations embedded in the baseline γ−Reθ

model for streamwise transition show deficiencies for high Reynolds number, compress-
ible flows, predicting the onset of transition in positions lying to far upstream. Remedies
are being proposed in the latest research activities devoted to the matter, e.g. by Menter
et al. [76] and Ströer [126] for streamwise transition modes or extended on the basis of
Fehrs [31] by François et al. [36] to include cross-flow effects as presented in the thesis
at hand. Coupling the approaches with the framework for modeling an active suction
system boundary condition therefore presents a promising approach for the automatic
numerical assessment of such aerodynamic technology couplings as envisaged within this
thesis.

3.4 Synthesis

In the present chapter, the HLFC/VC technology coupling as well as isolated integration
effects of VC and HLFC were analyzed when applied to the wing of the transonic refer-
ence aircraft CATeW-02. The analyses made use of the automated modeling toolchain
presented in Chap. 2, using both transition prediction approaches presented in the
respective chapter. The latter also constitutes the main differentiation aspect for the
herein-presented analyses. The LST approach coupled with the two-N -factor transi-
tion prediction method reflects synergy-driven aspects of the technology coupling in an
associated drag count reduction. These synergy effects are split into primary synergy
effects, which are the encompassed reduction in TS-wave amplification rates through
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load adaptation via VC suppressing otherwise critical amplification, and secondary ef-
fects, which are connected to the possibility of controlling the shock wave position by
means of VC, thus prolonging the extent of favorable pressure gradient flow and shifting
the transition position downstream. A secondary effect when it comes to overall drag
reduction, consists of the thinner laminar boundary layer also providing a reduction in
pressure drag. This is caused by the reduction of the effect of viscous decambering.
Analyses with the framework built around the effusion mass flux boundary condition and
the LCTM-based transition prediction approach also reflected synergistic trends, how-
ever, the achievable drag count reduction is predicted to be lower than for the LST-based
analyses. This is connected to the main driver for drag count reduction predicted by the
LCTM-based framework consists of VC and secondary synergy effects, i.e. the thinning
of the boundary layer being reflected by incorporating boundary layer suction to the
computations. Transition positions are successively shifted downstream with increasing
suction strength, nevertheless are predicted to lie further upstream when compared to
the LST-based computations for which the NLF part of HLFC is not reflected in this
case.
Therefore, the chapter concluded with an analysis of driving correlations used in the
transition prediction framework implemented in the γ−Reθ+CF model, which based on
a set of laminar reference computations, assessed possibilities and limitations of incor-
porating the suction boundary condition to an LCTM-based framework. The analyses
in this context are exploratory and belong to the area of turbulence modeling research,
rather than the scope of aerodynamics intended within this thesis.
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In the previous chapter, the technology coupling has been assessed on wing level, us-
ing different transition prediction frameworks. Within the present chapter, the corre-
sponding analyses are expanded to a higher integration level, i.e., (next to the wing)
the fuselage and horizontal tailplane of the CATeW-02 configuration is included in the
analyses. The analyses are based upon linear stability and the two-N -factor transition
prediction method. At the same time, the off-design parameter space is expanded by
including off-design Mach numbers Ma and a change in cruise altitude H, resulting in a
corresponding Reynolds number variation at the previously envisaged lift coefficient of
CL = 0.5.
The reference geometry, consisting of wing, fuselage and HTP is termed CATeW-02-WB
in the following, an overview of which is presented in Sec. 4.1. Within the same section,
geometry adaptations concerning the wing-body junction are discussed, followed by a
presentation of the general grid topology and an evaluation of spatial grid resolution in
terms of a grid independence study.
For a consistent aerodynamic assessment, it is necessary to simulate the aircraft in a
trimmed flight state, for which Sec. 4.2.1 is dedicated to the framework used for the in-
clusion of aircraft trim in the numerical simulations. Based upon the trimmed state, an
overview of the general flow field in terms of surface pressure distributions is presented in
Sec. 4.2.2, while Sec. 4.2.3 is dedicated to effects of VC integration to CATeW-02-WB.
Results of the coupled system application to CATeW-02-WB are presented in Sec. 4.3, as
previously mentioned based on the LST framework for transition prediction. Addition-
ally to variations in lift coefficient CL and ADHF deflection angle, the system is analyzed
for variations in Mach and Reynolds number in Secs. 4.3.2 and 4.3.3, respectively.

4.1 Reference Geometry and Computational Grids

The present chapter deals with the reference configuration CATeW-02-WB. In addition
to the wing analyzed in Chap. 3, CATeW-02-WB includes the fuselage and the hori-
zontal tailplane (HTP) of the reference configuration CATeW-02. As for the wing, the
additional aircraft components included in CATeW-02-WB have been derived at the In-
stitute of Aerospace Systems of RWTH Aachen University in the course of the likewise
named research project CATeW, c.f. Secs 1.3 and 3.1.
A three-view drawing of CATeW-02-WB, alongside an isometric projection of the (mir-
rored) full-span geometry is presented in Fig. 4.1. As previously indicated, the wing of
CATeW-02-WB corresponds to the geometry treated within Chap.3, for which geomet-
rical parameters considering planform, airfoils and twist/thickness distributions can be
extracted from Sec. 3.1. The same applies to the dimensions and position of the HLFC
suction panel and the ADHF, respectively marked in red and blue in the top panel of
Fig. 4.1.
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Figure 4.1: Three-view drawing of the reference configuration CATeW-02-WB, alongside
isometric view mirrored at the y symmetry plane.

The fuselage of CATeW-02-WB possesses a total length of 52.3 m, and consists of an
elliptical cross-section with maximal major and minor axis lengths of 5.2 m (y-direction)
and 4.71 m (z-direction). The nose cone of the fuselage is drooped downwards, as en-
countered in modern aircraft such as those of the Airbus A350 or Boeing 787. The
aircraft center of gravity (CG), used as moment reference point for subsequent analyses,
is fixed at xCG = [22.85, 0,−0.58] m, with reference to the coordinate system depicted
in Fig. 4.1. It should be noted, however, that the CG possesses a range of possible
positions of approx. ∆xCG = [−0.2/+0.05, 0,−0.2/+0.02] m, limiting the CG position
for trimming different mass configurations.
The HTP possesses a half-span of 7.6 m, with no twist and a constant dihedral of 6◦.
The HTP leading edge sweep angle measures φLE,HTP = 36.75◦. As the HTP consists
of only one section, a symmetrical NACA 0009 airfoil is adopted along the entire HTP
span.
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Adaptation of Wing-Body Junction. The geometry presented above is derived
from an OAD geometry definition file, for which the different aircraft components are
combined without special treatment of their respective interfaces. While this presents no
difficulties concerning the application of an OAD toolchain, running three-dimensional
RANS simulations requires local geometry adaptation. This requirement is primar-
ily connected to the LST-based transition prediction framework being implemented for
steady-state simulations only, i.e., it is not applicable when the RANS simulation does
not converge to a steady-state solution due to the development of transient flow phe-
nomena.
A typical zone faced with this challenge when being left untreated is the trailing edge
region of the wing-body junction. As depicted in Fig. 4.2 a) and d), small included-
angles between the surfaces of the wing upper side and fuselage lead to a pronounced
side-of-body (SOB) separation, and thus stalling convergence of the RANS simulation.
This phenomenon is described in detail in a large number of publications, one of the
most prominent examples stemming from numerical analyses of NASA’s Common Re-
search Model in the course of the AIAA Drag Predicition Workshop series, see [120].
To prepare CATeW-02-WB for subsequent grid generation, the wing-body junction has
been adapted following the procedure outlined by Vassberg et al. [132]. In a first step, a
wing belly fairing has been added to the fuselage of the geometry, while the intersection
line of the wing and the fuselage is rounded off to form a fillet, see Fig. 4.2 b). The
addition of the wing belly fairing increases the included-angle between fuselage and wing
surfaces to 90◦, leading to a pronounced reduction in SOB separation, depicted in Fig.
4.2 e) in terms of the skin friction coefficient cf distribution and associated skin friction
lines.
To entirely suppress the formation of the SOB separation bubble, a bump has been
added to the intersection region of the wing trailing edge and the wing belly fairing in
a second step, see Fig. 4.2 c). The bump is constructed to be tangential to the surface
of the belly fairing, while the normal vector of its peak is aligned with the wing trailing
edge. The addition of the bump to CATeW-02-WB entirely suppresses SOB separation,
i.e., as depicted in Fig. 4.2 f), the flow remains attached in the respective region. The
updated geometry furthermore improves the mesh quality due to the continuous surface
transition achieved by the incorporation of the fillet, leading to the desired convergence
behavior of the RANS simulation to a steady state flow solution.

Grid Generation and Independence Study. As for the analyses on wing level
presented in Chap. 3, grid generation was performed in a hybrid manner utilizing
the commercial mesh generator CENTAUR by CentaurSoft [16], utilizing the adapted
CATeW-02-WB geometry. The set of requirements for the computational grid has been
correspondingly adapted from the grids generated for the CATeW-02 wing, especially
considering the spatial resolution as well as the prism layer structure on the surface of
the wing (cf. Sec. 3.1). The same is true for the extent and the boundary conditions
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Figure 4.2: Top panels: Overview of geometry adaptation at wing-fuselage junction for
CATeW-02. Bottom panels: Skin friction lines and contour of skin friction
coefficient at wing-body junction, with indication of side-of-body separation
bubble.

limiting the computational domain, forming a hemispherical domain with a radius of
100 · cref = 529 m. Different refinement zones encompassing the overall aircraft near-
field, wing upper and lower surface near-field as well as the wake of the wing, HTP and
fuselage are included in the surface and volume grids. An overview of the general grid
topology is presented in Fig. 4.3.
Grid independence of the numerical results is assessed based on drag CD and pitching
moment coefficients Cm. The grid study encompasses four grids L1−L4 with increasing
resolution levels, while the resulting drag and pitching moment coefficients are computed
for the later analyzed set of lift coefficients CL = [0.45; 0.50; 0.55]. The corresponding
results are depicted in Fig 4.4, alongside an indication of computational expense con-
nected to the different grid levels in terms of CPU wall-clock time tCPU per timestep.
Refining the grid from L1 to L4 results in a reduction of integral force and moment
coefficients. Convergence in CD starts to be observable at L3, while Cm is still subject
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Figure 4.3: Overview of CATeW-02-WB numerical grid. Top panel: Surface mesh along-
side four slices through the volume grid, alongside indication of volume mesh
refinement regions. Bottom left panel: Wing surface grid on upper surface.
Bottom right panel: Computational domain and associated boundary con-
ditions.

Figure 4.4: Integral force and moment coefficients resulting for grid levels L1 - L4, at the
lift coefficients CL = [0.45; 0.50; 0.55]. Additionally, the normalized compu-
tational time per timestep is indicated.
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to variations for all observed grid refinement levels. For the present study, however, the
latter can be considered looser when it comes to grid convergence, as the pitching mo-
ment coefficient is highly sensitive to the flow solution at the HTP of CATeW-02-WB.
Therefore, minor differences in pressure and shear force distributions at the HTP are
amplified in terms of Cm.
Considering the computational expense, changing from grid L3 to L4 approx. doubles
the necessary computational time per CPU core. The expense is further aggravated
when considering grid level L4 requiring a larger number of time steps to converge to
a steady state solution, not directly reflected in tCPU . Therefore, all further numerical
analyses are based on grid L3.

4.2 Aerodynamic Characterization

4.2.1 Inclusion of Aircraft Trim

To allow for a consistent evaluation and comparison of different load cases or operating
points in the following analyses, a central prerequisite consists of simulating the aircraft
in a trimmed flight state. The latter is especially relevant when considering VC inte-
gration, as a deflection of the ADHF leads to substantial variations in pitching moment
about the aircraft center of gravity xCG. The additional pitching moments need to be
trimmed during cruise flight, the trim effects ultimately affecting the wing pressure dis-
tribution for the different operating points due to aerodynamic loads shifted to the HTP
itself, alongside the resulting change in necessary angle of attack α.
Transonic transport aircraft are usually equipped with a trimmable horizontal stabi-
lizer, i.e. the incidence angle of the HTP is changed to generate the required pitching
moments for trimmed flight. To incorporate HTP rotations into the numerical simula-
tion, the above-introduced deformation module of the automated simulation framework
(cf. Fig. 2.10) implemented within the course of the thesis is used. The module builds
around the RBF mesh deformation tool implemented in TAU. Therefore, deflection fields
of the HTP considering rigid body rotation are computed within the toolchain, which
are subsequently redirected to the mesh deformation tool. Special consideration has to
be directed towards the fuselage surface in the empennage region, as the deformation
applied to the surface grid of the HTP propagates to the fuselage in the respective zone.
When left untreated, this leads to a deformation of the fuselage surface alongside the
HTP, or, when setting the allowable deformation of the fuselage surface mesh to zero,
a mesh deterioration prohibiting numerical simulation due to negative volume cells in
the mesh confining the fuselage HTP junction. Therefore, CATeW-02-WB is further
adapted to incorporate a planar fuselage-HTP junction, allowing for in-plane movement
of the fuselage surface grid points in the respective region and ultimately blending to
zero deformation at the boundaries of the junction, see Fig. 4.5 a). An overview of the
resulting surface grid point translation in the trailing edge region of the HTP is depicted
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in Fig. 4.5 b), while 4.5 c) is dedicated to the magnitude of the resulting deformation
field |xD| for iH = −2◦. The rotation axis for the HTP is chosen normal to the planar
fuselage-HTP junction, whilst intersecting the plane at the HTP front spar position.

Figure 4.5: Panel a): Overview of different HTP incidence angle iH settings, realized
via mesh deformations utilizing the Deformation module of the Python
toolchain. Panel b): Close-up view of base and deformed grids for iH = −2◦.
Panel c): Magnitude of deformation vector for iH = −2◦.

To determine the necessary incidence angle iH for a trimmed flight state, i.e. CL =

CL,cruise and CM = 0, the linearized trim problem is solved [78]:

[
CL

CM

]
−
[
CL,ref

CM,ref

]
=

J︷ ︸︸ ︷[
∂CL

∂α
∂CL

∂iH
∂CM

∂α
∂CM

∂iH

][
∆α

∆iH

]
(4.1)

The entries on the left-hand side of Eq. 4.1 are, as already mentioned, set by the en-
visaged, trimmed flight condition. The missing link is reflected by the entries of the
Jacobian matrix J on the right-hand side of Eq. 4.1, namely the values of the deriva-
tives with respect to α and iH , which again depend on the operating point of the aircraft.
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To determine the entries of J two approaches are applicable. First, approaches based
upon finite differences or solutions of the adjoint embedded in an iterative optimization
problem can be applied during the runtime of a simulation, see e.g. [78] or [103].
These methods, however, require several trim iterations accompanied by mesh deforma-
tion in each coupling step to determine the values of the trim variables. This is of limited
concern for the above-mentioned references, as they also include elastic effects, requiring
mesh deformations in any case. Nevertheless, for the comprehensive operating points
encompassed within the present thesis, including several mesh deformation iterations to
each numerical simulation leads to prohibitive computational costs.
Therefore, the second commonly adopted approach builds upon the generation of a look-
up table for the derivative values and subsequent interpolation for the envisaged oper-
ating point during runtime of the simulation, see e.g. [96]. Before the bulk data set gen-
eration, a set of simulations with varying input parameters p = [CL, δADHF , iH ,Ma,Re]

are run, which results in the corresponding sensitivities of the pitching moment coeffi-
cient with respect to the parameters p, see left panel of Fig. 4.6. Recalling the linear
formulation underlying Eq. 4.1, the necessary perturbation ∆α is solved for during run-
time by the above-mentioned target CL algorithm implemented in TAU, whilst ∆iH is
linearly interpolated from the given sensitivities within the bulk data set. The resulting
incidence angles iH are exemplarily depicted in the mid panel of Fig. 4.6, considering
varying ADHF deflection angles and lift coefficients. The right panel of Fig. 4.6 shows
the resulting pitching moment coefficients about the center of gravity using the interpo-
lated incidence angles iH,trim, resulting in a trim or close trim condition when applying
the implemented framework.

Figure 4.6: Left panel: Pitching moment coefficient CM,CG about the aircraft CG for
varying lift coefficients CL and incidence angles iH at δADHF = 0◦. Mid
panel: Interpolated incidence angles iH,trim for trimmed flight state for vary-
ing ADHF deflection angles. Right panel: Resulting pitching moment co-
efficient CM,CG for varying lift coefficients CL and ADHF deflection angles
δADHF using iH = iH,trim. All panels refer to Ma = 0.83, H = 35 000 ft
(Re ≈ 34.5 · 106).
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4.2.2 General Flow Field

A general characterization of the flow field considering the surface pressure coefficient
cp distribution on the lower (pressure) and upper (suction) side of CATeW-02-WB is
presented in Fig. 4.7. As indicated earlier the analyses from hereon include the adapted
wing-body junction and are all performed for a trimmed flight state.
Figure 4.7 shows the pressure distribution at the design point of CATeW-02-WB (CL =

0.50, Ma = 0.83) in its clean configuration (δADHF = 0◦), while cp slices are extracted
for inclusion of the later treated (cf. Sec. 4.3, Fig. 4.9) off-design lift coefficients
CL = [0.45; 0.55] and Mach numbers Ma = 0.81 and Ma = 0.78 at H = 35 000 ft. Sim-
ilar to the isolated wing case, the flow on the suction side of the wing is characterized
by a pronounced shock front in rearward chordwise positions, consequently leading to a
marked region of favorable pressure gradient flow up to the shock position. In outboard
direction, the shock front is shifted upstream with respect to its chordwise position while
the shock decreases in strength, i.e. the associated recompression jump reduces in mag-
nitude until shock-free recompression is obtained for η ⪆ 0.95.
Varying the lift coefficient CL shows its largest effects considering the outboard stations
of the wing. This is connected to a larger reduction in shock strength for lower lift
coefficients, for which the spanwise limit of shock-free recompression is moved inboard
towards η ⪆ 0.8. While CL = 0.5 is already marked by the development of an adverse
pressure gradient flow in the respective spanwise positions, the pressure distribution
resulting for CL = 0.45 shows a further increase in the magnitude of adverse pressure
gradient.
The opposite behavior is connected to an increase in lift coefficient to CL = 0.55, where
the shock extends further outboard in comparison to CL = 0.5. Considering the section
η = 0.8 depicted in Fig. 4.7, the comparison between CL = 0.5 and CL = 0.55 attributes
a more downstream shock position to CL = 0.55, resulting in a higher isobar sweep
in the corresponding spanwise region. Therefore, the adverse pressure gradient in the
leading edge region of the wing is reduced or vanishes, while downstream of x/c = 0.28,
a favorable pressure gradient develops.
Inboard of η ≈ 0.8, shock position and shock strength lose sensitivity to CL variations in
the inboard direction. For the cp distributions included in Fig. 4.7, the shock topology
coincides for η = 0.2 and η = 0.4, while η = 0.6 is still marked by the effects discussed
above. More dominant effects are observable in the leading edge region of the wing, as
with increasing CL a more pronounced suction peak develops in the respective region.
The resulting pressure gradients in the mid-chord region are, however, less impacted by
the increase in suction peak, as the load-bearing region, i.e. negative cp regions on the
suction side of the wing, is shifted to the mid-chord region of the wing.
The off-design Mach numbers Ma = 0.81 and Ma = 0.78, in comparison to the design
Mach number Ma = 0.83 at CL = 0.5, are treated in the bottom panels of Fig. 4.7.
Lowering the Mach number is generally characterized by an upstream shift of the shock



76 4. Application on Wing-Body Level

Figure 4.7: Contour plot of surface cp on the pressure (left) and suction side (right) of
CATeW-02-WB at the design point. The cp slices on the top show corre-
sponding extractions for varying lift coefficients CL at Ma = 0.83, while the
bottom panels are dedicated to cp slices for varying Ma at CL = 0.5.
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position, featuring a more pronounced suction peak in comparison to Ma = 0.83. The
shock strength is reduced with decreasing Mach number, for which in connection with
the higher suction peak the extent of negative pressure gradient flow is reduced, or not
achieved at all considering the depicted section cut at η = 0.6.
The general characteristics of the pressure distribution partially satisfy the requirements
formulated in Sec. 3.2.2 for the application of HLFC. Nevertheless, especially off-design
pressure distributions are characterized by a large potential for actively shaping the
pressure distribution based on VC integration.

4.2.3 Implications of Variable Camber Integration

Within Sec. 3.2.2, implications of VC integration are described on isolated wing level.
The corresponding effects are transferable to CATeW-02-WB, for which the reader may
refer to the respective section for an overview of the development of cp distributions as
well as spanwise loads with increasing ADHF deflection angle.
Within this section, the focus lies on the shift in increments of component-wise integral
loads:

∆CL = CL(δADHF = 0◦)− CL(δADHF,var) (4.2)

∆CD = CD(δADHF = 0◦)− CD(δADHF,var) (4.3)

incurred by VC integration, an overview of which is depicted in Fig. 4.8. As stated
above, the analysis is based on CATeW-02-WB cruising in a trimmed flight state, and
encompasses the design point CL = 0.5 and Ma = 0.83, alongside the off-design lift
coefficients CL = [0.45, 0.55] and Mach numbers Ma = [0.78, 0.81] (cf. left panel of Fig.
4.9), all at H = 35 000 ft.
In general, the load shift accompanied by deflection of the ADHF acts in transferring
lift and drag production between the different components of the aircraft. Deflecting the
flap to negative deflection angles, i.e. decambering the wing, correspondingly reduces
the lift production associated with the wing, while the corresponding forces are approx-
imately equally shifted to the fuselage and HTP for the herein-considered cases. Vice
versa, when increasing wing camber by setting the ADHF to positive deflection angles
δADHF , leads to the lift production associated with the wing increasing while the share
of the fuselage and HTP decrease.
Considering sensitivities with respect to CL variations (top panels of Fig. 4.8), the most
pronounced load shift is associated with the lowest lift coefficient CL = 0.45, while incre-
mentally increasing CL reduces the sensitivity of the aircraft towards δADHF variations.
Mach number variations at constant CL = 0.5 (bottom panels of Fig. 4.8), also show a
corresponding trend between Ma = 0.83 and Ma = 0.78, however, the case Ma = 0.81

possesses the highest sensitivities with respect to ∆CL for positive ADHF deflection



78 4. Application on Wing-Body Level

Figure 4.8: Bar chart of component-wise increments in lift ∆CL (left panels) and
drag ∆CD (right panels) coefficients for different ADHF deflection angles.
The top panels additionally consider variations in overall lift coefficient
CL = [0.45, 0.50, 0.55], while the bottom panels are devoted to variations
in cruise Mach number Ma = [0.78, 0.81, 0.83]. All computations performed
for H = 35 000 ft.

angles δADHF . The latter is associated with the inclusion of trim, as the load shift con-
nected to VC integration at Ma = 0.81 requires the highest loading of the HTP.
The increment in drag coefficients ∆CD at Ma = 0.83 and varying CL (Fig. 4.8, top
right), follows the general trends reflected in ∆CL. Decambering the wing (δADHF < 0)
leads to a reduction in drag associated with the wing, whilst drag production associated
with the fuselage is elevated. The latter surpasses the reduction connected to the wing,
increasing total drag for all included lift coefficients CL in comparison to the baseline
case δADHF = 0◦. For positive ADHF deflection angles, the additional drag produced by
the wing is higher than the drag reduction observable at the fuselage, correspondingly
resulting in an increase in the total drag coefficient for all lift coefficients CL. Whilst
the above-described effects are correspondingly reflected for a Mach number variation to
Ma = 0.81 (Fig. 4.8, bottom right panel) at CL = 0.5, the lowest off-design Mach num-
ber Ma = 0.78 reflects a shift in optimum flap deflection angle to δADHF = 2◦, leading
to a total drag count reduction of 2.6 dc. Further ADHF deflection is not considered
in Fig. 4.8, nevertheless leads to increasing CD again (cf. Fig. 4.13 for δADHF > 2◦ at
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Ma = 0.78).
In contrast to VC integration to the isolated wing, the analysis of the trimmed wing-
body configuration attributes the lowest drag coefficient to δADHF = 0◦ for the largest
part of the envelope. Considering the primary design point, this behavior is desirable, as
it confirms the aerodynamic design of CATeW-02-WB presenting an applicable baseline
for assessment of the technology coupling. In other words, if deflecting the ADHF would
lead to a drag reduction for CATeW-02-WB in its design point, the general design of
CATeW-02-WB should be reconsidered instead of attributing this to a benefit of VC
integration.
Furthermore, CATeW-02-WB is insensitive to off-design operation with regard to vary-
ing lift coefficients and, to a limited extent, Mach numbers. As indicated above, VC
integration to CATeW-02-WB becomes beneficial for Mach numbers encompassing the
lower limit of the off-design envelope, namely by reducing total drag when increasing the
wing’s camber. This behaviour is connected to the reduction in flow velocity associated
with a reduction in Mach number at fixed altitude H, i.e. it is generally beneficial to
increase wing camber when reducing flow speed at fixed CL.
Considering the coupled application of VC with an HLFC system, the preliminary con-
clusion can be drawn, that the highest synergistic potential will be associated with
off-design operation at reduced Mach numbers. As already shown on isolated wing level
(cf. Sec. 3.3.1), synergy potential develops when VC is integrated to increase wing cam-
ber, i.e. stabilization of the boundary layer was shown to be connected to implications
on the chordwise pressure distribution incurred by a downward deflection of the ADHF.
In contrast, increasing the Mach number or, at constant Mach number, decreasing CL,
typically requires a decrease in wing camber, as shown for instance in [97], therefore lim-
iting the synergy potential for such operating scenarios. Accordingly, next to the design
point, the analyses of the coupling in the following are focused on the lower extent of
the cruise flight envelope.

4.3 Technology Coupling

With the preliminary aspects for a consistent evaluation of the HLFC/VC coupling set in
the preceding sections of this chapter, the synergistic potential of the technology coupling
is assessed in this section. The assessment includes the operation of CATeW-02-WB at
its design point (CL = 0.5, Ma = 0.83) at H = 35 000 ft, considering the isolated
effect of VC integration on the development of the transition position, as well as the
development of the overall drag coefficient for the off-design lift coefficients CL = 0.45

and 0.55. Following the implications derived from isolated VC-integration, the technol-
ogy coupling is assessed with respect to off-design variation of the Mach number, i.e.
Ma = [0.78; 0.81] are considered at CL = 0.5 and H = 35 000 ft. Additionally, the
isolated influence of a Reynolds number variation is included in the assessment at the
design point, by including cruise at H = 39 000 ft (Re = 28.8·106) next to Re = 34.5·106
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at H = 35 000 ft at CL = 0.5 and Ma = 0.83. For an overview of the considered design
and off-design envelopes, the reader may refer to the left panel of Fig. 4.9.
The right panel of Fig. 4.9 reflects the line-of-flight cuts used for transition prediction
by means of the LST-based framework (cf. Sec. 2.2.2.2) for transition prediction on the
wing of CATeW-02-WB. A series of 40 cuts is placed along the wing suction side, with
prescription of the corresponding suction coefficients to the line-in-flight cuts located
within the spanwise section of the HLFC suction panel (red).

Figure 4.9: Left panel: Design and off-design points assessed for CATeW-02-WB. Right
panel: Line-in-flight cuts utilized for application of LST and the two-N -
factor method for transition prediction along the upper and lower side of the
CATeW-02-WB wing.

The green dashed lines in the right panel of Fig. 4.9 show the line-in-flight cuts on
the pressure side of the wing, where a series of nine cuts are equidistantly spaced along
the wing span. The reduced number is chosen to save computational time, as laminar
flow is not foreseen on the pressure side of the wing. Transition on the pressure side is
accordingly predicted directly downstream of the leading edge for all cases observed in
the following, triggered by amplification of CFI.
Transition prediction is based on the LST framework only for CATeW-02-WB, as the
transition behavior predicted by the LCTM is comparable to the one observed for the
isolated wing case, see Sec. 3.3.2.1. Thus, synergistic effects become masked by par-
ticularities of the transition prediction model, necessitating adaptations of the LCTM
framework discussed in Sec. 3.3.2.2 for a corresponding analysis.

4.3.1 Sensitivity to Camber Variation

The transition fronts resulting from suction coefficients Cq = 0 - −12 · 10−4 and varying
ADHF deflection angles (δADHF = −2 - 4◦), at the design point (CL = 0.5, Ma = 0.83),
for the initial cruise altitude (ICA) H = 35 000 ft are depicted in Fig. 4.10. As already
discussed for the isolated wing case (cf. Sec. 3.3.1), the zero suction case Cq = 0 is
characterized by immediate transition downstream of the wing leading edge due to CFI
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up to η ≈ 0.85 for all ADHF deflection angles. In the outboard segment η = 0.85− 1.0,
transition is predicted due to TSI-CFI interaction, nevertheless not resulting in a pro-
nounced downstream shift when compared to the remainder of the wing.
Increasing the suction strength (Cq ↓) stabilizes the boundary layer towards both TSI
and CFI for η ⪆ 0.62 in all observed cases, for which the transition position is driven
by the predicted position of laminar separation (LAM SEP). To re-emphasize, laminar
separation, in this case, does not refer to the flow separating at this position within
the numerical simulation, but the point of laminar separation computed by COCO is
used to switch on the turbulence model within the CFD run, for which no actual flow
separation occurs downstream of the transition front marked by LAM SEP.

Figure 4.10: Predicted transition lines by means of linear stability with two-N -factor
transition prediction method for varying suction coefficients Cq and ADHF
deflection angles δADHF at CL = 0.5, Ma = 0.83, H = 35 000 ft. Addition-
ally, the critical transition mechanisms are indicated along the wing span.
The cp contour is extracted for the wing suction side at δADHF = 0◦ and
Cq = 0.

Considering the case Cq = −4 · 10−4, the suction strength does not suffice to suppress
transition due to CFI inboard of the limit η ≈ 0.62. Sensitivity is predicted to the
ADHF deflection angle in the spanwise region η = 0.58 - 0.65, where increasing the
ADHF deflection angle results in a switch in transition mechanism from CFI to laminar
separation. In contrast to what has been described earlier (cf. Sec .3.3.1), this attributes
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potential for suppression of CFI to VC-integration, in this case, connected to the de-
velopment of the pressure gradient in the leading edge region of the wing for increasing
ADHF deflection angles. Deflecting the ADHF leads to a reduction in up to vanishing
pressure gradients in the leading edge region, for which this effect may be classified as a
tertiary synergistic effect1. Nevertheless, this effect is only of limited practical relevance,
as it is highly sensitive to the operating condition, whilst arising at a suction strength
that is not sufficient for a large extent of laminar flow on the wing suction side.
The secondary synergistic effect introduced in Sec. 3.3.1, however, is observable out-
board of η ≈ 0.62 for all suction coefficients Cq ≤ −4 · 10−4. The downstream shift
in shock position induced by a downward deflection of the ADHF is accompanied by a
downstream shift in transition position for all observed cases. Decambering the wing by
deflecting the ADHF upwards (δADHF < 0◦) leads to the opposite behavior as the shock
front moves upstream.
Inboard of η ≈ 0.62, primary synergy effects develop markedly for δADHF ≥ 1◦ for both
suction coefficients Cq ≤ −8 · 10−4. Deflecting the ADHF leads to a shift in transition
mechanism from amplification of the primary instability mechanisms TSI and CFI to
laminar separation, connected to the reduction in TS-wave amplification by correspond-
ingly adapting the pressure distribution through ADHF deflection. As the development
of the transition front corresponds to the development of the shock front, the down-
stream shift in the shock position through ADHF deflection is additionally reflected in
the transition position.
The resulting drag coefficients for variations in suction strength and ADHF deflection
angles are presented in Fig. 4.11. Next to the total drag coefficient CD (left column) the
mid column of Fig. 4.11 is dedicated to the pressure drag component CD,p, while the
right-most column shows the friction drag component CD,f . Next to the design lift coef-
ficient CL = 0.5 discussed so far in this section, the off-design lift coefficients CL = 0.45

and 0.55 are included in the top and bottom rows of Fig. 4.11, respectively.
Concerning an increase in suction strength, all presented cases are characterized by a
reduction in drag coefficient CD. In the case of CATeW-02-WB, the overall reduction in
CD due to boundary layer suction is approx. equally split on CD,p and CD,f , as discussed
for the isolated wing case connected to the increase in laminar flow area reducing the
effect of viscous decambering next to the associated skin friction of the flow.
In contrast to the isolated wing case, however, deflecting the ADHF at the design Mach
number Ma = 0.83 is not beneficial for the development of the overall drag coefficient
CD in the wing-body case CATeW-02-WB, neither at its design point CL = 0.5 nor
for off-design conditions CL = 0.45 and 0.55 at Ma = 0.83. Even though the prior
discussion assessed synergistic effects to the technology coupling in terms of a downward

1 Next to the primary HLFC/VC synergy of camber variations stabilizing the boundary layer towards
transition due to TSI (cf. Fig. 1.2) and the secondary synergy of VC-integration resulting in a
downstream shift of the shock position while both CFI and TSI are suppressed due to suction (cf.
Sec. 3.3.1).



4.3. Technology Coupling 83

deflection of the ADHF leading to a downstream shift in transition position and thus
an increase in the extent of laminar flow, the associated reduction in friction drag (right
columns of Fig. 4.11) does not suffice to counteract the increase in pressure drag induced
by a camber variation.

Figure 4.11: Overall drag coefficient, pressure and friction drag components (all in drag
counts) for varying δADHF and Cq at CL = 0.45 (top row), CL = 0.50 (mid
row) and CL = 0.55 (bottom row). Mach number Ma = 0.83, Flight alti-
tude H = 35 000 ft.

This possible trade-off has already been indicated in the discussion considering isolated
VC integration to CATeW-02-WB (cf. Sec. 4.2.3), and does not necessarily prohibit syn-
ergistically coupling VC and HLFC, but rather assesses design robustness to off-design
operating conditions to CATeW-02-WB in terms of lift coefficient variations. Synergistic
effects can therefore be expected when isolated VC integration (an increase in camber
for the case CATeW-02-WB) already leads to a drag reduction. As discussed in Sec.
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4.2.3, this is observable for off-design operation at a reduced Mach number, which will
be discussed in the subsequent section.

4.3.2 Sensitivity to Mach Number Variation

The development of the transition front for the off-design Mach numbers Ma = 0.78 and
Ma = 0.81, next to the design Mach number Ma = 0.83 at CL = 0.5, ICA H = 35 000 ft
and for varying ADHF deflection angles δADHF = [0◦; 1◦; 2◦; 4◦] is depicted in Fig. 4.12.
The right-most contour has already been discussed above and is included for reference.

Figure 4.12: Predicted transition lines by means of linear stability with two-N -factor
transition prediction method for varying Mach numbers Ma and ADHF
deflection angles δADHF at CL = 0.5, H = 35 000 ft and Cq = −8 · 10−4.
Additionally, the critical transition mechanisms are indicated along the wing
span, the colored lines refer to the critical transition mechanism connected
to the respective ADHF deflection angle. The cp contour is extracted for
the wing suction side at δADHF = 2◦ and Cq = −8 · 10−4.

Considering a Mach number variation without VC integration, i.e. δADHF = 0◦ (red
lines), a successive upstream shift in transition position is predicted with decreasing
Mach number. This behavior is connected to the characteristics of the pressure dis-
tribution with decreasing Mach number discussed in Sec. 4.2.2, where a reduction in
Mach number leads to a decrease up to a change in sign of the pressure gradient for
Ma = 0.81 and Ma = 0.78, respectively, while a pronounced suction peak develops for
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the here presented case CL = 0.5. The first aspect is destabilizing when it comes to
TS-waves, while the latter tends to amplify CFI in the leading edge region of the wing.
Correspondingly, the mid-span region η ≈ 0.5 − 0.9 is characterized by an upstream
shift in transition front with decreasing Mach numbers, while for the case Ma = 0.78

the suction coefficient Cq = −8 · 10−4 does not suffice to suppress transition due to CFI
for η ⪅ 0.5 due to the strong suction peak.
As the shock front is accordingly shifted upstream with a decreasing Mach number, the
transition front shows high sensitivity to VC integration. The synergy effects discussed
in the previous section (cf. Sec. 4.3.1) are directly transferable to the off-design Mach
numbers Ma = 0.78 and 0.81, where according to the intended benefit of VC integration
sensitivity rises when operating the aircraft at lower Mach numbers. Focusing on the
operating point at Ma = 0.81, for instance, the depicted increments in ADHF deflection
angle initially lead to the boundary layer being stabilized in the inboard region of the
wing δADHF ≥ 1◦ up to the point η ≈ 0.55, outboard of which further ADHF deflection
to δADHF ≥ 2◦ is necessary to maintain subcritical amplification of both TSI and CFI.
A further decrease in the freestream Mach number to Ma = 0.78 reinforces this be-
havior, i.e. for a marked downstream shift in transition position, it is necessary to set
the ADHF to the highest considered deflection angle of δADHF = 4◦. For δADHF = 2◦,
abrupt switches in transition mechanisms and thus transition positions are observable,
as the N -factors of both CFI and TSI are close to the respective limiting curve.
In contrast to the design Mach number Ma = 0.83, for reduced Mach numbers synergy
does not only express itself in a downstream shift of the transition front when applying
the HLFC/VC coupling but, in line with the aspects indicated above, translates to a
synergy-driven drag reduction when applying both technologies together, see Fig. 4.13.
This means, that deflecting the ADHF to δADHF = 2◦ for the case Ma = 0.78, leads
to both a maximal2 reduction in the pressure drag component of CATeW-02-WB while
setting Cq ≤ −8 · 10−4 beneficially couples to the adapted pressure distribution induced
by VC integration to foster the lowest overall drag coefficient CD.
This aspect is further reaffirmed when observing the case Ma = 0.81, as the lowest drag
coefficient CD is not connected to a constant ADHF deflection angle throughout a varia-
tion of the suction coefficient Cq, but varies accordingly. That is, for Cq = 0, the lowest
drag coefficient occurs at δADHF = 0◦, reflecting the results discussed in terms of VC im-
plications in Sec. 4.2.3. With increasing suction strength, however, the ADHF deflection
angle leading to the lowest drag coefficients switches to δADHF = 1◦ for Cq ≤ −8 · 10−4,
connected to both technologies influencing each other beneficially, by making use of the
synergistic effects derived in the discussions above.

2 "Maximal" considering the individual datapoints upon which this analysis is based.
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Figure 4.13: Overall drag coefficient, pressure and friction drag components (all in drag
counts) for varying δADHF and Cq at Ma = 0.78 (top row) and Ma = 0.81
(bottom row). Lift coefficient CL = 0.5, flight altitude H = 35 000 ft.

4.3.3 Sensitivity to Reynolds Number Variation

To conclude the analyses of CATeW-02-WB throughout its flight envelope, the param-
eter space proposed in Fig. 4.9 foresees a variation in Reynolds number at fixed lift
coefficient CL = 0.5 and Mach number Ma = 0.83 from Re = 34.5 · 106 to 28.8 · 106.
The corresponding Reynolds numbers result from considering a step climb from ICA
H = 35 000 ft to a higher flight level at H = 39 000 ft, the underlying thermodynamic
properties being set automatically by the simulation toolchain according to the Inter-
national Standard Atmosphere (ISA) [52] model. It should be noted, that, due to the
latter aspect, the Mach number variation analyzed in the previous section is naturally
accompanied by a Reynolds number variation as well, since by using the flight altitude as
an input parameter for the ISA model a Mach number variation is achieved by changing
the freestream velocity u∞, which linearly scales with the Reynolds number of the flow
considered in the analysis (cf. Eq. 2.1). Therefore, the goal of this section also consists
of the validation of the previously discussed effects being primarily driven by a Mach
number variation, and not by a coupling of both similarity parameters Ma and Re.
Therefore, the corresponding development of the drag coefficient CD and its pressure
CD,p and friction components CD,f are depicted in Fig. 4.14. In general, the transition
positions underlying the drag coefficients presented in Fig. 4.14 do not significantly
vary with different ADHF deflection angles or suction coefficients when considering the
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Figure 4.14: Overall drag coefficient, pressure and friction drag components (all in
drag counts) for varying δADHF and Cq at H = 35 000 ft (top row) and
H = 39 000 ft (bottom row). Lift coefficient CL = 0.5, Mach number
Ma = 0.83.

Reynolds numbers associated with H = 35 000 ft and H = 39 000 ft. This expresses
itself in the development of the drag coefficients showing high qualitative agreement
concerning their sensitivities, as well as deviations of approx. ±1 dc in their magnitude
for the same parameter combinations p = [Cq, δADHF ].

4.4 Synthesis

Within this chapter, the analyses previously presented for the isolated wing of CATeW-
02 were expanded to wing-body plus horizontal tailplane (HTP) level CATeW-02-WB.
To reach convergence to a steady state flow solution in the numerical simulation a geom-
etry adaptation was introduced, namely the addition of a wing-belly fairing and bump
to suppress side-of-body separation. Furthermore, the framework used for the inclusion
of trim effects in the numerical simulations was presented, realized via mesh deforma-
tions in the form of rigid body rotation of the HTP and interpolation from a bulk data
set for the determination of the corresponding stability derivatives. The inclusion of
trim is necessary for a consistent evaluation and comparison of the technology coupling
considering sensitivity to different operating parameters within the flight envelope, as
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it imposes a boundary condition on the pressure distribution obtainable during cruise
flight, especially considering the additional pitching moments generated through camber
variation in form of deflecting the ADHF.
Based on this framework, an analysis considering the development of the flow field for
different operating parameters (CL, Ma) was presented, the focus lying upon the pres-
sure distributions arising in design and off-design conditions. Especially operation in
off-design connected to a lower Mach number (Ma = 0.78) leads to an unfavorable de-
velopment of the pressure distribution when foreseeing HLFC integration, for which this
case optimally lends itself for actively controlling the pressure distribution employing
VC.
Before analyzing the coupled HLFC/VC system, isolated effects of VC integration were
discussed on component level of CATeW-02-WB for variations in lift coefficient and Mach
number. As for the isolated wing case, deflecting the ADHF leads to a corresponding
shift of aerodynamic loads from the wing to the other components of CATeW-02-WB.
Neither for the design point (CL = 0.5, Ma = 0.83), nor for the off-design lift coeffi-
cients CL = 0.45 and 0.55 does VC integration benefit the development of the overall
drag coefficient CD, the lowest drag coefficients are obtained for δADHF = 0◦ consid-
ering the envisaged CL variations. Operating the aircraft in off-design Mach numbers,
however, attributed a benefit of VC integration to CATeW-02-WB. When reducing the
Mach number to Ma = 0.78, the lowest drag coefficients are predicted for δADHF = 2◦.
This behavior is not only favorable when it comes to isolated VC integration, but as
shown in the analysis considering the isolated wing case, the boundary layer is stabilized
when the ADHF is positively (downwards) deflected. Therefore, the preliminary con-
clusion can be drawn, that on wing-body + HTP level the highest synergistic potential
of the HLFC/VC coupling will be connected to off-design operation at reduced Mach
numbers, yielding both a benefit in pressure drag as well as in the development of the
chordwise pressure distribution through ADHF deflection.
This is correspondingly reflected when incorporating transition prediction and bound-
ary layer suction into the analysis parameter space. Variable camber integration on one
hand either stabilizes the boundary layer towards transition due to primary instabilities
or suffices to suppress transition due to TSI or CFI given enough suction. Alongside
this primary synergy effect, is the shock front being shifted downstream with positive
ADHF deflection, for which the chordwise extent of negative pressure gradient flow is
prolonged and the point of transition is further shifted downstream, in this work denoted
as a secondary synergistic effect. In line with the isolated VC analysis on CATeW-02-
WB, the benefit in drag reduction through VC integration is nevertheless outweighed
by the increase in pressure drag for the design point CL = 0.5 and off-design operation
at CL = 0.45 and 0.55, for which the lowest drag coefficient is still connected to the
maximum amount of boundary layer suction at δADHF = 0◦.
In contrast, the synergistic potential develops when reducing the cruise Mach number
to Ma = 0.81 and 0.78 from the design Mach number Ma = 0.83. The downstream
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shift of transition position accompanied by the beneficial development of the pressure
drag due to VC integration leads to a synergy-driven increase in the potential for drag
reduction at both Mach numbers. Especially the case Ma = 0.81 shows high synergistic
potential, as the ADHF deflection angle associated with the lowest drag coefficient is
directly influenced by the addition of suction to the operating point, switching from
δADHF = 0◦ to δADHF = 1◦ for Cq ≤ −8 · 10−4.





5 Formulation of Reduced Order
Models

5.1 Motivation

While the aerodynamic design and performance are central aspects to be considered
during aircraft development, further requirements need to be satisfied for the derivation
and optimization of the final product. This has already been mentioned in the context
of the Breguet range equation (Eq. 1.1) in Chap. 1, connecting the cruise range of
an aircraft to three factors based on aerodynamics, engine performance and structural
weight. As these requirements oftentimes oppose each other, designing and optimizing
an aircraft for its entire operational envelope and a multitude of mission scenarios solely
based on high-fidelity (HiFi) methods is connected to prohibitively high computational
expenses. Therefore, overall aircraft design (OAD) methods typically build upon Low-
fidelity (LowFi) methods, which are computationally cheap to evaluate while offering
sufficient accuracy to either approach HiFi results, or more decisively, correctly reflect
design sensitivities and optima.
Up to this point, the central objective of the thesis consists of analyzing a VC/HLFC
technology coupling from a purely aerodynamic viewpoint. To do so, comprehensive
HiFi aerodynamic data sets have been created, alongside automated modeling and data
generation routines. The latter aspects perfectly lend themselves to the creation of data-
driven reduced order models (ROMs), based upon which HiFi-aerodynamic data can be
efficiently incorporated into LowFi-OAD workflows.
A lot of research effort is currently directed toward the formulation and implementation
of ROM approaches. The goal of this chapter consists in the application and the result
assessment of two of the most efficient ROM algorithms, namely Gaussian Process re-
gression (GPR) and the Proper Orthogonal Decomposition (POD), given the coupled
HLFC/VC aerodynamic data set derived for the isolated wing analysis in Chap. 3. This
concludes the thesis with an indication of possibilities of exploiting HiFi aerodynamic
data sets for enhancing the results of LowFi toolchains, already early in an OAD process.
The theoretical background of GPR and POD for the application case at hand is de-
scribed in Sec. 5.2, while Sec. 5.3 deals with model conditioning aspects, i.e. sampling
plan and training data set generation. The application case of the CATeW-02 wing
and ROM results in comparison to CFD results are discussed in Sec. 5.4. To conclude
the chapter, a comparison of results stemming from the LowFi aerodynamic toolchain
employed in the project partner’s OAD framework MICADO [102, 116] (cf. Sec. 2.3.3)
to results using the ROM approaches discussed in the present chapter is presented.
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The content of this chapter is closely reproduced from two conference contributions
[57,58]1, both first-authored by the author of this thesis.

5.2 Theoretical Background

Two models are applied in the course of this chapter. On the one hand, a surrogate (SG)
model based on Gaussian process regression (GPR-SG) is utilized to predict the total
drag coefficient of the configuration, on the other a ROM based on Proper Orthogonal
Decomposition (POD-ROM) is presented for the prediction of surface quantities on the
reference wing. This differentiation results from the intended coupling framework to
a LowFi aerodynamic toolchain and their respective abstraction levels, the main inter-
est for OAD being centered around parametrically predicting the total drag coefficient
CD,total of a vehicle.
To further address the above-mentioned aspect, an overview of different paths for pre-
diction of CD,total, based upon a series of input parameters stemming, for instance, from
a prescribed mission profile (CL, Ma, Re), or being part of an optimization problem
(wing geometry), is depicted in Fig. 5.1.

CL, Ma, Re, 
Wing 

Geometry

CD,total

LowFi-
Toolchain

HiFi-
Toolchain

GPR
SG

POD 
ROM

LowFi-
Toolchain

+

Training data

Figure 5.1: Integration of SG and ROM approaches to the top-level architecture of an
OAD aerodynamic workflow.

As already mentioned, the left path (HiFi-Toolchain) offers the highest result accuracy
at (oftentimes) prohibitive computational costs for OAD, whilst the right path (LowFi-
Toolchain) is marked by low computational cost but typically highly restrictive modeling
assumptions and, thus, lower accuracy of the aerodynamic results. The models men-
tioned earlier are intended to offer a trade-off between computational cost and accuracy,
in the sense that they still require a set of expensive HiFi-simulations to be trained upon,
nevertheless generalizing the results through model application allows to parametrically
infer highly accurate data for unknown parameter combinations p∗ in near real-time.

1 The articles were published with copyright remaining with the authors, under exclusive license to the
EUCASS association and Springer Nature Switzerland AG 2024, respectively. The co-authors have
consented to publication in the present thesis.
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Returning to the differentiation in the respective abstraction levels indicated above, the
GPR-SG acts as a surrogate model, i.e., it is intended to entirely or partially replace a
LowFi aerodynamic toolchain in the context of an OAD framework. Partially, in this
case, does not refer to the replacement of parts of the LowFi aerodynamic toolchain,
but to replacing results2 of the latter. Interaction with the LowFi-toolchain is fore-
seen through the application of the POD-ROM in this work, namely using the POD
framework to predict HiFi surface data, e.g. cp distributions at unknown parameter
combinations p∗, required during runtime of the LowFi-toolchain. The advantage of the
latter is the possibility to further generalize the results for future applications, e.g. by
derivation of a correction function for the methods utilized within the LowFi aerody-
namic framework. For a detailed overview of the interaction points with a typical LowFi
aerodynamic workflow the reader may refer to [57].
Within the following Secs. 5.2.1 and 5.2.2, a short overview of the theoretical foundation
of both modeling approaches is presented.

5.2.1 Gaussian Process Regression

Gaussian Process regression belongs to the category of supervised machine learning tech-
niques. The goal of GP application in the present context is to construct a surrogate
model for parametric prediction of aerodynamic characteristics for unknown parameter
combinations p∗, based upon a limited set of training data points or observations at
parameter combinations p stemming from HiFi aerodynamic simulations.
Numerous recent publications deal with surrogate models built upon GPR in an aero-
dynamic context. In [33], the authors apply GPR-based models for multi-fidelity aero-
dynamic data fusion, utilizing the herewith constructed SG to assess the properties of
a blended wing body aircraft at its stability and control limits. Within [117], GPR is
used to enhance linearized flight dynamics models, reflecting aerodynamic and propul-
sive characteristics at different points within the flight envelope. The application case for
the enhanced model is an electric quad-rotor air-taxi concept vehicle. Next to the regres-
sion or data-fusion of aerodynamic data, GPR spans application fields from measuring
probe calibration [45] to geostatistics [34] (commonly termed Kriging-interpolation in
this context), proving the broad applicability and oftentimes advantageous generaliza-
tion properties connected to GPR in otherwise data and thus time-intensive tasks.
To expand on this, the latter point is one of the key advantages of a GPR-SG when
it comes to application for the regression task at hand. Good generalization properties
with little training data reduce the cost associated with constructing the HiFi training
data set, whilst the probabilistic nature of GPR provides an inherent uncertainty quan-
tification and includes an automatic trade-off between the model fitting the data and
the associated model complexity [91].

2 For instance, using a drag decomposition of CD,total = CD,wing + CD,rest, the term CD,wing may
result from the SG, while CD,rest is still computed within the LowFi-toolchain.
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In general, a GP is defined as a probabilistic distribution over functions, where the cor-
responding function values f(pi) are jointly Gaussian distributed. Therefore, a GP can
be characterized by its mean µ(pi) and covariance k(pi,pj) functions [26]:

f(p) =

f(p1)...
f(pn)

 ∼ N


µ(p1)...
µ(pn)

 ,
k(p1,p1) . . . k(p1,pn)

... . . . ...
k(p1,pn) . . . k(pn,pn)


 (5.1)

Without providing any observations to the GP, i.e. values of f(pi), one speaks of the GP
prior, which encapsulates the prior knowledge about the function f(pi) to be regressed
solely in the structure of the chosen covariance function k and the input parameter vec-
tors pi. The mean of the prior is typically set to be zero µ(pi) = 0, while the covariance
function, also referred to as the kernel of a GP, determines which type of functions are
used within the GP.
To illustrate this, the prior of a GP considering a one-dimensional test case is depicted in
the upper panel of Fig. 5.2, where 20 function realizations (light red lines) are randomly
drawn from the prior of the GP. The samples depicted in Fig. 5.2 are constructed using
a squared-exponential kernel [26]:

k(pi,p
′
i) = σ2

f exp

(
−1

2

d∑
i=1

(pi − p′i)
2

ℓ2i

)
(5.2)

where the hyper-parameters ℓi are termed the length-scales for each input parameter
dimension and σ2

f denotes the signal variance of the GP.
As mentioned above, the GP prior does not yet include any information on the under-
lying function to be regressed. To do so, one needs to incorporate observations drawn
from the underlying function f : Rd → R into the GP, an observation at pi resulting
in f(pi) at a discrete set of observation or training points {(pi, f(pi))|i = 1, . . . ,nSP}.
The observations in the present case are considered noise-free, as commonly assumed
when considering observations stemming from a computer experiment. Combination of
known observations at points pi with responses of the function to be regressed at point
p∗i is achieved by the so-called joint prior [91]:[

f(P )

f(P ∗)

]
∼ N

(
0,

[
K(P,P ) K(P,P ∗)

K(P ∗,P ) K(P ∗,P ∗)

])
(5.3)

P , P ∗ and K respectively representing observation, prediction and covariance matrices,
concatenating pi, p∗i and the corresponding elementwise evaluation of the covariance
functions k(·,·) in their entries.
The joint prior builds upon the definition of a GP mentioned above, namely the known
observations f(P ) and the unknown function values f(P ∗) being jointly Gaussian dis-
tributed (see Eq. 5.1). Note that the mean of the GP µ(P ) and µ(P ∗) is explicitly set
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Figure 5.2: Upper panel: GP prior mean (red line) and 95% confidence interval (red
shaded area), alongside 20 random samples from the prior (light red lines).
Lower panel: GP posterior mean (red line) and 95% confidence interval
(red shaded area), alongside 20 random samples from the posterior (light
red lines), conditioned upon seven samples (black circles) from f(p) =
(3p− 1.5)2 sin 12p− 4 (black dashed line). Adapted from [58].

to zero in Eq. 5.3, which is not strictly necessary but simplifies the notation.
To ultimately infer f(P ∗) from Eq. 5.3, one utilizes the standard GP predictive equa-
tions, resulting from conditioning the GP upon the given training outputs f(P ) and
observation parameters P and P ∗ [91]:

(f(P ∗)|P ∗,P,f(P )) ∼ N
(
K(P ∗,P )K(P,P )−1f(P ),

K(P ∗,P ∗)−K(P ∗,P )K(P,P )−1K(P,P ∗)
) (5.4)

The terms on the right-hand side of Eq. 5.4 are all known, the unknown function values
f(P ∗) and the associated (co)variances of the GP at points P ∗ can be directly extracted
to read:

f(P ∗) = E(f(P ∗)|P ∗,P,f(P )) = K(P ∗,P )K(P,P )−1f(P ) (5.5)

cov(f(P ∗)) = K(P ∗,P ∗)−K(P ∗,P )K(P,P )−1K(P,P ∗) (5.6)

The conditioned distribution presented in Eq. 5.4 is referred to as the posterior of a GP.
An example is depicted in the lower panel of Fig. 5.2, where the previously used prior
is conditioned upon seven observations f(p) (black circles) from the arbitrary function
f(p) = (3p − 1.5)2 sin(12p − 4). Alongside the mean function of the posterior, used for
inferring f(p∗) (red line, Eq. 5.5), again twenty samples drawn from the GP posterior
are depicted (light red lines). This graphically reflects the intuition connected to condi-
tioning a GP, which consists of only retaining functions from the prior passing exactly
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through the observation points for the formulation of the posterior distribution. Ad-
ditionally, the above-mentioned point-wise uncertainty quantification (red shaded area)
inherent to GPR is included in terms of the 95% confidence region (=̂2σ = 2

√
diag(cov),

Eq. 5.6) in the graphical representations of the prior/posterior, where high uncertainty
is associated to prediction points p∗ parametrically distant from the observations p and,
consequently to the graphical intuition discussed above, low uncertainty in vicinity of
observation points.
The last building block required for the application of GPs within regression tasks is
connected to "training" the GP. Training in the context of GPR refers to optimizing the
hyper-parameters θ, in the case of the herein applied SE-kernel (Eq. 5.2) confining the
terms θ = [σ2

f , ℓi]. This step is crucial for the generalization properties of a GP-based
surrogate, as the values of the hyper-parameters significantly influence the structure of
the response function predicted by means of GPR. To illustrate this aspect, Fig. 5.3
shows the influence of hyper-parameter variations on the structure of samples drawn
from the prior of a GP.
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Figure 5.3: Samples from a GP prior (SE-kernel) for varying hyper-parameter values
σ2
f = [1,0.1,2] at ℓ1 = 0.1 (left panel) and ℓ1 = [0.1,0.03,1] at σ2

f = 1 (right
panel).

The left panel is dedicated to variations of the signal variance σ2
f contained within the

formulation of the SE-kernel (Eq. 5.2), while the right panel shows the influence of vary-
ing the length scale ℓ1 for a one-dimensional test case. Variation of σ2

f sets the vertical
extent of the functions to be considered within the GP, while ℓ1 controls the correla-
tion rate of two points p1 and p2 depending on their respective parametric distance, i.e.
how smooth the functions considered in the GP are. In other words, while inferring
f(P ∗) from the posterior distribution Eq. 5.5 guarantees the predictions exactly passing
through the observations f(P ), the structure of the function between the observations
is highly dependent on the values of θ.
To set the values of θ different methods exist. The most common approach is maximizing
the log marginal likelihood [91]:

log p(f(P )|P,θ) = −1

2
f(P )TK(P,P )−1f(P )− 1

2
log |K(P,P )| − nSP

2
log 2π (5.7)
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In simplified terms, the log marginal likelihood presents the probability of the obser-
vations f(P ) given a specific set of hyper-parameters θ. Maximizing the log marginal
likelihood thereby leads to the above-mentioned automatic trade-off between data fit and
the model complexity, i.e. it inherently includes a penalty term for over-fitting, namely
log |K(P,P )|, which is counteracted by the term −f(P )TK(P,P )−1f(P ) specifying how
well the observations are fitted by the model. As previously mentioned, the latter aspect
is redundant for a set of noise-free observations, since in this case, GPR will fit the data
exactly for parameter combinations included in the training data set. Therefore, maxi-
mizing the log marginal likelihood results in choosing the hyper-parameters according to
the least complex model being able to explain the included training data for the present
application case.

5.2.2 Proper Orthogonal Decomposition

In complement to parameter-wise regression of scalar outputs utilizing GPR, a frame-
work built around the POD is applied for the parametric prediction of (vectorial) surface
data.
The POD is one of the most commonly applied methods used in the context of dimen-
sionality reduction, excelling through the simplicity associated with the POD being a
linear autoencoder. For parametric predictions in an aerodynamic context, the method
has been introduced by Bui-Tanh et al. [14], where it is termed POD with interpolation
(POD+I) for the prediction of pressure coefficient distributions around airfoils. Ripepi
et al. [100] also applied the POD+I method in the context of multidisciplinary design
optimization for a transport aircraft, next to further approaches building about the POD
as an efficient tool for dimensionality reduction when used in conjunction with the resid-
ual matrix of the underlying flow solver.
A flowchart presenting the required steps for surface data prediction or reconstruction
utilizing the POD+I method is depicted in Fig. 5.4. As for GPR, the POD framework
is based upon a parametric training data set, in the context of the herein applied POD
snapshot method [122] commonly termed the snapshot matrix. As depicted in Fig. 5.4,
the snapshot matrix might consist of cp distributions on the surface grid points of the
wing, stacked in columns alongside the associated parameter vectors pi. The resulting
snapshot matrix W = (W 1, . . . ,W nsp) ∈ RnGP×nSP , nGP reflecting the number of grid
points contained in the CFD surface mesh and nSP the number of sampling parameter
combinations, is decomposed using a singular value decomposition (SVD):

W = UΣV T (5.8)

the matrices U ∈ RnGP×nGP and V ∈ RnSP×nSP reflecting orthogonal bases of W ,
Σ ∈ RnGP×nSP containing the singular values σ1, . . . ,σnSP

in the diagonal of the first
nSP rows of Σ (for the typical case of nSP << nGP ).
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Figure 5.4: General overview of a POD-based data prediction workflow.

The columns of U are termed the POD modes, while the resulting singular values are
concatenated with the entries of V to aij = σjV

j
i forming the POD coefficients. Model

order reduction is now performed by retaining only the first mPOD columns of U , mPOD

being determined according to the relative information content criterion (RIC) surpass-
ing a threshold of RIC ≥ 0.99 [137]:

RIC =
ΣmPOD

i=1 σ2
i

ΣnSP
j=1σ

2
j

. (5.9)

The RIC criterion is based upon the singular values σi in Σ automatically being ordered
with decreasing magnitude, therefore reflecting the significance of the different POD
modes contained in the modal basis U for rebuilding the snapshot matrix W .
Back-mapping from the modal basis to the snapshot matrix is straightforward, utiliz-
ing a linear combination of the POD modes U 1, . . . ,UmPOD with the POD coefficients
a1, . . . ,anSP :

W i ≈
mPOD∑
j=1

aijU
j (5.10)
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which, due to the reduced basis U retaining the most relevant flow features in its mPOD

columns, results in a highly accurate reconstruction of the snapshot matrix W .
As mentioned before, the columns of the snapshot matrix W represent, for instance, cp
distributions at the corresponding sample parameter combinations pi. Therefore, the
i-th column of the POD coefficient matrix a can be comprehended as a function of pi,
indicating the scaling of the invariant POD modes (columns of U , Eq. 5.10) necessary to
reconstruct the corresponding column of W , i.e. W (pi). Therefore, given the reduced
basis U , a surface solutionW ∗ at an unknown parameter combination p∗ can be inferred
by interpolation in the POD coefficient space, namely by determination of a∗ = a(p∗)

and subsequent back-mapping to the original space using Eq. 5.10. Considering the
aspect of model order reduction, the reconstruction problem is therefore shifted to the
determination of the corresponding POD coefficient vectors a(p∗) [35].
The interpolation of a(p∗) is computationally very cheap given the predefined bases U
and a, making the POD+I method especially relevant for the intended real-time appli-
cation in a LowFi aerodynamic toolchain. This results from the POD+I, as well as the
GPR methods being of non-intrusive character, that is, they do not interact with the
solution process itself but are applied in a stand-alone manner based on a previously
deducted training data set. As indicated in Fig. 5.4 this allows for splitting the steps
connected to the derivation of the models into an offline and an online phase, where
the computationally expensive training data sets are formed a priori, while during the
application of the models, i.e. the online phase, only the reduced representations of the
data sets are queried for data at p∗. Therefore, an important aspect consists of the
formation of the data sets the models are conditioned on, which will be described in the
following section.

5.3 Model Conditioning

Generating the underlying data sets for the derivation and training of the models re-
quires the formulation of a sampling plan. Different approaches exist for the formulation
of sampling plans, within the present work, a two-step approach is implemented, build-
ing on the above-described properties of uncertainty quantification inherent to GPR.
Based upon a predefined number of prediction parameter dimensions, a set of initial
sampling parameters P is derived using a Latin Hypercube sampling (LHS) strategy.
Latin Hypercube sampling is chosen to build the base sampling plan due to its opti-
mal space-filling properties, which is highly advantageous due to the predictions of both
GPR as well as POD+I possessing higher accuracy, the closer the queried parameter
combinations P ∗ are to a training parameter combinations P [34].
Based on the base sampling plan an initial version of the GPR-SG is trained, the pre-
diction accuracy of which is subsequently assessed through the normalized root mean
square (RMS) prediction error ϵRMS with respect to a dedicated test data set PTest. In
the present context, no dedicated validation data set is utilized, due to the automatic
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regularization properties of GPR.
The second step of the sampling strategy consists of adaptively adding sampling points
to the training data set P until ϵRMS falls below a user-specified threshold. To do so, an
adaptive sampling strategy built upon the estimated mean squared error (MSE) of the
GP is utilized, as described e.g. in [62]. Given the training parameters P , the estimated
MSE ŝ2(p∗) at parameter combination p∗ reads [34]:

ŝ2(p∗) = σ2

(
1−ψTΨ−1ψ +

1− 1TΨ−1ψ

1TΨ−11

)
(5.11)

where the training point parameters P and the entries of θ are contained in the corre-
lation matrix Ψ and correlation vector ψ:

Ψ =
cov(P,P )

σ2
∈ RnSP×nSP and ψ =

cov(P,p∗)
σ2

∈ RnSP×1 (5.12)

Utilizing Eq. 5.11, the parameter combination p∗ with the largest estimated MSE is cho-
sen as the next sampling point padapt to be added to P , that is, a corresponding numerical
simulation is run for padapt = arg max(ŝ2(P ∗)). To run simulations for multiple sam-
pling points in parallel, batches of ten parameter combinations padapt are successively
computed from Eq. 5.11, by assuming the output of the GPR-SG at the parameter
combination padapt, still to be computed, forming part of the training data set and re-
computing the corresponding maximum estimated MSE.
From a practical viewpoint, the implementation of the GPR-SG is performed in Python,
making use of the GPR implemented in the Python module scikit-learn [84]. Attention
should be paid when computing the inverse of the correlation matrix Ψ in Eq. 5.11,
which becomes computationally expensive when considering a large number of sampling
points nSP . For this purpose, the Cholesky decomposition implemented in the Python
module SciPy [133] is employed.
Within the present work, the cut-off condition for adding adaptive sampling points is set
to ϵRMS < 5 · 10−3. As depicted in the left panel of Fig. 5.5 for the later used prediction
parameter space P = CL × δADHF ×H = [0.4,0.6] × [−2◦,4◦] × [33000 ft,39000 ft], the
adaptive sampling strategy tends to fill the gaps contained within the LHS, especially
orientating itself towards the borders of P . This behavior is typical for a mainly ex-
plorative sampling strategy, and similar results could be achieved by just employing a
larger initial sampling plan. Nevertheless, the method employed here is computationally
more efficient, since it is difficult to estimate a priori which number of samples suffices
to reach a specific ϵRMS threshold.
This is reflected in the development of the associated RMSE with increasing sample
size, depicted in the mid panel of Fig. 5.5. Starting with a sample size of nSP = 50

determined via LHS, the addition of four samples is sufficient to achieve ϵRMS < 5 ·10−3.
To link to the above-mentioned aspect considering the base sampling plan size, already
the inclusion of nSP = 20 leads to ϵRMS falling below 10−2, regardless of the fact that
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extracting a subset of sampling points from an LHS plan does not mean the subset is
also optimally space-filling. This becomes clear when considering the right panel of Fig.
5.5, where the error distribution at nSP = 20 is marked by the influence of outliers,
naturally depending on the position of the sampling parameters with respect to the
test set parameters. This indicates that the size of the initial sampling plan could be
reduced, nevertheless, this depends on the problem at hand, as well as the structure of
the test set (in this case full factorial) and the distance of the test set sampling points
to the training points, for which utilization of an adaptive strategy in connection with a
base strategy is more advantageous than simply increasing the base sample size. In the
present case, the inclusion of the full training set of nSP = 54 results in a zero-centered
error density distribution concerning a full factorial test data set.
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Figure 5.5: Left panel: Contour plot of the estimated MSE for a CL - δADHF parameter
plane, with additional projection of the base sampling points from the LHS
strategy (black). Red crosses mark the positions of adaptively added sam-
ples, green crosses the positions of adaptively added samples that are part
of the test data set and are therefore excluded from the adaptively added
training points. Mid panel: Development of the normalized root mean square
error ϵRMS of the predictions of the GPR-SG at the test points with respect
to increasing sample size nSP . Right panel: Error density distribution of
model predictions with two different sample sizes of nSP = 20 and nSP = 54,
alongside the corresponding prediction error mean. Adapted from [58].

The training data set of the GPR-SG optimally lends itself to the construction of the
POD-ROM. An advantage inherent in the successive construction of both models is the
surface data required to perform the POD being readily available from the computations
to determine the training data (e.g. CD) for construction of the GPR-SG. In addition,
the LHS with an adaptive sampling strategy guarantees the sampled surface solutions
possessing optimal space-filling properties concerning the envisaged prediction param-
eter space P . One might also opt to exchange the sampling strategy underlying the
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GPR-SG, for which performing an abstraction step upstream of the POD-ROM is ad-
vantageous in any case considering the formulation of a training data set.
The implementation of the POD-ROM is again performed in Python, utilizing stan-
dard linear algebra functions included in the Python module SciPy [133]. Utilizing the
above-mentioned training data set used for conditioning the GPR-SG, the inclusion of
mPOD = 47 POD modes suffices to fulfill the RIC criterion introduced in Eq. 5.9, see
Fig. 5.6 for a corresponding overview.
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Figure 5.6: Relative information content of POD basis with an increasing number of
modes mPOD, alongside the development of the normalized singular values
σi. Adapted from [57].

5.4 Application Case

As already outlined in the previous sections, the main application case of the GPR-SG
foresees parametrical prediction of the drag coefficient CD, while the POD-ROM is used
in the context of parametric predictions for surface pressure coefficient distributions,
alongside associated aerodynamic loads. Model results are presented for the isolated
wing case CATeW-02 in the following, a summary of the foreseen input parameters and
prediction parameter spaces P is presented in Tab. 5.1. For generation of the training
data sets, the automated Python toolchain presented in Sec. 2.3 is used. As indicated in
Tab. 5.1, the results presented in the following use the LCTM-based transition predic-
tion method at a constant suction coefficient. Due to the modularity of the toolchain, as
well as the GPR-SG and POD-ROM, training data sets can be constructed with any of
the transition prediction frameworks utilized so far within this thesis, just as expansion
to wing-body + HTP level for future applications.
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Table 5.1: Input parameter space for the GPR-SG and POD-ROM.

Parameter Value Comment

CL [0.4; 0.6] Cruise CL = 0.5± 0.1
δADHF [−2◦; 4◦] Flap-gap free deflection angles of the ADHF
H [33 000 ft; 39 000 ft] Resulting in Re ≈ [36.9; 28.8] · 106 at Macr

Cq −12 · 10−4 Maximum extent of laminar flow predicted with
γ − Reθ+CF model (cf. Sec. 3.3.2.1)

Ma 0.83 Design cruise Mach number

5.4.1 Surrogate Model Results

A drag coefficient response surface predicted through the GPR-SG, extracted for an
altitude of H = 35 000 ft under variation of the lift coefficient CL and ADHF deflection
angle δADHF is shown in Fig. 5.7. As described in the context of Sec. 5.3, the high
quantitative agreement of the predicted drag coefficients is qualitatively reflected in the
response surface predicted by the model when comparing it to the test data set, marked
by the black circles in Fig. 5.7.
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Figure 5.7: Predicted drag coefficients CD at H = 35 000 ft for varying ADHF deflection
angles δADHF and lift coefficients CL, alongside corresponding results of the
test set. Adapted from [58].

Using the log marginal likelihood approach sketched in Eq. 5.7, results in an optimized
hyper-parameter set of θ = [σ2

f , ℓi] = [0.005512, 0.459, 0.872, 60.6], regarding normalized
model outputs. From the entries of θ the predictive behavior of the model can be di-
rectly interpreted. As introduced in the context of hyper-parameter variations (cf. Fig.
5.3), the signal variance σ2

f is connected to the standard deviation of the function σf ,
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determining the amplitude of the predicted response surface. The length-scale param-
eters ℓ1 to ℓ3 determine the rate of correlation in the respective parameter dimension,
i.e. a short length-scale is connected to rapid changes in the corresponding parameter
dimension, as opposed to a long length-scale indicating little or slow changes in the cor-
responding parameter dimension. In line with the analyses presented in Chaps. 3 and
4, the model therefore correctly associates the highest sensitivity of CD to variations in
CL (ℓ1), a reduced influence of the ADHF deflection angle δADHF (ℓ2) on CD, while the
flight altitude H shows only small effects upon the predicted drag coefficient CD.
Next to the physical interpretability of the hyper-parameters, the SE-Kernel offers the
advantage of being infinitely differentiable. Therefore, the trained GPR-SG, in addition
to the regression of unknown function values CD, can also be used in closed form for
regressing partial derivatives of the response surface. The latter are of high importance
when it comes to sensitivity analyses in an aerodynamic context, or embedding the
GPR-SG into an optimization task.
For this purpose, it is convenient to rewrite the predictive equation (Eq. 5.5) of the GP
in the form of the linear combination [91]:

f(P ∗) = E(f(P ∗)|P ∗,P,f(P )) =
nSP∑
i=1

αik(pi,p
∗) (5.13)

where α = K(P,P )−1f(P ).
As differentiation is a linear operator, the expected value of the gradient of f(p∗) can
be written as [73]:

E(∇f(p∗)|p∗,P,f(P )) = ∇E(f(p∗)|p∗,P,f(P )) =
nSP∑
i=1

αi∇k(pi,p∗) (5.14)

Therefore, only the gradient of the SE-Kernel is required, as αi does not depend on p∗.
Predicted derivatives for the response surface presented in Fig. 5.7 are displayed in Fig.
5.8, considering ∂CD

∂CL
in the left panel, while ∂CD

∂δADHF
is shown on the right hand side.

With respect to ∂CD

∂CL
, the typical course of the Lilienthal-polar is reflected in the corre-

sponding derivative values, i.e. the value of the gradient increases with increasing CL.
A variation in the parameter dimension δADHF attributes a diminishing sensitivity of
CD to CL variations, the lowest sensitivity connected to an ADHF deflection angle of
δADHF = 4◦.
The predicted optimal flap deflection angle δADHF connected to the lowest drag coeffi-
cient CD can be directly extracted from the zero iso-line contained in the CDδ derivative
plot (right panel Fig. 5.8). In line with the results presented in Sec. 3.3.2.1, the optimal
flap deflection angle for the isolated wing case lies within the range of δADHF ≈ 2◦, for
the here presented variation in CL possessing the limit values δADHF = [1.4◦; 2.7◦] with
regard to the optimal flap deflection angle.



5.4. Application Case 105

0.40 0.45 0.50 0.55 0.60

CL [-]

−2

−1

0

1

2

3

4
δ A
D
H
F

[◦
]

0.40 0.45 0.50 0.55 0.60

CL [-]

−2

−1

0

1

2

3

4

δ A
D
H
F

[◦
] 0.0

0.04 0.06 0.08

∂CD
∂CL

−10e−4 −5e−4 0 5e−4

∂CD
∂δADHF

Figure 5.8: Predicted partial derivatives by means of the trained GPR-SG. Adapted
from [58].

5.4.2 Reduced Order Model Results

Building upon the data set derived for training the GPR-SG, an exemplary result of
the POD-based ROM in terms of predicted pressure coefficient cp distributions at the
test set parameter combination p∗ = [0.5, 0◦, 35 000 ft] compared to the CFD (surface)
solution is presented in Fig. 5.9.
Focusing on the contour plots first, both qualitative as well as quantitative agreement
between CFD solution and ROM prediction is observable. This aspect is especially chal-
lenging when considering non-linear aerodynamic phenomena, in this case the structure
and position of the shock wave, as well as the weak lambda shock structure developing
in inboard stations of CATeW-02. Consequently, these regions are also associated with
the largest prediction errors, as displayed by means of the squared-error ϵSE contour on
the right hand side of Fig. 5.9.
The assessment is expanded for consideration of different ADHF deflection angles in the
cp slices extracted for three spanwise stations in the bottom panels of Fig. 5.9. Solid
lines depict the streamwise cp distributions for three ADHF deflection angles computed
via CFD, whereas the dashed lines are extracted from the corresponding ROM predic-
tions. Near-perfect agreement between simulation and prediction is obtained on the
pressure side of the wing, as well as on the suction side when considering chordwise
stations out of the shock region. With respect to the latter, VC implications on the
development of the pressure coefficient distribution and especially the shock (cf. Sec.
3.2.2) are correctly reflected. To summarize, these consist of a downstream shift of the
shock position with increasing ADHF deflection angle, while due to the increasing shock
strength at constant CL the suction peak at the wing leading edge decreases and, con-
sequently, a prolongation of negative pressure gradient flow is achieved. To connect to
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Figure 5.9: Predicted partial derivatives by means of the trained GPR-SG. Adapted
from [57].

the above-mentioned discrepancies in predicted pressure coefficient distributions in the
region of the shock, these differences are mainly attributed to the length of the shock.
The POD-ROM acts in diffusing the shock over a larger extent of the chord, i.e. the
shock appears to be stretched when compared to the CFD solution. This behavior is
connected to the assumption of linearity inherent to the POD. It is hardly possible to
exactly predict highly non-linear aerodynamic phenomena by linear superposition of the
POD modes according to interpolated POD coefficients. Nevertheless, regarding the
possibility for near real-time applicability of the method and the accuracy requirements
connected to application within a LowFi-toolchain, the results are satisfactory.
The pressure loads readily available through the predicted cp distributions can be further
expanded by their tangential complements to determine the spanwise aerodynamic loads
acting upon the reference wing CATeW-02, as exemplarily depicted for the courses of
the normalized aerodynamic lift loads Cl · cloc/cref and local lift coefficients Cl in Fig.
5.10. To determine the corresponding courses, the pressure coefficient distributions are
expanded for the shear force components on the surface of the wing and correspondingly
integrated in x- and z-directions of the body-fixed coordinate system. Transferring
the components from the body-fixed coordinate system to the aerodynamic coordinate
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system requires prediction of the corresponding angle of attack as a function of the
sweep/prediction parameters α(p) with p = [CL, δADHF , H]. For this purpose, before
application of the POD-ROM in load prediction mode an intermediate GPR-SG step
is taken based upon the training data set, used for parametric prediction of the corre-
sponding angles of attack α for the queried parameter combination p∗.
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Figure 5.10: Aerodynamic loads (left panel) and local lift coefficients (right panel) pre-
dicted by the POD-ROM (dashed lines) in comparison to CFD solutions
(solid lines) for test set parameter combinations. The distributions are ex-
tracted for varying ADHF deflection angles, per lift coefficient comprising
δADHF = 0◦ as the baseline case, increasing to δADHF = 2◦ and 4◦ in the
direction of the arrow ↑. Extracted at H = 35 000 ft for CL = [0.4; 0.5; 0.6].
Adapted from [57].

In line with the potential and limitations of the POD-ROM indicated above, the load and
Cl distributions depicted in Fig. 5.10 show corresponding sensitivities to the locations
of the queried prediction parameters p∗ with respect to the parameter space P . High
agreement between load distributions extracted from the CFD test data set (solid lines)
to the distributions predicted via the ROM (dashed lines) is especially attributed to the
lower range of lift coefficients CL = 0.4 and 0.5, for all included ADHF deflection angles.
The shift in loads due to ADHF deflection is present throughout all cases, nevertheless
underestimated for the combination of CL = 0.6 with the highest flap deflection angle of
δADHF = 4◦, which can again be attributed to non-linear phenomena playing a major role
in cases of high local loads, next to the sampling point being drawn from the boundary
of the envisaged sampling parameter space P , requiring the POD-ROM to extrapolate
from the training data set when predicting loads for such parameter combinations.
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5.4.3 Comparison to Low-Fidelity Results

To return to the aspect described in Sec. 5.2, the goal of both GPR-SG and POD-ROM
ultimately consists of enhancing the results of a lower fidelity method. Therefore, this
section concludes the present chapter with an exemplary integration of both modeling
approaches into a representative LowFi aerodynamic toolchain, i.e. outlining the poten-
tial of the modeling approaches when integrated as presented in Fig. 5.1.
As a representative LowFi toolchain, the previously mentioned aerodynamic module of
the OAD framework MICADO is employed. In the present case, the LowFi method
builds upon a pre-computed aerodynamic database, utilizing the multi-lifting-line code
LIFTING_LINE [49] in connection with a 2.5D method built around the two-dimensional
Euler-solver MSES [22]. For the integration of HLFC and corresponding transition pre-
diction, the same approach used in the HiFi analyses is used within MICADO, i.e. linear
stability theory in connection with the two-N -factor method implemented in the CO-
CO/LILO framework (cf. Sec. 2.2.2.2). For a comprehensive overview of the workings
of the corresponding toolchain the reader may refer to [102,116] or concerning the multi-
fidelity analyses presented here to [57].
Total aircraft drag coefficients CD,total computed with the LowFi method are compared
to drag predictions enhanced through the application of the GPR-SG in the right panel
of Fig. 5.11. The GPR-SG acts to replace the drag contribution of the wetted wing
surface, i.e. drag contributions of fuselage and empennage are summed to the prediction
of the GPR-SG for determination of CD,total.
The isolated LowFi method tends to predict lower overall drag coefficients when com-
pared to the GPR-SG integrated version throughout the entire investigated parameter
envelope. The (normalized) differences amount from 7% to 14%, increasing with higher
ADHF deflection angles. For the present case, the difference shows its highest sensitivity
in the direction of the ADHF deflection angle, that is, throughout CL variations, the
differences between both modeling approaches are approximately constant. Thus, the
enhancement of the LowFi toolchain with the CFD-based GPR-SG results, in this case,
acts in correcting the isolated LowFi results with respect to their absolute values. Both
methods agree well regarding the predicted sensitivities towards the development of the
drag coefficient concerning ADHF deflection angles, deviations are only observable in
the LowFi method predicting a higher variation range in CD,total.
A decisive advantage of enhancing the LowFi toolchain with the GPR-SG is reflected
when considering the CL range for which drag coefficients are predicted. The polars
based solely on the LowFi method are all shorter in the direction of increasing CL,
thus not reaching the envisaged maximal lift coefficient of CL = 0.6. This is connected
to limitations of the 2.5D methodology, namely the maximum lift of the underlying
two-dimensional airfoil not reaching the locally required magnitude requested by the
spanwise Cl distribution [56]. Whilst the LowFi methodology incorporates approaches
for extrapolating local, two-dimensional polars above the maximum CL computed by
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Figure 5.11: Left panel: Aircraft polars resulting from the LowFi method in comparison
to predictions of the GPR-SG for varying ADHF deflection angles δADHF .
Right panel: Normalized difference in GPR-SG and LowFi aircraft drag
coefficients ∆CD,total for varying CL and δADHF . Extracted for Ma = 0.83,
H = 35 000 ft, adapted from [57].

MSES, the associated uncertainty is naturally high and effectively counteracted by the
incorporation of the surrogate model.
The second integration example is directed towards the POD-ROM, and in this context,
utilizing pressure coefficient distributions predicted by the latter for transition predic-
tion. Pressure coefficient distributions utilized within the LowFi method in comparison
to POD-ROM predictions on the suction side of the wing are depicted in Fig. 5.12, along-
side the development of NTS and NCF and predicted transition positions. In line with
the workings of the LowFi toolchain, the pressure coefficient distributions are extracted
at two spanwise locations, η = 0.313 and 0.68, from the predicted surface distribution,
incorporating the ADHF deflection angles δADHF = 0◦ and 2◦.
Considering the pressure coefficient distributions predicted by both methods first, devi-
ations between the predicted pressure coefficient distributions are evident. Especially at
the spanwise position η = 0.313 (inboard ADHF limit), marked differences arise in the
magnitude of the suction peak as well as shock position, connected to which the pres-
sure coefficient distributions and the associated gradients vary between both methods.
However, considering the highly three-dimensional flow field at the near-kink station
η = 0.313 (c.f. Fig. 3.3), discrepancies are to be expected. At the spanwise station
η = 0.68 (outboard ADHF limit), the suction peak is comparably captured between
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Figure 5.12: Pressure coefficient distributions, NTS and NCF factors alongside result-
ing transition positions computed with pressure coefficient distributions
stemming from the LowFi toolchain and the POD-ROM at η = 0.313 and
0.68 for δADHF = 0◦ and 2◦. CL = 0.5, Ma = 0.83, H = 35 000 ft and
Cq = −12 · 10−4, adapted from [57].

both methods, as well as the magnitude and gradient of the predicted pressure coeffi-
cient. Differences arise concerning the shock, the LowFi method predicting shock-free
recompression, whereas the POD-ROM reflects the development of a weak shock in the
mid-chord region. Correspondingly, the downstream shift and consequent increase in
the extent of negative pressure gradient flow with downward deflection of the ADHF is
not captured by the LowFi method.
Feeding the pressure coefficient distributions predicted by both methods into the two-
N -factor transition prediction framework3 formed by COCO/LILO (c.f. Sec. 2.2.2.2)
showcases the enhancement potential connected to the POD-ROM for the present ap-
plication case.
Whilst considerable differences in the pressure coefficient distributions arise at η = 0.313,
the predicted transition positions coincide between both methods for both presented
ADHF deflection angles. This is connected to the suction sufficiently damping CF-waves

3 The present calculations use Cq = −12 · 10−4 and constant critical N -factors of NCF,crit = 7.5 and
NTS,crit = 9, i.e. no interaction of TS- and CF-waves is modeled in this case.
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upstream of the front spar, while the pressure gradient in the corresponding region leads
to comparable amplification of TS-waves in both cases. As described earlier (c.f. Sec.
3.2.2), the implications of VC integration primarily manifest themselves in outboard
wing stations, for which deflection of the ADHF does not majorly impact the develop-
ment of the pressure coefficient distribution and therefore the extent of laminar flow at
η = 0.313.
In contrast, the differences in cp distributions resulting at η = 0.68 result in larger
variations concerning the predicted transition positions. Driven by the gradient of the
cp distribution, NTS factors computed from the isolated LowFi method reach the crit-
ical boundary at xtr/c ≈ 0.29, both for the clean (δADHF = 0◦) and the deflected case
(δADHF = 2◦). Utilizing the cp distribution predicted by the POD-ROM results in a more
downstream transition position already for the baseline case δADHF = 0◦ at xtr/c ≈ 0.4,
whilst the reduction in NTS factors attributed to the implications of VC integration
discussed in Sec. 3.3.1 are correctly reflected by the POD-ROM. This results in a down-
stream shift in transition position to xtr/c ≈ 0.5.
To conclude on the herein presented application and comparison case CATeW-02, the
integration of a GPR-based surrogate as well as the POD for the derivation of a ROM
are highly suitable for accuracy enhancement of an otherwise solely LowFi-based OAD
toolchain. The potential especially manifests itself in case of high flow complexity, which
is a natural limitation of a LowFi toolchain and the main motivation for the derivation
of SG/ROM approaches in an aerodynamic context. Nevertheless, a substantial amount
of computational effort is still required to train the models, for which initial design room
screening and optimization is still most effectively performed on LowFi level. The SG
and POD models are most effectively introduced as an intermediate step before detailed
analysis only based on HiFi methods.
An attractive aspect not covered here is the possibility of employing SG/ROMs for the
calibration of transformation rules typically incorporated in 2.5D LowFi aerodynamic
toolchains. The advantage of the models lies in the reliable representation of complex
flow phenomena for large parameter spaces, for which they are ideally suited for the
generalization of correction techniques or recalibration of the above-mentioned transfor-
mation rules. This aspect is shown by Effing et al. [29], where transformation rules for
cp distributions incorporated in the aerodynamic module of MICADO are recalibrated
based on pointwise HiFi solutions. This approach can be further generalized in future
work, when utilizing models such as the herein-presented GPR-SG or POD-ROM for
efficient and highly accurate representation of aerodynamic data sets in large parameter
spaces.
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5.5 Synthesis

Within the present chapter, two different approaches for the derivation of a surrogate
(SG) and a reduced order model (ROM) for efficient aerodynamic data set representa-
tion were presented and applied to the case CATeW-02 wing. The goal of deriving such
models consists of efficiently integrating computationally expensive high-fidelity (HiFi)
data sets (Chaps. 3 and 4) into lower fidelity toolchains, in the present case, the aero-
dynamic module of MICADO.
The main aerodynamic output required for mission analysis and overall aircraft design
is the drag coefficient associated with a specific configuration, as a function of different
input parameters stemming from the operating point and the geometry of the aircraft.
In line with the previously presented parameter studies, an SG model based on Gaussian
Process Regression (GPR) has been derived and applied for parametric drag coefficient
prediction of the CATeW-02 wing based on the input parameters lift coefficient, flight
altitude and ADHF deflection angle. A pictorial summary of the advantages associated
with such a model approach is presented in Fig. 5.13. High-fidelity CFD data is typi-
cally only available on a coarse grid considering its parametric resolution. Therefore, a
highly accurate representation of absolute values, in this case, the drag coefficient CD,
and sensitivities of the predicted values with respect to the parameter dimensions of
interest enable analyses and optimizations on system level.

Figure 5.13: Comparison of solely CFD-based analysis (c.f. Fig. 3.12) with the potential
opened by the surrogate model.

Furthermore, intended for later calibration of transformation rules present in a typical
2.5D aerodynamic low-fidelity (LowFi) toolchain and, in general, a lower abstraction of
aerodynamic correlations within the model output, a ROM based on Proper Orthogo-
nal Decomposition (POD) is additionally presented and applied for the corresponding
input parameters with the goal of predicting surface distributions of e.g. the pressure
coefficient cp.
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Comparison of both GPR-SG, as well as POD-ROM predictions to a dedicated HiFi
test data set, assesses high prediction accuracy throughout the entire envisaged param-
eter space. The previously discussed synergistic behavior of the HLFC/VC technology
coupling is correctly reflected in the model outputs. Furthermore, a comparison to rep-
resentative results of a LowFi aerodynamic toolchain indicates the potential for accuracy
enhancement and calibration offered by both the GPR-SG and the POD-ROM, making
them attractive tools for efficient data exploitation towards the incorporation of HiFi
data to LowFi computational frameworks.





6 Conclusions and Outlook

This thesis analyzed the coupled application of two of the most promising technologies
for drag reduction of future transport aircraft, hybrid laminar flow control (HLFC) and
the integration of variable camber (VC) to the aircraft wing. The primary motivation
for coupling these technologies lies in their synergistic potential. Synergy is defined as
the benefit of simultaneously employing HLFC and VC surpassing the drag reduction
associated with both technologies applied in isolation (c.f. Chap. 1).
In the context of the theoretical background on which this thesis builds (Chap. 2),
the driver for the synergistic potential was further specified. HLFC targets to suppress
transition due to cross-flow instabilities (CFI) in the leading edge region of the wing
through boundary layer suction, whilst the most dominant transition mechanism in the
mid-chord region of the wing, Tollmien-Schlichting instabilities (TSI), can be effectively
suppressed by ensuring an adequate pressure gradient in the corresponding wing section.
The latter is highly sensitive to the employed airfoil geometry, which can be adjusted
to meet the specific requirements of each mission segment using VC. A practical and
robust solution for VC integration is achieved through the multi-functional use of al-
ready existing trailing edge devices, with an adaptive dropped hinge flap (ADHF) being
selected for VC integration in this thesis.
Since the present investigations focus on assessing a laminar flow wing, a central re-
quirement consists of predicting and incorporating transition to the computational fluid
dynamics (CFD) framework. In this context, Chap. 2 introduces two different tech-
niques. The first method is based on a linear stability analysis of boundary layer profiles
in conjunction with a semi-empirical transition prediction method, the two-N -factor
method. The second approach belongs to the domain of local-correlation based transi-
tion models, specifically the γ−Reθ+CF model. Both techniques are largely automated
and integrated with the DLR TAU code, the state-of-the-art finite volume CFD solver
used throughout this thesis. However, a framework for automated, parametrical stud-
ies of the technology coupling with both transition prediction tools was not available.
Therefore, this framework was derived and implemented in the course of this thesis, fore-
seeing an efficient mapping of VC technology onto the wing through mesh deformations
alongside an iterative routine to prescribe variable suction distributions to the surface
grid of the wing.
To build a foundation for analyzing synergy and possible trade-offs when coupling HLFC
and VC, Chap. 3 dealt with applying the technology coupling to the wing of the rep-
resentative transonic transport configuration CATeW-02. Initially, implications of VC
integration to the trailing edge considering the development of the pressure distribution
were discussed. These analyses attributed beneficial (in the sense of HLFC) properties
to a camber increase, i.e., deflecting the ADHF downwards (δADHF ↑). At fixed lift coef-
ficient, the necessary angle of attack decreases, which in turn is connected to a decrease
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in the suction peak at the wing leading edge and a downstream shift of the shock posi-
tion. The latter two aspects are critical when it comes to the coupled application with
an HLFC system since they lead to a prolongation of the flow extent with a negative
pressure gradient, alongside a decrease in the magnitude of the gradient itself. Utilizing
the linear stability theory (LST) based analysis framework, both aspects were shown to
stabilize the flow concerning TSI. Considering CFI, however, the opposite behavior was
reflected in the results. Therefore, to foster synergistic effects, it is essential to apply
sufficient suction in the leading edge region of the wing to ensure the boundary layer is
adequately stabilized with regard to CFI, so that the unfavorable effect of VC deploy-
ment on CFI is over-proportionally counteracted by the stabilization of TSI.
For the remainder of Chap. 3, the effect of suction was included into the analyses.
For this purpose, four different suction strengths in combination with ADHF deflection
angles ranging from δADHF = −2◦ to 4◦ were investigated. Utilizing the LST-based
transition prediction framework reflected the intended synergistic behavior of the tech-
nology coupling, where multiple synergistic effects could be deducted. Regarding the
associated drag reduction, these effects were categorized to:

• Primary synergy effect: When assuring sufficient suction to suppress CFI, VC inte-
gration leads to an over-proportional reduction in TS-wave amplification, shifting
the transition front downstream for otherwise TSI-triggered cases. Furthermore,
when suction suffices to suppress both instability mechanisms and the transition
position is determined by the shock position, the resulting downstream shift in
shock position connected to an ADHF deployment consequently leads to a down-
stream shift in the transition position.

• Secondary synergy effect: Boundary layer suction itself and the downstream shift
in transition position lead to a thinner boundary layer compared to its turbulent
counterpart. Increasing suction, therefore, leads to a decrease in viscous decam-
bering of the wing, for which in cases where a camber increase through VC is
beneficial for the reduction of pressure drag, an increase in suction strength syn-
ergizes with the latter by effectively superimposing an additional camber increase
to the wing.

An important aspect to note in an operational scenario regarding the technology coupling
locally stabilizing the boundary layer up to the shock front (primary synergy effect) is
the necessity to avoid laminar flow separation at the shock foot. The LST-based frame-
work achieves this by setting the transition position to an upstream position of the
predicted laminar separation point, ensuring the boundary layer is turbulent when the
shock impinges. For future studies, an attractive approach to control and effectively
reduce the shock strength is reflected through the integration of shock control bumps.
This could also alleviate the increase in shock strength connected with the downstream
shift through ADHF deflection, further boosting the potential for drag reduction of the
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technology coupling by reducing the associated wave drag component.
Next to the analyses built around the LST-based transition prediction method, corre-
sponding results were presented using the γ −Reθ+CF model for transition prediction.
Therefore, the modeling framework for boundary layer suction presented in Chap. 2 was
used. Coupling local-correlation based transition turbulence models to boundary layer
suction is to be understood as explorative, considering that experimental data for vali-
dation is scarce, especially in conjunction with the complex three-dimensional boundary
layer structure developing on swept aircraft wings. Including boundary layer suction to
the numerical simulation via the suction boundary condition showed a corresponding
downstream shift in transition position, however, confined to the chordwise limit of the
HLFC suction panel for most of the wing span. While the secondary synergy potential
defined above is reflected throughout the computations, the primary synergy potential
is not predicted by this method. To further analyze the effect of the suction boundary
condition on the transition turbulence model, driving correlations triggering the onset
of transition were extracted from a laminar reference computation for varying suction
strengths. This revealed the suction boundary condition being successful in delaying
the first occurrence of transition onset further downstream. However, due to an up-
stream propagation of eddy viscosity production within the model transport equations,
the transition position set in the CFD simulation is shifted upstream of this point. Cur-
rent research in turbulence modeling is devoted to this effects, where new transition
turbulence models are derived specifically for high Reynolds number, transonic wing
flows, serving as a remedy for this behavior. The implemented boundary condition has
shown to succeed in such local-correlation based framework, for which coupling with
new models offers a promising approach for future analyses and optimizations.
The investigations performed on wing level were expanded to a higher integration level
in Chap. 4 through the inclusion of the fuselage and the horizontal tailplane (HTP).
A comprehensive cruise flight parameter space was covered, varying the prescribed lift
coefficient, cruise Mach number and altitude. To allow for a consistent evaluation, the
aircraft was simulated in a trimmed flight state, achieved by a bulk data approach for
the computation of the required HTP incidence angle. The HTP was then set using the
functions implemented in the automated analysis framework, namely by rigidly rotating
the surface mesh of the HTP to the corresponding angle within the simulations.
In the isolated wing study conducted in Chap. 3, an ADHF deflection angle of δADHF =

2◦ showed the lowest associated drag even for operation at the design point of the air-
craft. This is not desirable, as a well-designed aircraft should not require geometry
adaptations when flying at its design point. This finding underlines the importance of
integrating the wing-only analyses into a full configuration to derive final conclusions.
The integrated wing-body + HTP configuration CATeW-02-WB proved to be suitable
for assessing the technology coupling, as computations without application of boundary
layer suction not only showed the clean configuration operating at its lowest drag coef-
ficient at its design point, but the configuration also exhibiting high robustness towards
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operation at off-design lift coefficients. The benefit of VC integration arises when reduc-
ing the flight Mach number at a constant lift coefficient, where a downward (positive)
ADHF deflection again results in an overall drag reduction. This behavior can be di-
rectly redirected toward the operating conditions where the technology coupling can be
expected to yield the most significant benefit. Consistent with the wing-level analysis,
VC integration positively impacts the chordwise pressure distribution towards HLFC
when the ADHF is deflected downward, increasing the wing’s camber. Therefore, oper-
ating points that benefit from a camber increase, in this case connected to a reduction
in flight velocity or otherwise operation at higher lift coefficients, are optimally suited
to exploit the synergistic effects of these technologies.
This conclusion was reinforced by including boundary layer suction into the parameter
space. At the design cruise Mach number, the application of the technology coupling
resulted in a downstream shift in transition position with increasing ADHF deflection
angle. Nevertheless, the increase in pressure drag due to ADHF deflection outweighed
the reduction in skin friction drag connected to the downstream shift in transition posi-
tion. At reduced Mach numbers, both (primary and secondary) synergy effects became
apparent again, for which VC integration showed to enhance the laminar performance
achievable by a stand-alone HLFC system.
The results presented within this thesis provide a promising foundation for future inves-
tigations, clearly demonstrating the synergy potential inherent to an HLFC/VC coupled
wing when integrated into a realistic configuration. Furthermore, necessary boundary
conditions and operating scenarios in which to expect the highest benefit of the coupling
were detailed. A further boost in drag reduction can be expected when developing a
configuration specifically designed and optimized for the technology coupling. Within
the present thesis, the HLFC/VC coupling was applied in a retrofit setting to a turbulent
reference configuration. Further design and optimization variables are introduced when
considering a larger number of VC integration devices, e.g. splitting the ADHF flap into
multiple sub-flaps or foreseeing VC integration not only at the trailing edge of the wing
but also in the leading edge or mid-chord region of the wing.
However, the extensive parameter space developing through the addition of such a man-
ifold of design variables renders exploration and optimization tasks solely based on com-
putationally expensive CFD simulations prohibitive. Therefore, the last chapter of this
thesis (Chap. 5) is devoted to surrogate (SG) and reduced order modeling (ROM) ap-
proaches applicable for efficiently and accurately coupling results of high-fidelity CFD
to an overall aircraft design (OAD) toolchain. An SG based upon Gaussian Process re-
gression for parametric prediction of wing drag coefficients and a ROM based upon the
Proper Orthogonal Decomposition were implemented and compared to the results of an
OAD toolchain. Both approaches were able to accurately capture complex aerodynamic
phenomena, relevant for the successful implementation of the technology coupling. Ad-
ditionally, areas in which an SG or ROM enhancement to lower fidelity methods used in
OAD is indispensable were shown. Integrating reliable models to highly efficient OAD
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toolchains will enable the resulting optimization task to be solved, ultimately advancing
the development of highly fuel-efficient products of the next generation.
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