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Abstract: Establishing appropriate boundary conditions is essential for developing high-accuracy
hydrodynamic models. However, this task is particularly challenging in topographically varying
urban domains without monotonous slopes due to insufficient boundary information. This study
investigates five different boundary conditions and establishes modeling practices of boundary
conditions in pluvial urban flood modeling. A numerical test model within the city of Berlin is
used, employing the 2D hydrodynamic finite element module of the open-source TELEMAC system.
It performs unsteady simulations with nodal rainfall inputs for various precipitation scenarios,
excluding infiltration. The results demonstrate that the suitability of boundary conditions is critically
dependent on the surrounding topography. For boundary segments with a positive slope, a stage–
discharge curve is found to outperform the other boundary conditions investigated in this study.
Conversely, for segments with a negative slope, a closed wall boundary condition appears clearly
preferable. Additionally, a drainage reservoir boundary condition performs effectively for more
complex boundary segments but necessitates extensive preprocessing. Based on these insights,
simulations were repeated with segment-tailored boundary conditions. The results indicate that this
combined model outperforms the global application of each individual model.

Keywords: hydrodynamic modeling; urban flood modeling; uncertainty; TELEMAC; numeric
methods; boundary conditions; pluvial floods; 2D modeling

1. Introduction

The recent climate change reports by the IPCC have highlighted the escalating issue of
pluvial flooding [1]. Pluvial floods occur when intense precipitation exceeds the infiltration
capacity of soils and drainage systems. The increase in pluvial floods globally [2] can be
directly linked to higher frequencies of extreme precipitation events predicted with high
confidence by various climate models [3,4]. Urban domains are particularly vulnerable
due to extensive surface sealing [5], which exacerbates flooding and can cause significant
damage to critical infrastructure [6].

Numerical hydrodynamic models are widely recognized as efficient tools for simulat-
ing flood events. These models have been adapted and continuously improved for pluvial
flood modeling [7]. Multiple studies [7–12] have described and compared different types of
numerical models, including 1D, 2D, and coupled 1D-2D models. Coupled 1D-2D models,
which allow flow between the underground storm drainage and the surface, have shown
particularly promising results for precise flood inundation modeling in urban areas [13–18].
In any 2D model applied for surface flooding, regardless of whether it is coupled to a 1D
model or not, adequate boundary conditions (BCs) are essential for ensuring stable and
accurate solutions [19,20], since any inaccuracy of the BCs will directly impact simulated
water depths and velocities [21]. However, BCs are often overlooked when assessing
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sources of uncertainty [22], despite their influence potentially outweighing other modeling
parameters [23].

In fluvial flood modeling, BCs are typically defined by prescribed discharges at up-
stream inlets and a prescribed water depth or stage–discharge curve at the downstream
outlet [24]. Upstream inlets are often generated by coupled hydrological models [10] or
river gauges [25–27]. Nevertheless, only a few studies have analyzed the propagation of
uncertainties in upstream [22,28] or downstream BCs [29].

In pluvial flood modeling, discharge hydrographs cannot be used as inlet BCs since
the flood originates from direct precipitation rather than a water body [30]. Therefore, the
rain-on-grid method is employed [31]. Furthermore, whether outlet BCs can be as well
defined as in fluvial flood modeling depends on the topography of the modeling domain.

Steep catchment modeling domains are usually topographically bounded and use a
single outlet water body at the downstream end as an outflow BC [32–35]. Topographically
varying catchments with low global gradients have different dominating processes [15],
where runoff disperses through streets, squares, parks, and other infrastructure in urban
domains. Model BCs must then be defined as transecting urban domains, creating open
boundaries that do not follow water bodies.

The presented study combines four distinct issues: it (a) quantitatively assesses differ-
ent BCs on (b) open boundaries for (c) 2D pluvial flood modeling in a highly urbanized
domain with (d) varying topography without a global monotonous gradient, such that all
flowing surface water does not converge to a single outlet point.

Each BC requires information about either water depth or velocity, which is unavailable
a priori at open boundaries that only impound during flood events. Therefore, alternative
approaches are necessary.

Hénonin et al. [36] extended the model domain in their study to prevent BCs’ influence
on the domain of interest, tackling issues (b–d). A similar approach was employed by
Hunter et al. [37], justified by only very low water depths (1–2 cm) reaching the boundaries
in the scenario in their benchmark study. Hartnett and Nash [38] proposed a high-resolution
mesh for the domain of interest surrounded by a coarser mesh, reducing computational
demand but still extending the boundary. However, it is difficult to define what the minimal
additional extension of the model domain should be. Consequently, a considerable increase
in required computational resources will be unavoidable in many cases.

Saad et al. [39] demonstrated that outlet BCs significantly impact the model results in
low-gradient fluvial flood modeling (mainly addressing issues (a) and—with restrictions—(d)),
showing the need to assess the effect for pluvial flood modeling as well. Bruwier et al. [40]
defined stage–discharge curves on the outlets of their lowland urban flood models (issues
(b,c)), but acknowledged that their BCs were “somehow arbitrary” and primarily intended
to ensure consistency between their different urban setups. Almeida et al. [41] defined BCs
at their open boundaries with a zero gradient of the velocity in the normal direction but
did not further assess the impact of these BCs (thus covering issues (b–d)). Zhao et al. [42]
also implemented and validated a zero gradient as outlet BCs, yet their study areas have a
global monotonous gradient and water flows to single outlet points (a–c).

While other studies [22,35,43,44] also put a brief focus on BCs in urban flood modeling,
they all involved water bodies as outlets, thereby only tackling issue (c). To the authors’
knowledge, a comprehensive analysis combining all four issues has not yet been conducted,
although some studies developed models addressing issues (b–d).

The present study first carries out such an analysis for a set of five known BCs within
a test model and compares the behavior of each specific BC type. Subsequently, aiming at
improving the accuracy of pluvial flood modeling whilst maintaining good computational
efficiency, different BCs are combined segment-wise. To quantify the influence of each type
of BC on the test model results, these results are compared with results obtained from a
reference model that extends beyond the test model outline. Based on the insights obtained,
this study presents improved modeling practices for defining boundary conditions in plu-
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vial flood modeling for topographically varying urban domains and establishes segmented
BCs.

To this goal, the “Methodology” section first details the study domain, overall model
parameters, investigated scenarios, and tested BCs. It also describes the validation method
using a reference model that extends beyond the test model outline. It is ensured that the
BCs of the reference model have no effect on the results within the test model domain. The
“Results” section quantifies the influence of each type of BC on model results by comparing
them with results obtained from the reference model. Based on the results for each BC, a
segment-tailored model using the most appropriate BC for each open boundary segment
is established. The segment-tailored model appears to outperform each individual model
using only one type of BC. The “Discussion” section evaluates the different BCs based
on accuracy, preprocessing effort, and use case, offering recommendations for defining
segment-tailored open boundary conditions in topographically varying urban domains.

2. Materials and Methods
2.1. Study Domain, Reference Domain, and Precipitation Scenarios

The study domain is located in the Kreuzberg district of Berlin, Germany, covering
approximately 2 km2. Figure 1 shows a map illustrating the almost rectangular shape of the
study domain (red dashed line) and its embedding within the reference domain. The river
Spree borders the top right of the study domain, the Landwehr Canal borders the bottom
left, and both are connected at the bottom right via a sluice gate (marked with a blue star).
These rivers serve as outlet BCs with a constant water level. The open boundary on the
top left (red dashed line in the center of the map) cuts through the urbanized area and is
divided into nine segments separated by buildings. Elevations within the study domain
range from 32 to 45 m, but most of the domain’s elevation is within 33 to 36 m, and only a
hill in Görlitzer Park has a higher elevation (Figure 2A).
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Figure 2. (A): Interpolated elevation of the test model. (B): Maximum water depth of the test model
for the HN999 event.

The reference model is used to validate the BCs. It extends beyond the study domain’s
open boundary (black solid line) but does not cross the bounding water bodies of the
test model. The reference model covers an area of about 4 km2, twice the area of the
study domain. Both the reference and the study models have open boundaries positioned
perpendicular to streets.

Approximately one-third of both the study and reference areas are covered by build-
ings, represented as holes in the model, which affect effective rainfall. Water from building
roof areas is added to the effective rainfall in the model for high-intensity precipitation
events, assuming the storm drainage system is completely surcharged [46]. To ensure con-
sistency, the same effective rainfall is used for both the test and reference models, despite
slight differences in building coverage.

Three different one-hour block rainfall scenarios are investigated. The first scenario
simulates an extreme precipitation event (HN999) with 100 mm of accumulated rainfall,
yielding an effective rainfall of 150 mm over one hour, considering the effect of roof areas.
This effective rainfall is added uniformly to every node in both models. The second
scenario, based on the KOSTRA dataset for Germany, simulates a 100-year return period
event (HN100) with 48.9 mm of accumulated rainfall [47] and an effective rainfall of
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73.3 mm. The third scenario simulates a 30-year return period event (HN30) with 38.3 mm
of accumulated rainfall [47]. Here, the effective rainfall is not adjusted, assuming the storm
drainage system can handle the roof runoff. All scenarios include an additional two-hour
simulation period post-rainfall to capture the flood dynamics. After three hours of total
simulation time, the flow in the model subsides, and most of the water is at a standstill.

2.2. Modeling Software and Parameters

For conducting numerical simulations, this study utilizes the open-source TELEMAC
system. Its hydrodynamic module, TELEMAC-2D, solves the full 2D Shallow Water
Equations using either a finite-element scheme [48] or a finite-volume scheme. In this study,
the finite-element scheme is applied with a semi-implicit solver on a triangulated mesh [49].

Although TELEMAC-2D includes several rainfall–runoff models, none are selected
in this study. The objective is to isolate the influence of the open boundary as much as
possible, necessitating the minimization of other factors such as heterogeneous land use,
which would significantly affect rainfall–runoff modeling. Consequently, all infiltration
processes are left out of consideration, and rain is directly added to the model using the
rain-on-grid method in TELEMAC-2D [50].

The test model mesh consists of approximately 353,000 nodes and 669,000 elements,
while the reference model mesh comprises about 768,000 nodes and 1,458,000 elements.
The mean edge length in both meshes is 2.1 m. Node elevations are interpolated from a
digital elevation model with a 1 × 1 m resolution (Figure 2A).

The Strickler roughness coefficients kst are derived from land use data following
guidelines from the LUBW [46]. Additionally, the LUBW recommendation for a depth-
dependent roughness model is implemented in TELEMAC-2D. The Strickler roughness
coefficients kst are equivalent to 1/m, with m the Manning roughness coefficient.

All input data are available from Berlin’s geoportal [51].

2.3. Boundary Conditions

Well-formulated BCs ensure a stable and accurate simulation representing the inflow
and outflow at the model’s border, whereas inappropriate BCs can lead to inaccuracies in
the solution, and possibly even numerical instabilities. Therefore, BCs must be defined
with utmost care [48].

The test model domain in Berlin is confined by water bodies on three of the four
sides (see Figure 1). These water bodies serve as BCs with fixed water levels, as they
do not exhibit backwater impounding effects during pluvial floods in the study domain.
Additionally, these water bodies also represent the initial state of the model.

The open boundary on the left side of the study domain is divided by buildings into
nine boundary segments (see blue lines Figure 1, numbered 1 through 9). The buildings
are modeled as rigid boundaries. Three of the nine boundary segments (1, 8, and 9) have
negative slopes at the boundary, indicating topographical model inlets. The remaining
boundary segments (2, 3, 4, 5, 6, and 7) have a positive slope at the boundary, suggesting
possible outlets for the study domain. Segments 3 and 7 are particularly challenging due to
their heterogeneous cross-sections: segment 3 is within an inner courtyard, and segment
7 spans multiple street crossings, complicating the formulation of BCs for these segments.

In total, five different BCs are tested on all segments and then segmentally combined in
an optimized setup. The different BCs are explained in detail in the following subsections.

2.3.1. Closed Wall

A closed wall (CW) is a rigid BC, preventing any water flow through the bound-
ary. Water will impound at the boundary and cannot leave the model domain. This is
implemented either by setting all velocities at the wall to zero or by setting the velocity
perpendicular to the wall to zero and implementing tangential stress at the wall using wall
friction [48].
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2.3.2. Zero Water Depth

The zero water depth (ZWD) BC maintains a fixed water depth of zero at the boundary.
This creates a suction effect that increases the velocity near the boundary, allowing water to
leave the domain.

2.3.3. Stage–Discharge Curve

A stage–discharge curve (SDC) is a well-established BC in fluvial hydraulics. It calcu-
lates the water depth at the boundary based on the current discharge using a predefined
SDC. For this study, the SDCs are derived assuming normal flow conditions through the
boundaries:

Q = b·kst·h
5
3 ·
√

Is (1)

Here, Q is the discharge through the boundary, b is the width of the boundary, kst
is the Strickler roughness coefficient, h is the water depth, and IS the slope normal to the
boundary. IS is calculated using the average elevations of cross-sections 20 m outside and
inside the model domain. Since boundary segments 1, 8, and 9 have negative slopes, SDCs
cannot be calculated for these segments, and a CW BC is assumed for them.

2.3.4. Drainage Reservoir

The drainage reservoir (DR) BC creates small pools at each open boundary segment,
acting as drainage reservoirs. The mesh is extended by 100 m perpendicular to each open
boundary segment. The elevation of the extended mesh parts is set so that the minimum
elevation at the original open boundary segment is one meter higher than at the new
open boundary segment. A parabolic descent is implemented within the 100 m extension,
and the new open boundary segment is set to a constant water depth of 0.25 m. This
configuration allows water to flow slowly over the parabolic profile into the DR, ensuring
a stable boundary condition. The mesh extension for the DR BC adds approximately
10,000 nodes and 20,000 elements.

2.3.5. Drainage Element

The drainage element (DE) BC is similar to the DR BC but does not extend the mesh.
Instead, it lowers the elevation of nodes directly at the open boundary segment by 0.5 m
below the minimum node elevation at the open boundary segment. A constant water depth
of 0.25 m is then defined at the open boundary segment, resulting in minor inundation of
the elements directly at the boundary.

2.4. Validation

For validation, two simulations are additionally conducted with the reference model
for each scenario (HN999, HN100, HN30). Given that the reference model also includes
several open boundary segments, it is crucial to assess the influence of these open boundary
segments. One reference simulation is conducted with CW BCs and one with ZWD BCs.
Figure 3 illustrates, for the HN999 event, the absolute difference in simulated maximum
water depth between the CW and ZWD BCs in the reference model. Differences smaller
than 1 mm are neglected.

Figure 3 confirms that the influence of the two different BCs in the reference model
does not propagate into the domain of the test model (outlined by the red dashed line).
Differences exceeding 1 mm are observed only at isolated nodes. Given the marginal
number of these instances relative to the overall number of nodes, the reference model is
deemed suitable for validating the different open boundary conditions of the test model.
The influence of the CW and the ZWD BCs further decreases for the HN100 and HN30
events compared to the H999 event.
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2.5. Statistical Measures

The following goodness-of-fit criteria quantitatively assess the different open BCs for
the whole study domain (1 through 4) or per segment (5).

1. Vol_dif [m3]: The difference in total maximum volume between the test model under
different open BCs and the reference model within the study domain.

2. PBIAS and PBIAS_sub [%]: The percent bias (PBIAS) investigates the difference in
maximum water depth at all nodes between the reference model and the test models.
Negative PBIAS values indicate that the test model underpredicts the maximum
water depths compared to the reference model, while positive PBIAS values indicate
overestimation. The PBIAS is sensitive to the model’s area. Larger model areas tend
to dilute the influence of BCs, resulting in smaller PBIAS values, since the region
of influence of the BCs is decreasing in comparison to the overall model’s area. To
address this, PBIAS_sub is calculated within a subset of the model domain. This
subset includes nodes where the maximum water depth deviation from the reference
model exceeds 1 cm in at least one of the BCs.

3. MAE and MAE_sub [mm]: The mean absolute error (MAE) is a unit-based statistical
measure that quantifies the average deviation in maximum water depth at every node
between the test models and the reference model. It provides an overall measure
of model accuracy. Same as PBIAS, the MAE is sensitive to the model’s area, and
MAE_sub is calculated accordingly.

4. DBI [m]: A region of influence from the BCs is defined by the area where the absolute
difference in maximum simulated water depth between the test and reference models
exceeds specific thresholds (1 mm and 1 cm). This area is normalized by the cumu-
lative length of the open boundary segments. This normalized measure is also not
sensitive to the model’s area and is termed “distance of boundary influence” (DBI).

5. NSE: The Nash–Sutcliffe efficiency (NSE) is used to assess the discharge across each
boundary segment, with the segmental discharges from the reference model serving
as the observed values. This assessment provides a deeper insight into the behavior
of BCs at individual boundary segments.
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Due to the low gradients in the model, flow velocities in the test model are minimal
and, therefore, not statistically investigated.

3. Results
3.1. Effects of the Precipitation Intensity on the BCs

First, the effects of precipitation intensity on BCs were assessed across three rainfall
scenarios. Figure 4A,B, comparing the absolute difference in maximum water depth
between the reference model and the test model applying CW BCs, highlight how the
precipitation intensity of the HN999 event and the HN30 impacts BC performance. The
maximum water depth of the HN999 event for the test model is illustrated in Figure 2B for
further perspective.
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For the HN999 event, BCs exert a greater influence due to increased water volume
in the model, affecting larger areas. This greater influence is reflected in the statistical
measures across all BCs tested. Specifically, the MAE is 3.7 mm for the HN999 event
(see also CW in Table 1) and only 0.9 mm for HN30. The difference in total maximum
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volume between the reference model and the test model is 2133 m3 for the HN999 event
and only 65 m3 for the HN30. Finally, the DBI with a 1 mm threshold depth is 468 m for
the HN999 event and 162 m for the HN30. As the BCs’ impact is considerably larger for
higher-precipitation events, the detailed investigation of the discharges across boundary
segments will focus exclusively on the HN999 event from now on.

Table 1. Statistical evaluation of global metrics using different BCs for the HN999 event.

BC DBI 1 mm
[m]

DBI 1 cm
[m]

Vol_dif
[m3]

PBIAS
[%]

PBIAS_sub
[%]

MAE
[mm]

MAE_sub
[mm]

CW 468 266 2133 1.2 8.9 3.7 39.4

ZWD 433 259 −3034 −1.7 −10.6 2.5 25.0

DR 427 239 −2372 −1.3 −8.3 2.0 19.8

DE 436 265 −3012 −1.6 −10.3 2.7 27.3

SDC 422 198 −781 −0.4 −2.4 1.9 18.8

3.2. Evaluation of Difference in Volume, Area and Maximum Water Depth

Table 1 lists the statistical measures for the different BCs used on the HN999 event.
The DBI 1 mm shows that the CW performs worse by over 30 m compared to the other
BCs in this metric, while the DBI 1 mm values of the other BCs lie close to each other. The
DBI 1 cm is larger for the CW, DE, and ZWD BCs than for the SDC BCs by around 60 to
70 m, whereas the DBI 1 cm of the DR BCs is only around 40 m larger. The Vol_dif shows
an overprediction by the CW BCs, whereas all other BCs underpredict compared to the
reference model. SDC BCs show the best results using this metric. The PBIAS values further
support these trends.

The MAE shows that, in total, the BCs introduce an average error of up to 3.7 mm in
maximum water depth prediction. The lowest MAE values are with the DR (2.0 mm) and
SDC (1.9 mm). All these MAEs are small globally, as they are computed over the complete
model domain, including the areas in which the BCs do not influence the results.

The PBIAS_sub and MAE_sub are calculated for a relevant subset covering approx-
imately 10% of the test model area near the open boundary. The highest MAE_sub is
39.4 mm for the CW BCs. The lowest MAE_sub is again obtained for the DR (19.8 mm) and
the SDC (18.8 mm).

3.3. Discharges across Open Boundaries

Three different types of open boundary segments were analyzed in this study: to-
pographical inlets (Figure 5), topographical outlets (Figure 6), and heterogeneous cross-
sections (Figure 7). The hydrograph from the reference model is shown as a black line
without markers in all figures. Inflow into the test model domain is indicated by negative
discharge values and outflow by positive discharge values.

3.3.1. Topographical Inlets

At topographical inlet segment 9 (see Figure 1 for the location), the reference model
exhibits a maximum discharge of −0.125 m3/s flowing into the test model domain (see
Figure 1). The CW BC shows no flow across the boundary in any segment, just like the SDC
BC at segment 9, implemented as CW BCs at topographical inlets. Conversely, other BCs
permit outflow from the test model: the DE BC peaks at 0.848 m3/s, the ZWD at 0.423 m3/s,
and the DR BC at 0.212 m3/s. The NSE ranges poorly from −0.61 (CW/SDC) to −147 (DE)
for this segment, with similar behaviors observed in the other topographical inlet segments
1 and 8 (see the corresponding columns in Table 2).
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Table 2. The NSE values for all tested BCs at each boundary segment for the HN999 event. The cross-
sections are grouped into topographical inlets, topographical outlets and heterogeneous cross-sections.

BC
Topographical Inlets Topographical Outlets Heterogen.

Cross-Sections

1 8 9 2 4 5 6 3 7

CW −0.81 −1.51 −0.61 −1.872 −0.77 −0.82 −0.80 0 −0.71

ZWD −5.11 −1.91 −43.31 −16.87 0.74 0.88 −3.64 −14.61 0.81

DR −0.82 −1.91 −10.60 0.38 0.97 0.998 0.87 −8.01 0.93

DE −6.63 −1.93 −147.26 −10.73 0.93 0.91 −4.08 −22.11 0.87

SDC −0.81 −1.51 −0.61 0.86 0.989 0.998 0.998 −53.93 −5.26

3.3.2. Topographical Outlets

Figure 6 illustrates the hydrographs for different BCs compared to the reference
model at the topographical outlet segment 5. The reference model has a peak discharge
of 0.850 m3/s with 2869 m3 leaving the test model domain during the event. The SDC
BC and the DR BC slightly overpredict the reference hydrograph with peak discharges
of 0.885 m3/s and 0.876 m3/s and volumes of 2912 m3 and 2887 m3, respectively. The
DE and ZWD BCs underestimate the reference hydrograph, peaking at 0.715 m3/s and
0.631 m3/s, with volumes of 2108 m3 and 2076 m3 leaving the test model. The NSEs are
excellent for the SDC (0.998) and DR BCs (0.998), and lower for the DE (0.91) and ZWD BCs
(0.88). Generally, SDC BC performs best across all topographical outlet segments (lowest
NSE 0.86, see Table 2, columns for topographical outlet segments 2, 4, 5, and 6), with the
DR BC also yielding satisfactory NSEs (lowest NSE 0.38), whereas the ZWD and DE BCs
show good NSEs only for specific segments.
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3.3.3. Heterogeneous Cross-Sections

Figure 7 shows the hydrographs at boundary segment 7, a heterogeneous cross-section
where three different streets intersect within the test model domain. The boundary segment
is then located a bit away from the crossing, yet still cuts through two streets. The reference
model peaks at 0.349 m3/s with 745 m3 leaving the domain. The SDC BC presents an
unstable behavior, initially releasing water into the test model with a negative discharge
of up to −0.345 m3/s and subsequently overestimating the peak discharge at 0.560 m3/s
(both values lying beyond the borders of Figure 7). This is attributed to the instability of
the SDC BC for small water depths along inhomogeneous cross-sections. The other BCs
present more stable solutions, though they are all overestimating the initial discharge. The
DR BC peaks at 0.335 m3/s with 822 m3 leaving the domain, the ZWD BC at 0.316 m3/s
with 912 m3, and the DE BC at 0.292 m3/s with 804 m3, showing the closest volume balance
to the model.

The NSE values for segment 7 are highest for the DR BC (0.93) and satisfactory for
the DE BC (0.87) and the ZWD BC (0.81). The CW BC (−0.71) and especially the SDC BC
(−5.26) indicate poor results (see Table 2).

The other boundary segment with a heterogeneous cross-section (the inner courtyard
at segment 3) does not yield suitable NSEs by any BC. Yet, with a maximum reference
discharge of only 0.052 m3/s and a total volume of only 0.9 m3 crossing the boundary,
its impact on the global results is several orders of magnitude lower than that of the
other segments.

3.4. Optimized Segmental Combination of BCs

Following the analysis of the results for each tested NC, an optimized BC setup was
devised:

• Topographical inlets: The CW BC was selected since it had brought about the best
approximation of the reference model amongst the analyzed BCs (see Figure 5 and
Table 2).

• Topographical outlets: The SDC and DR BC both performed well, yet the SDC BC
was preferred, mainly in view of the SDC BC’s more consistent performance when
considering the NSE values at segments 2 and 6 (see Table 2).

• Heterogeneous type cross-section, segment 7: The SDC and CW BCs performed poorly
for segment 7, whilst a remarkably accurate estimation, also reflected by the NSE
value, was obtained with the DR BC (Figure 7, Table 2), and therefore, the DR BC was
selected.

• Heterogeneous-type cross-section, segment 3: Neither of the BCs performed well here;
the CW BC was chosen because it yielded the best NSE value (Table 2).

Starting with this described set of BCs, the HN999 event was simulated again, and its
results were analyzed. The NSE values at each boundary segment for this optimized setup
and its statistical evaluation of global metrics are shown in the top lines of Tables 3 and 4,
respectively. The other lines reproduce Tables 1 and 2 for comparison purposes.

Regarding the NSE values in Table 3 first, the following become apparent:

• For the topographical inlet segments 1, 8, and 9, for which the CW BC was adopted,
the optimized segmental combination of BCs has identical NSE values to the ones in a
CW-BC-only setup. This is according to expectations due to the physical meaning of
the CW BC. The same holds for the heterogeneous cross-section segment 3.

• For the topographical outlet segments 2, 4, 5, and 6, the NSEs appear largely unaffected
when comparing the optimized segmental combination with the SDC-BC-only setup.
However, for segment 2, an improvement in the NSE from 0.86 to 0.92 is noted.

• For the heterogeneous cross-section segment 7, the DR BC NSE of 0.93 was not fully
maintained. Yet, the obtained NSE of 0.87 with the optimized segmental combina-
tion of BCs is still solid compared to the NSEs originally obtained for any other BC
simulation.
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Table 3. The NSE values for all tested BCs and the proposed segmental optimized setup OPT at each
boundary segment for the HN999 event. The cross-sections are grouped into topographical inlets,
topographical outlets, and heterogeneous cross-sections.

BC
Topographical Inlets Topographical Outlets Heterogen.

Cross-Sections

1 8 9 2 4 5 6 3 7

OPT −0.81 −1.51 −0.61 0.92 0.987 0.998 0.998 0 0.87

CW −0.81 −1.51 −0.61 −1.872 −0.77 −0.82 −0.80 0 −0.71

ZWD −5.11 −1.91 −43.31 −16.87 0.74 0.88 −3.64 −14.61 0.81

DR −0.82 −1.91 −10.60 0.38 0.97 0.998 0.87 −8.01 0.93

DE −6.63 −1.93 −147.26 −10.73 0.93 0.91 −4.08 −22.11 0.87

SDC −0.81 −1.51 −0.61 0.86 0.989 0.998 0.998 −53.93 −5.26

Table 4. Statistical evaluation of global metrics using different BCs and an optimized setup OPT for
the HN999 event.

BC DBI 1 mm
[m]

DBI 1 cm
[m]

Vol_dif
[m3]

PBIAS
[%]

PBIAS_sub
[%]

MAE
[mm]

MAE_sub
[mm]

OPT 411 185 −1559 −0.9 −5.2 1.4 14.1

CW 468 266 2133 1.2 8.9 3.7 39.4

ZWD 433 259 −3034 −1.7 −10.6 2.5 25.0

DR 427 239 −2372 −1.3 −8.3 2.0 19.8

DE 436 265 −3012 −1.6 −10.3 2.7 27.3

SDC 422 198 −781 −0.4 −2.4 1.9 18.8

Similar signs of robustness are recognized when evaluating the global statistical
metrics in Table 4 regarding volumes, area of influence, and maximum water depths. The
optimized segmental combination of BCs outperforms each individual BC regarding DBI 1
mm, DBI 1 cm, MAE, and MAE_sub. The same holds for Vol_dif, PBIAS, and PBIAS_sub,
except for the SDC BCs, which seem to yield better results at first sight.

However, analyzing this more closely, it appears that these better results are, in fact,
due to the SDC BCs’ instability at segments 3 and 7, which has introduced water into the
model and thereby added extra volume to the simulation. This additional volume, whilst
enhancing the computed statistical performance for Vol_dif, PBIAS, and PBIAS_sub, is,
in fact, non-physical and occurs at the boundaries where the SDC BC performs poorly, as
evidenced in Figure 7.

In summary, the optimized segmental combination of BCs appears to strike a solid
balance between maintaining physical accuracy across different types of boundary seg-
ments while minimizing computational resources, hence providing a robust framework for
accurate flood modeling in an urban environment in topographically varying domains.

4. Discussion
4.1. Performance and Selection of BCs

The results of this study underscore the critical importance of carefully selecting
appropriate segmental BCs for urban hydrodynamic flood models based on the topography.
Specifically, topographical outlets can be accurately modeled using SDC BCs or DR BCs,
with SDC BCs slightly outperforming DR BCs.

Potential inflow at topographical inlets cannot be modeled without coupling the
hydraulic model to another model or incorporating extra hydrological information at the
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boundary segments. One potential solution could consist of constructing simple inflow
hydrographs based on precipitation data and hydrological response units, adapting the
unit hydrograph theorem [52] for small domains. Although such lumped approaches can
approximate inflow qualitatively, it remains improbable that high precision can be achieved,
since urban domains have a high hydraulic complexity.

Heterogeneous cross-sections require special attention. The source of heterogeneity is
specific to each case, making it difficult to provide a universally optimal solution proposal.
For example, boundary segment 3 in this study has only minimal discharge values and has,
therefore, a lower impact on overall model results compared to other boundary segments.

In contrast, boundary segment 7 significantly impacts the overall model results due
to higher discharge values. This segment is located shortly after the intersection of three
different streets, complicating the formulation of an appropriate BC. A potential solution is
to divide the boundary segment into smaller, more homogeneous segments, treating some
as outflows and others as CWs based on topography. The SDC BCs did not perform well
for heterogeneous cross-sections, due to the varying topography along the cross-section,
which impedes the definition of SDCs.

4.2. Preprocessing Requirements

The investigated BCs also differ in their preprocessing requirements. CW BCs and
ZWD BCs are amongst the more accessible ones, requiring no changes in the mesh, topog-
raphy, or additional knowledge about the model.

The SDC BCs, however, require formulating a stage–discharge relationship using
Manning’s formula, introducing uncertainty due to roughness value and slope definition.
Defining the slope in urban domains, where it can vary greatly along a street, adds to this
complexity.

DE BCs require additional preprocessing to lower the elevation of nodes near the
boundary and to fill drainage elements with water before the simulation, either by defining
a water level or running a precursor simulation.

The DR BCs demand higher preprocessing overhead, requiring mesh extension at
boundary segments and defining a descending ramp profile along the mesh extension. In
exchange for this overhead, DR BCs provided stable results and performed well statistically.
The additional computational time due to the increased number of elements was negligible
since the number of added elements was smaller than 3%.

4.3. Mutual Interference of BCs

The mutual interference of different boundary segments’ BCs must also be taken into
consideration. The optimized setup shows that BCs of different segments influence each
other. This is evidenced by variations in NSEs for some segments compared to simulations
with the same BCs applied to all segments. For example, the NSE in segment 2 is better in
the optimized setup than in the SDC BC for all segments, while the DR BC in segment 7
performs slightly worse in the optimized setup (see Table 3).

This interference is not surprising due to connected inundation areas between bound-
ary segments, yet remains of lesser importance for this model domain. However, for other
domains, this interference might become more dominant.

4.4. Pre-Assessment of Sensitivity of the BC Selection

BCs must always be defined when setting up a hydrodynamic flood model. While this
study emphasizes the importance of carefully selecting segmental boundary conditions, it
acknowledges that a comprehensive assessment of each individual boundary segment can
be time-consuming.

Therefore, this study recommends performing a sensitivity analysis to pre-assess the
impact of the boundary on overall model results prior to formulating segmental boundary
conditions. This can be achieved by running the model twice with different BCs, such as
CW BCs and ZWD BCs, as carried out for the reference model in this study. These BCs
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are straightforward to implement and fundamentally different in their methods. If the
differences in solutions are negligible, the model results are deemed not sensitive to the
treatment of the boundary segments. In this case, the simpler approach of using a CW
BC on all segments is justified and the process of determining the optimized BC for each
individual boundary segment can be omitted.

4.5. Limitations of the Study

This study utilizes the hydrodynamic module TELEMAC-2D of the open-source
TELEMAC system, which solves the full 2D Shallow Water Equations. The BCs tested
and described in this study are transferable to various hydrodynamic solvers and can
be applied across numerous widely used flood modeling software packages, such as
LISFLOOD-FP [53], HEC-RAS [54], or MIKE FLOOD [55]. Typically, the results of the
specific BCs may slightly vary depending on the software used.

As already described in Sections 2.1 and 2.2, this study has assumed that the storm
drainage system is either completely surcharged or fully able to handle the runoff from
roof areas. Hence, it does not include rainfall–runoff or urban storm drainage modeling
at this stage. With a view to coupling 1D storm drainage models with 2D surface models,
additional boundary conditions for the 2D model would be introduced, as water could
possibly transfer between the storm drainage system and the surface. This interaction
would directly affect the volume of water in the model domain, thereby impacting the
boundary conditions. However, the additional BCs from such coupling are considered
internal BCs; therefore, BCs at open boundaries of the 2D model would still need to be
addressed. In order to do so, it is expected that the findings of this study remain applicable
to 1D-2D coupled models.

The present study relies on a validation method that utilizes a larger-extent reference
model. Even though this validation method was found robust, a higher degree of confidence
in the results could be achieved by validating the BCs with inundation data from actual
pluvial flood events. Given the general scarcity of such data, the adopted validation
approach offers a solid alternative for defining the BCs.

5. Conclusions

In this study, an optimization approach characterized by a combination of segment-
tailored boundary conditions (BCs) for simulating pluvial urban floods in varying topog-
raphy has been proposed. First, each type of BC was analyzed individually and then the
different BCs were combined segment-wise to obtain an improved setup. This combined
BC setup outperformed all other models using one and the same BC for all segments.

The findings show that careful selection of appropriate segmental BCs is of critical
importance to ensure high accuracy. For topographical inlets, closed wall BCs are rec-
ommended, while stage–discharge curves are advisable for topographical outlets. For
more heterogeneous cross-sections, no universal recommendation can be given; however, a
drainage reservoir BC provides a stable approach. As a general guideline, conducting an
initial sensitivity analysis of the model boundaries applying two different BCs can help
determine whether the BCs in the flood model require detailed attention or if they have a
minimal impact on the results.

Future research could include a detailed sensitivity analysis of different BCs. This is
particularly interesting regarding the definition of slope for stage–discharge curves and the
impact of the length and slope of the descending ramp for drainage reservoirs.
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