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Kurzfassung

Verschiedene aktive Rotorkonzepte waren in der jüngeren Vergangenheit Gegenstand intensiver
Untersuchungen. Experimentelle und theoretische Studien haben gezeigt, dass eine aktive Steuerung
einen erheblichen Einfluss auf das aeromechanische Verhalten und die Effizienz des Rotors haben
kann. Im Rahmen der weiteren Erforschung des Potenzials der aktiven Rotortechnologie wurde
in der vorliegenden Arbeit eine simulationsbasierte Untersuchung verschiedener Rotorsysteme
mit einem neuartigen aktiven Mechanismus zur Anpassung der Profilwölbung, dem sogenan-
nten Fish-Bone-Active-Camber-Konzept (FishBAC), durchgeführt. Ziel war es, die Vorteile des
FishBAC-Konzepts im Hinblick auf die Rotorleistung, die Vibrationslasten am Rotorkopf und die
aeroakustischen Lärmemissionen zu untersuchen. Aus Gründen der Recheneffizienz beschränkte
sich der Schwerpunkt dieser Arbeit auf mid-fidelity Modellierungsmethoden.

Um den gewünschten Grad an Modellgenauigkeit zu erreichen, wurde ein angepasstes Simula-
tionsframework für die Simulation der aktiven Rotorstrukturdynamik, der Aerodynamik und des
aeroakustischen Lärms entwickelt. Der Open-Source-Rotorcode Dymore wurde für die Struk-
turdynamik des Rotorsystems und die Blattaerodynamik genutzt. Um den Einfluss des Rotor-
nachlaufs in allen Flugzuständen genau erfassen zu können, einschließlich der Interaktion zwis-
chen Rotorblatt und Blattwirbel, wurde die aerodynamische Analysefähigkeit des Simulations-
frameworks erweitert. Ein neuartiger Wake-Vorticity-Löser, basierend auf einer Vortex-Particle-
Methode (VPM), wurde implementiert und mit dem Strukturdynamik-Löser gekoppelt. Die Im-
plementierung des Wake-Lösers wurde durch bestehende analytische Testfälle aus der Literatur
verifiziert. Darüber hinaus wurden Testfälle mit zunehmend komplexem stationären und insta-
tionären Flügelnachlauf verwendet, um das gekoppelte Dymore+VPM-Simulationsframework zu
validieren. Das gesamte Analyse setup wurde schließlich für die Durchführung von aeroakustis-
chen Simulationen unter Verwendung des Akustik-Lösers PSU-WOPWOP erweitert.

Um die Anwendbarkeit des aeromechanisch-aeroakustischen Frameworks über die gesamte Flu-
genveloppe eines Hubschrauberrotors zu demonstrieren, wurden verschiedene Flugfälle unter
Verwendung unterschiedlicher Rotormodelle untersucht - HART II, Bo 105 Rotor und UT Austin
Einzel-/Koaxialrotor. Mit dem HART II Rotor wurde das aeroakustische Analyseframework sowie
die Fähigkeit von VPM zur Modellierung von BVI-Flugzuständen validiert. Der Passiv Bo-105-
Rotor wurde umfassend anhand von Messdaten aus Windkanaltests validiert. Dies war erforder-
lich, um die Zuverlässigkeit der Simulationsmethode nachzuweisen, da für den aktiven Bo-105-
Rotor keine experimentellen Messdaten verfügbar waren. Es wurden getrimmte aktive Rotor-
simulationen bei unterschiedlichen harmonischen Amplituden der Wölbungsanpassung unter
variation des Phasenwinkelns durchgeführt. Durch die Verwendung einer aktiven 1/rev oder 1P-
Wölbungsanpassung konnte der Leistungsbedarf des Rotors um 9,6% und die Rotorkopfvibratio-
nen um 32% reduziert werden. Der Einfluss auf die Lärmemissionen des Rotors war stark rich-



tungsabhängig, wobei eine maximale Lärmreduzierung von etwa 2 dB unterhalb der Rotorebene
erreicht wurde. Abschließend wurde die Untersuchung des aktiven Rotors auf koaxiale Rotorsys-
teme ausgeweitet, die aufgrund des Blattdurchgangseffekts starke Vibrationslasten aufweisen. Auch
hier konnte gezeigt werden, dass das Konzept der aktiven Wölbungsanpassung die Rotorschwingun-
gen erheblich reduzieren und gleichzeitig die aeroakustischen Lärmemissionen des Rotorsystems
verringern kann.



Abstract

Different active rotor concepts have been the subject of immense scrutiny in the recent past.
Experimental and theoretical investigations have revealed that active control can have a signifi-
cant impact on rotor aeromechanical response and efficiency. Continuing to further look into the
promise of active rotor technology, in the current work, a computational investigation of different
rotor systems with a novel active camber morphing mechanism, called the fish bone active cam-
ber (FishBAC) concept, was conducted. The objective was to investigate the benefit of the FishBAC
concept towards rotor performance, hub vibration loads, and aeroacoustic noise emissions. For
computational efficiency, the focus of this work was limited to mid-fidelity modeling methods.

In order to achieve the desired degree of modeling fidelity, an appropriate simulation framework
was established for simulating the active rotor structural dynamics, aerodynamics, and aeroacous-
tic noise. The open-source, comprehensive aeromechanics code Dymore was used for the rotor
system structural dynamics and blade aerodynamic solutions. In order to accurately capture the
effects of rotor wake in all flight conditions, including blade-vortex interaction, the aerodynamic
analysis capability of the simulation framework was augmented. A novel wake vorticity solver,
based on a vortex particle method (VPM) formulation, was implemented and coupled to the struc-
tural dynamics solver. Implementation of the standalone wake solver was verified using estab-
lished analytical verification cases from the literature. Furthermore, test cases with incrementally
complex steady and unsteady wing wakes were used to validate the coupled Dymore+VPM simula-
tion framework. The entire analysis toolchain was ultimately extended to undertake aeroacoustic
noise simulations using the solver PSU-WOPWOP.

In order to demonstrate the validity of the aeromechanics-aeroacoustics framework over the entire
operating envelope of a helicopter rotor, various flight cases were investigated using different rotor
models - HART II, Bo 105 rotor, and UT Austin single/coaxial rotors. Using the HART II rotor, the
aeroacoustic analysis framework, as well as the capability of VPM to model BVI flight conditions,
was validated. The baseline full-scale Bo 105 rotor was extensively validated using measurement
data from tests in the wind tunnel. This was required in order to render confidence in the results
of the active Bo 105 rotor investigation in lieu of experimental measurement data. Trimmed active
rotor simulations were conducted at different amplitudes of camber morphing input over a sweep
of input phase angles. Using just 1/rev (1P) active camber actuation, rotor power consumption
was reduced by 9.6%, and rotor hub vibrations were reduced by 32%. The effect on rotor noise
was highly directional, with a maximum noise reduction of about 2 dB achieved below the rotor
disk. Finally, the active rotor investigation was extended to coaxial rotor systems that suffer from
vibration loads due to the blade passage effect. Here, too, it was shown that the active camber
morphing concept can reduce rotor shaft vibrations considerably as well as simultaneously reduce
the aeroacoustic footprint of the rotor system.
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∇2 Laplacian operator m−2
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Roman

Symbol Description Unit Formula/Value

a Acceleration vector m s−2 Eq. 2.15

a Airfoil pitch axis location from mid-chord loca-
tion (in semi-chords; positive aft)

-

as Speed of sound m s−1 = 340 m s−1

A Angular impulse of particle simulation field m5 s−1 Eq. 3.22

A Rotor disk area m2 =πR2

AR Aspect ratio - = c/s

b Airfoil semi-shord m = c/2

c Rotor blade chord length m

c Airfoil flap hinge location from mid-chord (in
semi-chords; positive aft)

-

C Theodorsen’s lift deficiency function - Eq. 2.7

Cl Section aerodynamic lift coefficient -

Cd Section aerodynamic drag coefficient -

Cm Section aerodynamic moment coefficient -

CP Rotor power coefficient - = P/ρA(ΩR)3

CT Rotor thrust coefficient - = T /ρA(ΩR)2

CQ Rotor torque coefficient - = Q/ρA(ΩR)2R

C 6x6 Beam section stiffness matrix - Eq. 2.2

d Parametric variable -

D ′ Aerodynamic drag on blade section N

dF Section force per unit span N m−1

e Strain vector -

erf Gaussian error function -

Eσ Semi-regularized kinetic energy of all particles
in domain

m5 s−2 Eq. 3.24

Eσ f Divergence-free kinetic energy of all particles in
domain

m5 s−2 Eq. 3.25

Eσ Semi-regularized enstrophy of all particles in
domain

m3 s−2 Eq. 3.26

Eσ f Divergence-free enstrophy of all particles in
domain

m3 s−2 Eq. 3.27

f Surface of integration for acoustic disturbances -

f Prandtl wing tip loss factor - Eq. 2.6

frev Reverse flow parameter in Peters 2D inflow the-
ory

-
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Symbol Description Unit Formula/Value

Fi Beam section force components (i = {1,2,3}) N Eq. 2.3

F Net aerodynamic force on blade section N

Fσ Regularization function for vortex stretching m−5 Eq. 3.19

FNb x NbP lateral rotor shear force N

FNb x0 NbP lateral rotor shear force on baseline rotor N

FNb y NbP longitudinal rotor shear force N

FNb y0 NbP longitudinal rotor shear force on baseline
rotor

N

FNb z NbP vertical rotor thrust N

FNb z0 NbP vertical rotor thrust on baseline rotor N

FPLi Pitch link load at i th blade N

Fy Wing section aerodynamic drag force per unit
span

N m−1

Fyi Wing section aerodynamic induced drag force
per unit span

N m−1

FY Blade section aerodynamic drag force (rotor in-
plane) per unit span

N m−1

Fz Wing section aerodynamic normal force per
unit span

N m−1

FZ Blade section aerodynamic normal force per
unit span

N m−1

g Acceleration due to gravity m s−2 = 9.8 m s−2

h Generalized coordinate of wing section denot-
ing plunge motion; generic variable for dis-
tance

m

hi Angular momentum vector components
(i = {1,2,3})

kg rad s−1 Eq. 2.3

hn Components of the airfoil generalized plunge
motion (n = [0,∞))

m

hres Particle-particle distance m Eq. 2.9

H Heaviside function -

H Mean rotor drag force N

Hσ Semi-regularized helicity of all particles in do-
main

m4 s−2 Eq. 3.23

I Linear impulse of all particles in domain m4 s−1 Eq. 3.20

J Jacobian of transformation of the panel surface - Eq. 4.4

J1 Hub vibration index involving all components
of forces and moments

- Eq. 5.7
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Symbol Description Unit Formula/Value

J2 Hub vibration index involving only thrust force
and yaw moment

- Eq. 5.8

k Reduced frequency - = ωb/c

Kσ Regularized Biot-Savart kernel m−2 Eq. 3.18

K Beam kinetic energy J Eq. 2.2

l Aerodynamic force per unit area acting on the
fluid

N m−2

lloss Finite wing tip loss function - Eq. 2.5

L Aerodynamic lift on the wing; Rotor lift force in
inertial reference frame

N

Lc , Ls Matrices of quasi-steady operators in dynamic
inflow formulation

- Eq. 2.24

L/D Airfoil lift-to-drag ratio - =Cl /Cd

L/De Rotor equivalent lift-to-drag ratio - = L/(P/V∞+X )

m Harmonic number in solution of Laplace equa-
tion over actuator disk

- Eq. 2.22

M Aerodynamic pitching moment on the wing N m

M Mach number - = |v |/as

M Apparent mass matrix in dynamic inflow for-
mulation

- Eq. 2.24

M 6x6 Beam section mass matrix Eq. 2.2

Mβ Blade flap bending moment N m

Mζ Blade chord bending moment N m

Mθ Blade twisting moment N m

Mi Beam section bending moment components N m

MNb x NbP rotor roll moment N m

MNb x0 NbP rotor roll moment on baseline rotor N m

MNb y NbP rotor pitch moment N m

MNb y0 NbP rotor pitch moment on baseline rotor N m

MNb z NbP rotor yaw moment N m

MNb z0 NbP rotor yaw moment on baseline rotor N m

Mx Mean rotor pitch moment N m

My Mean rotor roll moment N m

M 2Cm Blade section pitch moment coefficient -

M 2Cn Blade section normal force coefficient -

n Parametric variable ∈ [1,∞) -

nφ Number of cross-section layers in discretized
vortex ring along the azimuth

-
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Symbol Description Unit Formula/Value

nc Number of layers in discretized vortex ring -

nres Wing spanwise discretization of wake using
particles

-

N Number of points; Number of revolutions -

Nb Number of rotor blades -

Np Number of particles in simulation domain -

p Set of all particles in simulation domain -

p Static pressure Pa

pi Linear momentum components kg m s−1

p ′ Total acoustic pressure perturbation Pa

P Mean rotor power consumption W

P m
n Normalized Legendre functions - Eq. 2.22

PF Mean rotor propulsive force N

q Harmonic number in solution of induced in-
flow over actuator disk

- Eq. 2.23

qσ Regularization function for Biot-Savart kernel - Table 3.1

Q Rotor torque N m

Qm
n Associated Legendre functions of second kind - Eq. 2.22

r Position vector m

r Radial coordinate of the blade section, non-
dimensionalized using rotor radius

- = y/R

r Radial distance in spherical coordinate system m

ra Blade root cut out - = ya/R

rc Core radius of the vortex ring m

rl Layer half-width of the vortex ring m

R Rotor radius; Vortex ring radius m

Re Reynolds number - = V∞cρ/µ

s Wing span m

S Area m2

t Time; Observer time s

ti Initial time of simulation s

t f Final time of simulation s

tn nth simulation time step s

t̄ Non-dimensionalized time - =Ωt

T Time period s

T Rotor thrust N

Ti j Lighthill stress tensor Pa
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Symbol Description Unit Formula/Value

u Vector denoting beam section velocity and an-
gular velocity components

-

u0 Velocity component along x-axis in Peters’ 2D
inflow theory

m s−1

U Quasi-steady free stream velocity vector m s−1

U Quasi-steady free stream velocity m s−1

U2 Velocity component along airfoil chord m s−1

U3 Velocity component perpendicular to airfoil
chord

m s−1

v Velocity vector m s−1

vσ Induced velocity vector due to regularized vor-
ticity field

m s−1 Eq. 3.10

v ′ Perturbation velocity vector m s−1

V Beam strain energy J Eq. 2.2

V Fluid volume domain with vorticity m3

v0 Velocity component along y-axis in Peters’ 2D
inflow theory

m s−1

v1 Velocity gradient component over the airfoil in
Peters’ 2D inflow theory

m s−1

vi Velocity vector components ((i = {1,2,3})) m s−1

Vz z-component of induced velocity m s−1

Vc Self-induced convection velocity of the vortex
ring

m s−1

Vind Wake-induced inflow velocity m s−1

Vtip Rotor tip speed m s−1 =ΩR

V∞ Steady oncoming flow free stream velocity m s−1

w Non-dimensionalized induced inflow velocity
normal to rotor disk

- Eq. 2.23

W Work done (on beam) due to externally applied
forces

J Eq. 2.1

x Position vector of location in space m

x Chordwise coordinate over wing section m

xp Position vector of a particle m

X Rotor drag force in the inertial reference frame N

x,y,z Distance in Cartesian coordinate system m

X,Y,Z Cartesian coordinate system axes -

Y Mean rotor side force N

y Radial coordinate of the blade section m
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Subscripts

Symbol Description

σ Regularized vortex particle attribute; semi-regularized diagnostic

0 Mean or quiescent property

B Blade-fixed reference frame

F1A Result based on the Farassat’s formulation 1A

hpp Half-peak-to-peak

F Fuselage reference frame

HF Hub-fixed reference frame

HR Hub-rotating reference frame

i Coordinate directions x,y and z; Airstation number

I Inertial reference frame

k Parametric variable for particle number

l Lower rotor

L Loading noise component

max Maximum value during the entire simulation

mid attribute at the mid-section of the wing

M Dot product with velocity vector normalized with speed of sound

n Dot product with unit normal vector; nth simulation step

r Dot product with unit radiation vector

r 1 Upper rotor

r 2 Lower rotor

ref Reference

ret Retarded time

S Shaft reference frame

sim Simulation

tip Blade tip

tot Total

W Wing-attached or swashplate reference frame

x,y,z Components along the direction of coordinate axes

Superscripts

Symbol Description

.. Average

..′ Fluctuating part; Quantity per unit
length

(˙) ∂()/∂t
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1. Introduction

1.1. Motivation

Conventional rotors impose several limitations on the performance of rotorcraft. Fundamentally,
they can be ascribed to the design constraint whereby each rotor blade section has to operate in
continuously varying aerodynamic conditions as the blade undergoes one rotor revolution. Given
the inherent unsteady aerodynamics experienced by the rotor blade, different mechanisms have
been proposed and studied to various extent in the past to improve rotor performance, lower hub
vibrations, and reduce acoustic noise emissions. The fundamental idea behind these concepts,
or active rotor technologies, is the ability to control blade section aerodynamics. By controlling
local blade lift, drag, and moment over the rotor azimuth, the blade section lift-to-drag ratio can
be improved, leading to lower required power. The local blade response can also be controlled to
some extent. If such control can be implemented at different frequencies then there is potential
to tailor blade response at those specific frequencies. This makes active rotor concepts attractive
from the point of view of vibrations and noise reduction since the drivers of these two phenomena,
i.e. unsteady aerodynamic loads, can be influenced at the source itself.

Modeling active rotor systems in some form has been in pursuit for more than half a century. The
research in this field started with higher harmonic control of the rotor swashplate in the non-
rotating frame to obtain higher harmonic changes to blade pitch angles. The fundamental idea
behind the strategy was to control the high-frequency blade loads by directly influencing the blade
pitch angle at the root. Rotor blades are generally slender in design, making them susceptible to
structural twisting and flapping motion, which makes direct control of the pitch angle along the
entire blade span difficult. To that end, a number of additional mechanisms have been compu-
tationally and experimentally investigated since then, with the fundamental objective of greater
blade motion and loads control. A majority of these mechanisms have involved placement and
actuation of the active mechanism in the rotating frame of the rotor. They include trailing-edge
tabs, trailing-edge flaps, leading-edge droop, active twist, etc., which provide greater freedom of
controlling blade motion and loads along the blade span.

The current work was motivated by past investigations to explore the potential of a novel biolog-
ically inspired camber morphing mechanism as an active rotor mechanism. The functioning of
this mechanism, called the Fish Bone Active Camber (FishBAC) concept, stands in stark contrast
to the trailing-edge flap mechanism that has been installed and tested on full-scale rotors in wind
tunnel as well as in free-flight campaigns. Computational and wind tunnel studies of the FishBAC
concept showed sufficient improvement over the trailing-edge flap concept to merit detailed rotor
analysis of its impact on rotor operation. In addition to that, it is worth mentioning that new ac-



tive rotor concepts are always being investigated. Some of the most recent examples include the
DLR META rotor (see Fig. 1.1) with individual blade control system and the STAR rotor system for
active twist control. These ongoing efforts emphasize the need for updated and improved mod-
eling techniques for such systems. To that end, an extensive framework with relevant modeling
fidelity was created as part of this work. The comprehensive analysis solver Dymore was used to
construct a detailed multibody model of the rotor and the associated control systems. The simu-
lation toolchain was augmented using a vortex particle method-based formulation to solve for the
inflow induced by the rotor wake system, and a post-processing framework for acoustics analyses.
A number of rotor and wing test cases were adopted from the literature in order to incrementally
verify and validate different components of the entire simulation framework.

Figure 1.1.: The META rotor system from DLR for individual blade control via passive pitch links[1](CC BY-
NC-ND 3.0 DEED).

1.2. Active Rotor Concepts

A number of investigative campaigns have been conducted over the years in order to identify the
effects of the different active rotor control mechanisms on rotor performance, hub vibratory loads,
and aeroacoustic noise emissions. These campaigns include experimental tests, both scaled rotors
and full-scale rotors, as well as mid- to high-fidelity computational investigations. The literature in
this domain is fairly extensive. Bibliographical completeness in this regard would be a challenging
endeavor and one that is not necessarily meaningful in the current context. So, this section covers
only the most relevant studies and highlights the most prominent outcomes.

Stated below are some examples of the different active rotor technology investigations available in
open literature-

1. Higher harmonic control (HHC)
Full-blade feathering systems that are capable of higher harmonic pitch control of the ro-
tor blades, i.e., at frequencies that are multiples of the rotor rotation frequency. Here, the
actuation system is placed in the non-rotating frame.
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2. Individual blade control (IBC)
Full-blade feathering system similar to HHC, except that the actuator system is placed in
the rotating frame of the rotor. With IBC, a greater number of blade frequencies can be
influenced than the HHC concept.

3. On-Blade Control concepts (OBC)
These are similar to the IBC mechanism and are collectively referred to as IBC concepts by
some authors because of their fundamental ability to actuate independently on each blade.
The control mechanisms involved—for example, gurney flap, trailing-edge flap (TEF) or
trailing-edge deflection (TED), active twist, leading-edge deflection (LED), etc.—are located
on the rotating blades.

Fundamentally, HHC, IBC, and OBC mechanisms operate by influencing the blade section aero-
dynamic properties of lift, drag, and moment beyond the 1/rev (1P) pitch angle variation by the
swashplate for primary rotor control. The HHC and IBC mechanisms differ in the frequencies at
which control is afforded. Since the blade section profile does not deform, they do not result in
any decrease in blade profile drag, and consequently, have limited use towards improving blade
section L/D . The on-blade control mechanisms of TEF, TED/active camber, and LED can be sep-
arately operated for each blade at any given frequency within the limit of the actuation system.
Based on the amplitude of actuation, a corresponding change in the blade section lift, drag, and
moment properties results. Clearly, OBCs allow a greater degree of flexibility when it comes to tai-
loring blade aeromechanical loads and response since multiple such mechanisms can be located
throughout the span of the blade, allowing different actuation profiles in different span sections
of the blade. Adding active control capability, especially via OBCs, is likely to lead to an increase
in the number of component parts that make up the rotor system. The raison d’etre of installing
such mechanisms is to improve rotor efficiency such that any potential increase in maintenance
costs or increase in blade design complexity is justified.

The following details work carried out in the past on the different active rotor technologies. Special
attention was paid to experimental investigations involving active rotors. This is because physical
measurements of improvements in performance, hub vibration, and noise emissions are relatively
more credible benchmarks, for the potential of different active rotor mechanisms, compared to
computational studies. Once the benefits of active rotors are established, simulation studies can
be useful to help identify the blade dynamics and flow phenomenology responsible for said po-
tential improvements. Ref. [133] and its companion publication Ref. [132] provide a thorough
yet concise review of the development of active rotor control technologies. The former provides
a good overview of the development cycle of the HHC concept as well as experimental test cam-
paigns that were carried out using it. The latter provides a review of the different active rotor
concepts with control based in the rotating frame. These include IBC, active twist, TEF, and swash-
plateless rotor control concepts. Additionally, Ref. [81] provides a good background of nearly four
decades of research activities into active rotors. Altogether, the three studies provide a good overall
review of the state of the art. The following sections discuss the most important outcomes from a
number of active rotor investigations, some of which have already been documented in sufficient
detail in Refs. [133], [132], and [81]. The purpose of doing this is twofold—(i) highlighting only
those aspects of the results that are relevant in the context of the current study and (ii) complete-
ness of the literature review. In addition to this, a few active rotor investigations conducted since
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the publication of the aforementioned review studies have also been discussed.

1.2.1. Higher harmonic control (HHC)

The HHC mechanism is arguably the simplest active rotor control mechanism to implement. It is
likely that this is the reason why many full-scale rotor wind tunnel test campaigns and free flight
test demonstrations have been conducted investigating this concept. These were conducted using
both full-scale and scaled model rotors.

Ref. [145] details a full-scale S-76 rotor wind tunnel test (see Fig. 1.2(a)1), that were carried out
in conjunction with the flight tests study of Ref. [180]. It was reported that substantial reductions
in high-frequency hub loads were obtained for a range of advance ratios, and BVI noise reduction
of up to 5 dB was measured for low forward speed operation. However, the effect of 2P control
on reducing rotor power consumption did not yield clear trends. In Ref. [188], a full-scale rotor
investigation where the XV-15 rotor (Fig. 1.2(b)) was tested in helicopter mode to independently
control rotor noise and vibrations. It was observed that the HHC mechanism was capable of re-
ducing BVI noise by up to 12 dB and a vibration controller led to a 50% reduction in vibratory
loads. Preliminary exploration test campaigns conducted at Boeing using model rotors [237][238],
demonstrated the potential of the HHC mechanism to reduce vibratory loads over a range of ad-
vance ratios. Ref. [237] demonstrated the viability of the HHC mechanism to suppress vibratory
loads during maneuvers or gusts using a scaled Model 179 helicopter rotor with a closed-loop sys-
tem. In Ref. [238], the HHC mechanism was shown to be capable of influencing vibratory loads
along all three axes of the dynamically scaled CH-47D helicopter rotor for the entire range of rotor
advance ratios.

A number of major helicopter manufacturers, by far the most of any active control concept, have
conducted free flight tests using the HHC mechanism. For example, open-loop and closed-loop
HHC controlled flight tests on the OH-6A helicopter (Fig. 1.2(c)) at McDonnell Douglas Helicopter
Systems (currently Boeing) [290] and on the SA 349 Gazelle helicopter at Aerospatiale [18], and
open-loop flight tests on the S-76 at Sikorsky Aircraft [180]. During the OH-6A helicopter tests,
vibration reduction was achieved over a sweep of advance ratios µ= 0–0.25, and vibrations in the
aircraft frame below the pilot seat could be brought to below 0.05 g for all forward flight speeds
tested. On the SA 349 and S-76, closed-loop and open-loop tests, respectively, demonstrated a
significant reduction in measured vibrations both in level cruise flight and during maneuvers.

Rotating systems exhibit a characteristic behavior whereby only (nNb −1)P, nNbP, (nNb +1)P fre-
quencies, where n is a positve integer, pass on from the rotating system into the non-rotating
frame. The frequencies in question can refer to the spectral components of the pitching motion of
the blades or the structural/aerodynamic loads acting on the blades. Similar behavior is exhibited
during HHC operation where nNbP actuation of the stationary swashplate components can only
induce (nNb −1)P, nNbP, (nNb +1)P frequencies in blade pitching motion. This means that for
rotors consisting of four blades or more, the HHC mechanism does not have the ability to excite

1Images in Figs. 1.2(a) and 1.2(c) are a work of the U.S. Government and free from copyright protection [55]; image in
Fig. 1.2(c) is reproduced with permission from the author of Ref. [94].

4



(a) S-76 [5]

(b) XV-15 [188]

(c) OH-6A [94]

Figure 1.2.: Higher harmonic control (HHC) tests of the S-76 and XV-15 rotors in the NASA Ames 80- by
120-foot wind tunnel, and free flight test campaign onboard the OH-6A helicopter.

or control all the spectral components of blade motion responsible for vibratory hub loads in the
non-rotating frame. In order to overcome this limitation, the IBC mechanism was invented. Ref.
[116] cites the lack of HHC input scheduling, which simultaneously reduces BVI noise as well as
vibration, as one of the driving factors for IBC research.

1.2.2. Individual blade control (IBC)

Many authors make the distinction of rotor technologies only as HHC or IBC. All mechanisms
operating in the rotating frame, with the capability to individually influence blade behavior at all
frequencies, get clubbed in the latter category; see, for example, Refs. [228] and [132]. However,
IBC has come to be referred to a specific active rotor control technology—that of using active ac-
tuators in place of passive pitch links. With the IBC mechanism, each blade can be controlled
independently of all other blades and at any given frequency within the operating limit of the ac-
tuation mechanism. This grants a greater degree of freedom to control the rotor compared to the
HHC system. Thereby allowing, in principle, operational control of a rotor even with dissimilar
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blades [224].

Unlike multiple HHC flying demonstrators, as mentioned earlier, full-scale rotor flight tests in-
volving IBC were only conducted in Europe. At Eurocopter (now Airbus Helicopters Deutschland)
many free flight tests were conducted using an IBC demonstrator test bed based on the Bo 105
helicopter rotor system. The free flight tests carried out in 1990-1991 were the first to demon-
strate the potential of IBC to reduce hub vibrations [262]. However, the control authority of the
IBC actuators, the input harmonic frequency range, as well as the helicopter operating speed were
limited in these tests for safety reasons. Thereafter, an extensive test campaign of the full-scale
rotor was carried out in the NASA Ames 40- by 80-foot wind tunnel. In the first stage of the cam-
paign in 1993 [220], the influence of IBC on rotor noise and vibrations was tested at low-speed
conditions, and up to 70% reduction in hub vibratory loads and 7 dB reduction in BVI noise was
obtained. In the second stage, a fortified test stand was used to further conduct IBC tests at up
to µ = 0.45 in 1994 [114]. It was observed that performance gains of up to 7% could be obtained
at µ = 0.4 and µ = 0.45, while none was measured at µ = 0.3 for 1-g level flight simulation condi-
tions (CT /σ = 0.075) [115, 116]. Significant reductions in the vibratory loads and pitch link loads
were measured, particularly for low-speed descent flight cases. The test campaign of 1993 [220]
involved open-loop IBC inputs where it was later realized that IBC input, particularly 2P input
for performance input, led to a sufficient change in the rotor trim state. As a consequence, the
obtained performance gains were rendered suspect. The issue was rectified in the 1994 test cam-
paign, and the rotor was re-trimmed after every IBC input. Therefore, the results of the test cam-
paign of 1994 [115] are more physical. The measurement data from these tests are also used within
this work to validate the Bo 105 model.

Another free-flight test campaign of the IBC systems onboard a Bo 105 S1 demonstrator (see Fig.
1.32) was conducted with advanced algorithms for closed-loop control for BVI noise reduction
[226]. A maximum reduction of 5 dB was achieved using on-ground filtered measurements and
with only 2P actuation. In a later series of tests, vibration reduction was also demonstrated [228].
At ZF Luftfahrttechnik (now Airbus Helicopters Technik), free flight tests of the heavy lift CH-53G
using a closed-loop vibration controller were conducted [22]. They showed varying levels of suc-
cess based on the number of components of vibratory forces that were simultaneously controlled.
An earlier study involving open loop control flight tests on the same test bed had shown that rotor
noise during BVI in descent flight decreased by 3 dB and power consumption reduced by 6% [23].
Ref. [132] provides a detailed review of the outcome of further free flight tests conducted, which
were particularly focused on BVI-induced noise and vibration.

In Ref. [95], the IBC system was tested to alleviate retreating blade stall on a scaled rotor model.
This was successfully achieved using 2P and 3P control inputs at certain phases such that load-
ing in the fore and aft portions of the rotor disk was increased and reduced on the lateral sides.
Ref. [189] presents a computational study into automatic stall suppression on rotors using IBC. A
modern Bo 105 rotor was simulated, with HH-10 airfoil sections instead of NACA23012, and with
a control input of less than 1◦, stall suppression was demonstrated for advance ratios of µ = 0.3
and 0.35. The study concluded that, using IBC inputs, it was difficult to simultaneously achieve
reduction in power as well as alleviate stall.

2Image reproduced from its original source with permission from Airbus Helicopters Deutschland.
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Figure 1.3.: Individual blade control (IBC) rotor test campaign using the Bo 105 S1 demonstrator [226].

In Ref. [116], full-scale Bo 105 rotor tests were conducted in the NASA Ames 40- by 80-foot wind
tunnel (see Fig. 1.4(a)3) to measure the effect of 2P IBC input via pitch links on rotor performance.
No performance gain was measured for µ= 0.3 over a phase sweep of IBC input. At µ= 0.4 and 2P
IBC input of 1.0◦ amplitude, the required power was decreased by 4% such that IBC input peaks
occurred close to ψ = 100◦ and ψ = 280◦. The pitch link loads remained almost unaffected at the
phase angles of best power reduction. A similar experimental setup was used to investigate the
effect of IBC on the rotor performance of a full-scale UH-60A rotor (see Fig. 1.4(b)) [190]. While
the investigation involved a range of test conditions based on measurement data published in
Refs. [190] and [294], the maximum reduction in rotor power achieved was 5% at 2P IBC input
amplitudes of 2◦ and 1.5◦. The input phase was such that peak IBC pitch input occurred at ψ =
112.5◦ andψ= 292.5◦ on the advancing and the retreating sides, respectively. This, again, indicates
a pattern of loading redistribution from the front and aft sections to the lateral sides of the rotor
disk in both sets of rotor tests.

(a) Bo 105 [111]. (b) UH-60A [13].

Figure 1.4.: Individual blade control (IBC) rotor test setups at the NASA Ames 40- by 80-foot wind tunnel.

3Figures 1.4(a) and 1.4(b) are a work of the U.S. Government and free from copyright protection [55].

7



The requirement of placing hydraulically actuated systems either in the non-rotating frame (HHC)
or in the rotating frame within the pitch links (IBC) is considered a disadvantage due to the me-
chanical complexities involved [243]. It is not an efficient technology for vibration reduction since
the pitch link actuators have to move the entire blade in order to operate, even though the in-
board blade sections are not effective towards vibration or noise suppression [81]. The advent
of active materials introduced concepts such as the piezoelectrically actuated trailing-edge flaps
and strain-induced rotor blade active twisting. This provided a means of individual blade control
without the cumbersome setup necessary to transfer hydraulic power into the rotating system.
Concepts such as the trailing-edge flap and active twist were realizable due to this technology and
are discussed in the following sections.

1.2.3. Trailing-edge flap (TEF)

One of the earliest studies with a full-scale active rotor was carried out at NASA Ames 40- by-80-
foot wind tunnel. A 40-foot diameter two-bladed teetering rotor (Dorand rotor) was controlled
using higher harmonic control input of jet flaps with the objective of influencing hub vibratory
loads. The details about the series of tests carried out on that rotor over the years are documented
in Ref. [147]. These were some of the earlier studies with the practical application of the T-matrix
approach [37] to identify multicyclic control that could lead to vibration minimization. Building
up on those studies, work was carried out on the Dorand rotor by John L McCloud III [178], who
also coined the term ‘multicyclic control’ for higher harmonic blade control (see Ref. [94]). The
promise of this approach led to further studies such as the 56-foot diameter controllable twist ro-
tor (CTR) where active control was achieved by twisting the rotor blades using servo flaps [179].
These early experimental studies provided some encouraging results towards using higher har-
monic active control to reduce rotor-induced vibration.

A number of computational studies have established the potential of actively controlled trailing-
edge flaps in influencing the 4P vibratory forces transferred from the rotating blade system to the
hub-fixed system. Ref. [181] used a multicyclic controller on an S-76-like rotor to identify periodic
TEF deflections. The objective was to identify the sensitivities of flap properties such as length,
spanwise location, chord, etc., on influencing 4P hub vibratory forces and moments at a number
of advance ratios. Different trends were identified for the investigated flap properties, but overall,
it was established that the TEF is capable of affecting hub vibrations. Ref. [167] simulated a Bo
105-like hingeless full-scale rotor to identify the benefits of higher harmonic actuation of a trailing-
edge flap. A closed-loop controller was used to reduce the power consumption of the rotor at high
advance ratios of µ = 0.35 and above in single and dual trailing-edge flaps configurations on the
blades. A peak reduction in power of 6.37% was obtained at an advance ratio of µ= 0.4. However,
the source of the savings was attributed to reduction in drag losses on the advancing side rather
than stall alleviation on the retreating side. Simultaneous reduction in hub vibration and power
consumption were also demonstrated to be possible. No substantial differences were obtained
between the single and dual flap configurations simulated.

A number of scaled rotor tests have also been conducted in wind tunnels across the world. Ac-
tive trailing-edge flaps were tested at ONERA as part of a cooperative partnership with Eurocopter
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Deustchland (now Airbus Helicopters Deutschland) [64]. While the full-scale ADASYS rotor system
was being built and tested out in Germany, the scaled active rotor tests in the ONERA Modane cen-
ter were used to identify potential areas for further investigation by incrementally testing through a
large matrix of operating conditions. One of the main observations from the test campaign was the
lack of significant savings in rotor performance. It was observed, however, that there was scope for
influencing rotor vibration using both open-loop and closed-loop tests. It is unlikely that this was
a consequence of the high torsional stiffness of the blades. In such a scenario, any potential perfor-
mance gains could only be achieved as a byproduct of improved 2D blade section aerodynamics
and, therefore, be limited as observed during testing. Ref. [157] refers to this as the ‘direct-lift ef-
fect’, while the modification of blade loading via induced twist was referred to as the ‘servo-flap
effect’ of the trailing-edge flap. In Ref. [157], the full-scale ATR rotor with active trailing-edge flaps
was simulated, and it was shown that for both torsionally stiff and soft rotors a mix of both the
aforementioned effects was responsible for the net blade response.

The Boeing Smart Material Actuated Rotor Technology (SMART) rotor was a full-scale five-bladed
bearingless MD-900 helicopter rotor with piezoelectrically actuated flaps (see Fig. 1.54). An ex-
tensive test campaign was carried out at the National Full-Scale Aerodynamics Complex (NFAC)
40- by 80-foot wind tunnel. The tests investigated the aerodynamic and structural loads, rotor
performance, in-plane rotor noise, control power, and flow physics of the approximately 10 m di-
ameter rotor. The active rotor setup included a flap located on the blades towards the outboard
(from r = 0.74–0.92) with a relatively large flap chord of 0.35c. Subsequently, high-fidelity com-
putational studies were conducted in order to verify the capability of state-of-the-art modeling
strategies to simulate the complex rotor physics. Ref. [209] carried out one such study using
CFD/CSD coupling including flap gaps and rotor hub. Surprisingly, and much like the aformen-
tioned preliminary investigations at ONERA [64], the experimental measurements as well as the
high-fidelity simulations were in agreement that the flap actuation had negligible effect towards
improving performance. The active flap mechanism was more successful is influencing rotor in-
plane noise leading to a maximum reduction of about 2 dB, 5 dB and 5 dB for isolated 2P, 3P and
5P actuations, respectively. Overall, even the high-fidelity simulation setup was found incapable
of accurately predicting the waveform and magnitude of the high frequency vibratory structural
loads. Active vibration control using closed-loop control of flap deflection showed up to 95% re-
duction in 1-5P normal force vibratory loads in level cruise (µ = 0.3) and descent (µ = 0.2) flight
conditions [92]. Comprehensive analyses using RCAS [62] and CAMRAD II [146] have both shown
fairly similar ability to capture the time-history of the blade structural loads as well as their spectral
composition.

Ref. [171] details the outcome of investigations carried out using the 4.191 m radius S-434 he-
licopter rotor by Sikorsky and United Technologies Research Center at the NFAC 40- by 80-foot
wind tunnel. Closed-loop vibration control was demonstrated without significant effect on rotor
efficiency, details of which have been summarized well in Ref. [81]. Active flap actuation at 2P and
amplitude of 4◦ was found to be the most effective in reducing noise due to BVI. Further acous-
tics tests were carried out using this setup using harmonic and localized non-harmonic active flap
actuation, as well as closed-loop acoustics control investigations. Measurements corresponding
to the specific case of a forward cruise speed of µ = 0.32 and shaft tilt αs = −5◦ were reported in

4Figure 1.5 is a work of the U.S. Government and free from copyright protection [55].
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Figure 1.5.: The Boeing SMART rotor with trailing-edge flaps in the NASA Ames 40- by 80-foot wind tunnel
[144].

Ref. [247]. They showed that approximately 2.0–8.0 dB reduction in low-frequency in-plane rotor
noise was possible using either of the aforementioned approaches. Within the confines of the test
parameters of the conducted study, it was observed that this reduction in noise occurred at the
expense of rotor power consumption and vibratory loads.

Eurocopter has arguably the most extensive research experience with active rotor flight tests (IBC
flight tests have already been detailed earlier) and active TEF investigations. In 2005, the first free
flight tests of a full-scale active trailing-edge flap rotor were carried out [69]. This is commonly
referred to as the ADASYS rotor (German acronym for ‘Adaptive Dynamic System’) and the BK117
helicopter was used as the experimental test bed, see Fig. 1.6(a)5. Based on the results reported in
Ref. [227], the effect of TEF was qualitatively similar to IBC rotor for vibration suppression. Over
a range of forward cruise speeds, between 50% and 90% reduction in 4P hub moments and forces
was reported using TEF. In 2009, further work was carried out on this front using the ADASYS rotor
system with improved instrumentation and using the EC145 airframe instead (see Fig. 1.6(b)).
This test setup was referred to as the Blue Pulse demonstrator. Further investigations were also
conducted into the use of TEF to improve rotor in-plane damping [176] as well as eliminate non-
N P vibratory loads due to static dissimilarities among the different blades of the rotor [137]. Ref.
[212] summarizes the achievement of the Blue Pulse tests, in particular showing a reduction in
vertical vibratory hub loads across the entire advance ratio sweep of the helicopter. A maximum
of 80% reduction in vibratory loads was measured at a fast cruise flight of 120 knots. The two
flight test campaigns were used to successfully demonstrate active vibration control and BVI noise
reduction and improved the technology readiness levels of critical technologies. This technology
is also under development at Leonardo Helicopter where a AW139 baseline rotor was modified to
include active TEF to address vibration control [258].

Investigations into trailing-edge morphing on a full-scale UH-60A rotor have reported perfor-
mance gains for higher harmonic deflections with appropriate phasing over the rotor azimuth

5Figures 1.6(a) and (b) are reproduced from respective sources with permission from Airbus Helicopters Deutschland.
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(a) BK117 ADASYS [212]. (b) EC145 Blue Pulse Demonstrator [212].

Figure 1.6.: Trailing-edge flap-based active rotor free flight test campaigns at Airbus Helicopters using two
different test bed helicopters.

[117, 118, 217]. Ref. [117] used comprehensive analyses with free wake modeling as well as CFD/CSD
coupled analyses to simulate a UH-60A helicopter rotor with a continuous TE deflection in for-
ward flight. The airfoil was parameterized so that the upper and lower surfaces deformed smoothly
to induce a TE deflection. The highest increments in rotor L/De of 7.6% and 4.4% were obtained
using TE actuation at 1P and 2P, respectively. Using 1P actuation, performance gains were ob-
tained when peak negative (upward) TE deflection occurred in a limited azimuth range about
ψ= 90◦, leading to increased disk loading on the rotor advancing side. 2P actuation yielded perfor-
mance gains when peak positive (downward) TE deflection occurred at the fore and aft sections of
the rotor disk. These actuation profiles led to a positive pitch-up moment on the advancing side,
increasing the angle of attack near the blade tip region and, consequently, increasing the blade
loading there without any corresponding increase in drag. In Ref. [118], the deforming trailing
edge was modeled to be more representative of a TEF but without spanwise or chordwise gaps.
An extensive parametric study of active mechanism sizing and control parameters suggested that
with a non-harmonic actuation, an improvement of 7.3% in rotor L/De could be obtained while
keeping control loads within acceptable limits. The non-harmonic actuation cycle (or scheduling)
involved a negative deflection on the advancing side and a high positive deflection on the retreat-
ing side of the rotor. Ref. [217] also reported similar effects of optimal combinations of 1P and 2P
harmonic TEF actuation on the UH-60A rotor performance.

In reality, a small gap can exist between the main rotor blade section and TEF, both in the span-
wise direction as well as the chordwise direction, depending on the angle of deflection. This gap
can have a significant influence on the aerodynamic efficiency of the airfoil. Quasi-steady mod-
eling of such gaps is possible via the standard procedure of obtaining C81 format airfoil tables for
a range of flap deflections. However, potential flow theory-based unsteady aerodynamic models,
commonly used in comprehensive analysis codes, are incapable of modeling the unsteady effects
of TEF gaps. Therefore, proper accountability of flap-gap effects on overall blade performance
can only be achieved via CFD/CSD studies. Studies, detailed in Refs. [210] and [209], carried out
within the realm of the Boeing SMART rotor program, were one of the few studies that included
this aspect, which has been missing from most studies on TEFs mentioned above. In Ref. [128],
CFD analysis and CFD/CSD coupled investigation were carried out on an airfoil with TEF and a
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fictional UH-60A rotor with active TEF, respectively. The presence of chordwise gaps was shown to
have a detrimental effect on the airfoil performance. In the case of the UH-60A rotor analysis, re-
sults showed that chordwise gaps, depending on the flap deflection, reduce the thrust-generation
capability of the rotor. Similarly, spanwise gaps also have an influence on blade thrust and pitch-
ing moment but to a lesser extent.

1.2.4. Miscellaneous concepts

1.2.4.1. Active twist

The NASA/Army/MIT active twist rotor was a concerted multi-organizational effort targeted to-
wards the construction of a scaled active twist rotor system [284]. Wind-tunnel tests were con-
ducted using this rotor to ascertain potential benefits in order to reduce rotor vibration and noise,
as well as improve performance. Based on preliminary wind-tunnel testing, rotor-induced forces
in the fixed system were reduced by 60% to 95% depending on the operating condition. The com-
putational study of Ref. [44], investigating the impact of active twist on rotor noise, showed that it
was possible to reduce BVI noise using 3P input without incurring higher vibrations. However, ro-
tor performance was found to deteriorate. Experimental tests on the ARES testbed using the ATR
rotor demonstrated that the ability of the active twist concept to reduce rotor noise is similar to
that of the HHC concept [40]. A maximum reduction in rotor BVI noise of 2.8 dB and a maximum
reduction of 90% in hub vibrations was registered. It was observed that it was generally possible
to identify active twist actuation inputs that simultaneously led to noise reduction and vibration
reduction to various degrees.

Aeromechanical simulations were conducted using a 40% Mach-scaled Bo 105 rotor (but with ar-
ticulation and no precone) as part of the Smart-Twisting Active Rotor (STAR) program [164]. An-
other set of results from a simulation campaign of the same rotor are available in lieu of exper-
imental measurement data from Ref. [68]. Using a number of different comprehensive analysis
frameworks, overlapping conclusions from both studies confirmed successful reduction in power
consumption reduction, BVI noise reduction and reduced vibratory loads using up to 3P actua-
tion. Hover performance improvements, in terms of rotor FM, were limited due to the actuation
limits of the actual physical active twist mechanism. Numerical simulations of a full-scale UH-60A
with active twist in Ref. [117] showed similar performance trends as those obtained for the UH-
60A rotor IBC test results of Ref. [294]. CFD/CSD coupled analysis was used to show that using a 2P
active-twist scheduling with maximum outboard blade pitch increase of 4◦ occurring at ψ = 90◦

a power reduction of 3.3% was possible. Ref. [296] also arrived at similar conclusions based on
comprehensive analysis of a modified AH-64 Apache main rotor with active twist.

1.2.4.2. Leading-edge slats

Multi-element airfoils have been explored in order to improve rotor stall boundary without in-
curring much drag penalty [170]. Applying the concept to an existing airfoil profile SC2110 and
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simulating on the UH-60A rotor in an open-loop study, showed that this concept had potential
to have a significant impact on rotor performance [218]. Rotor required power could be reduced
by 10%-20% at various forward speeds during high blade loading conditions but the correspond-
ing vibratory loads were always impacted negatively in that study. The general trend with multi-
element airfoil designs is that they are beneficial at high thrust conditions where they lower the
demand for power consumption [293]. However, the drag penalty associated with the airfoil in
low thrust conditions makes them impractical. Ref. [293] further goes on to suggest that the ben-
efits of slotted airfoils are similar to a passive blade with a wider chord design. The experimental
measurements from the test campaign of Ref. [244] corroborated this assertion.

The variable-droop leading-edge device is another concept involving a change of profile of the
blade airfoil section at the leading-edge. Ref. [25] used CFD/CSD coupled results from the high
thrust flight counter C9017 of the UH-60A rotor to show that it can be used for favorable results in
the dynamic stall regime of the rotor and reduce dynamic stall-induced loads. In Ref. [296], com-
prehensive analysis of the Apache main rotor using CAMRAD II showed that this concept could
help increase maximum blade loading in a given flight state. This improvement was achieved by
increasing disk loading on the retreating side of the rotor disk. However, this concept was never
investigated further using an experimental test setup.

1.2.4.3. Gurney flaps

Extending the idea of multi-element airfoils, a number of active rotor studies were carried out
using active deployable gurney flaps. These are also referred to as microflaps [168] or miniature
trailing-edge effectors [136]. These devices are attractive due to their small size and low inertia
properties, thereby requiring low power to actuate them at high frequencies. Their influence on
the blade section unsteady aerodynamics, and even post-stall airloads shows that they can be
used to expand the rotor operating envelope [135], reduce hub vibrations [168], and reduce rotor
noise [192]. Their utility in improving rotor cruise performance is, however, questionable since
they generate more drag per unit amount of lift than TEF [175]. This technology is also under
development at Leonardo where a AW139 baseline rotor was modified to include active gurney
flaps for performance enhancement [258].

1.2.5. Active camber morphing

Each of the different active mechanisms discussed above allows a different degree of freedom to
control the rotor response. The HHC mechanism works by higher harmonic control of the blade
pitch angle input at the root. However, there is no control over the overall blade response due to
its elastodynamics. The IBC mechanism is similar to the HHC except in its ability to effect blade
pitch changes over larger spectrum of frequencies. On-blade mechanisms such as the LED, TED,
TEF, gurney flap-type mechanisms, etc., work similarly by affording more direct control of the
blade airloads. The differences in each of these mechanisms emerge from differences in 2D airfoil
aerodynamics on the active blade sections. The mechanisms also differ from each other in terms
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of their power requirements in order to have a meaningful influence on rotor behavior. Gurney
flaps, for example, stand out as they need much lower power in order to operate compared to TEF
[193]. However, studies in this regard are not conclusive since no single study compares all the
different mechanisms, owing to the lack of maturity of the concepts.

A CFD/CSD coupled investigation in Ref. [119] showed that the presence of chordwise gaps be-
tween the blade and the flap mechanism leads to reduced effectiveness of TEF. This was quantified
in terms of lower lift improvement and higher drag increase upon deflection. The degree of this
degradation depends on the size of the chordwise gap but Ref. [119] reported that, for the study
carried out on the UH-60A rotor, no performance benefit was observed if the gap size increased
to 1.2%c. This makes concepts that involve smooth, continuous deformation of the airfoil profile
more desirable. Therefore, an active camber mechanism appears more suitable than a TEF for
active rotor applications. Ref. [288] demonstrates the feasibility of the Fish Bone Active Camber
(FishBAC) concept (see Fig. 1.7), as an alternative to TEF, to deform the camber smoothly in the aft
section of an airfoil. A previous limited-scope investigation of a full-scale rotor with active cam-
ber morphing showed that it could be used to improve performance both in hover and in forward
flight [216].

(a) Scaled physical model

(b) Schematic of the structural details

Figure 1.7.: Details of the FishBAC concept. [Courtesy of Ben Woods, University of Bristol]

Ref. [41] showed that rotor efficiency L/De was related to the aerodynamic efficiency L/D of the
airfoil sections that make up the rotor blades. In order to improve rotor efficiency, airfoil efficiency
needs to be maximized while making sure that the drag divergence boundaries and maximum lift
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performance do not deteriorate. Airfoil sections are the fundamental building blocks of aerody-
namic performance of rotors, and an exercise in improving rotor performance is directly linked
to improving airfoil performance. Using wind tunnel tests in Ref. [221], the FishBAC mechanism
was demonstrated to be aerodynamically more efficient compared to an airfoil with an equivalent
size TEF because of a more streamlined, continuous aft profile. 2D quasi-steady CFD analysis in
[16] also confirmed that camber morphing resulted in improvement in airfoil aerodynamic effi-
ciency.

The concept of using smooth deformation of the airfoil profile using camber deformation rather
than a discrete trailing-edge is not necessarily new. Ref. [150] investigated the effect of deforming
the camber of the entire airfoil section, and not just the aft 25%, which is the subject of the current
work. The subject of investigation was a HART II-like rotor, with a NACA0012 airfoil instead of
NACA23012, at µ= 0.25. The blade aerodynamics, in this case, could not be based on airfoil tables
obtained using 2D CFD simulations, but rather the potential flow theory-based formulation of Ref.
[201] was used. Consequently, the effect of camber morphing on viscous drag could not have been
captured. Overall, a reduction in mean rotor torque (i.e. power consumption) of 0.28% and about
a 50% reduction in vibrations was reported. Ref. [82] studied a conformable airfoil design with a
setup consisting of compliant mechanisms to allow deformation of the airfoil profile for rotary-
wing applications. While Refs. [69] and [227] report the experimental test campaign at Eurocopter
involving rotor tests with discrete active TEF, a trailing-edge deflection concept was also involved
in preliminary investigations [90]. In this concept the active section was integrated into the airfoil
so that a more smooth deformation of the airfoil could take place. Similar work was also carried
out in Ref. [240] for rotorcraft applications and later full-scale rotor analysis results were presented
in Ref. [70].

In that context, it is worth noting that the nature of camber morphing generated by the FishBAC
mechanism, at least qualitatively, is not unlike the aforementioned concepts. However, the current
work differs from previous investigations in the scope of analysis undertaken and the underlying
simulation tools that are utilized. The current work investigated the impact of active FishBAC
actuation on rotor performance, vibratory loads, and aeroacoustic noise. For this purpose an ex-
tensive mid-fidelity framework was established using a combination of methodologies that, to the
extent of the author’s knowledge, was unique to the current work. The following sections dis-
cuss the different available modeling strategies with regard to simulating rotor wake physics and
aeroacoustic emissions. Since these two aspects of the rotor analysis framework were under spe-
cial focus within this work, it is worthwhile to discuss alternate modeling strategies that are also
available in literature.

1.3. Rotor Wake Modeling

It is a fundamental phenomenon of fluid dynamics that the flow field around a finite wing or blade
is rendered circulatory due to the generation of lift. Therefore, it is an inescapable fact that a
thrust-producing rotor is operating in a ‘sea’ of vorticity introduced by its own blades. The effect
of this wake vorticity can be accounted for by estimating the induced inflow on the wing using

15



the Biot-Savart law [109](Section 5.2.2), provided that the strength and position of all the vortex
elements is known at every time step as the simulation progresses. Solution strategies that are ca-
pable of modeling this degree of fidelity of the flow field are generally more time-consuming than
their counterpart strategies that solve for the effect of the rotor wake purely through momentum
balance or inviscid flow approximations. A short description of a few inflow modeling strategies,
relevant in the context of the current work, is provided next.

1.3.1. Momentum theory

In its simplest form, this theory states that the thrust produced by the rotor is a consequence of
momentum imparted to the surrounding fluid in the opposite direction, and the corresponding
velocity of the fluid is called the induced velocity. This leads to a uniform distribution of the in-
duced velocity over the rotor disk, which may not necessarily conform to real flow conditions on
a rotor. A number of extensions to momentum theory have been proposed, including combining
it with a blade aerodynamics model to give the blade element momentum theory. Since no rotor
vorticity or discrete physical blades are modeled, this theory is incapable of reproducing all their
effects. Overall, this inflow model is capable of predicting the inflow distribution over the rotor
disk reasonably well once any empirical parameters involved have been judiciously chosen. The
advantage of this strategy is that it is computationally fast and, therefore, used to identify paramet-
ric trends and is usually adopted in preliminary design stages for quick estimation of rotor power
consumption. Refs. [122](Chapters 3–5) and [161](Chapter 2) cover the basics of momentum the-
ory in the form that is applied to analysis of thrust-producing rotors. Ref. [149] provides a detailed
historical overview of the development of ideas that led to the momentum theories in this current
form that is commonly used today. Additionally, it provides extensive computational background
to put actuator disk modeling strategy in context by showing comparisons with real rotors. Even
though this reference is dedicated to modeling wind turbines, the physical principles also apply to
the thrust-producing rotors.

1.3.2. Dynamic inflow model

Dynamic inflow models are a class of rotor-induced inflow calculation strategies that relate the
rotor aerodynamic loads to the wake flow velocities using hierarchical ordinary differential equa-
tions [205]. The Peters-He inflow model [202] is arguably the most popular dynamic inflow model.
It is based on potential flow theory and, much like momentum theory, it cannot capture BVI phe-
nomenon since it does not model vortices. Instead, it captures the dominant effects of wake vortic-
ity by satisfying only the mass and momentum conservation laws for fluid flow. For this purpose,
a number of modeling strategies have emerged in order to model the wake-induced inflow—free
wake (linear and curved filaments), vortex lattice, panel methods, etc. The following section briefly
describes the free wake model in order to contrast it with the vortex particle method that is used
in this work. Later iterations of dynamic inflow models have incrementally incorporated more ca-
pabilities to model phenomena such as the effect of wake curvature, swirl velocity, ground plane
obstruction (for a review, see Ref. [205]), multiple rotors [143], etc. However, vortex-based meth-
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ods are more commonly adopted for rotor aeromechanical studies when computation speed, real-
time simulation capability in particular, is not a high priority.

1.3.3. Free wake model

Modeling rotor wake distortion due to wake self-induced velocities is often required in order to
obtain an accurate assessment of the wake-induced inflow velocity on the rotor blades. In such
a scenario, it is common practice to employ free wake models for mid-fidelity simulations. These
models are used to simulate the rotor wake in an inviscid manner, and the effects of viscosity on
vortex generation, roll-up, and evolution of the vortices are modeled empirically. Ref. [122](Sec-
tion 9.7) details a number of physics-based models available for this purpose. The discrete vortex
element entities are modeled as filaments that move as material lines in a fluid. Figure 1.8 illus-
trates the wake of the four-bladed Bo 105 rotor in forward flight, simulated using the commercial
code CAMRAD II.

The free wake formulation is based on the solution of a coupled non-linear system of equations
that arise due to the dependence of the velocity of each filament on the velocity induced by every
other filament [35]. The two major different formulations that exist include representation of the
vortex filaments using curved elements, for example, in CHARM [39], or linear segments, for ex-
ample, in Johnson’s model [125] or Maryland Free Wake (MFW) [24]. CHARM uses curved vortex
elements to model contours of constant vorticity [273] and has been demonstrated to be capable
of modeling rotor wake effects for a number of different rotor configurations (see Ref. [211]). Ref.
[222] presents a comparison of CHARM and MFW codes for a scaled rotor model and compares
the peculiarities, particularly filament transient behavior, arising out of the different modeling
strategies used in the two solvers.

Figure 1.8.: Free wake simulation of a four-bladed rotor in forward flight using the Johnson model in CAM-
RAD II (oncoming free stream velocity from right to left).
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1.3.4. Vortex particle method

Particle methods were first introduced in Ref. [59] to solve the time-dependent Navier-Stokes
equations for two-dimensional flow past a cylinder. The underlying assumptions include un-
bounded simulation domain (i.e., simulation domain boundaries extend to ∞) and incompress-
ibility. The method has since been extended to three-dimensional flows by including vortex stretch-
ing terms. The vorticity in the simulation domain is represented using Gaussian blobs with small
support, and their strength is zero outside the support. Each vortex blob or particle interacts with
every other particle. The biggest differentiating feature between the vortex particle and the free
wake method is that the particles are not connected to one another. They convect with the local
flow velocity, which is a superposition of the free stream flow velocity and the combined velocity
induced by all the other particles.

The vortex particle method, or VPM, models the evolution of vorticity and belongs to the class of
Lagrangian methods. This makes it particularly attractive for modeling wake systems since it does
not require the generation of a mesh specific to the geometry of the model being investigated. This
feature also makes them computationally inexpensive compared to grid-based Eulerian solvers
since the domain of investigation of fluid flow around a body of interest is limited to the region
where vorticity in the flow, represented using particles, dominates. Similar to free wake methods,
the vorticity in the flow evolves in time based on the local flow velocity, which is a combination of
the far-field flow velocity and vortex-induced velocity.

Some of the earliest studies involving rotorcraft simulations using VPM include Refs. [160] and
[191]. In Ref. [160], a hovering rotor was simulated where the rotor was slowly started from rest,
and a good correlation with experimental measurement data was established. In Ref. [191], the
viability of the method was demonstrated using the NASA/ARMY/MIT ATR and the scaled UH-1H
rotor, simulated in hover and forward flight conditions. Both the aforementioned studies were
based on a panel method modeling of the blade aerodynamics. Recently, there has been a re-
newed focus on the application of vortex methods to rotor wake studies. Most of this work has
been carried out in the field of distributed electric propulsion or eVTOLs, but investigations have
also focused on the analysis of compound rotorcraft configurations [74]. The use of vortex parti-
cle formulation for modeling rotor wakes was largely revived through the work in Ref. [97]. They
referred to their implementation as viscous VPM, but the physical processes modeled and the
equations used to implement them are no different from those of vortex particle formulations tra-
ditionally referred to as VPM in literature. This viscous VPM wake modeling strategy has since
been used to simulate rotors in hover, forward flight, ground effect [97], and multi-rotor configu-
rations [98] where rotor-rotor interaction was shown to be reasonably captured by the wake solver.
The potential for the use of vortex particle methods for dynamic stall and unsteady aerodynamics
calculation was suggested in Ref. [28] and implemented for helicopter rotors in [252]. Vortex par-
ticle methods have been implemented in combination with panel methods in Refs. [54], [250] and
[267]. Ref. [267], in particular, details the open-source rotor aerodynamics solver called DUST [2]
that uses a combination of surface panel method and particles for the wake in order to generate a
complete aerodynamic solution.
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1.4. Rotor Aeroacoustics

Due to their ability to takeoff and land vertically, helicopters occupy a niche utility purpose for
use in the military as well as civilian applications. Reducing helicopter noise has clear tactical ad-
vantages for military applications. Given that civilian applications involve helicopters operating
over cities, greater community acceptance is likely if quieter operations could be ensured. Exces-
sive rotorcraft noise remains an issue that needs to be addressed by rotary-wing community for
greater acceptance in society. Ongoing industry excitement and intrigue over eVTOLs, envisaged
as a ubiquitous mode of intra-city transport, has only brought on additional scrutiny to the noise
generated by lifting rotors.

Fixed-wing aircraft generally tend to rely on a number of noise control measures that work towards
reducing the noise at the source where it originates, i.e., aerodynamically designing the engine and
fan for reduced noise, as well as controlling it thereafter using features such as engine cowling de-
sign and noise-absorbing rotor casings [272]. Unlike their fixed-wing counterparts, rotary-winged
aircraft rely exclusively on mechanisms that can lead to reducing the noise at the source itself. A
helicopter’s main rotor can be a major source of noise in conventional designs. It is, therefore, nat-
ural that most efforts to reduce the acoustic footprint of helicopters have focussed on some form
of modification of the main rotor itself. At normal cruise flight conditions, helicopter main rotor
noise is primarily due to displacement of the air due to the finite thickness of the airfoil sections
and due to pressure perturbations from blade airloads. The former contributes to the thickness
noise, and the latter to the loading noise. BVI noise is a special case of loading noise where high-
frequency changes to the blade loading, which occur from close passage of the tip vortices, act
as a major contributor to overall rotor noise. Both passive design modifications and active rotor
control strategies have been explored to reduce rotor noise emissions in different operating con-
ditions.

Ref. [100] provides a good overview of the different studies that investigated the physics of rotor
noise reduction. It summarizes different full-scale and scaled rotor tests that were conducted for
this purpose. This includes the Bo 105 rotor IBC tests in the NASA Ames 40- by 80-Foot Wind Tun-
nel as well as the HART I rotor tests in the DNW. The paper concludes by ruling out some of the
more obvious solutions, such as decreasing rotor RPM or blade thickness, that could help reduce
the acoustic footprint of helicopter rotors. It rather emphasizes the following three approaches—
path planning, passive blade shape optimization, and active rotor control. While the last approach
forms the subject of this work, the first and second approaches are beyond the scope of this disser-
tation. However, a brief background of passive design approaches to reduce rotor noise is provided
since it stresses the advantage of active control designs over passive design solutions. Since this
report, the HART II rotor test campaign has successfully demonstrated the ability to reduce rotor
noise using HHC [256]. Rotor noise measurements were also part of a number of active rotor test
campaigns in the US—for example, the SMART rotor [144], the UH-60A rotor with IBC [190], S-
76 rotor with HHC [145], etc. The acoustic benefits measured during these test campaigns have
already been summarized in Sec. 1.2.

Passive rotor noise reduction techniques have focussed on blade designs which help lower the ro-
tor acoustic footprint. Ref. [275] describes the ERATO double-swept blade design that has been
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put into production at Airbus as the Blue Edge blade (see Fig. 1.9). The design reduced the impact
of blade-vortex interactions, and consequently, lower noise was generated in BVI conditions. The
acoustic benefits of a novel rotor with modulated blade spacing were studied in Ref. [49]. The mo-
tivation behind that investigation was to spread the rotor acoustic energy over a wider spectrum
compared to a uniformly spaced rotor. While some improvements in rotor acoustics were shown
using an analytical study, significant performance losses arising from rotor blades with uneven
spacing were reported. While not reported in that study, it is expected that the rotor hub vibration
resulting from uneven blade spacing would have to be critically examined as well. Subjective tests
on participants performed in a companion study [261], using digitally constructed audio signals,
failed to corroborate the acoustic benefits reported in Ref. [49]. While not strictly falling under
the category of passive rotor design, the preliminary investigation of Ref. [232] is also worth men-
tioning. Here, using a simple analytical approach, the potential of ‘X-force’ or longitudinal force
controllers was investigated. It was shown that they influence the tip-path plane of the rotor disk
during descent approaches and help avoid rotor noise due to blade-vortex interaction.

Modern rotor designs such as the Blue Edge have shown promising advancements toward reduc-
ing acoustic noise and vibratory loads [215][255]. However, these are still passive rotor designs
and their performance cannot be tweaked at a given advance ratio. Based on the results reported
in Ref. [215], the Blue Edge rotor is more efficient compared to existing designs in hover only at
high blade loadings. In forward flight, it exhibited no performance improvement over the baseline
reference rotor.

Figure 1.9.: Blue Edge rotor blade for passive noise reduction [14]. Photo taken by Nick Isaacs [CC BY-SA
4.0 DEED].
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During normal cruise flight conditions, the highest acoustic noise is generated in the plane of the
rotor, with blade thickness noise being the major contributing component. Ref. [88] presents
the first computational study of its kind, exploring the possibility of reducing helicopter thickness
noise by generating ‘anti-noise’ pulses using on-blade active controls. Using linear acoustic theory,
the FW-H equation was converted to an explicit algebraic equation for a rotor [87]. Upon exploring
the functional behavior of the different parameters using simplified equations, it was found that
the effect of in-plane thickness noise can be completely eliminated using in-plane force (drag)
increase on the advancing side of the rotor. This is because the characteristic negative thickness
acoustic pressure pulse, which is particularly strong on the advancing side of the rotor due to
high Mach number, can potentially be nullified by the pressure pulse from harmonic in-plane
force generation. Full-scale rotor experiments in Ref. [248] using on-blade control have reported a
reduction of low-frequency in-plane rotor noise by exploiting essentially the same physics as laid
out in Ref. [88]. Optimization strategies were presented in Ref. [292] to obtain an optimal on-blade
loading solution that minimizes the rotor noise over a range of the rotor azimuth instead of just
minimizing it for a single observer. The study, however, did not account for the loading due to the
baseline rotor and just used the delta loading input due to the on-blade active mechanism in its
formulation for the loading noise component. Since active blade actuation can significantly affect
the baseline trim state of the rotor, it appears necessary to include the effect of the overall blade
loading for a more accurate solution. The effect of active actuation on blade thickness noise due
to changing section profile needs to be included as well.

The use of direct CFD numerical simulation for long-range external acoustics radiation is gen-
erally dismissed due to the challenges associated with the modeling process. Acoustic noise is
caused due to aerodynamic perturbations, which are less than 0.01% of the free stream pressure.
So, any errors incurred due to numerical dissipation/dispersion can be of the same order of mag-
nitude as the perturbations, or even greater. This issue is less conspicuous in conditions where the
acoustic signal is stronger, for example close to the rotor, and a better ‘signal-to-noise ratio’ is ob-
tained. Another challenge in CFD also involves satisfying the inherently large spectral bandwidth
requirement and addressing the disparity between acoustic pressure perturbations and mean flow
pressures. This necessitates a grid spacing constraint in CFD implementations that must be suf-
ficiently small to represent the smallest wavelength (i.e., highest frequency) of interest associated
with the noise sources. However, smaller grid spacing leads to a large number of grid points. This
was highlighted in the simulations of the Boeing SMART rotor as well as the free flight test simu-
lation of the MD-902 helicopter rotor in Ref. [246]. The direct CFD simulation was only capable
of capturing low-frequency sound; mid-to-high-frequency content could not be predicted due to
the aforementioned modeling and grid constraints.

An alternative approach to direct CFD acoustic simulations is to simulate rotor aerodynamics us-
ing CFD and either prescribe blade motion using known measurement data or couple the frame-
work to a CSD code. The trimmed rotor simulations obtained using either procedure can then be
used to carry out aeroacoustic computations using the Ffowcs Williams-Hawkings (FW-H) equa-
tion [80]. This is a differential equation obtained from an exact rearrangement of the Navier-Stokes
equations. A number of different strategies have been proposed to solve for rotor noise based on
the FW-H equation, but the most popular strategy in the context of rotor noise investigations has
been the formulation proposed in Ref. [79]. Additionally, formulations proposed in Refs. [158]
and [101] are also commonly used. Their advantage derives from the fact that the differential
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equation form of the FW-H equation is converted into an integral form, which is easier to solve.
Once physically meaningful information, such as the pressure distribution over the surface of the
noise source, relative flow velocity, etc., is known, time-domain acoustic pressure solutions can
be obtained with reasonable accuracy. This strategy has been shown to yield results on par with
CFD direct acoustic predictions, especially in the case of an isolated rotor; for example, see Ref.
[26]. HART II rotor noise predictions were also made with good accuracy using prescribed blade
motion+CFD aerodynamics and coupled CFD/CSD strategy in Refs. [291] and [43], respectively.
Based on results published in Ref. [210] for the five-bladed full-scale MDART rotor, CFD/CSD cou-
pled simulations together with the integral FW-H equation formulation were also able to capture
the acoustic time histories very well.

Some of the difficulties associated with direct CFD simulations for acoustic predictions have al-
ready been detailed above. The strategy of using one of the integral formulations of the FW-H
equation together with CFD/CSD coupled simulations can also be rendered impractical when a
large number of simulations are desired—for example, the influence of geometric or control vari-
ables via parameter sweeps. For this purpose, the ‘compact loading’ assumption has long been
used to predict rotor noise using simulations based on the lifting-line model. Within this modeling
framework, the loading acoustic pressure integral equation is modified to include integration only
over the spanwise component of the blade [48]. In Ref. [50], it was shown that this was a reason-
able assumption especially for predicting loading noise away from the rotor tip path plane. Given
that rotor comprehensive analyses usually employ a lifting-line model for obtaining blade aerody-
namics solutions, the compact loading assumption is a natural strategy to obtain noise emissions
from rotor aeromechanic simulations conducted using a mid-fidelity simulation setup.

A number of studies that have successfully employed the compact loading integral formulation
of the FW-H equation include Refs. [134], [51] and [298]. In Ref. [298], for example, an FW-H
equation-based solver was used to predict the acoustic pressure using data from HOST+UPM cou-
pled simulations. The baseline HART II rotor flight state in BVI condition, as well as the full-scale
Bo 105 rotor in descent, climb, and level flight conditions, were modeled, and the acoustic pressure
prediction matched very well with measurement data. A previous limited investigation carried out
by the author using CAMRAD II and PSU-WOPWOP also used the compact loading FW-H formu-
lation. It showed promising results towards using active camber morphing to reduce rotor noise
footprint. An extensive post-processing and visualization framework called HeliNoise was created
for this purpose and has since been made open source [9].

1.5. Objectives of Present Work

Investigating complex rotor aeromechanical phenomena with high-fidelity CFD/CSD coupled ro-
tor simulations remains challenging. The process is hampered by the time-consuming process of
setting up the simulation framework as well as the slow computational speed, making routine use
of these advanced frameworks impractical. Resorting to low-fidelity, but fast, analysis methods
is not ideal since the physics corresponding to unsteady aerodynamics or the structural elasto-
dynamics may not be accurately captured. Even with mid-fidelity analysis tools, it is prudent that
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appropriate modeling strategies be adopted so that the relevant dominant physical effects are cap-
tured. For example, a prescribed wake-based solution may lead to acceptable accuracy of global
quantities like rotor forces, moments, power, etc., but considerable inaccuracies could result in
oscillatory blade loads and airloads distribution. This, in turn, can also lead to inaccurate aeroa-
coustic noise predictions.

The objective of the present work was to propose and apply state-of-the-art rotor mid-fidelity
analysis methods to investigate the power requirement, hub vibration loads, and aeroacoustic
noise emissions of passive and active rotors. The active rotor mechanism studied here is a novel
camber morphing concept called FishBAC. As detailed earlier in Sec. 1.2.5, there have been past
investigations into active concepts that work via morphing of the blade section camber on heli-
copter rotors. However, the FishBAC mechanism stands out in contrast to those concepts. It is
based on a biologically inspired compliant structure that makes it capable of large, continuous
changes in the airfoil camber and, consequently, in its aerodynamic characteristics [287]. Pre-
viously, limited scope investigations in this direction have been carried out by the author using
the commercial comprehensive rotor aeromechanics solver CAMRAD II [140][141][152][153]. An
entirely new simulation toolchain was established in the current work, only parts of which were
presented in an earlier study by the author in Ref. [154].

In this work, the impact of the active camber morphing concept on rotor aeromechanics and noise
emissions was studied using isolated rotors as well as a coaxial rotor. Special attention was paid
to model the rotor wake and blade section unsteady aerodynamics accurately. A novel vortex par-
ticle formulation was implemented for this purpose and coupled to the comprehensive analysis
solver. This enhanced wake modeling strategy also served the dual purpose of capturing interac-
tion across rotor wake systems, such as in the case of coaxial rotors. The unsteady aerodynamics
effects refer to the effect of shed vortices due to the high-frequency actuation of blade camber
on the active rotor or the effect of BVI. Therefore, in addition to a variety of wing and rotor cases
with active camber morphing, the benchmark HART II rotor was also modeled in order to assess
the potential of the current method to model BVI. While investigating the Bo 105 rotor, a detailed
rotor multibody setup was defined together with the rotor control system in order to capture the
effect on pitch link loads. This was done in order to correctly capture dual path load transfer from
the blades to the non-rotating rotor hub.

With the different rotor and wing models in various operating conditions studied in this work, the
predictive capability of the simulation methodology used herein was extensively validated. In ad-
dition to this, a post-processing aeroacoustics analysis framework was created to predict the noise
emissions of active and passive rotors. The objective here was to validate the analysis framework
using baseline rotor measurement data and use it to predict the influence of active camber mor-
phing on rotor noise emissions. Overall, the complete mid-fidelity aeromechanics-aeroacoustics
toolchain established in this study has been sufficiently tested. It can serve to reliably replace some
aspects of time-consuming and expensive wind tunnel and flight tests for new rotor systems, both
passive as well as active designs.
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1.6. Key Contributions of Present Work

In pursuit of the ultimate goal of active rotor investigations, the current work details the steps
that were undertaken to build simulation toolchains, incorporate new methodologies for robust
implementation, and include programming interfaces for computationally fast execution. The
following details key aspects of the current work that have helped advance the state of the art—

1. A vortex particle formulation, for rotor and wing wake analysis, was implemented and ex-
tensively verified using results available in literature. The particle solver was implemented
to run on graphics processing units (GPUs) and has been made publicly available by the au-
thor. To the best of the author’s knowledge, this is the first such implementation of a freely
available rotor wake solver that is capable of running on GPUs.

2. The vortex particle solver was explicitly coupled to the lifting-line theory-based rotor multi-
body solver, Dymore, for an enhanced rotor aeromechanics analysis framework. This aug-
mented framework is referred to as Dymore+VPM throughout this work. In order to validate
this simulation framework, incrementally complex aerodynamic scenarios involving pitch-
ing airfoils and finite wing cases were used. This helped validate the ability of the wake
model to capture the effect of high-frequency actuation of the FishBAC concept as well as
unsteady airfoil/wing motion. Such an exercise is unique to this work as the cases were
chosen to systematically render confidence in the solution methodology as well as in the
coupling strategy adopted.

3. Detailed multibody models of the rotor control system and flexible blades have been set
up in order to accurately simulate both active and passive rotor designs. Such a comprehen-
sive representation of rotor systems is generally not required when modeling isolated rotors.
However, this was done in the current work to correctly capture dual path load transfer be-
tween the rotor blades via the pitch links and the rotor shaft.

4. The two different simulation frameworks used in this work—standalone Dymore and Dy-
more+VPM—have been extensively validated using a number of different rotor cases. Ex-
perimental measurement data from the full-scale Bo 105 rotor, the scaled HART II rotor, and
the UT Austin two- and four-bladed isolated rotors in a diverse set of operating conditions
were used to validate different aspects of the modeling frameworks. To the extent of the
author’s knowledge, this is the first time a thorough validation has been carried out using
full-scale Bo 105 rotor measurement data from the 1994 test campaign in the NASA Ames
40- by 80-foot wind tunnel. Prior studies involving the Bo 105 rotor have been limited and
only focused on a small set of test results from that campaign.

5. As part of this work, a modular aeroacoustics analysis and visualization framework was es-
tablished in conjunction with the rotor noise solver PSU-WOPWOP. This framework, which
is called HeliNoise and has been made open source, seamlessly takes the relevant output
from comprehensive analysis simulations, carries out necessary post-processing, and gives
acoustic pressure fluctuations at any given observer location.
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6. A complete and robust aeromechanics-aeroacoustics analysis toolchain has been estab-
lished that is capable of accounting for the effect of multiple rotors and interactional wake
effects. A number of validation cases have been presented to showcase the efficacy of the
entire mid-fidelity toolchain. With limited modifications, this toolchain can be used for
analysis of future rotors, both active and passive designs.

1.7. Organization of the Dissertation

This dissertation is organised into seven chapters and four appendices. The outline is as follows.

Chapter 1, the current chapter, describes the background and motivation behind this work. It
summarizes the state of the art in research on rotor aeromechanics analysis. First, a concise his-
torical development of the most relevant active rotor concepts and their effects on rotor perfor-
mance, loads and noise is provided. Next, the different rotor modeling frameworks are discussed
with particular attention to the wake aerodynamics and aeroacoustics analysis. This is done due
to the special focus on these two aspects of rotor physics modeling within this work. Thereafter,
the objectives of the current work are laid down together with a brief overview of the different in-
vestigations undertaken herein. Finally, the key contributions of this dissertation that add novelty
to this work have been stated.

Chapter 2 begins with a description of the comprehensive analysis code Dymore that is used as
the rotor aeromechanics solver. The different component models that make up the entire code
are delineated, including models for solving the blade aerodynamics, 2D unsteady aerodynamics,
and wake-induced inflow velocity. This was done in order to establish an accurate understanding
of the component models as well as to recall the underlying physics when discussing the results,
presented later in Chap. 5. Any corrections, made to the existing Dymore source code for this
work, have also been detailed. Lastly, multibody models of the different wings and rotor systems
analyzed within this study are described.

The work described in Chap. 3 is an attempt at improving the fidelity of the comprehensive anal-
ysis solver by incorporating an improved rotor wake model. For this purpose, a vortex particle
method-based (VPM) framework is described that is used for modeling vorticity in the wake of
lifting bodies. The theoretical formulation of the method is laid down in detail for completeness.
The test cases used to verify the VPM setup are described, and the results are presented. Finally, the
approach adopted to establish coupling between the wake solver and the multibody rotor aerome-
chanics solver is elaborated. This coupled framework is referred to as Dymore+VPM.

Chapter 4 describes the aeroacoustic analysis framework between the FW-H equation-based rotor
noise solver PSU-WOPWOP and two different simulation frameworks that form the subject of this
work—standalone Dymore simulation framework detailed in Chap. 2 and the improved-fidelity
coupled framework Dymore+VPM obtained in Chap. 3. The post-processing carried out using
output from rotor aeromechanical simulations and its organization into suitable input files for the
acoustic solver is also described.
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Chapter 5 uses the complete rotor aeromechanics-aeroacoustics analysis framework established
in the preceding chapters and validates it using a number of application cases - isolated wings,
isolated rotors, and a coaxial rotor. Isolated wing cases include an elliptical wing at a fixed angle of
attack, pitching+morphing 2D airfoils, and a pitching rectangular finite wing. These cases were all
structurally modeled as rigid in order to validate the aerodynamics of the coupled Dymore+VPM
framework by comparing the results to simple analytical models as well as measurement data.
Next, the full-scale Bo 105 rotor was modeled, and a number of rotor simulation quantities were
used to validate the modeling framework. In addition to that, code-to-code comparisons were
made between predictions made using the two simulation frameworks used in the current work.
In lieu of experimental measurement data for full-scale helicopter rotors with active camber mor-
phing installed, this validation exercise was meant to render confidence to the active rotor results.
The HART II rotor case was used to further identify the potential of the framework to capture rotor
aerodynamics in BVI conditions. The acoustics analysis framework was validated using measure-
ment data available from the HART II rotor test campaign. Using the validated isolated Bo 105
rotor simulation framework, a parametric investigation was carried out using the active FishBAC
concept to assess its acoustic and aeromechanical impact on rotor operation. Finally, an active ro-
tor study was conducted using a coaxial rotor in order to identify the potential of camber morphing
to reduce vibratory loads at blade passage frequency and the associated aeroacoustic noise.

Chapter 6 summarizes the most relevant outcomes from the validation studies as well as simula-
tion results presented in Chap. 5. The prominent capabilities of the entire analysis framework are
identified, based on the quality of match obtained with experimental measurements or analytical
models, and highlighted. Finally, key conclusions from the entire work are also summarized.

Chapter 7 brings to light some of the difficulties encountered during the current work and sugges-
tions are presented with regard to improving the robustness of the analysis framework. Further-
more, recommendations are made about additions that can be made to the current framework to
carry out mid-fidelity analysis for general/complex applications with improved accuracy.

Appendices A-C provide relevant details regarding the construction of the respective multibody
rotor models. Appendix D contains additional results, obtained as part of the verification of the
VPM solver, corresponding to which no data is available in the literature.
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2. Rotor Comprehensive Analysis

Analysis of rotor performance requires knowledge of the aerodynamics as well as structural dy-
namics of the rotating wings or blades. Fundamentally, such a problem is one of fluid-structure
coupled interaction and is generally referred to using the term ‘comprehensive analysis’. Ref. [122]
defines this term to mean computer programs that are capable of simulations involving rotorcraft
performance and trim, stability, vibrations, noise, flight dynamics, etc. Ref. [155] further provides
an interpretation of what is expected of such analysis frameworks by tracing the origins of different
codes that are considered comprehensive analysis solvers and their capabilities.

Ref. [103] states that in order to achieve good correlation with experimental measurements, the
following are necessities relevant to comprehensive analysis–accurately measured blade proper-
ties, structural loads and airloads, and an analysis framework that solves the problem governing
equations correctly. Any errors incurred in one of these criteria will have an influence on the qual-
ity of the correlation between simulation output and measurement data. According to Ref. [126],
the process of construction of an effective comprehensive analysis model entails, among other
things, refinement to accommodate shortcomings in the model compared to the experimental
setup. This is not limited to adjustments in numerical parameters but sometimes extends to the
rotor description itself. A major simplification is afforded when studying rotors in isolation com-
pared to the full helicopter system [172]. In rotorcraft research, this is accomplished by mounting
rotor systems on nearly rigid rotor test rigs, allowing investigation of the rotor structural dynam-
ics and aerodynamics in great detail. The structural dynamics of the test rig fixed system have
been shown to result in better prediction of rotor loads in Ref. [297]. However, this level of mod-
eling detail is generally not included in mid-fidelity analyses or even most high-fidelity CFD/CSD
analyses.

The comprehensive analysis solver Dymore [32], developed by Prof. Olivier Bauchau and his stu-
dents, was used in the current work to model and analyze rotor aeromechanics. It has a wide
variety of modeling capabilities for structural dynamics in particular so that complex multibody
structures, can be modeled in Dymore, and dynamic analysis can be conducted. By judiciously
using a set of rotating and non-rotating components, facilitated through a combination of con-
straints and joints, the entire rotor system setup can be simulated. Forced system response, as
well as eigenvalue analyses, are possible. The former is used to obtain steady-state solution of
the trimmed rotor setup, and the latter is used in order to verify the blade structural properties
using natural response frequencies and mode shapes. The relevant modules within the Dymore
analysis framework include C81 format airfoil aerodynamic characteristics, 2D unsteady airfoil
aerodynamics and dynamic stall loads corrections, and 2D and 3D potential flow theory-based in-
flow models. For the structural dynamics solution, a library of fundamental multibody elements,
including beam and cable modeling, is made available. The entire formulation is solved using



nonlinear finite-element methods. The equilibrium equations are assembled in a global cartesian
frame of reference, and the constraints on the degrees of freedom of the multibody elements are
modeled using Lagrange multipliers. This leads to a sparse representation of the system of equa-
tions even for arbitrarily complex topologies, thereby allowing the adoption of sparse solvers from
FEM analyses [31].

Dymore is employed in industry [110][184] as well as academia [17][183][71] for conducting rotor-
craft simulations. It has been used to model tiltrotor designs [239], scaled model rotors such as
HART II [195], bearingless rotors [61], articulated rotors [159, 219, 177] etc. Dymore has also been
used for active rotor investigations, including active twist rotor [242], and active TEFs [225, 71].
The internal aerodynamics capabilities within standalone Dymore are fairly limited and, there-
fore, are often extended by coupling it to external solvers for improved results—for example, Refs.
[196, 213] and Refs. [225, 194] coupled Dymore to CFD and free wake solvers, respectively. This
is a strategy that has also been employed in the current work, where special attention is paid to
the unsteady aerodynamics and wake modeling of the rotor with the objective of capturing the
high-frequency unsteady effects of active rotor operation. This is partly described in Sec. 2.2 and
in the following chapter. Based on the usage in Ref. [67], the following convention was adopted
throughout this work—blade loads refer to structural dynamic loads, airloads is used to refer to
aerodynamic forcing on the blades, oscillatory or vibratory loads refer to high-frequency blade
loads or airloads.

This chapter provides details of the comprehensive analysis framework, Dymore, that was used
in the current work. Section 2.1 provides a brief description of the solution strategy adopted to
solve the flexible blade dynamics. In Sec. 2.2, a concise overview of the airfoil tables-based lifting-
line theory approach is provided. This is used to solve for the quasi-steady blade aerodynamic
loads and requires the wake-induced inflow at the blade section as input. The latter is separately
obtained using an inflow model that is detailed in Sec. 2.3. The different rotor models investigated
in this work were trimmed using the Jacobian-based approach highlighted in Sec. 2.4. Finally, Sec.
2.5 describes the different wing and rotor multibody models studied in this work, together with
the relevant geometric details and the reference frames employed.

2.1. Blade Structural Dynamics

Helicopter rotor blades tend to be highly flexible in nature due to their slender design. Therefore,
it is important to solve for the blade structural dynamics in order to correctly predict the dynamic
loads. Complete 3D FEM analysis of the rotor blades could be achieved by coupling the multibody
model to an external FEM solver. A number of standalone software are available that are capable
of delivering this objective, such as NASTRAN, Ansys, etc. Recently, there has been some success
in demonstrating a novel periodic 3D FEM solver developed specifically for rotors exploiting the
periodicity of rotor response to speed-up calculations [197]. When applied together with a CFD
solver, the framework is powerful enough to deliver truly high-fidelity results, including detailed
3D unsteady wake results and 3D dynamic stresses [198]. Such results cannot be captured even
by traditional CFD/CSD coupled frameworks since the ‘CSD’ component of such frameworks re-
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lies on comprehensive analysis solvers that usually only solve the 1D beam equations. In fact,
rotorcraft simulation studies are almost always carried out by solving the rotor blade structural
dynamics using a 1D beam representation of the blades.

The methodology behind the structural dynamics solution is based on the premise that the full 3D
elastic blade problem can be separated into a 2D linear cross-section analysis and a 1D non-linear
beam analysis [206]. The 1D beam analysis relies on properties of the blade cross-section that are
obtained using one of two ways. The first involves using a 2D FEM beam cross-section analysis
tool, such as VABS [57], to obtain its mass and stiffness properties. The second involves obtain-
ing these results via experimental measurements, for example, as demonstrated in Refs. [129] and
[130] for the HART I and the HART II rotor blades, respectively. Analysis of the 2D section proper-
ties is a time-intensive process, but it only needs to be carried out once for a set of blades. Rotor
aeromechanics analysis can then proceed by modeling the blade as a 1D beam. So the need to
model the rotor blades using 3D FEM elements in order to obtain a good structural representa-
tion of the blades is bypassed without substantial loss in accuracy of the results. It is likely that
this modeling strategy would be unsuitable for rotor blades that are not slender in character or
have significant couplings across the different response axes. It was shown in Ref. [266] that this
methodology is capable of delivering results on par with 3D FEM analysis as long as the blade
beam does not have significant flap-torsion coupling, has an aspect ratio greater than AR = 10
and the blade planform does not have large tip sweep or taper. High-fidelity CFD/CSD studies [34,
295] and even prescribed airloads studies [265, 66] carried out using 1D beam representations have
shown good correlation with measurement data. Therefore, this strategy can be considered a valid
approach for modeling convention rotor designs and has been adopted in the current work.

Once the blade 2D section properties are known, they are used as input within Dymore in order to
solve the 1D blade beam model to obtain its response. The rotor blades are modeled as beams such
that the volume of the blade is composed of translating the blade cross-section along a smooth
reference line [33]. The beam reference line itself is parameterized using NURBS curves since they
possess the unique characteristic that of staying invariant under rotation, translation, and scaling
operations. The beam response is then obtained using the principle of virtual work and Eqs. 2.1
and 2.2.

∫ t f

ti

∫ s

0
(δK −δV +δW )ds dt = 0 (2.1)

K = 1

2

∫ s

0
uM u ds; V = 1

2

∫ s

0
eC e ds (2.2)

Here, K and V denote the beam kinetic energy and the strain energy, respectively, and W is the
work due to externally applied forces. u and e are vectors denoting the beam section velocity and
strain components, respectively. M is a 6x6 sectional mass matrix relating the linear velocity vi

and angular velocity ωi of the beam sections to the section linear momentum pi and the angular
momentum hi components (Eq. 2.3). The entries within the M matrix are based on the afore-
mentioned beam sectional properties - mass, center of mass location, mass moments of inertia
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along the different axes, etc. Similarly, C is a 6x6 sectional stiffness matrix relating the sectional
strains ϵi and bending curvatures κi to sectional forces Fi and moments Mi . Additional kinematic
relationships govern the interplay between the linear and angular displacement, velocity compo-
nents, and the deformed beam curvatures. These kinematic relations are valid for arbitrarily large
displacements and rotations, and hence, this beam model is referred to as the geometrically ex-
act beam theory (GEBT). The GEBT is used in Dymore as well as in other popular comprehensive
analysis tools such as CAMRAD II and RCAS [107](Page 20). Further details of the beam model-
ing framework implementation within Dymore can be referred from Ref. [32](Page 192), and the
details of the theoretical basis of the GEBT itself can be referred from Refs. [33] and [108].
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2.2. Blade Aerodynamics

As detailed in the preceding section, the slender geometry of rotor blades has important conse-
quences towards simplifying the structural dynamics analysis. This characteristic, referred to as
aspect ratio in the context of aerodynamics analysis, is also relevant to simplifying the blade aero-
dynamics analysis. Helicopter rotors comprise of sufficiently high aspect ratio blades such that the
total aerodynamic solution of each blade can be split into a ‘wing model’ and a ‘three-dimensional
wake problem’ [122](Page 307). Again, most well-known rotorcraft comprehensive analysis tools
such as RCAS [104], CAMRAD II [124], FLIGHTLAB [72], etc., are known to also take advantage of
this simplification. The wing model refers to the methodology of obtaining blade aerodynamic
forces and moments, or airloads, at a given section of the wing or blade based on the local angle of
attack at that section. This is also referred to as blade element theory in the context of rotary-wing
analysis and is described in most rotorcraft engineering textbooks; for example, see Refs. [122],
[161], and [84].

In order to obtain the angle of attack, the net oncoming flow velocity at each blade section is re-
quired, which in turn is the byproduct of rotor forward motion, angular rotation motion, blade
elastic dynamic response, and the induced velocity due to vorticity in the wake. The contribution
to oncoming flow velocity due to rotor forward motion and rotation of the blade is a straightfor-
ward kinematic addition that is taken care of by the multibody modules within Dymore. The blade
elastic response is evaluated at each time step using beam analysis as described in Sec. 2.1. Usu-
ally, the effect of the wake vorticity is evaluated using a separate module within comprehensive
analysis codes. In Dymore, the well-known Peters-He inflow model [202] is used and is detailed
in Sec. 2.3. The quasi-steady implementation of the blade aerodynamics employed in the cur-
rent work is given by Eq. 2.4. Here, the different components involved are also explained using
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a schematic in Fig. 2.1. Vind refers to the induced velocity at the blade quarter-chord due to cir-
culation in the wake Γw , which in turn is a function of the history of bound circulation Γ on the
blade. U is the net velocity magnitude at the given airfoil section due to blade kinematics as well
as elastodynamics.

Γ

πc
= U

2π
Cl (θ−Vind(Γw )/U ) (2.4)

Figure 2.1.: Schematic of the aerodynamic flow conditions and aerodynamic loads at a typical blade section
(looking outboard).

The blade aerodynamics were modeled using look-up tables populated with two-dimensional
static airfoil aerodynamic coefficients of lift, drag, and moment. Airfoil tables in the standard C81
format are required where these aerodynamic coefficients are placed in a two-dimensional lay-
out with the rows representing values at different angles of attack, and the columns denote Mach
numbers (see Ref. [32](Page 64)). In order to cover the entire gamut of operating conditions en-
countered at any given blade section of a helicopter rotor over its entire operational envelope, the
data within these airfoil tables is required for angles of attackα= [−180◦,180◦] and for Mach num-
bers from M = [0.0,1.0]. In order to obtain a complete set of airfoil tables, it is common practice
to use RANS-based CFD simulations of airfoils at different Mach numbers and angles of attack up
to static stall. Beyond this, empirical expressions are used to augment the airfoil tables data since
the aerodynamic behavior of airfoils beyond static stall is largely independent of the airfoil shape
[161](Section 7.11.6). Ref. [166] showed that small differences in C81 airfoil table data could lead to
differences in rotor aeromechanics results. For this purpose it is important to generate the afore-
mentioned airfoil tables at the appropriate Reynolds number condition. In the current work, a
number of different airfoils were used, of which only the NACA23012 airfoil of the full-scale Bo 105
rotor was generated in-house. This was part of the work carried out by Abdelmoula and Rauleder
in Ref. [16]. Beyond that, no postdictive corrections were made to the airfoil tables in order to im-
prove correlation with experimental measurement data. The aerodynamic characteristics of the
different airfoils used within this work are shown later in Sec. 2.5 where the different multibody
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models studied are described.

In order to ensure that the blade aerodynamic loads calculation using lifting-line theory was quali-
tatively congruent with the physical measurements, a tip loss factor was employed. This was done
in order to facilitate lift dropoff towards the blade tip and is stated in Ref. [32](Page 45). Equation
2.5 shows the multiplying factor, which essentially leads to a loss in lift, that accomplishes this.
Note that in the current study, Dymore source code was modified so that the tip loss function im-
plementation was extended to also apply to the blade root. The parameter f in Eq. 2.5 is referred
to as the tip loss factor; different empirical expressions exist that can be used to determine it for
a given rotor. In this study, Eq. 2.6, obtained from Ref. [122](Page 63), and originally attributed
to Ref. [282], was used to evaluate f . Figure 2.2 shows the effective variation of the loss in the lift,
compared to the uncorrected lifting-line calculation, over the span of the wing for different values
of f commonly employed for rotary-wing analysis.

lloss = tanh
1− r /R

1− f
(2.5)

f = 1− c

2R
(2.6)
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Figure 2.2.: Effect of blade tip loss factor on lift distribution over the wing span.

Based on Eq. 2.4 governing the blade aerodynamics, it is evident that knowledge of the quasi-
steady modeling based on the airfoil tables uses the quarter-chord (c/4) as the collocation point.
So, if airfoil look-up tables are used, then the effect of the airfoil pitching about the feathering axis,
i.e., c/4, is not accounted for. In fact, if the rotor blades end up in elastic twisting motion dur-
ing the rotor runup, then this twisting motion does not die down since no aerodynamic damping
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is afforded to a purely pitching oscillation of the blade about the feathering axis by quasi-steady
aerodynamics modeling. However, aerodynamic damping would still exist for the lead-lag and the
flapping motions. In any case, capturing the effect of unsteady blade motion on blade airloads is
crucial to correctly predict their phase as well as their magnitude. It is common in comprehensive
analysis tools to incorporate unsteady blade aerodynamic effects via analytical or semi-empirical
theories. The 2D airfoil unsteady aerodynamics can also be modeled fairly accurately using indi-
cial methods [96][127] or reduced order surrogate modeling techniques such as those shown in
Refs. [187] and [169]. The latter modeling strategy is computationally intensive since it requires a
number of high-fidelity 2D airfoil unsteady CFD simulations to be run. The obtained aerodynamic
characteristics are then used to identify the terms within the transfer function relating the input
unsteady motion to the output unsteady aerodynamic loads in the Laplace domain. The advan-
tage of this strategy is the potential to also capture unsteadiness in airfoil drag. The current work
utilizes two analytical theories—Theodorsen theory [263] and Peter’s theory for flexible airfoils
[201]—in order to predict unsteady airfoil lift and moment. These are briefly detailed below.

2.2.1. Theodorsen theory

Theodore Theodorsen was the first to publish a complete and detailed solution to the problem of
aerodynamic loads on an oscillating lifting surface with a trailing-edge flap [263]. The Theodorsen
theory, or alternately the Theodorsen model, was developed in the frequency domain using po-
tential flow theory and does not include unsteady viscous effects. In its most general form, it gives
the variation of airfoil lift and moment using Eqs. 2.7 and 2.8. Figure 2.3(a) shows a schematic
of the thin airfoil theory-based representation used within this theory, together with a descrip-
tion of the different parameters. The complete derivation is mathematically involved and requires
meticulously solving a number of complex-valued integrals. Refs. [38] and [6] are a good source
of understanding the derivation of the Eqs. 2.7 and 2.8. Ref. [6], in particular, contains a con-
cise derivation as well as background information and exposition that is missing from the original
work of Theodorsen, Ref. [263]. This theory only accounts for the pitching and flapping motions
of the airfoil. The lead-lag motion of the airfoil, or alternately, the variation in the oncoming flow
velocity, is not accounted for. Additionally, the wake vortices are assumed to lie along the x-axis,
as shown in Figure 2.3(b), and not follow the trailing-edge tip as the airfoil undergoes pitching
and flap actuation. Despite these simplifications, Theodorsen theory has found use in unsteady
wing analysis due to the closed-form nature of the expressions for lift and moment obtained based
on finite-state approximation of the deficiency function C (k). It has been demonstrated to give a
good match with experimental measurements in both phase and amplitude, especially for low re-
duced frequencies k [161](Section 8.7). In lieu of unsteady airfoil measurement data, this model
was used in the current work to qualitatively compare the unsteady airfoil lift and moment against
the higher fidelity wake modeling strategy proposed in the following Chap. 3. It is worth noting
that an erratum in Ref. [200] has recently been published that highlights some of the mistakes in
expressions present in Ref. [263]. None of the expressions relevant to this work were affected.
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Figure 2.3.: Illustration of the modeled airfoil and wake features within Theodorsen theory.
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2.2.2. Peters 2D unsteady model

Motivated by the development of active rotor concepts, Ref. [201] proposed a more general theory
of unsteady aerodynamics analysis. It is based on potential flow theory that accounts for arbitrary
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deformation of airfoil cross-sections as well as variation in oncoming flow. It has been shown in
Ref. [204] that Peters’ results are similar to the finite-state Theodorsen theory, they separate the
induced flow velocity estimation and the airloads calculation. This is a common theme across
different theories proposed for unsteady airfoil analysis, such as Greenberg’s theory for the case
of a pulsating free stream [89], von Karman and Sears model for gust response [131], Küssner and
Schwarz approach for modeling multi-element airfoils [156], etc. The Peters state-space airloads
model fundamentally proceeds along similar lines as the Theodorsen model, even though the for-
mer is applicable for more general unsteady airfoil scenarios. While arbitrary motion of the com-
plete airfoil system is modeled exactly, the local deformations of the coordinate system attached
to the airfoil are assumed to be small. Figure 2.4 shows the relevant parameters used within this
model. Arbitrary large motions are allowed in the x-y frame, while the frame fixed to the airfoil
(frame shown in blue) only permits small deformations. The net flow velocity at any point on the
airfoil is obtained as a result of the velocity components u0 along the x-axis, v0 along the y-axis,
and the component velocity v1 that is due to airfoil rotational motion leading to a velocity gradient
over the chordwise direction.

y

b

h(x,t)

-b

xU

β

β

Figure 2.4.: Illustration of the modeled airfoil and wake features within Peters theory.

The ability of the Peters model to simulate any airfoil motion makes it particularly attractive for
rotary-wing analysis where the blade sections undergo flap, pitch, and surge (lead-lag) motions
along with a harmonically pulsating free stream flow. In addition to using the unsteady Bernoulli’s
equation and the vorticity conservation equations, much like in Theodorsen’s derivation, Peters
theory proceeds to convert the resulting partial differential equations into a set of ordinary dif-
ferential equations by casting the airfoil deformation using Glauert expansions (see Eqs. 2.9 and
2.10). The model assumes that principles of linearity apply since the relative airfoil deformations
are assumed to be small, and the induced inflow velocity due to the shed vorticity can be written
as Eq. 2.11. λ and h vary in the chordwise direction (denoted using x) over the airfoil.

h =
∞∑

n=0
hn cos(nϕ) (2.9)

x = b cosϕ

−b ≤ x ≤+b, 0 ≤ϕ≤π (2.10)
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λ=
∞∑

n=0
λn cos(nϕ) (2.11)

Based on the derivation presented in Ref. [201], the bound circulation can be obtained as a result
of airfoil motion parameters as given in Eqs. 2.12–2.14. Here u0 and v0 denote external flow per-
pendicular to the airfoil and parallel to the airfoil, respectively, in the airfoil-attached coordinate
system. frev is referred to as the reverse flow parameter that is present to take into account reverse-
flow effects by keeping track of where the Kutta condition is applied. For all the simulations carried
out in this work, the Kutta condition is applied at the trailing-edge of the airfoil, and so in accor-
dance with Ref. [201], frev is set to unity. Further details about the derivation of the Peters model
can be obtained from Refs. [201] and [19]. In addition to that, Ref. [75] is a good resource for un-
derstanding the fundamentals of unsteady fluid modeling. Details about the implementation of
the Peters model within the framework of Dymore are provided in Ref. [4]1.

Γ

2πb
=−αL=0u0 + frev

(
v0 + ḣ0 −λ0
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2
− λ1

2

]
(2.14)

2.3. Wake-induced Inflow

It is widely acknowledged that, in addition to the accurate unsteady airfoil aerodynamic charac-
teristics, the effects of the three-dimensional rotor wake-induce inflow need to be correctly cap-
tured. This is composed of the ‘outer problem’ that was mentioned in the preceding section and is
required to identify the blade section angle of attack. Dymore has a built-in implementation of the
widely used Peters-He dynamic inflow model [202]. While the term ‘dynamic inflow’ is also used
to refer to a wider class of finite-state inflow models [205], in the current work, it is used only to
refer to the Peters-He model. The following describes the essential features of the Peters-He inflow
model.

1These extra notes were obtained from the Dymore website which has now become defunct. These were collected by
the author and are made available via the link in the references.
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2.3.1. Peters-He inflow model

The Peters-He inflow model has been used successfully in a number of flight dynamics investiga-
tions, for example, Ref. [93], where the objective was to capture the global rotor unsteady inflow
development. Ref. [30] demonstrated that the model is generally capable of capturing the varia-
tion of inflow over the rotor disk measured during experimental tests of a scaled rotor at different
advance ratios. This inflow model continues to be of relevance to the flight dynamics community
since it affords fast inflow calculations and is developed using a physics-based formulation [205].
The class of finite-state inflow models, under which the Peters-He model falls, are attractive for
real-time simulation procedures due to their low computational expense and their ability to cap-
ture inflow perturbation due to changes in rotor thrust. The latter feature enables them to model
transient flight states.

In general, the derivation of dynamic inflow theories is mathematically involved, and many as-
sumptions that lead to simplifications are not thoroughly detailed in any one source. Ref. [99]
serves as a helpful guide by providing intermediate steps and derivations that were skipped in the
original publication Ref. [202], where the model was presented. Additionally, Refs. [186], [106],
[27] and [105] were found to be helpful and are recommended. The development of actuator disk-
based analysis given in Ref. [122](Section 11.4) and the references therein help trace the historical
arc of contributions and changes to the analytical inflow theory over half a century and are also
useful. The work of Kinner [138] is often cited as the source of dynamic inflow modeling strategy
in the publicly available literature. This publication is in German and an English translation could
not be found in open literature. Alternately, Ref. [223](Pages 249–251) could be consulted for a
concise overview of the actuator disk modeling using acceleration potential methods, a subject
that forms the basis of dynamic inflow strategies.

The following describes the mathematical framework of the Peters-He model in brief. An ana-
lytical solution of the rotor wake is not possible unless the rotor is modeled as an actuator disk
[122](Page 308). An actuator disk is an infinitesimally thin abstract entity that is capable of sustain-
ing a pressure difference but not a velocity difference. The Peters-He model builds on this concept
by representing the rotor loading as a distribution of acceleration potential or pressure doublets
on an actuator disk. The entire model is based on potential flow theory and gives inflow results
based only on the loads acting normal to the rotor disk rather than the warped plane traced by
the deforming blades. Some additional assumptions made within the model are compiled in Ref.
[123](Page 301). Fluid behavior is governed based on Euler’s equation, which can be written using
Eq. 2.15 [223](Page 250). Here, the body force due to gravity has been ignored, and a is the acceler-
ation vector. Due to the incompressibility assumption, the rotor wake satisfies the divergence-free
condition of Eq. 2.16. Based on Eq. 2.15, p (ρ is a constant) is the potential of the acceleration and
can be denoted using the more conventional variable for potentials Φ. This transforms Eq. 2.15
to Eq. 2.17, where all the quantities have been non-dimensionalized. Assuming that the rotor is
lightly loaded2, the relation Vind << |v | is satisfied, as well as the thrust coefficient CT << 1 [173].
Using Eq. 2.18, this further simplifies Eqs. 2.16 and 2.17 to Eqs. 2.19 and 2.20, respectively. Eqs.
2.19 and 2.20 form the basis of dynamic inflow theories. Using the divergence operator on Eq. 2.20

2The concept of ‘lightly loaded’ rotors is also a recurring idea in rotor analysis using momentum theories because the
wake contraction can be neglected for simplification without incurring much error [86](Page 255).
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and the condition of Eq. 2.19 shows that the acceleration potential Φ, i.e., pressure, satisfies the
Laplace’s equation Eq. 2.21.

− 1

ρ
∇p = Dv

Dt
= a (2.15)

∇∇∇.v = 0 (2.16)

⇒−∇Φ= ∂v

∂t̄
+ (U .∇∇∇)v (2.17)

v =U +v ′ (2.18)

∇∇∇.v ′ = 0 (2.19)

−∇Φ= ∂v ′

∂t̄
+ (U .∇∇∇)v ′ (2.20)

∇2Φ= 0 (2.21)

Eq. 2.21 is a second-order differential equation with Dirichlet boundary conditions. The solu-
tion to any partial differential equation can be obtained either using an integral approach using
Green’s function or a separable variables approach. The choice of an ellipsoidal coordinate sys-
tem helps obtain the solution of Eq. 2.21 in the form given by Eq. 2.22. The separable variables
approach is adopted in the Peters-He model for solving the Laplace equation. Details about the
solution of PDEs, and the Laplace equation in particular, can be referred to from Ref. [185](Chap-
ter 5). Further information about the criteria for determining the coordinate systems in which
a given PDE admits separable variable solutions can be obtained from that reference. Addition-
ally, details about the nature of boundary conditions that ultimately help pick the most suitable
coordinate system for a given problem are also provided. The boundary condition used to solve
for the coefficients in Eq. 2.22 is the pressure distribution over the actuator disk. Ref. [186](Ap-
pendix 2.6) provides the intermediate steps leading from Eq. 2.21 to Eq. 2.22 as well as the form
of the Legendre functions, P m

n (ν) and Qm
n (iη). C m

n and Dm
n are arbitrary constants that are related

to the pressure distribution and, by extension, the distribution of thrust, over the rotor disk. Us-
ing complete knowledge of the distribution of Φ and integrating Eq. 2.20, the inflow velocity over
the rotor disk is obtained in the form of Eq. 2.23 [99]. This transformation from Eq. 2.22 to Eq.
2.23 is commonly summarized using Eq. 2.24. It is worth noting that the representation of the
basis Legendre functions across different sources—for example, Refs. [99], [186] and [202]—differ
in some instances by a scaling parameter or change in sign of the basis functions. The final ma-
trices of coefficients obtained, while consistent within the respective theoretical frameworks, are
inconsistent across these different sources.

Φ(ν,η,ψ, t̄ ) =
∞∑
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The problem of assessment of rotor wake-induced inflow boils down to identifying coefficientsαr
j

and βr
j in Eq 2.23 by solving Eq. 2.24. These are also referred to as states or degrees of freedom

of the model [260](Pages 8–14). Increasing the order of the model can improve the accuracy of in-
flow estimation. However, this improvement in the wake solution is restricted by the assumptions
of Euler’s equations. For example, no amount of increase in the order of the model will allow the
Peters-He model to capture BVI effects since the inflow calculation is based on momentum bal-
ance rather than directly modeling the effects of vorticity. The theory is also restricted in terms of
application to interacting systems, such as rotor-rotor interaction on coaxial rotors or propeller-
wing interaction on wing-mounted propellers. It is worth mentioning that the Peters-He theory
was only recently expanded to include mutual rotor interference effects [143]. In addition, several
research groups have made progress towards including the effects of wake distortion, the effect
of blockage due to surfaces, and the included the effect of swirl velocity. These refinements have
been documented in Ref. [205] with appropriate references.

2.4. Trim

In order to validate the rotor setup, a number of trimmed rotor simulations at different advance
ratios were conducted in this work. Active rotor investigations were carried out using a closed-
loop strategy, i.e., the rotor was trimmed to the same conditions as the baseline passive rotor for
comparison. To that end, the autopilot controller framework of Ref. [203], which has already been
implemented in Dymore [32](Page 112), was used. This control law determines the configuration
of the system in order to achieve given target outputs. It relies on identifying a Jacobian matrix,
which is a derivative of the input controls with respect to the output measurements/configuration.
In the current study, prescribed rotor forces and moments are used to achieve trim; alternately,
rotor thrust and minimized blade flapping are also commonly used for rotor wind tunnel studies.
Once the Jacobian is obtained, the control law drives the system to the desired state by propor-
tionally changing the output by driving the input quantities to their targets.

Time-periodic systems often benefit from the harmonic balance analysis that takes advantage of
the periodicity of the system response. In the case of a rotor these correspond to the deformed
blade motion and the structural dynamic loads. However, Dymore uses implicit time stepping in
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order to advance the simulation, so the periodicity in rotor dynamics was assumed after ensuring
that the difference in cycle-to-cycle response was minimized after the controller had sufficient
time to drive the system to the desired state. The rotor was then considered to be trimmed.

2.5. Model Description

This section describes the multibody construction of the different rotor/wing models used in the
current work. The ultimate goal of this work is to showcase the effect of active camber morphing
on rotor performance, hub vibrations and noise emissions. Therefore, an approach was adopted
whereby incrementally complex wing/rotor models were used to establish the validity of different
simulation sub-models that make up the entire analysis framework. These are described below.

2.5.1. Two-dimensional wings and finite span wings

Figure 2.5 shows the simple multibody model in Dymore used to simulate finite wings or two-
dimensional wing sections. The difference between the two types of models existed owing to the
nature of wing wake modeling and whether or not the tip loss parameter f was invoked. While
the wing was modeled as a flexible beam per se, idealized stiff structural properties were chosen
that rendered the wing rigid for the purposes of this simulation. This enabled the isolation of the
effect of aerodynamics modeling without the influence of structural dynamics. The wing aerody-
namics was modeled using a lifting-line representation and a number of airstations distributed
over its span. Figure 2.6 shows the distribution of airstations for the three different types of wings
constructed using the multibody model of Fig. 2.5. The airfoil sections of all wings studied, except
the morphing wing cases, comprised of the NACA0012 airfoil. Figure 2.7 shows the aerodynamic
characteristics that were employed for this purpose. These airfoil polars were provided together
with the Dymore source code and were not generated as part of the current work. The morphing
wing cases utilized the NACA23012 airfoil and the corresponding airfoil tables are discussed later
in Sec. 2.5.2.

zW yW

xW

zI
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yI

BW
AW

prescribed rotation

point

revolute joint

fixed attachment

parent-child frames

elastic beam

Figure 2.5.: Illustration of the multibody model of a wing used for the 2D and 3D steady and unsteady aero-
dynamics analyses. (Schematic inspired from Ref. [219])

40



(a) 2D wing model (b) Finite wing model (c) (Elliptical wing model

Figure 2.6.: Schematic showing the distribution of airstations on the different wing models.
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Figure 2.7.: Static airfoil polars of the NACA0012 airfoil used on the elliptic wing and pitching finite wing
models.
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2.5.2. Full-scale Bo 105 rotor

The Bo 105 rotor was chosen as the baseline rotor in order to investigate the potential of active
camber morphing towards performance improvement, as well as noise and vibration reduction.
One of the motivations for choosing this rotor was that hingeless rotors are especially suscepti-
ble to increased levels of vibratory loads. Ref. [65] summarizes the experimental measurements of
airfoil aerodynamic data necessary for rotorcraft airfoils tables-based analyses. In particular, mea-
surements corresponding to airfoil lift, drag, and moment coefficients are available for tabbed as
well as untabbed NACA23012 airfoils, among other airfoils used for rotary wing applications [259].
The full-scale Bo 105 rotor was used in this work. For this purpose, the isolated baseline rotor was
constructed using data provided by DLR in Ref. [277]. Ref. [259] is another resource that contains
a wealth of data needed to accurately model the Bo 105 rotor blade structural dynamics and con-
trol system kinematics. Additionally, information is available regarding airfoil 2D aerodynamic
characteristics for the NACA23012 airfoil for angle of attack α = [−180◦,180◦]. Minor differences
between the structural blade properties were identified between the data provided in Ref. [277]
and that available in Ref. [259], but the former source is used throughout this work.

Figure 2.8 shows a schematic of the multibody model of the Bo 105 rotor used in this work. For
simplicity, only the reference blade and the associated pitch link is shown. The Bo 105 model was
validated using measurement test data from the Bo 105 IBC rotor test campaign of Ref. [111]. The
rotor swashplate, static servo actuator links, scissor mechanism, etc., were represented but mod-
eled as rigid entities. The objective of representing the Bo 105 rotor model using such a detailed
setup was to accurately simulate the different load paths within the rotor head and control system.
Detailed information about the different frames represented in the schematic, as well as relevant
information related to the rotor setup is organized in Appendix A. Figure 2.9 shows the multibody
model in Dymore that was used to verify the structural model of the Bo 105 rotor blades by ob-
taining the blade vibration natural frequencies at different rotation angular velocities. The blade
was modeled as rigidly fixed at the root to a rigid non-rotating shaft, and the free end of the pitch
link was also rigidly fixed to the ground. Similar to the HART II setup detailed in the preceding
section, this entire assembly was subjected to an artificial centrifugal field using the concept of
‘rigid rotation’ in Dymore [32](Page 131). Eigenvalue analysis of the multibody setup at different
‘rotation’ rates yielded the blade natural frequencies and corresponding mode shapes. The blade
aerodynamics was resolved using 81 lifting-line collocation points distributed over the span of the
lifting surface of the blade ranging from r = 0.22–1.0 (see Fig 2.10). While the HART II rotor is a
scaled model of the Bo 105 rotor, one difference that stands out is that the zero twist section lies at
0.7R for the latter while it is at 0.75R for the former design.

Figure 2.11 shows the static airfoil polars of the NACA23012 airfoil used within the current study to
model full-scale Bo 105 rotor blade aerodynamics. This was part of the work carried out by Abdel-
moula and Rauleder in Ref. [16] and are presented here for completeness. A cursory comparison
of the airfoil characteristics of the HART II blade (Fig. 2.14) and the Bo 105 blade (Fig. 2.11) show
minor differences in the properties arising from the differences in the airfoil trailing-edge design
(HART II rotor blade has a tab) as well as the operating Reynolds numbers.
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Figure 2.8.: Illustration of the multibody dynamics model of the Bo 105 rotor (not to scale). Note that only
one blade is shown, but four blades are modeled.
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Figure 2.9.: Illustration of the multibody dynamics model of the Bo 105 rotor used for obtaining the blade
natural frequencies.

Figure 2.10.: Schematic showing the distribution of airstations on the Bo 105 rotor blade.
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Figure 2.11.: Static airfoil polars of the NACA23012 airfoil for the Bo 105 rotor blade.
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2.5.3. HART II rotor

The HART II rotor is a Mach and dynamically scaled Bo 105 rotor that was used to conduct experi-
mental tests using higher harmonic control. During an extensive measurement campaign in 2003,
the effect of HHC was investigated using data obtained from rotor blade loads, airloads, vibratory
loads, rotor wake, acoustics emissions, etc., [276]. These data from the HART II test campaign has
been extensively used by a number of researchers to verify and validate their rotor analysis codes;
examples include Refs. [256] and [257]. Ref. [10] maintains a full list of publications based on
the HART II measurement data. In the current work, only the baseline (i.e. passive) rotor setup
was simulated in order to validate the comprehensive analysis framework as well as the acoustic
analysis framework.

Figure 2.12(a) shows the multibody model of the HART II rotor used for investigations in the cur-
rent work. For simplicity, the schematic shows details corresponding only to the reference rotor
blade. Additionally, the rotor swashplate mechanism and the control system were not modeled
and instead direct harmonic control was prescribed using rotation control of the revolute joint
that forms the feathering bearing in the model. As is evident in the figure, a number of inertial
and non-inertial coordinate frames were defined with the origin of all the frames coincident at the
rotor hub center. The equilibrium equations of the entire system were formulated in the inertial
frame of reference I . Further details about the different reference frames and relevant rotor pa-
rameters needed are provided in Appendix B. Figure 2.12(b) shows the multibody model that was
used to verify the structural model of the HART II rotor blades by obtaining the blade vibration
natural frequencies at different rotation angular velocities. The blade was modeled as rigidly fixed
on one end and was subjected to an artificial centrifugal field using the concept of ‘rigid rotation’
in Dymore [32](Page 131). Eigenvalue analysis of the multibody setup at different ‘rotation’ rates
yielded the blade natural frequencies and corresponding mode shapes. The HART II rotor blades
are rectangular and have a modified NACA23012 airfoil (with tab). There are 81 airstations placed
along the span of the lifting surface of the blade ranging from r = 0.22–1.0. Figure 2.13 schemati-
cally shows their distribution.

Figure 2.14 shows the coefficients of lift Cl , drag Cd , and moment Cm used in airfoil tables in order
to evaluate the blade airloads. These airfoil data are publicly available from the DLR website [7].
Ref. [165]3 highlights the minor differences in airfoil tables across the different research organi-
zations involved in the HART II test campaign. The differences were largely in the airfoil moment
coefficient values and had a negligible effect on the prediction of blade section lift but led to minor
differences in the prediction of blade section moments. Figures 2.14(a)–(c) show airfoil Cl , Cd and
Cm over a narrow range of angle of attack which blade sections over the entire rotor predominantly
experience. Airfoil coefficients over the entire angle of attack range of [−180◦,180◦] are shown in
Fig. 2.14(d)–(f). It is likely that Fig. 2.14(a)–(c) were obtained using two-dimensional CFD simula-
tions and then extended using semi-empirical relations in Fig. 2.14(d)–(f) but this information is
not provided in Ref. [7].

3Obtained via private communication with the author
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Figure 2.12.: Illustration of the multibody dynamics models of the HART II rotor (not to scale). Note that
only one blade is shown in (a) but four blades are modeled.

Figure 2.13.: Illustration of the distribution of airstations on the HART II rotor blade.
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Figure 2.14.: Static airfoil polars of the NACA23012(tab) airfoil used on the HART II rotor blades. Based on
data available on the DLR repository [8].
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2.5.4. UT Austin rotors

Coaxial rotors have recently been the subject of a number of investigations towards their perfor-
mance and vibrations characteristics. This was in part motivated by the proposition from Sikorsky
of a coaxial contra-rotating rotor design as part of the future vertical lift initiative (FVL) within
the US Army [12, 11]. Coaxial contra-rotating rotors have also been sought by eVTOL industry
in pursuit of improved rotor efficiency for future urban air mobility aircraft [36]. However, they
tend to suffer from high harmonic vibratory loads occurring at the blade passage frequency due
to interaction between the blades of the two rotors involved. These have been documented in, for
example, Ref. [268].

The benefit of the Dymore+VPM simulation framework is accentuated in the context of a multi-
rotor design since the VPM formulation naturally lends itself to assessing rotor-rotor wake inter-
actions. No additional changes are required to the simulation framework on the VPM side since it
considers the entire wake vorticity in the simulation domain as a single entity. This is not the case
with the Peters-He inflow model where a renewed formulation is needed to account for rotor-rotor
effect [91][142]. This section provides details into the setup of a single rotor and a coaxial rotor sys-
tem, henceforth referred to as the ‘UT Austin rotor’. The objective of simulating this rotor system
is to serve the dual purpose of demonstrating the flexible utility of VPM to model multi-rotor sys-
tems as well as the potential of the FishBAC mechanism to reduce blade passage vibratory loads
on the coaxial countra-rotating rotor. The single-rotor configuration is only used for validation
purposes.

Figure 2.15 shows the multibody model of the coaxial design of the UT Austin rotor used for in-
vestigations in the current work. For single rotor analysis, only the upper rotor (rotor 1) is used.
While the multibody model construction had little variation across the isolated and coaxial contra-
rotating (ccr) rotors, the rotor radii varied slightly across the designs. The relevant model param-
eters are summarized in Appendix C for the different designs along with the different reference
frames that make up the multibody model. Table C.2 details the frame definitions used for the
multibody model construction, while Table C.1 summarizes the rotor parameters of the test se-
tups of the single rotor and the ccr rotor. These model parameters were obtained from Refs. [269]
and [113]. Again, for simplicity, the schematic of Fig. 2.15 shows details corresponding only to the
reference rotor blade in each rotor. The rotor model construction is similar to the multibody model
for the HART II rotor used in this work and detailed in Sec. 2.5.3. The rotor swashplate mechanism
and the control system were not modeled, and instead, direct harmonic control was prescribed
using rotation control of the revolute joint that forms the feathering bearing in the model. The ro-
tor itself is modeled as rigid. The blades have been modeled with sufficiently high stiffness values
so that they can be considered as effectively rigid.

The UT Austin rotor blades are rectangular and have a VR-12 airfoil with tab [230](Page 129). To
model the blade aerodynamics, 55 airstations were placed along the span of the lifting surface of
the blade (see Fig. 2.16). Figure 2.17 shows the coefficients of lift Cl , drag Cd , and moment Cm

used in airfoil tables in order to evaluate the blade aerodynamic loads. These airfoil data are taken
from Ref. [230], and the data used are shown in their entirety for the sake of completeness.
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Figure 2.15.: Illustration of the multibody model of the UT Austin coaxial rotor model.

Figure 2.16.: Schematic of the distribution of airstations on rotor blade used to model UT Austin single rotor
and coaxial rotor system.

50



−15◦ −10◦ −5◦ 0◦ 5◦ 10◦ 15◦ 20◦

α

−1.0

−0.5

0.0

0.5

1.0

1.5

C
l

M

0.1

0.2

0.3

0.4

0.5

(a) Lift coefficient

−10◦ 0◦ 10◦ 20◦

α

0.0

0.1

0.2

0.3

0.4

C
d

(b) Drag coefficient

−10◦ 0◦ 10◦ 20◦

α

−0.2

−0.1

0.0

0.1

0.2

C
m

(c) Moment coefficient

−180◦ −90◦ 0◦ 90◦ 180◦

α

−1

0

1

C
l

(d) Lift coefficient

−180◦ −90◦ 0◦ 90◦ 180◦

α

0

1

2

C
d

(e) Drag coefficient

−180◦ −90◦ 0◦ 90◦ 180◦

α

−0.5

0.0

0.5

C
m

(f ) Moment coefficient

Figure 2.17.: Static airfoil polars of the VR12 airfoil for the UT Austin rotor blade (obtained from Ref. [230]).

2.5.5. Active FishBAC rotors

Rotor aeromechanics analysis, with an active camber morphing mechanism installed, forms one
of the core investigative aspects of this work. For this purpose, the Fish Bone Active Camber (Fish-
BAC) concept of Ref. [288] was modeled. In order to conduct active rotor investigations with the
full-scale Bo 105 rotor, the same setup as the Bo 105 rotor was used with the difference that airfoil
tables were represented as ‘compound’ airfoil tables in Dymore [3]. This definition was used only
for radial location extending from r = 0.5–0.9, which defined the location of the active camber
morphing section, as shown in Fig. 2.18. A compound airfoil table is a three-dimensional matrix
obtained by combining multiple two-dimensional matrices of airfoil tables at various degrees of
camber morphing. As shown in Fig. 2.19, an equivalent deflection angle δ was identified for the
trailing-edge tip of the airfoil in order to denote the extent of camber morphing due to FishBAC
actuation. The different two-dimensional matrices of airfoil tables making up the compound table
were obtained at trailing-edge deflection angles δ= [−9◦,13.5◦].
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Figure 2.18.: Illustration of the active camber morphing section modeled on the Bo 105 rotor blade.
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Figure 2.19.: Airfoil profiles obtained for different degrees of FishBAC camber morphing. Adopted, with
permission, from Ref. [141].

Based on studies conducted using TEFs, this range of deflections was deemed sufficient to iden-
tify the influence of camber morphing on rotor power, vibrations, and noise. In addition, a time
function definition [32](Page 238) was attached to the lifting-line definition for denoting the time
variation of deflection angle. Together with the compound airfoil tables, the instantaneous mor-
phing angle was responsible for obtaining the quasi-steady aerodynamic loads of all the airstations
of the active rotor. The unsteady aerodynamic effects were modeled using the Peters 2D unsteady
aerodynamics theory and the Peters-He inflow model. For simplicity, the aft 25%c of the blade
section was modeled as linear rigid segment, similar to a trailing-edge flap, in order to calculate
the unsteady aerodynamic effects.

Two-dimensional fluid-structure interaction studies conducted in Refs. [289] and [301] using XFoil
and CFD, respectively, emphasize some of the practical issues associated with flexure of the mor-
phing section. Additionally, it is likely that the structural properties in the active blade region,
where the camber morphing mechanism is embedded, would be different from the baseline ro-
tor properties. However, in the current study the blade structural properties of the baseline rotor
are used without modification even for the active rotor analysis. Only the aerodynamic effects of
the active camber mechanism are modeled, and the FishBAC section elastic dynamics are not ac-
counted for. Design challenges such as the operation of the active mechanism in high centrifugal
and dynamic loading conditions, friction at the hinges, the effect of the structural properties on
the dynamics of the morphing section, etc., are beyond the scope of this work.
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3. Vortex Particle Method

According to Ref. [163], the following quantities are critical to accurately model rotor wake—blade
motion, blade loading, and the convection of vortices in the wake without numerical dissipation.
Chapter 2 already provides sufficient details about the basic comprehensive analysis framework
used in the current study. The structural dynamics and the blade aerodynamics models were al-
ready provided in sufficient detail in Secs. 2.1 and 2.2, respectively. In order to better capture the
high-frequency unsteady airloads acting on the rotor blade, there is scope to improve the simula-
tion capabilities of the framework of Chap. 2. This chapter details the steps adopted towards that
goal.

Dynamic inflow models, and in particular the Peters-He model detailed in Sec. 2.3.1, are capa-
ble of predicting the induced flow velocity on and off the rotor reasonably well in both steady
state and transient maneuvers. However, the assumption of irrotational flow inherent in potential
flow theory, which these models are based on, makes the inflow model inaccurate when the effect
of vorticity is pronounced. This can happen, for example, when the tip vortex from a preceding
blade passes close to the following blade. Besides, rotational flow (or vortical flow) is the funda-
mental fluid phenomenon that is responsible for induced velocity in the case of lift-generating
finite wings. This was postulated by Lanchester-Prandtl and later confirmed via careful wind tun-
nel experiments [53][76]. It has stood the test of time and forms the basis of the inner and outer
problem strategy adopted in order to solve three-dimensional wing flow problems in a computa-
tionally efficient manner. For µ< 0.2, it is critical for the rotor wake model to be able to simulate
the effect of the trailing and shed vorticity since strong blade-vortex interactions are likely in this
flight regime [125]. Additionally, lightweight construction and high aspect ratio of the blades lead
to highly flexible structures. Low-fidelity dynamic inflow models are limited in their ability to ac-
curately capture the resultant complex fluid-structure interactions. For this purpose, an improved
wake modeling framework using the vortex particle method (VPM) is proposed in this chapter in
order to accurately solve for the unsteady induced inflow velocity at the rotor blades.

Unlike Eulerian grid-based analyses, such as traditionally used URANS simulations in CFD/CSD
coupled rotor investigations, VPM is Lagrangian in character. This makes this method particularly
useful because computational resources can be utilized only in regions of high vorticity instead of
solving flow field equations over an entire grid. Since the formulation is based on incompressible
flows, a solution of the flow field vorticity directly yields the corresponding velocity field at any
point in the region of interest—both on and off rotor blades. Vortex-induced velocity at the rotor
disk is needed for LL-based blade aerodynamics solutions to obtain the effective section angle of
attack. It might also be required in regions in the rotor wake, for example, surfaces surrounding
the rotor, in order to account for interference effects. The vortex particle-based methodology has
recently gained traction as an alternative to grid-based CFD techniques and was used to study



coaxial rotor systems [251] as well as rotor wake interference due to the presence of boundaries
[97].

The focus of this chapter is to describe the VPM solver used in the current study to evaluate rotor
wake-induced velocity. For this purpose, the theoretical formulation of the solver is detailed in Sec.
3.1. Essentially, this includes equations that describe the evolution of vorticity in the wake. Section
3.2 documents a number of diagnostic quantities. The evolution of these reference quantities in
time is used to verify the model implementation and confirm the veracity of assumptions made.
Section 3.5 briefly mentions techniques adopted in order to speed-up computations within the
VPM solver. Section 3.3 describes the vortex ring analytical test cases used in order to verify the
overall implementation of the solver. The theoretical formulation of the vortex particle method,
the diagnostics, and the verification test cases have been adopted from Refs. [286], [285] and [253].
The VPM framework itself is largely built using the formulation presented in Ref. [253], which in
turn is based on the formulation presented in Refs. [285] and [286]. Ref. [253] proposed new
analytical expressions for vortex particle interaction with rotor blades and made corrections to
typos in the original publications. Continuing in that spirit, the fundamental equations needed to
construct the model are detailed in this chapter for the sake of completeness and with the objective
of further correcting typos/errors that were present in the aforementioned original works.

3.1. Formulation

Ref. [139](Chapter 1) provides a concise modern review of the origins and the development of vor-
tex methods with a particular focus on vortex particle methods. In the current study, the unsteady
wake is modeled using the equations detailed in Refs. [253] and [285]. The most relevant elements
of the formulation are detailed in this section for the sake of completeness and accuracy. VPM
solves the momentum equation of the incompressible Navier-Stokes equations (Eq. 3.1). For this,
it uses the vorticity formulation of Eq. 3.2 where the pressure variable has been eliminated by tak-
ing the curl of Eq. 3.1. An alternative formulation includes an additional term on the RHS of Eq. 3.2
representing the sub-grid scale model for large-eddy simulations using the particle method [56].
The issue of the validity of the VPM solution in the presence of a no-slip boundary has been raised
in Ref. [139], but this does not concern the current work since only unbounded wake problems
were investigated.

ρ
∂v

∂t
+ (v .∇)v =−∇p +µ∇2v (3.1)

∂ω

∂t
+ (v ·∇)ω−ω ·∇v = ν∇2ω (3.2)

Refs. [139](Section 2.5) and [63](Appendix A) describe the mathematical basis of discretizing a
function, which is the vorticity field distribution in the current context, using particles. The funda-
mental idea revolves around using the Dirac delta distribution and appropriate weights to sample
any given function over a domain—
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ω(x, t ) ≈∑
p
αp (t )δ

(|x−xp (t )|) (3.3)

where, ∫
ω(x, t )dV ≈∑

p
αp (t ) (3.4)

αp corresponds to the strength of the particles and is given by the vorticity vector at a given loca-
tion xp multiplied by the volume V associated with that particle. The volume, and by extension,
the particle strength, is therefore based on the discretization scheme of the flow field. Based on Eq.
3.4, the total vorticity in a given volume domain is simply the sum of the strength of all particles in
that domain. In order to avoid large unphysical induced velocities when two particles get close to
each other, the standard practice involves ‘mollifying’ the Dirac delta function-based singular vor-
ticity field using a smooth cutoff function ζ and corresponding cutoff radius or ‘smoothing’ radius
σ. The mollified or regularized vorticity fieldωσ, as it is often referred to in literature, is given by

ω(x, t ) ≈ωσ(x, t ) = ζσ∗ω(x, t )

=∑
p
αp (t )ζσ

(|x−xp (t )|) (3.5)

ζσ(|x|) = 1

σ3 ζ

( |x|
σ

)
= 1

σ3 ζ
(
ρ
) (3.6)

According to Ref. [63](Section 2.2), the efficiency of the vortex methods is contingent on the choice
of regularization function ζσ and the initialization of particle strength and position. For the pur-
poses of the current investigation, the choice of regularization functions was based on the sug-
gestions in Ref. [285]. The Gaussian kernel was used for Dymore+VPM coupled analysis while the
higher-order algebraic kernel was used to verify the VPM model. The particle initialization scheme
is discussed later in Sec. 3.4.

3.1.1. Vortex particle evolution

The evolution of the vortex particles occurs with inter-particle interactions that lead to change in
particle strengthsαpi , as well as change in position xp due to velocity induced in accordance with
the Biot-Savart law. Accordingly, the evolution equations can be written as follows—

dxpi j

dt
= Kσ×αp j (3.7)

dxpi j

dt
= vσ

(
xpi

)
(3.8)

xpi j = xpi −xp j (3.9)
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Here, Kσ is the Biot-Savart kernel used to obtain induced velocity due to a regularized particle. The
total induced velocity on a given particle vσ

(
xpi

)
due to the regularized vorticity field and the rates

of change in vortex particle strengths are given using Eq. 3.10 and Eqs. 3.11-3.13, respectively. In
Eq. 3.10, the self-induction by a vortex particle has been discounted, and the effect of all particles
Np in the simulation domain is included. The change in vortex particle strength occurs as a con-
sequence of the process of viscous diffusion and vortex stretching. Viscous diffusion is modeled
using the Particle Strength Exchange (PSE) scheme, and vortex stretching is modeled using the
transpose scheme. For more details, Ref. [286] can be consulted. ησ, qσ, and Fσ are the different
kernel functions that depend on the choice of the regularization function ζ and are detailed in the
following section.

vσ
(
xpi

)= Np∑
j=1
i ̸= j

Kσ

(
xpi j

)×αp j (3.10)

dαpi

dt
=

(
dαpi

dt

)
viscous

diffusion

+
(

dαpi

dt

)
vortex stretching

(3.11)

(
dαpi

dt

)
viscous

diffusion

= ν∇2 (
V ωσi

)= 2ν

σ2

Np∑
j=1

(
Vpiαp j −Vp jαpi

)
ησ

(|xpi j |
)

(3.12)

(
dαpi

dt

)
vortex stretching

=
Np∑
j=1

[
qσ

(|xpi j |
)

x3
pi j

(
αpi ×αp j

)+{
xpi j ·

(
αpi ×αp j

)}
xpi j Fσ

(|xpi j |
)]

(3.13)

3.1.2. Regularization functions

From Sec. 3.1.1, the different kernel functions involved in Eqs. 3.7-3.13 are related to the cutoff
function ζ, or the corresponding regularization function ζσ. The choice of ζ governs the stability
and convergence properties of the vorticity field simulation [286]. The relevant kernels are related
by the following relationships—

− 1

ρ

d

dρ
ζ(ρ) = η(ρ) (3.14)

ησ(|x|) = η(|x|/σ)/σ3 (3.15)

1

ρ2

d

dρ
q(ρ) = ζ(ρ) (3.16)

qσ(|x|) = q(ρ) (3.17)

Kσ(x) = qσ(x)

|x|3 (3.18)

Fσ(|x|) = 1

|x|
∂

∂s

(
qσ(|x|)
|x|3

)
= 1

s2

[
ζσ(|x|)−3

qσ(|x|)
|x|3

]
(3.19)
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Based on the type of function used to represent the smooth cutoff function for the particle-based
discretization of the vorticity field, the aforementioned kernels can take different forms as shown
in Table 3.1. Here, the regularization functions are based on those proposed in Ref. [285] for their
good convergence properties. The high order algebraic (HOA) kernels are used for verification
of the methodology in the following sections, while the Gaussian kernels are used for the cou-
pled Dymore+VPM analysis. This is done because HOA kernels allow closed-form solutions of the
diagnostics, discussed in the following section, that need to be evaluated in order to verify the
simulation setup. Such verification cannot be carried out using the Gaussian kernels since the
corresponding diagnostics expressions cannot be obtained in a closed analytical form. However,
the Gaussian smoothing function is used in the rest of this work due to their good convergence
properties, as stated in Ref. [286].

Higher-order algebraic (HOA) Gaussian

ζ(ρ) = 15
8π

1

(ρ2+1)7/2 ζ(|x|) = 1
(2π)3/2 e−|x|

2/2

ζσ(|x|) = 15
8π

σ4

(|x|2+σ2)7/2 ζσ(|x|) = 1
(2π)3/2σ3 e−|x|

2/2σ2

ησ(|x|) == 105
8π

σ6

(|x|2+σ2)9/2 ησ(|x|) = 1
(2π)3/2σ3 e−|x|

2/2σ2

qσ(|x|) = |x|3
4π

(
|x|2+ 5σ2

2

)
(|x|2+σ2)5/2 qσ(|x|) = 1

4π erf
( |x|p

2σ

)
− |x|

(2π)3/2σ
e−|x|

2/2σ2

Table 3.1.: Different kernel expressions based on the high order algebraic and the Gaussian smooth cutoff
functions.

To summarize, the VPM formulation solves Eqs 3.8 and 3.11 using the regularization functions
from Table 3.1. The next section lays down the expressions for diagnostic or invariant quantities
that can help verify the correctness of the VPM solver.

3.2. Conservation Laws

Simple analytical test cases are desired where the results of the test case are known exactly so
that comparison with the VPM prediction can be used to verify the latter. The following section
describes the analytical test case of vortex rings as well as the relevant diagnostic quantities of in-
terest. A number of diagnostic quantities or invariants or conserved quantities, as they are called,
from Ref. [286] are used to verify the VPM model setup: I - linear impulse;Ω - total vorticity; A - an-
gular impulse; Hσ - semi-regularized helicity; Eσ and Eσ f - semi-regularized and divergence-free
kinetic energy, respectively; Eσ and Eσ f - semi-regularized and divergence-free enstrophy, respec-
tively. These are detailed in the following expressions below for the sake of completeness. Note
that both Refs. [286] and [253]1 contained typos in the expression for Eσ and this has also been
addressed below; this expression is also correctly stated in Ref. [270]. These diagnostic quantities
are classified into linear and quadratic diagnostics based on whether the diagnostics have a linear

1Confirmed via private communication with the author
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dependence on the particle strength αp , i.e. I,Ω, A, Hσ, or a quadratic dependence, i.e. Eσ, Eσ f ,
Eσ, Eσ f .

I = 1

2

Np∑
i=1

(
xpi ×αpi

)
(3.20)

Ω=
Np∑
i=1
αpi (3.21)

A = 1

3

Np∑
i=1

xpi ×
(
xpi ×αpi

)
(3.22)

Hσ =
∫

(ω ·vσ)dV =
Np∑

i , j=1

qσ
(
xpi j

)
|xpi j |3

[
xpi j ·

(
αpi ×αp j

)]
(3.23)

Eσ = 1

2

∫
(v ·vσ)dV

= 1

16π

Np∑
i , j=1

(|xpi j |2 +2σ2
)
αpi ·αp j +

(
xpi j ·αpi

)(
xpi j ·αp j

)
(
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Eσ f =
1

2

∫
ψσ ·ωdx

= 1

2

Np∑
i , j=1

Gσ

(
xpi −xp j

)
αpi ·αp j

= 1

8π

Np∑
i , j=1

(∣∣xpi −xp j

∣∣2 + 3
2σ

2
)

(∣∣xpi −xp j

∣∣2 +σ2
) 3

2

αpi ·αp j .

(3.25)
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∫
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8π

Np∑
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3.3. Verification

In order to verify the VPM solver set up using the governing equations in Sec. 3.1, model vor-
tex rings based on Eq 3.28 were used. The corresponding discretization parameters used for the
particle simulation of the vortex rings are given in Table 3.2. These simulation parameters were
adopted from Ref. [286] and are detailed here for completeness.

ω(x,0) =ω(r,θ,0)êϕ = Γ

2πσ2
R

(
1+ r

R
cosθ

)
e−r 2/2σ2

R êϕ (3.28)

Parameter
Isolated

vortex ring

Vortex ring radius, R 1.0

Circulation, Γ 1.0

Ring core radius, rc 0.35

Ring layer half-width, rl [0.03889,0.03182,0.02692]

Azimuthal discretization, nφ [80,100,117]

Azimuthal discretization, ∆φ [4.50◦,3.60◦,3.08◦]

Number of layer, nc [4,5,6]

Time step, ∆t 0.025

Kinematic viscosity, ν 2.50×10−3

Table 3.2.: Vortex ring parameters used to verify the VPM solver setup.

Figure 3.1 shows the analytical vortex ring of Eq. 3.28 modeled using VPM. The discretization
strategy adopted is the same as suggested in Ref. [286]. The number of particles in each layer
is 8n, where n is the order of the layer, as shown in the figure, with a single particle forming the
innermost layer. The entire vortex ring is represented using a number of cross-section layers and
azimuthal layers; Fig. 3.1(a) shows two such azimuthal layers along with a pop-up showing the
cross-section details. Three different discretizations of vortex rings were studied to verify the VPM
implementation. The discretized rings are denoted using the number of cross-section layers they
have and the number of azimuthal layers used. For example, the vortex ring with the coarsest
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discretization in Table 3.3 with nc = 4 and ∆φ = 4.5◦ is written as ‘4by80’. Figure 3.1(b) shows the
complete discretized 4by80 vortex ring.

Using the discretization scheme illustrated in Fig. 3.1, the vortex ring of Eq. 3.28 was simulated
with the VPM solver set up using the equations laid down in Sec. 3.1. The different diagnostic
quantities from Sec. 3.2 were evaluated at each time step of the simulation, including the ini-
tial time step t = 0. The results at the initial time step are available from a number of studies in
literature—Refs. [286], [253] and [270]. They are compiled together in Table 3.3 and compared to
the results from the current study. The minor differences in the results across the different stud-
ies can be attributed to the different initialization processes adopted to allocate particle strengths.
The current study used the same scheme as that adopted in Ref. [253]. The evolution of the di-
agnostic quantities over time is compared with the corresponding data available from Refs. [286]
and [270]. Figure 3.2 compares the self-induced velocity of the 4by80 and 5by100 vortex rings.
Figures 3.3 and 3.4 compare the linear flow field diagnostics and the quadratic flow field diagnos-
tics, respectively. Based on the results presented in Table 3.3 and Figs. 3.2–3.4, the current VPM
formulation stands verified.

Layers nc ∆φ σ [m] Diagnostic Current Study Ref. [286] Ref. [253] Ref. [270]

4 4.50◦ 0.1 |I| 3.1655 3.2139 3.1654 3.1654

Eσ f 1.0168 1.0476 1.0167 1.0167

Eσ 1.0167 1.0475 1.0166 1.0166

Eσ f 60.4148 62.3842 60.4121 60.4120

Eσ 61.4135 61.3464 61.4109 61.4108

Vc 0.2601 0.2660 0.2496 0.2495

dEσ/dt -0.1223 -0.1276 -0.1496 -0.1235

5 3.60◦ 0.084 |I| 3.1785 3.2154 3.1785 3.1731

Eσ f 1.0137 1.0365 1.0136 1.0103

Eσ 1.0137 1.0364 1.0136 1.0103

Eσ f 57.6523 58.9907 57.6503 57.5490

Eσ 58.3194 58.3052 58.3174 58.3068

Vc 0.2627 0.2660 0.2510 0.2505

dEσ/dt -0.1225 -0.1268 -0.1526 -0.1234

6 3.08◦ 0.073 |I| 3.1865 3.2184 3.1864 3.1731

Eσ f 1.0121 1.0314 1.0121 1.0103

Eσ 1.0121 1.0314 1.0121 1.0103

Eσ f 56.0832 57.1632 56.0819 57.5490

Eσ 56.6203 56.6137 56.619 58.3068

Vc 0.2632 0.2662 0.2519 0.2505

dEσ/dt -0.1230 -0.1268 -0.1534 -0.1234

Table 3.3.: Comparison of diagnostic quantities for different vortex ring discretizations (see Table 3.2) across
different studies from the literature.
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(a) Discretization details of a three-layer vortex ring.

(b) Fully discretized 4by80 vortex ring. Inset shows particles with strength vectors.

Figure 3.1.: Discretization of vortex rings using vortex particles.
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(b) 5by100 vortex ring

Figure 3.2.: Comparison of predicted centroid convection velocity for different vortex ring discretizations
using the current implementation and results available in Ref. [286](Winckelmans).
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(e) Centroid convection velocity

Figure 3.3.: Comparison of predicted linear diagnostics and convection velocity of 6by117 vortex ring versus
results from Ref. [270](Valentin et al.) and, where available, Ref. [286](Winckelmans).
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(c) Normalised Kinetic Energy
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(d) Normalised Kinetic Energy (div-free)
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Figure 3.4.: Comparison of predicted quadratic flow field diagnostics and convection velocity of 6by117 vor-
tex ring versus results from Ref. [270](Valentin et al.) and, where available, Ref. [286](Winckel-
mans).
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3.4. Coupling with Comprehensive Analysis Solver

The verified VPM formulation detailed above was coupled to the comprehensive analysis code
Dymore by replacing the inflow analysis module of Peters-He in Dymore with the VPM solver.
That way, the blade aerodynamics analysis using lifting-line and airfoil tables is carried out using
the internal aerodynamics of Dymore, while the wake system is solved using VPM. The equations
governing the evolution and transport of the particles were already stated in Sec. 3.1 in sufficient
detail. At each time step of the simulation, the inflow velocity induced by all the particles in the
wake at a given airstation, or collocation point, can be obtained using Eq. 3.10 and using xpi =
xasti . This section deals with the initialization process implemented at the interface of Dymore
and VPM, which led to birth of the particles at specific positions with prescribed strength.

As detailed in Sec. 2.2, the blade aerodynamics model in Dymore uses the lifting-line theory. Each
blade section cross-section has an airstation defined at its quarter-chord location with a single
bound vortex. Based on the wing kinematics and flow field conditions, the section angle of attack
is obtained using flow conditions at these airstations. Thereafter, the blade aerodynamic forces
and moments are evaluated using the data provided by airfoil tables. However, it is the aero-
dynamic lift L′ that is of interest for wake modeling since it is related to the bound circulation
Γ at each airstation via Eq. 3.29. The generation of rotationality or fluid vorticity is governed by
Kelvin’s theorem of irrotationality [235](Section 2.11) and Helmholtz’s theorems [235](Section 4.3).
The former relates the time rate of change of bound circulation to the vorticity introduced in the
flow field, and the latter dictates the spatial variation of vorticity in the case of finite wings. Ref.
[6](Chapter ‘Review’) provides a more detailed description of the two theories and how they ap-
ply to airfoils and finite wings. Overall, the rate of vorticity generation at each airstation can be
obtained using Eq. 3.30 and can be ascribed to each particle.

L′ = ρV∞Γ (3.29)

ω= −dΓ

d t︸ ︷︷ ︸
Kelvin’s theory

+ v∇·Γ︸ ︷︷ ︸
Prandtl’s circulation theory

(3.30)

Since the airstations can be arbitrarily defined during model construction, an interpolation scheme
was adopted so that particles were released not behind each airstation but rather uniformly across
the span of the lifting-line. This was required in order to satisfy the requirement of uniform over-
lap of particles [286][253]. In order to separate the spatial and temporal dependence of the vortex
particles, a new scheme was implemented to ensure that at the birth of the particles, the overlap
remains constant irrespective of their spatial resolution or the time step size of the simulation.
Figure 3.5 shows that this discretization was achieved not by placing particles between the current
and the past trailing-edge positions, but rather the interpolated trailing-edge positions T Ek (tn) at
the current time step and the position of the last particle that was generated from that trailing-edge
point. New particles were then linearly added until the distance between T Ek (tn) and the latest
particle became less than hres–where hres is the resolution parameter used to denote the distance
between centroids of two neighboring particles at the time of their birth. Different studies tend
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to use different approaches for the generation of particles; for example, in Ref. [253] vortex parti-
cles representing trailing vorticity were generated at the trailing-edge between the wing tips at a
separation of 2hres and particle representing shed vortices were placed in between them, thereby
bringing the overall wake resolution to hres. In the current study, the shed and trailing vorticity
were ascribed to a single particle by vectorially adding the two vorticities. In case only trailing
vorticity or only shed vorticity needs to be modeled, the number of particles stays constant for
a given wake resolution hres. Note that this strategy of initializing the vortex particles is similar
to that proposed in Ref. [271] but was devised independently. In the current work, the particle
smoothing radius was chosen such that the overlap ratio was σ/hres = 1.3.

Figure 3.5.: Illustration of the initialization of position and strength of particles for modeling trailing and
shed vorticity.

The explicit time step coupling between Dymore and the VPM solver was established such that
the exchange of information occurred at each time step. Any number of lifting-lines and corre-
sponding airstations could be defined within the Dymore standalone model. For the purposes of
coupling with VPM, the airstation positions were augmented with additional position informa-
tion at the corresponding blade section from where vortex particles can originated. In the case
of static analysis, the latter location corresponds to the lifting-line itself. In the case of unsteady
aerodynamics analysis using the Peters unsteady model, it corresponds to the trailing-edge loca-
tion of the wing/blade sections. This information was needed in order to solve for the instanta-
neous blade/wing trailing-edge positions accounting for an elastic deformation and blade/wing
motion. Corresponding to each airstation, the following quantities were passed to the VPM solver
so that interpolated results could be obtained at any given spanwise location—bound circulation,
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trailing-edge position, far field oncoming flow velocity, and the wing/blade section span in or-
der to carry out interpolation. All the passed information was evaluated in the inertial frame of
reference. In turn, the wake solver returned the induced flow velocity due to all the particles in
the wake, which were also evaluated in the inertial frame of reference at each airstation location.
Instead of using file I/O, direct communication between the server (i.e., where the VPM solver
runs) and the client machine (i.e., where Dymore runs) was established using transmission con-
trol protocol-based (TCP) sockets. The data that was set up to be exchanged was of modest size;
only a few kilobytes were exchanged at each time step. However, the benefit of a TCP connection
is that the two solvers can be made to run on different machines, and if they are connected via the
internet, the coupled simulation could progress seamlessly. As detailed in Sec. 2.4, the rotor/wing
simulations were run until the transient response phase was over. This was identified by ensur-
ing that the cycle-to-cycle response variations were minimized. Figure 3.6 illustrates the overall
Dymore-VPM analysis framework. It is worth noting that particles were convected with the mean
flow velocity V∞ after the induced velocity evaluation step; otherwise, an incorrect (lower) value
of Vind was obtained. The inability to correctly predict the induced velocity for the static elliptical
wing case in Ref. [154] by the author was later found to be due to interchange of these two steps in
that study.

Read and check input files

Dymore VPM

Particles creation

Construct model

Destroy model

Blade aerodynamics

Inflow

Solve system matrix

System time integration loop

Particle-particle interaction

Particle convection with         

      Evaluate         at airstations     

Destroy model

Figure 3.6.: Flow chart indicating the flow of information in the coupled Dymore+VPM analysis framework.
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3.4.1. Bound vorticity-based induced velocity

One component of vorticity in the entire flow field that is not modeled using particles is the bound
vorticity. This can have a non-negligible effect on the overall induced velocity at a given particle
or another blade element when the bound vortex element, i.e., the blade section in question, is
in close proximity. So, the effect of bound vortex elements is separately accounted for, as detailed
below.

The Biot-Savart law relates the velocity induced by an elemental vortex tube at a given point in
the fluid domain to the vorticity strength, as given in Eq. 3.31. The derivation of this expression
can be referred from Ref. [235](Page 142). The velocity induced due to a finite vortex segment
at a location of interest r can be derived to be given by Eq. 3.32. In the context of the current
modeling strategy in Dymore, the bound circulation was known at the airstations and assumed to
vary linearly across the lifting-line segments connecting the closest pairs of airstations. Figure 3.7
schematically illustrates the different relevant parameters involved in Eqs. 3.33–3.42, which were
used to obtain the total induced velocity given by Eq. 3.43.

dVind = Γ

4πh2 sinθd s (3.31)

Vind = Γ

4π |Si − r | (cosαi +cosβi ) (3.32)

X

Z

Y

rasti+1

≈

rasti

x

x
rαi

Si

βi

Figure 3.7.: Illustration of the velocity induced by the bound circulation around a wing segment, which is
modeled as a lifting-line element, on a particle located at r .
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Si = rast1 +d
(
rasti+1 − rasti

)
(3.33)

(
rasti+1 − rasti

) · (r −Si ) = 0

Si ·
(
rasti+1 − rasti

)= r
(
rasti+1 − rasti

)[
rasti +d

(
rasti+1 − rasti

)] · (rasti+1 − rasti

)= r · (rasti+1 − rasti

)
⇒ d =

(
r − rasti

) · (rasti+1 − rasti

)∣∣rasti+1 − rasti

∣∣2

(3.34)

li = rasti+1 − rasti (3.35)

l̂i = li

|li |
(3.36)

si = r −Si (3.37)

si = |si |
ŝi = si

si

(3.38)

γ0
i =

Γi
∣∣rasti+1 −Si

∣∣+Γi+1
∣∣Si − rasti

∣∣
l 2

i

(3.39)

γ1
i =

Γasti+1 −Γasti

li
(3.40)

αi = cos−1−
(
r − rasti+1

) · (rasti+1 − rasti

)∣∣r − rasti+1

∣∣ ∣∣rasti − rasti+1

∣∣ (3.41)

βi = cos−1

(
r − rasti

) · (rasti+1 − rasti

)∣∣r − rasti

∣∣ ∣∣rasti − rasti+1

∣∣ (3.42)

Where i represents a blade element based on the spanwise discretization of the blade. The total
induced velocity experienced by each particle due to all the elements combined can then be writ-
ten as given in Eq. 3.43. Here, nspan is the number of spanwise segments on a given blade which
is one less than the number of airstations. The induced velocity due to the bound vortex effect of
the other blade panels can be obtained using this expression by replacing r = rasti .

Vind(r ) =∑
Nb

nspan∑
i=0

l̂i × ŝi

4πsi

[
liγ

0
i

(
cosβi +cosαi

)+ siγ
1
i

(
sinβi − sinαi

)]
(3.43)
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3.4.2. Vortex stretching divergence problem

During the course of the current work, it was encountered that VPM simulations diverged after
a certain time before converged simulation results could be obtained. Figure 3.8 shows the se-
quence of simulation snapshots of the Bo 105 rotor in forward flight where the particles-based
wake system eventually diverged. This divergence was attributed to unphysical vortex stretching
being experienced by the oldest particles in the wake. Studies in literature have suggested some
steps that can be undertaken in order to resolve this issue. Ref. [253] has suggested using particle
split and merge techniques in order to avoid wake vorticity divergence. Ref. [303] has recom-
mended relaxation of the vorticity field. However, the implementation of these strategies did not
resolve this issue in the current work. Therefore, all the results presented in Chapter 5 involving
the VPM solver were obtained by ‘turning off’ vortex stretching, i.e., Eq. 3.13 was excluded from
the formulation. Ref. [20] discusses the effect of vortex stretching on wake development in the
context of free wake methods and shows that these effects are present in all operating conditions,
and the effects are not necessarily negligible. However, all results presented later in Chap. 5 using
VPM model are devoid of the influence of vortex strain.

Figure 3.8.: Snapshots of a diverging coupled Dymore+VPM simulation of the Bo 105 rotor in forward flight,
with vortex stretching included.

3.5. Code Acceleration

The problem of flow field solution using VPM is a classical N -body problem where N refers to the
entity of interest within the formulation, i.e., vortex particles. Given that each particle influences
every other particle within the domain of investigation, the computational complexity scales as
O (N 2). As the simulation progresses new particles are continuously added at the blade/wing
trailing-edge. This means that each time step progressively takes O (N 2

p ) time for execution, which
can quickly slow down the overall simulation. For this purpose, VPM solvers generally implement
a strategy to delete particles based on the criteria of age or distance from the location of interest
where their influence needs to be calculated. This is an acceptable practice since the induced ve-
locity contribution at a point scales inversely with square of the distance. In the current study, the
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maximum number of particles within the simulation was capped to a reasonable value such that
the wake structure in the near wake of the blade/wing was correctly represented. In all the cases
investigated in this work, the wake eventually convected away as new particles were constantly
introduced into the simulation flow field. Once a critical number of particles were reached, the
simulation proceeded by deleting the oldest particles, which are likely to be far away from the
region of interest and, therefore, of little consequence for the overall analysis.

Given that the number of particles in a simulation can reach up to Np ≈ 105, the computational
cost of a direct VPM solver can still be prohibitive. There are algorithmic techniques such as the
Barnes-Hut algorithm [174] and the Fast Multipole Method [299] available for accelerating N -body
simulations. These strategies are necessary in order to perform simulations with good resolution,
i.e., a large number of particles. Most well-known VPM solvers for rotary-wing simulations, such
as VVPM[97], FLOWVPM[254] and DUST [2], use the FMM algorithm to achieve computational ac-
celeration for well-resolved flows. In the current implementation, the process of particle-particle
interaction was parallelized using multiple CPU cores using the OpenMP paradigm [15]. This
demonstrated improved execution speeds compared to single CPU core execution. Additionally,
another implementation was made for execution on a graphics processing unit GPU. In general,
executing the VPM solver on GPU allowed the computation time to be an order of magnitude lower
compared to a single/multi-core core CPU implementation. The GPU version of the VPM solver
was adopted for all simulations conducted within this study.
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4. Aeroacoustic Noise

There is a constant effort in the rotorcraft community to minimize the aural footprint of rotors.
Based on computational and experimental studies involving active rotors, discussed in Sec. 1.4, it
is evident that higher harmonic blade section profile changes can influence rotor noise emissions.
Due to the large variation in blade surface profile that the FishBAC mechanism is capable of deliv-
ering, it can potentially be used to modify noise emissions from the rotor. As already mentioned,
a previous limited investigation carried out by the author using CAMRAD II and PSU-WOPWOP
showed promising results towards this goal [153]. An extensive post-processing and visualization
framework called HeliNoise was created for this purpose and has since been made open source [9].
In the current work, this framework was extended to carry out acoustic analysis using the compre-
hensive analysis output from Dymore (see Chap. 2) as well as the augmented framework obtained
after coupling with VPM (see Sec. 3.4).

This chapter describes the toolchain established to carry out an acoustics analysis of an active or
passive rotor. Section 4.1 first details the theoretical foundations of acoustics analyses that facili-
tate rotor noise prediction by post-processing the output from a comprehensive analysis solver. In
this study, the rotor acoustics solver called PSU-WOPWOP [245] was used1. Section 4.2 provides
a brief overview of this solver. Subsequently, Sec. 4.3 describes the framework that was created
to ensure seamless processing of Dymore or Dymore+VPM simulation output and preparing ap-
propriate input files for the acoustics solver. Once the acoustic simulation was carried out, this
framework also allowed visualization of the resulting output in order to quickly generate a quali-
tative and quantitative overview of the output.

4.1. Theoretical Principles

The principles of mass, momentum, and energy conservation that govern fluid dynamics also gov-
ern the physics of aerodynamically generated noise by moving surfaces. The mathematical theory
to quantify noise generated by such surfaces was first proposed by Ffowcs Williams and Hawk-
ings (FW-H) using Eq. 4.1 [80], hereafter referred to as the FW-H equation. This equation is an
exact rearrangement of the Navier-Stokes (NS) equations for arbitrarily moving surfaces. For this
reason, solving the FW-H equation over the flow domain is no easier than solving the NS equa-
tions themselves. It is formulated in generalized function space so that it becomes valid in an
unbounded fluid domain. This makes it amenable to solve using the free-space Green’s function.

1The solver was provided as an executable file (no source code) by Prof. Kenneth Brentner of Penn State University.



One such integral solution in time and space was proposed in Ref. [77] and is commonly referred
to as Formulation 1A (Eq. 4.2).

1
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s

∂2p ′

∂t 2 −∇2p ′ = ∂

∂t

[
ρvnδ

(
f
)]
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ret︸ ︷︷ ︸

dipole source term (loading noise)

dS

(4.2)

Based on Eq. 4.1, knowledge of ρ, vn , and p is required on the surface of the moving body. The
stress tensor Ti j is required in the fluid domain beyond the surface in order to quantify the acous-
tic pressure perturbation p ′ produced by the body in motion [47]. These quantities can be difficult
to obtain, so a direct solution of Eq. 4.1 is not used for rotor noise prediction. Instead, the integral
approach of Eq. 4.2 is used. Here, integration is carried out over the impermeable surface respon-
sible for perturbing the flow, i.e., the rotor blade, by evaluating the relevant quantities at retarded
time, i.e. time when the sound originated at the blade. It is different from observer time t due to
the finite speed of sound as . f denotes the surface over which the surface integral is evaluated;
this is usually made to coincide with the blade surface since that is where the quantities within
the integral are available from mid-fidelity simulations. The subscripts n and r correspond to the
vector directions normal to f and the radiation vector from the surface grid cell to the observer,
respectively. ρ0 refers to the quiescent flow density, v is the velocity of the surface f , M is its Mach
number, and l is the aerodynamic pressure acting on the fluid due to the surface element dS.

In Eq. 4.2, the total acoustic pressure perturbation is ascribed to physically relevant attributes such
as the lifting-surface geometry and the blade airloads. The different source terms in Eq. 4.1 are cat-
egorized using monopole, dipole, and quadrupole terms based on their mathematical structure
[47]. The monopole and dipole source terms are transformed to ‘thickness noise’ and ‘loading
noise’ terms, respectively, while the quadrupole source terms have been dropped entirely. Thick-
ness noise component refers to acoustic perturbations that depend on the blade geometry and the
blade motion. In order to obtain the corresponding integration result, the blade geometry needs to
be defined using a surface grid. The loading noise component requires, in addition to the airloads
on the blade surface, the blade geometry and motion information. This grid-based blade airloads,
geometry, and motion information is easily obtained when aerodynamics are evaluated using an
Eulerian CFD analysis. In this study, since the blade airloads are obtained using a lifting-line so-
lution from Dymore, an additional post-processing framework was required. Such a framework
would take the local blade airfoil profile at a given spanwise station and, together with the elastic
beam motion information over the azimuth, generate the blade surface configuration at each time
step. This is a valid exercise since rotor blades are assumed to not undergo any chordwise section
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deformation. This framework is detailed later in Sec. 4.3.

The quadrupole source term requires a volume flow field solution around the rotor blade and can
only be obtained using a traditional CFD solution. This can also be surmised from Eq. 4.1 where
the Dirac delta function δ( f ) in the monopole and the dipole terms indicate that the correspond-
ing flow or loading information is required only at the surface f = 0. The quadrupole term has a
Heaviside step function associated with it, which means that information regarding the stress ten-
sor Ti j is desired in the entire source region extending beyond the integration surface f > 0. This
term captures the noise due to turbulence in the flow, which, in certain scenarios, can become
comparable to the loading and thickness noise components. This occurs when the blade tip Mach
numbers are low, for example, in the case of multi-rotor eVTOLs, and various strategies have been
suggested to simulate it using physics-based models [162]. When the blade tip Mach numbers
are high, as is typical of conventional helicopters, this quadrupole component of noise can be ig-
nored [231](Page 90). For conventional helicopter rotors, the quadrupole term becomes dominant
for flight conditions where the blade tip approaches the delocalization Mach number, so named
because the transonic flow due to high blade tip speed causes shock waves to appear that detach
from the blade. This happens typically when the blade tip Mach number approaches 0.9 [231] and
leads to much higher noise than that predicted just using the monopole and dipole contributions.
In such a scenario, the contribution due to the quadrupole term cannot be ignored without in-
curring a significant error in noise prediction. In the current study, the quadrupole source term
was not evaluated or modeled. The reason for this is two-fold. The first is that the comprehensive
analysis framework, together with the wake solution using VPM, is not capable of modeling flow
field turbulence stresses. However, this is acceptable since, as already mentioned, the loading and
the thickness noise dominate at the operating conditions encountered on a helicopter rotor. The
second reason is that the flight conditions analyzed in the current work were chosen such that at
no point on the blade section the Mach number exceeded 0.9. So, the quadrupole source term is
expected to be much smaller in comparison to the dipole and the monopole source terms, and
therefore, the error incurred from neglecting it is acceptable.

4.2. Aeroacoustics Solver

The FW-H formulation has been successfully applied in the past for post-processing comprehen-
sive analysis output data in order to predict rotor aeroacoustic noise. The most common approach
used is the Farassat’s F1A formulation; for example, see Refs. [51], [120], [134], and [298]. The rotor
noise prediction code PSU-WOPWOP [245], developed at Penn State University by Prof. Kenneth
Brentner and his students, was used to predict the rotor acoustic noise in the present work. The
theoretical basis of the code is Eq. 4.1. PSU-WOPWOP uses the F1A formulation and solves it nu-
merically using schemes detailed in the Ref. [102]. It is capable of predicting periodic rotor noise,
i.e., steady-state rotor operation, as well as noise during transient maneuvers [58][199]. It has been
successfully used to study noise emissions from conventional rotors [229][245], compound heli-
copter designs [29][275], coaxial rotors [134][304], multirotor eVTOL aircraft [121][274], and active
rotor designs [44][153][249].
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The formulation F1A (Eq. 4.2) was later expanded in Ref. [101] to include the effect of chang-
ing surface area of the panels that make up the rotor blade surface. The source of such an effect
could either be elastic deformation experienced by the blade or an active on-blade mechanism
that influences the blade surface area itself—for example, an extendable tab mechanism that pro-
trudes in and out of the blade trailing-edge, a chord extension mechanism that leads to change in
blade solidity, etc. In the current study, in order to correctly include any effects of blade flexibil-
ity and camber deflection on blade surface deformation and, consequently, on noise emissions,
the improved Farassat’s formulation 1A was used. It was proposed in Ref. [101] using Eq. 4.3 by
assuming that each surface panel, over which integration is carried out, can itself undergo defor-
mation. Here, the formulation includes two additional integrals that model the effect of change in
the Jacobian (Eq. 4.4) that relates the panel area to the coordinates describing the blade surface.

p ′(x, t ) = p ′
F1A(x, t )+ 1

4π

[∫
f =0

(
J̇

ρ0vn

r |1−Mr |2
)

ret
+ 1

as

(
J̇

lr

r |1−Mr |2
)

ret
du1du2

]
(4.3)

dS = Jdu1du2 (4.4a)

J = 1∣∣∣∂u1
∂s1

∣∣∣ ∣∣∣∂u2
∂s2

∣∣∣ (4.4b)

The loading noise was obtained using the compact formulation of Eq. 4.5, proposed originally in
Ref. [46], instead of the surface formulation of the loading noise from Eq. 4.2. This was necessary
since comprehensive analyses in the current work were based on lifting-line blade aerodynamics
analysis and were, therefore, capable of only predicting blade airloads at a single collocation point
at each blade section.

4πp ′
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[
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r (1−Mr )2 + lr − lM
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(
r Ṁr +as

(
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))
r 2 (1−Mr )3

]
ret

dS (4.5)

PSU-WOPWOP uses the integral approach, developed in Ref. [77], in order to obtain the acoustic
pressure fluctuations in the time domain. From Eqs. 4.2 and 4.3, it is evident that complete infor-
mation on the blade surface motion and elastic deformation is required to accurately predict the
corresponding acoustic pressure. It was shown in Ref. [50] that the blade geometry and motion
can have a critical influence on the acoustic prediction in certain regions around the rotor. For
example, it was shown that the blade pitching motion and coning are relevant to capturing the
noise below the rotor and in the tip-path plane. For this purpose, a post-processing framework
is required to obtain blade surface motion information since this level of detail is lacking in mid-
fidelity comprehensive analyses where the blade is aerodynamically and structurally modeled as
a representative one-dimensional entity. This is described in the following section.

The acoustic analysis itself is computationally fast, on the order of one second per blade per ob-
server location for blade surface discretization of the order of 104 panels per blade. When the
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discretization resolution of the blade surface is increased, the integration in Eqs. 4.3–4.5 then
needs to be carried out over a larger number of elements. This has an adverse effect on the com-
putation speed. In addition to that, the duration of simulation time and the time step size can
also have an impact on the computation time. Since the current work is concerned with trimmed
rotor steady-state simulations, the resultant rotor acoustic output is always periodic. Therefore,
only one revolution of the rotor needs to be simulated. The number of steps that make up the
rotor revolution does not have to conform to the discretization time step used in the compre-
hensive analyses. Instead, the temporal discretization in acoustic simulations is dictated by the
range of acoustic pressure frequencies that are of interest. For example, in order to capture the
high-frequency acoustic pressure perturbations due to a rotor operating in BVI state, the temporal
discretization of the acoustic simulations needs to be appropriately adjusted.

The blade airloads could be obtained from comprehensive analysis using a lifting-line model or a
blade element momentum theory model, or using CFD simulations. The premise is that the closer
the source terms on the right-hand side of Eq. 4.2 represent the true physics, the more accurate
is the predicted acoustic noise. However, this is valid only when the quadrupole term of Eq. 4.1,
which was dropped in Eq. 4.2, is comparably lower than the other two source terms. For the
maximum advance ratio of µ = 0.30 used for acoustics investigation in this work, the advancing
blade tip Mach number does not exceed 0.835 in ISA conditions. Given that the NACA23012 is a
12% thick airfoil, it is reasonable to assume that no shocks occur throughout the investigated flight
regime and that acoustic predictions based on flexible blade F1A formulation in PSU-WOPWOP
are valid. Broadband noise is not modeled in the current study since it is usually relevant only for
low RPM rotors [231].

4.3. Post-processing Framework

As mentioned in Sec. 4.2, relevant output data from any comprehensive analysis framework can
be used as input to PSU-WOPWOP for acoustics analysis. In the literature, studies often take the
liberty of referring to this as a ‘coupling’. Since there is no flow of information back from the acous-
tics solver, the operation is merely one of post-processing of data. In that sense, PSU-WOPWOP
has been coupled in Ref. [236] to the comprehensive analysis code RCAS to carry out acoustic
analysis of different rotor configurations. A combined framework of CAMRAD II + PSU-WOPWOP
was used in a previous study carried out by the author to analyze a full-scale Bo 105 rotor with
an active camber morphing mechanism [153]. In the current work, a post-processing framework
with Dymore was independently established. Since Dymore+VPM coupled analysis merely re-
places the in-built lower order inflow model within Dymore, the same post-processing framework
can be used for either the standalone Dymore or coupled Dymore+VPM simulations as long as the
underlying rotor multibody model remains the same.

As is evident from Eq. 4.2, the acoustic pressure disturbance due to the lifting surface under inves-
tigation is obtained via a surface integration of relevant flow and aerodynamic quantities. These
quantities can be obtained from either CFD simulations or from lifting-line-based analyses. Sur-
face discretization is inherent to CFD simulations, and the same can be imported directly within
the acoustic analysis framework. However, rotor comprehensive analyses generally use a lifting-
line representation of the blade aerodynamics and a 1-D beam representation for structural anal-
ysis. So, a geometric discretization of the lifting surface is not inherent to comprehensive analyses
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and needs to be generated separately. For the current work, involving analyses based on Dymore
output results, a framework was created to generate a structured surface grid based on blade ge-
ometry data. For this purpose, the existing functionalities available for blade surface generation
within the in-house open-source multidisciplinary blade design and optimization tool SONATA
[206] were leveraged, and the framework was built on top of it. This also had the added benefit of
future incorporation of acoustic footprint as an objective within blade design optimization.

Figure 4.1 illustrates the entire cycle of data processing and the corresponding tools used in order
to prepare input files for acoustics analysis using PSU-WOPWOP. The blade geometry definition
was provided as a YAML file. It contains information such as the airfoil profile, chord length, ref-
erence beam location, blade pitch, etc., at each spanwise location to generate the blade surface
geometry. Based on this information and the custom methods introduced in SONATA to generate
the lifting surface geometry for the purpose of acoustic analysis, a rigid blade geometry could be
generated. The elastic blade deformation was obtained from the trimmed rotor Dymore simula-
tion results at each blade section as a set of three displacements and three rotations at each time
step. These were combined with the rigid blade definition to obtain the elastic blade surface defi-
nition and stored as a binary file, called a ‘patch’ file, in a format specific to PSU-WOPWOP [102].
The blade airloads were obtained from Dymore output files and stored without modification in a
binary format within a ‘functional’ data file. While the blade deformation and airloads output in
any reference frame could be utilized, in the current study, all the processed output was in the local
blade frame. The entire toolchain, referred to as HeliNoise, was responsible for processing Dymore
output, preparing input files for acoustics analysis, and visualizing the output noise. Note that a
similar process of generating the surface geometry and loading files was used in an earlier study
by the author, see Ref. [153].

Dymore

VPM

Comprehensive Analysis Framework

HeliNoise PSU-WOPWOP

Acoustics Post-processing Framework

Figure 4.1.: Illustration of the rotor noise analysis toolchain comprising of the HeliNoise framework created
to handle data output from the rotor aeromechanics analysis framework and convert into ap-
propriate input for PSU-WOPWOP.

Figure 4.2 shows the surface geometry of the active-camber morphing wing obtained using Heli-
Noise and the corresponding surface discretization generated. Note that the chordwise discretiza-
tion resolution in Fig. 4.2(b) has been lowered for clarity purposes. The entire HeliNoise toolchain
detailed above works seamlessly for isolated wings, rotors with any number of blades, or multi-
rotor systems simulated using Dymore.
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(a) Active camber on an example morphing wing (b) Wing surface discretization

Figure 4.2.: Illustration of the generated morphing wing surface and its discretization.

4.3.1. Validation cases

A majority of rotor acoustics investigations conducted with PSU-WOPWOP contain no correspond-
ing validation study. This is either due to the novelty of the rotor system being analyzed or due to a
lack of access to measurement data. Such studies usually rely on the physical nature of the results
obtained since no comparison with experimental data is possible. The limited number of exper-
imental measurement datasets, where acoustic pressure data was recorded, has also contributed
to the limited number of validation studies.

The HART II rotor test campaign is the most widely used data set to validate aeroacoustic analy-
sis tools. This is because the relevant rotor properties and test conditions have been made open
source. Additionally, an extensive amount of research has been published using HART II mea-
surement data that imbues confidence in the reported data [10]. Among the results of different
comprehensive analysis frameworks reported in Ref. [256], CAMRAD II + PSU-WOPWOP acoustic
results of the HART II rotor were in relatively good agreement. A corresponding CFD/CSD coupled
study [43] showed a good correlation with the measurement data, both acoustic pressure fluctu-
ations and overall sound pressure levels, across the three operating cases for which the data has
been made public. Ref. [245] was one of the first studies where a good correlation was achieved
with measured acoustic pressure of a model UH-60A rotor, a model Bo 105 rotor (HART I), and the
full-scale XV-15 tiltrotor in maneuvering flight. The accuracy of acoustic pressure prediction in
this study was, however, limited due to a lack of a good underlying comprehensive analysis model.
CAMRAD II + PSU-WOPWOP simulations of the active flap SMART rotor also matched favorably
with measurement data [248]. All these studies suggest that the underlying theory and algorithms,
that PSU-WOPWOP is based on, are indeed capable of making accurate rotor noise predictions
for both passive as well as active rotor designs. A separate validation exercise was carried out as
part of this work in order to render confidence in the current implementation of the overall acous-
tics analysis framework. The corresponding results are presented and discussed in the following
chapter in Secs. 5.4.4 and 5.5.3.
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All rotor aeromechanic simulation results in the current study were obtained using either a stan-
dalone Dymore or Dymore+VPM framework. The rotor solutions were not strictly periodic since it
can take a long simulation run in order for the cycle-to-cycle differences to completely die down.
While these minor differences in rotor airloads and response from one revolution to the next could
be ignored for aeromechanical analysis purposes, this is not true for acoustics analysis. For noise
estimation, the rate of change of the aeromechanical state of the rotor blade elements in also rel-
evant (see Eq. 4.2). A minor cycle-to-cycle change in the rotor state can lead to a large unphysical
spike in acoustic pressure. For this purpose, up to three revolutions of rotor data were provided
to PSU-WOPWOP for analysis, and only a one time period slice of acoustic pressure was finally
used for overall sound pressure level (OASPL) calculations. It is worth mentioning that Ref. [73]
suggested an alternate strategy of smoothing out the periodic rotor response so that the relevant
parameters at the end of one cycle match those at the beginning of the next cycle.

In addition to the validation results, the acoustics framework was also used to assess the effect of
active rotor actuation on noise emissions. Since there are no acoustic measurement data available
for active rotors with FishBAC, the current work focused on a qualitative and quantitative varia-
tion in the noise emissions based on the camber actuation profile employed. For this purpose, the
noise output was simulated over a hemisphere as well as a horizontal plane of observers. Figure
4.3 schematically shows the overall grid of the two different arrangements. Figure 4.3(a) addition-
ally shows three individual observer locations denoted A, B, and C that were chosen for comparing
the change in noise emission with FishBAC actuation. These locations were chosen due to the di-
rectivity of dominant components of noise along the radiation direction at each of these locations.
Observer at C captures the variation in loading noise, observer at A captures the variation in thick-
ness noise and observer at B captures a combination of the two. Figure 4.3(b) shows the horizontal
plane grid of observers used to simulate the ground plane where the rotor is placed at a height of
50 m above it.

(a) Hemispherical distribution around rotor hub at 50 m. (b) Ground plane distribution 50 m below the rotor hub.

Figure 4.3.: Illustration of the array of observers (or microphones) below and around the rotor used for
acoustics analysis.
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5. Results and Discussion

Chapter 1 in this dissertation detailed selected outcomes from computational studies and test
campaigns involving various active rotor mechanisms available in the literature. Operational as-
pects of the different active rotor control technologies were highlighted there to identify if any
common thread exists between them in the manner in which they lead to a reduction in rotor
power consumption, lower vibrations, and lower acoustic emissions. Chapter 2 described the
modeling aspects of the baseline rotor/wing designs as well as active rotor systems/wings used
in this study. The baseline rotors used were the HART II, Bo 105, and UT Austin single rotors; the
active systems modeled include the active camber morphing concept installed on the Bo 105 and
UT Austin coaxial rotor. Chapter 3 describes the methodology by which the VPM-based wake-
induced inflow velocity calculation was used to augment the comprehensive analysis solver Dy-
more. The output obtained using simulations conducted using Dymore and Dymore+VPM were
used as input to the acoustics solver PSU-WOPWOP in order to predict rotor noise emissions. The
relevant post-processing framework was described in Chap. 4. The current chapter is dedicated to
the presentation and discussion of results obtained using the models and methodology detailed
in Chaps. 2-4.

The current chapter is organized as follows. First, the coupling between Dymore and VPM, as
detailed in Chap. 3, was validated using a number of test cases. Section 5.1 shows results cor-
responding to pitching and pitching+morphing airfoils, obtained using VPM, and compared to
results obtained using unsteady potential flow theory. Sections 5.2 and 5.3 compare the simula-
tion results of an elliptical wing at static angle of attack to theoretical results and the results of a
pitching finite wing to experimental measurement data, respectively. These test cases, together
with the VPM verification cases, already presented in Chap. 3, were used to show the validity
of the implemented solution strategy of using particles to represent the wake vorticity of lifting
wings. Additionally, these results also helped establish the correctness of the Dymore+VPM cou-
pling. Rotor simulation results are presented from Sec. 5.4 onwards. In Sec. 5.4, the full-scale
baseline Bo 105 rotor was simulated using operating conditions over a range of advance ratios.
The aeromechanical rotor loads, performance, and acoustic noise predictions were made at dif-
ferent operating conditions and compared to measurement data available in the literature. Next,
the Mach-scaled Bo 105 rotor, called HART II, was simulated in BVI conditions, and Sec. 5.5 shows
relevant aerodynamic and acoustics results and compares them to measurement data. Having
established sufficient confidence in the simulation methods, Sec. 5.6 shows aeromechanical and
aeroacoustic results corresponding to the active Bo 105 rotor with the FishBAC mechanism in-
stalled. In lieu of any measurement data, a comparison was made between the standalone Dy-
more and Dymore+VPM results here. Finally, Sec. 5.7 shows the effect of utilizing the FishBAC
mechanism on coaxial rotor in order to suppress vibratory loads and noise emissions inherent to
that design.



5.1. Airfoil Unsteady Aerodynamics

5.1.1. Description

The objective of this study was to simulate an airfoil undergoing sinusoidal pitching in oncoming
flow and obtain the resulting unsteady aerodynamic lift and moment characteristics. Standalone
Dymore and Dymore+VPM simulation frameworks were used for this purpose. The induced ve-
locity due to the shed wake vorticity was modeled using the Peters 2D inflow theory, detailed in
Ref. [201], in the former simulation framework. VPM was used in the latter setup while imposing
ceteris paribus across the rest of the two simulation frameworks. A rectangular finite wing model
was used for this study, but using Peters’ model, by default, ensured that no 3D wake effects were
modeled. Here, the wake was represented using eight states. For the VPM-based wake simulation
too, only shed vorticity was considered during the initialization phase of the vortex particles and
trailing vorticity was ‘turned off’. Additionally, only the results corresponding to the mid-section
of the wing were considered in order to minimize any effects due to the finite spanwise extent of
the shed vortices.

In the VPM model, the shed wake was represented using a spanwise resolution of nres =100 vortex
particles while the total number of particles within the simulation flow field was set to Np,max =
1.25×105. Table 5.1 summarizes the wing geometry and simulation parameters used in this study.
The quasi-steady wing aerodynamics were based on airfoil tables, and no tip loss correction was
applied to the wing models. Three cases with different airfoil kinematic motions were simulated—
pitching, camber morphing, and pitching+morphing. The airfoil motion parameters for the pitch-
ing+morphing study were adopted from the experimental test campaign of Ref. [148]. However,
no attempt was made to compare the results obtained in this study with the measurement data
since that reference study used the NACA0012 airfoil with a trailing-edge flap, while the current
study used the NACA23012 airfoil with the FishBAC concept.

Parameter Value

Span, s 1.6 m

Chord, c 0.18 m

Airfoil NACA23012 + FishBAC morphing

Free stream velocity, V∞ 50.0 m s−1

Spanwise particle resolution, nres 100

Time step, ∆t 2.22×10−4 s

Maximum total particles, Np,max 1.25×105

Table 5.1.: Rectangular wing geometry and simulation parameters for 2D wake analysis.
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5.1.2. Validation results

Figure 5.1 shows the 2D coefficients of lift and moment obtained at the center of the wing undergo-
ing pitching oscillations with an amplitude of 6◦ and frequency of 5 Hz. In addition to the Dymore
and Dymore+VPM simulations, results obtained from Theodorsen theory are also shown for ref-
erence purposes. It is worth noting that the Theodorsen theory results were obtained using the
original formulation proposed in Ref. [263], and summarized earlier in Sec. 2.2.1, which assumes
the airfoil is thin and without any camber. Therefore, it exhibits a quasi-steady aerodynamic lift-
curve slope of 2π and zero moments about the quarter-chord. As a consequence, the predicted lift
and moment show differences in magnitude compared to the Dymore or Dymore+VPM results,
which use the NACA23012 airfoil tables to obtain the relevant aerodynamic characteristics. De-
spite this inherent disparity exhibited by the Theodorsen theory formulation, the objective was to
use a simple analytical model in order to put the results obtained in this study in perspective. The
results obtained using the VPM-based wake model as well as the Peters 2D inflow model compare
reasonably well with each other over the entire actuation cycle. Understandably, both Cl and Cm

results exhibit differences in magnitude compared to the Theodorsen theory prediction, but the
general qualitative trends are captured. Small differences between Dymore and Dymore+VPM re-
sults can be attributed to two significant differences in underlying strategies used to model wake
physics - (a) Peters’ model assumes a flat wake behind the airfoil but VPM model doesn’t (see Fig.
5.5(c)), (b) VPM model did not include infinitely many shed vortex particles to simulate a strictly
2D shed vorticity in the airfoil wake, unlike the analytical formulation of the Peters’ model that
automatically accounts for it.

Figures 5.2-5.4 show further results obtained for different airfoil morphing and pitching profiles.
Figure 5.2 shows results corresponding to a pure camber morphing case where the airfoil trailing-
edge tip undergoes an oscillation with 9◦ amplitude at a frequency of 10 Hz. Note that the phase
referred to in the figures is based on an actuation frequency of 5 Hz. Consequently, the results show
two cycles of camber actuation. Figures 5.3 and 5.4 show results corresponding to combined pitch-
ing and morphing cases. All the results show trends similar to those in Fig. 5.1 described above.
Overall, the quality of results obtained demonstrates that the VPM framework is able to predict 2D
unsteady aerodynamic lift and moment correctly, both qualitatively and quantitatively.
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Figure 5.1.: Section lift and moment coefficients for an airfoil pitching at θ = 6◦ sin(5∗2πt ).
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Figure 5.2.: Section lift and moment coefficients for a morphing airfoil with active camber actuation at δ=
9◦ sin(10∗2πt ).
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Figure 5.3.: Section lift and moment coefficients for a pitching and morphing airfoil with θ = 6◦ sin(5∗2πt )
and δ= 0.5◦+5.5◦ sin(10∗2πt −59◦).
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Figure 5.4.: Section lift and moment coefficients for a pitching and morphing airfoil with θ = 4.5 +
5.75◦ sin(5∗2πt ) and δ= 5.0◦ sin(10∗2πt −196◦).
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Figure 5.5 shows the wing wake obtained using VPM for the representative pitching+morphing
wing case. Fig. 5.5(a) shows the purely shed wake vorticity modeled in the wake of the wing using
particles. Fig. 5.5(b) shows the corresponding iso-surface of vorticity inherent within the particles.
This vorticity leads to the induced velocity obtained at each section of the wing as well as the
volume surrounding the vortex sheet. This is exhibited in Fig. 5.5(c), which shows a composite
image of two volume slices shown together. From the figure, it is evident that the shed vorticity is
concentrated only within the thin vortex sheet comprising of shed vortices. Qualitatively similar
results were obtained for the other cases simulated and are not shown here for conciseness.

(a) Vortex particles-based wake representation (b) Iso-surface of wake vorticity at |ωσ| = 1

(c) Volume slice rendering of wake vorticity along x-axis and induced velocity along z-axis

Figure 5.5.: Visualization of the 2D vortex wake of a wing section undergoing pitching (θ = 6◦ sin(5∗2πt ))
and camber morphing (δ= 0.5◦+5.5◦ sin(10∗2πt −59◦)).
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5.2. Static Elliptical Wing Aerodynamics

5.2.1. Description

The suitability of the VPM method for use in wake analysis was further established by validating
the Dymore+VPM setup against two finite wing test cases with different aerodynamic wake com-
plexities. The first case investigated included an elliptical wing at a static angle of attack and forms
the subject of this section. The second case investigated included a pitching wing, which is dis-
cussed in the following section. The objective of the static angle of attack wing investigation was to
verify the implementation of trailing vortex particles as well as introduce another validation case
toward the overall credibility of the VPM framework. An elliptical wing planform was chosen due
to the key feature of uniform downwash over the entire span of the wing [235](Section 4.11). This
result can be analytically derived and can be referred to from the aforementioned source. Eqs.
5.1–5.4 summarize the key expressions used in order to obtain the theoretical uniform induced
velocity over the wing. In the current study, the elliptical wing was modeled and simulated using
the parameters summarized in Table 5.2.

L =CL
1

2
ρV 2S (5.1)

L = ρV Γmidπs

4
(5.2)

⇒ Γmid = 2CLV S

πs
≈ 2Cl V S

πs
(5.3)

Vind = Γmid

2s
(5.4)

Parameter Value

Span, s 1.6 m

Mid-chord, cmid 0.34 m

Airfoil NACA0012

Freestream velocity, V∞ 50.0 m s−1

Pitch angle, θ 5◦

Spanwise particle resolution, nres 100

Time step, ∆t 6.4×10−4 s

Maximum total particles, Np,max 1.25×105

Table 5.2.: Elliptical wing geometry and simulation parameters for steady 3D wake analysis.
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5.2.2. Validation results

Figure 5.6 compares the distribution of the wake-induced inflow over the span of the wing against
the theoretical result obtained using Eq. 5.4. Cl = 0.527 was used in Eq. 5.3, along with the param-
eters in Table 5.2, in order to arrive at the theoretical value. It is evident from the figure that VPM
captures the general trend of uniform induced velocity over almost the entire wing span. It can be
seen that close to the wing tips, the induced velocity drops rapidly. This is due to the formation
of strong tip vortices, when using VPM, at a location slightly inboard of the wing tips. This led to
a high negative induced velocity, i.e., induced velocity that leads to an increase in the local angle
of attack. This was a consequence of the discretization resolution adopted for the simulation, and
the spanwise sections where this occurs can be made smaller using a finer resolution. However,
unlike the theoretical result, this drop in induced velocity persists in the VPM-based result since
the wake formulation used in this method does not rely on a simplified analytical solution. Ref.
[271] presents similar results from modeling an elliptical wing at a static angle of attack, using a
slightly different formulation of the vortex particle method. Here, too, the characteristic drop in
predicted induced velocity at the wing tips was obtained.
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Figure 5.6.: Spanwise distribution of the wake-induced inflow velocity for an elliptical wing at the quarter-
chord location.

Figure 5.7 shows the elliptical wing wake obtained for the static angle of attack wing simulation.
In Fig 5.7(a), the particle representation of the wake is shown. Based on the contour map of the
strength of the vortex particles, it is evident that the dominant vorticity resides in the trailing vor-
tices emanating near the wing tips. Since the wing is not undergoing unsteady motion, there are no
shed vortices. The resulting roll-up of the tip vortices was clearly captured by VPM. Figure 5.7(b)
shows the corresponding wake generated using an iso-surface of vorticity manifested within the
vortex particles. The contour map over the iso-surface represents the induced velocity distribution
along the Z-axis. In Fig 5.7(c), slices of the volume in the wake show the vorticity concentration
and induced velocity distribution in the YZ slicing planes. The elliptical distribution of loading
over the wing is also indicated by the vectors denoting the normal force over the span of the wing.
Overall, they show that the analysis framework is capable of capturing vortex wake results that are
consistent with theory.
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(a) Vortex particles-based wake representation (b) Iso-surface of wake vorticity at |ωσ| = 100

(c) Volume slice rendering of wake vorticity and induced velocity in the YZ plane

Figure 5.7.: Visualization of the vortex wake of the an elliptical wing at static pitch angle θ = 5◦.
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5.3. Finite Wing Unsteady Aerodynamics

5.3.1. Description

This study was an extension of the work in Sec. 5.2, which was carried out in order to assess the
capability of VPM to accurately capture unsteady 3D wake structures. The objective was to be
able to reliably predict the loads on a finite wing oscillating in oncoming flow. For this purpose,
a rectangular wing of aspect ratio AR = 5 was chosen and simulated in oncoming flow, based on
the parameters provided in Ref. [21]. This reference contains results corresponding to a computa-
tional simulation that was conducted in that study as well as experimental measurements. Table
5.3 summarizes the wing geometry as well as the simulation parameters used in this study.

Parameter Value

Span, s 1.054 m

Chord, c 0.211 m

Pitching frequency, f 2.053 Hz

Freestream velocity, V∞ 27.2 m s−1

Mean pitch angle, θ0 3◦

Amplitude of pitch, θs 3◦

Spanwise particle resolution, hres 40

Time step, ∆t 5.42×10−4 s

Maximum total particles, Np,max 7.5×104

Tip-loss parameter, f 0.95

Table 5.3.: Finite wing geometry and simulation parameters for unsteady 3D wake analysis.

5.3.2. Validation results

The validation of the unsteady pitching finite wing case is presented in Fig. 5.8. Here, the predicted
total wing lift coefficient CL is plotted over a complete oscillation cycle and compared with corre-
sponding results from Ref. [21]. As mentioned earlier, the reference study contains results from
a panel method-based simulation as well as measurement data. Both results have been shown
in Fig. 5.8. The magnitude of the prediction matches fairly well with the results from Ref. [21],
although cyclic hysteresis effects were slightly over-predicted by the VPM-based simulation. The
overall lift curve slope of the predicted results is also higher. This could be attributed to a model-
ing deficiency in the Dymore+VPM framework. Since blade aerodynamics in Dymore are modeled
using lifting-line theory, it is incapable of capturing the loss in lift-generating capability of finite
wings towards the tip. Three-dimensional wake representation using VPM has a partial ameliorat-
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ing effect, but the combined Dymore+VPM framework is still not capable of giving the character-
istic drop in the sectional lift to zero at the tip of the wing. In order to rectify this, the tip loss factor
described in Sec. 2.2 was used with an assumed value of f = 0.95. Different values of f would
result in a different lift curve slope of the overall predicted CL curves. For the purposes of the cur-
rent study, f = 0.95 was considered to be a reasonable value considering the low aspect ratio of the
finite wing. This practice of assuming a tip loss factor in order to capture the 3D wing tip effects
correctly is also employed in the case of rotor blades using Eq. 2.6 and has been used throughout
the studies presented in the following sections.

0◦ 1◦ 2◦ 3◦ 4◦ 5◦ 6◦

θ

0.0

0.1

0.2

0.3

0.4

C
L

Angulo-sim

Angulo-expt

Dymore+VPM

Figure 5.8.: Comparison of unsteady lift coefficient of a wing with aspect ratio AR = 5 with simulation and
experimental measurements from Ref. [21].

Figure 5.9 shows the wake obtained for the pitching rectangular wing simulation. In Fig. 5.9(a),
the particle representation of the wake is shown. Much like the elliptical wing case, it is evident
that the dominant vorticity resides in the trailing vortices emanating near the wing tips. In addi-
tion to the resulting roll-up of vortices, the undulating pattern of the wake due to shedding vortex
particles was also captured by VPM. Figure 5.9(a) shows the wake generated from two cycles of
oscillation of the wing. Figure 5.9(b) shows the corresponding wake using iso-surface of vorticity
manifested within the vortex particles. The contour map over the iso-surface represents the in-
duced velocity distribution along the Z-axis. The discontinuities in the iso-surface are consistent
with known fluid dynamics and kinematics principles. For example, there is high shed vorticity
in the wake during the upstroke and the downstroke cycles and low vorticity at the end of each
half-cycle. This is because the magnitude of shed vorticity is dictated by the rate of change of wing
bound circulation, which is high during the upstroke and the downstroke motion and low at the
end of each half-cycle of oscillation. In Fig 5.9(c), slices of the volume in the wake show the vortic-
ity concentration and induced velocity distribution in the YZ slicing planes. It can be seen that the
dominance of the trailing vorticity leads to a distribution pattern similar to the elliptical wing case.
The instantaneous distribution of loading over the wing is also indicated by the vectors denoting
the normal force over the span of the wing. Due to the use of the tip loss factor f = 0.95, the lift
smoothly drops to zero at the wing tips.
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(a) Vortex particles-based wake representation (b) Iso-surface of wake vorticity at |ωσ| = 5

(c) Volume slice rendering of wake vorticity along the x-axis and induced velocity along the z-axis

Figure 5.9.: Visualization of the vortex wake of a rectangular finite wing of aspect ratio AR=5 pitching at
θ = 3◦+3◦ sin(2.05∗2πt ).
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5.4. Full-scale Bo 105

5.4.1. Description

This section details the validation of the full-scale Bo 105 rotor model detailed in Sec. 2.5.2. The
objective of this exercise was to simulate and analyze the Bo 105 rotor over a spectrum of advance
ratios. The predicted trimmed rotor results using the standalone Dymore and the Dymore+VPM
frameworks were then compared with measurement data. This was done in order to render con-
fidence in the multibody Bo 105 model setup as well as the simulation strategies adopted. There-
after, the modeling framework was extended to simulate an active Bo 105 rotor with the FishBAC
concept, and the results are presented in later sections.

The technical reports of Refs. [111] and [112] detail the rotor test setup and measured data from the
full-scale Bo 105 rotor IBC test campaign. The objective of those tests was to evaluate the potential
benefits of using IBC to improve rotor performance, reduce BVI noise, and alleviate helicopter
vibrations. The wind tunnel tests reported in these two volumes of reports were conducted in
two phases in 1993 and 1994. For the purpose of validating the current analysis framework, the
results corresponding to the 1994 tests have been adopted. Ref. [112], in particular, concerns itself
with aeromechanical and aeroacoustic measurements of an active IBC Bo 105 rotor for a range of
different operating conditions. However, a few baseline rotor test measurements, i.e., without any
IBC, have also been reported which form the basis for the validation exercise.

In this study, the trim state was specified using the following trim targets - rotor thrust, hub pitch
moment and hub roll moment. This was because the measurement test campaign of Ref. [112]
used the ‘constant moment trim state’ method in order to replicate free flight test conditions
within the controlled environment of a wind tunnel. During the tests, the rotor thrust and hub
moments were maintained at desired fixed values by tuning the collective and cyclic angles. In the
current study, the rotor control angles—collective, longitudinal cyclic, and lateral cyclic—required
in order to achieve these trim targets were obtained using the Jacobian-based controller in Dy-
more, described earlier in Sec. 2.4. Corrections were made to the rotor load balance and torque
data, taking into account the rotor shaft angle, airspeed, and cross-coupling between the different
load balance components. Ref. [111] can be referred to for further details pertaining to the basis of
these corrections as well as how relevant transformations of data in different reference frames were
achieved. The corrected rotor shaft angles, in order to account for the interference effects with the
wind tunnel walls, from Ref. [112] were used in this study. Together with other trim conditions for
all the simulated cases, they are detailed in the Appendix in Table A.3.

5.4.2. Blade natural frequencies and mode shapes

Since blade elastodynamics affect the overall blade loads as well as its motion, it is relevant to
model the structural elastic properties correctly. Obtaining the blade natural frequencies at differ-
ent rotation speeds, referred to as a fan plot, is a common technique employed as a check whether
the elastic blade model has been setup correctly in the rotor simulation. Figure 5.10 shows the
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variation of blade natural frequencies as a function of the rotation angular velocity of the rotor.
There is a good match between all the predicted blade natural frequencies with DLR data from
Ref. [277]. Some differences can be observed with the calculated natural frequencies at the refer-
ence RPM available in the NASA report in Ref. [278]. However, there is little information in Ref.
[278] about the blade structural properties used and the modeling strategy adopted to obtain the
results. Therefore, the DLR results are assumed to be a more reliable source of information. Figure
5.11 shows the mode shapes of the Bo 105 rotor blade at the reference rotation angular velocity.
The shape of these blade natural modes is relevant since it determines to what extent the blade
can absorb the energy from the distributed airloads acting on the blade. The predictions made
using Dymore have been compared to the mode shapes reported in Ref. [99]. It can be observed
that the predicted mode shapes in flap and lag match the reported results very well. No torsion
mode shapes were reported in Ref. [99].
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Figure 5.10.: Bo 105 rotor blade frequency fan plot at 0° collective compared with data provided in Ref.
[277](DLR) and Ref. [278](NASA).

.

5.4.3. Rotor aeromechanical results

This section is dedicated to the validation of the complete Bo 105 rotor aeromechanical model.
For this purpose, the rotor model described in Sec. 2.5.2 was simulated at different advance ratios
ranging from µ = 0.01–0.45. The different operating conditions and the corresponding measure-
ment data were adopted from the wind tunnel study of Ref. [112] and are summarized in Table
A.3. In all the simulations carried out on the baseline Bo 105 rotor, the blades were discretized into
81 airstation locations (see Fig. 2.10). A total of 540 integration time steps were used to cover one
revolution, which corresponds to an azimuthal resolution of ∆ψ= 0.67◦. The wake vorticity along
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(a) Mode shapes in flapwise bending
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Figure 5.11.: Comparison of the mode shapes of the Bo 105 rotor blade obtained in the current study (solid
lines) versus those provided in Ref. [99] (dashed lines). Note that only flap and lag mode
shapes are provided in the reference study.

the blade span was discretized into particles using nres = 35, and the rotor wake was limited to a
total number of particles Np,max = 105.

Figures 5.12-5.14 show the predicted rotor aeromechanical results and compare them with exper-
imental measurement data. Figure 5.12 shows a comparison of the predicted rotor control trim
angles with measured values. It can be seen that while the general trends over the advance ratio
sweep were captured, there was an over-prediction or under-prediction of up to 1◦ in the collective
and lateral cyclic values. In the case of longitudinal cyclic, too, the overall trend of increasing mag-
nitude with advance ratio was captured but there was a near-constant offset of 1.5◦. It is worth
noting that, while there are some differences in the results obtained using standalone Dymore
and Dymore+VPM frameworks, both simulation strategies qualitatively match the trend observed
in the measurement data. The reason behind this is discussed later in the context of the low speed
forward flight case simulated in this study.

Figure 5.13 shows the mean rotor loads and moments obtained at the rotor shaft, as well as the
total power consumed. The quantities presented in Fig. 5.13(a)–(c) simply correspond to the trim
objectives. These are presented to showcase the efficacy of the trim controller in arriving at the
desired operating conditions starting from an initial set of reference conditions. In Fig. 5.13(f), it
can be observed that there is an outlier measurement data point at µ = 0.3 which is likely due to
a malfunctioning sensor during the test campaign. Overall, it can be observed from Figs. 5.13(d)–
(g) that either simulation framework is able to predict the variation in mean rotor shaft loads with
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advance ratio. In general, even when the predicted results differ from measurement data, results
obtained using standalone Dymore closely match the Dymore+VPM simulation results. This is un-
derstandable since Fig. 5.13 shows mean rotor quantities, and the Peters-He inflow model-based
simulations are generally able to capture the mean rotor loads very well. However, the VPM-based
wake model is better able to capture the high-frequency fluctuations due to the rotor wake. So dif-
ferences in the results from the two simulation frameworks would likely show up when analyzing
higher harmonic loads and moments that are discussed next. It is worth mentioning that this dif-
ference between the modeling capability of the Peters-He model and VPM is highlighted further
in the context of discussing the HART II rotor results later.
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Figure 5.12.: Comparison of rotor control angles obtained using Dymore and Dymore+VPM simulations
against measurement data from Ref. [112] for the Bo 105 rotor over a sweep of advance ratios
µ= 0.01–0.45.

Figure 5.14 shows the half-peak-to-peak blade structural bending moment and twisting moment
at different stations along the blade span, as well as the half-peak-to-peak pitch link loads. From
Figs. 5.14(a)-(d) it is evident that, as expected, there is greater spread in the results obtained us-
ing Dymore and Dymore+VPM frameworks. The flap bending moments, close to the blade root
were significantly over-predicted in Fig. 5.14(a). In contrast, the flap bending moments close to
the mid-span of the blades were slightly under-predicted. The exact cause for this behavior in the
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results of the simulation frameworks is difficult to pinpoint since they are an outcome of intri-
cate fluid-structure interaction processes. A slightly improved correlation is obtained in the chord
bending moment results shown in Figs. 5.14(c) and 5.14(d). In an effort to improve chord bending
moment prediction of the UH-60A rotor, Ref. [297] had conducted a study that included a model
of the rotor test stand in the NFAC 40- by 80-foot wind tunnel. This resulted in an improvement
in the correlation between predicted and measured loads. Similar work was carried out in Refs.
[280] and [279] where the effect of drivetrain dynamics on Bo 105 blade loads was investigated.
The results presented therein suggest that the inclusion of a gearbox model is likely to improve
the correlation presented in Figs. 5.14(c) and 5.14(d). Finally, pitch link load and blade twisting
moment results are presented in Figs. 5.14(e)–(g). A good correlation was obtained between the
measurement data and simulation results for the entire range of advance ratios except at µ= 0.45.
Lack of dynamic stall modeling could be one of reasons for this since it is likely to occur at high
advance ratio operation and is characterized by an increase in blade twisting moments and pitch
link loads.

Figure 5.15 shows polar plots of different blade section quantities—angle of attack α, induced in-
flow velocity Vind, rotor thrust FZ and rotor in-plane force FY . These correspond to µ = 0.1 case
of Run 42 point 7 (see Table A.3), which is also used for acoustics validation in the following sec-
tion. Due to the low forward speed and near-zero tilt of the shaft angle, the rotor undergoes BVI
at these operating conditions. This can be seen in all the results in Fig. 5.15 obtained using VPM.
The Peters-He inflow model is unable to capture the high-frequency effects of BVI; rather, it only
captures the smoothed-out average effects. This is evident in all the different quantities shown in
Fig. 5.15 obtained using the Dymore framework. The differences in physical modeling capabilities
of VPM and Peters-He models, particularly highlighted in BVI conditions, are further discussed in
the context of HART II rotor in the following section. Similar results are presented for the cruise
speed µ= 0.3 case of Run 26 point 11 in Figs. 5.16. Here, unlike the results of µ= 0.1 case, there is
greater match between the results from Dymore and Dymore+VPM frameworks. Due to the higher
oncoming flow velocity, the rotor wake is washed quickly away from the rotor disk, resulting in a
reduced impact of the induced inflow velocity on blade section angles of attack. Since the rest of
the underlying simulation model is common to both frameworks, the final results obtained using
the VPM-based wake and Peters-He inflow model exhibit a closer match.

Figure 5.17 illustrates the overall rotor wake, modeled using VPM, indicating the characteristic roll-
up of the rotor wake into two distinct trailing vortices. In addition to that, the movement of trailing
vortex particles, generated from preceding blades, close to the following blades can be seen. This
is responsible for the undulations in induced velocity seen in Fig. 5.15(b), which consequently
has a similar effect on other quantities shown in Fig. 5.15. Figure 5.18 illustrates the physical
effect of the wake moving away from the rotor disk. Comparing Figs. 5.17 and 5.18, it is evident
that in the former case the wake tends to stay close to the rotor disk and in the plane of the rotor
itself. The inability of the Peters-He model to capture the effect of these vortices is the cause of the
greater difference in the Dymore and Dymore+VPM results for the low advance ratio cases in the
half-peak-to-peak results shown in Fig. 5.14.

Based on the results presented in Figs. 5.12–5.18, the predictive accuracy of both comprehensive
analysis frameworks is considered to be fair. In the following section, the simulation output results
presented here were used for post-processing to predict rotor noise using PSU-WOPWOP.
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Figure 5.13.: Comparison of mean rotor shaft forces and moments, and power obtained using Dymore and
Dymore+VPM simulations against measurement data from Ref. [112] for the Bo 105 rotor over
a sweep of advance ratios µ= 0.01–0.45.
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(a) Blade flap bending moment at r = 0.1034
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(d) Blade chord bending moment at r = 0.5688
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Figure 5.14.: Comparison of half-peak-to-peak (HPP) dynamic blade loads and pitch link loads obtained
using Dymore and Dymore+VPM simulations against measurement data from Ref. [112] for
the Bo 105 rotor over a sweep of advance ratios µ= 0.01–0.45.
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Figure 5.15.: Comparison of aerodynamic parameters and blade section loads over the disk of the Bo 105
rotor obtained using standalone Dymore and Dymore+VPM simulation frameworks for the
case of Run 42 point 7 (µ= 0.1) from Ref. [112].
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Figure 5.16.: Comparison of aerodynamic parameters and blade section loads over the disk of the Bo 105
rotor obtained using standalone Dymore and Dymore+VPM simulation frameworks for the
case of Run 26 point 11 (µ= 0.3) from Ref. [112].
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(a) Vortex particles-based wake (b) Iso-surface of wake vorticity at |ωσ| = 5

Figure 5.17.: Visualization of the vortex wake of the Bo 105 rotor for the Run 42 point 7 case [112] obtained
using VPM-based wake model.

(a) Vortex particles-based wake (b) Iso-surface of wake vorticity at |ωσ| = 5

Figure 5.18.: Visualization of the vortex wake of the Bo 105 rotor for the Run 26 point 11 case [112] obtained
using VPM-based wake model.
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5.4.4. Aeroacoustic noise

The rotor test campaign of Ref. [111] also focused on the impact of IBC actuation on BVI noise.
For this purpose, rotor tests were conducted in the 40- by 80-feet wind tunnel at different advance
ratios. Since the subject of the investigation was BVI noise, the rotor shaft tilt angle was held pre-
dominantly positive or close to zero. The case corresponding to Run 42 point 7 (µ = 0.1) was the
only unique operating case, from a number of other cases at µ= 0.1, for which baseline rotor noise
measurements are available together with aeromechanical data. Therefore, this case was chosen
to validate the aeroacoustics model of the baseline Bo 105 rotor.

Table 5.4 shows the locations of the different microphones placed beneath the rotor where acous-
tic measurements of the baseline Bo 105 rotor were made. The sensor locations are based on the
shaft reference frame of the Bo 105 model; for reference, see Fig. 2.8 and Table A.2. It is worth not-
ing that the arrangement in Table 5.4 corresponds to the 1994 Run 42 point 7 case only. Different
microphone distributions were used for other operating conditions for which measurements were
made in the test campaign, but they are not the subject of this study. The acoustic noise in dB re-
ported in Ref. [112] was based on a frequency band of 6-40 BPF. This is standard practice adopted
when only BVI noise is of interest; for example, see Ref. [40]. However, there is inconsistency in
the reported range of frequencies used for filtering. Ref. [112] reports that filtering was carried out
between 150 Hz to 1500 Hz or 6-40 BPF. However, given the angular rotation rate of the Bo 105 of 7
Hz, 6-40 BPF translates to 170 Hz - 1133 Hz. The latter range was used in the current study to filter
the acoustic pressure perturbation and evaluate the overall sound pressure level (OASPL).

Mic. no. x y z

1 5.0 5.40 5.748

2 5.0 4.05 5.748

3 5.0 2.7 5.748

4 5.0 2.02 5.748

5 -2.0 -4.05 4.304

6 -4.456 -4.05 4.304

7 -4.456 -2.7 4.304

Table 5.4.: Acoustic sensor locations with respect to the hub in the shaft reference frame (see Fig. 2.8).

Figure 5.19 shows a comparison of the predicted rotor noise using Dymore and Dymore+VPM with
the measured data. The effect of the fidelity of the comprehensive rotor modeling framework is
apparent. The Peters-He inflow model-based simulation framework significantly under-predicted
the rotor noise at all microphone locations. This can be attributed to the inability of the Dymore
simulation framework to capture the high-frequency induced inflow variations that are the source
of corresponding variations in airloads. Consequently, the term in the Farassat’s formulation (see
Eq. 4.5) that relies on a derivative of airloads is incorrectly calculated. The correlation between
measured data and BVI noise predicted using VPM-based wake solution is fair for microphones
Mic1-Mic4. For the remaining microphones, Mic5-Mic7, the noise is under-predicted by 3-5 dB.
Since the measurement test campaign did not report any airloads measurements, which are re-
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Figure 5.19.: Comparison of Bo 105 rotor noise prediction at Run 42 point 7 (µ = 0.1) using Dymore and
Dymore+VPM simulations with experimental measurement data from Ref. [112].

quired for predicting noise using the Farassat’s F1A formulation, it is difficult to ascertain the exact
source of the discrepancy for microphones Mic5-Mic7. Overall, the correlation of predicted rotor
acoustic noise can be considered to be fair. However, for added measure, the HART II rotor was
also simulated, and acoustic noise emissions were compared to measurement data for improved
validation of the acoustics framework. These results are presented in the following section.

5.5. HART II

The HART II rotor is a Bo 105 Mach-scaled model rotor that was tested in the DNW wind tunnel
in 2001 [256]. The measurement data from the test campaign have been extensively used for val-
idating different rotor analysis codes in a number of publications [10]. In the current study, the
HART II rotor was used primarily to validate the acoustics analysis framework detailed in Chap.
4. While the complete HART II rotor test campaign included an exhaustive range of experiments,
only a limited data set has been made public online via the DLR website [7]. This data set includes
a baseline rotor test in descent flight conditions experiencing BVI. This flight condition, referred
to as ‘BL’, was simulated as part of the current acoustics study. Results presented in Ref. [78] show
that when unsteady blade pressure measurement data were used as input for acoustic analysis,
the predicted noise was very accurate even in BVI conditions. This suggests that the accuracy of
the rotor aerodynamics are correlated with the predicted noise. Therefore, in addition to validat-
ing the acoustic framework, the BL case also serves as a validation for BVI modeling using the
Dymore+VPM framework.

The rotor control input in the current study was prescribed, and the relevant input data needed to
set the simulation up was obtained from Ref. [256]. The acoustics measurement data is available
over a number of grid points on a plane. The exact coordinates of the microphone locations were
obtained from Ref. [276] and shown in Table 5.5(a). Note that the coordinates are provided in
Ref. [276] in a ‘wind tunnel’ coordinate system where the rotor hub location is given using Eq. 5.5.
Table 5.5(b) contains the final microphone coordinates that were used based on the simulated rear
tilt of the rotor shaft γ= 5.3◦.
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Mic. no. x y z

1 0.001 -2.686 -2.224

2 -0.019 -2.241 -2.225

3 -0.012 -1.797 -2.224

4 -0.010 -1.344 -2.219

5 -0.007 -0.894 -2.214

6 0.005 -0.456 -2.214

7 0.016 0.009 -2.217

8 0.007 0.455 -2.214

9 0.011 0.905 -2.205

10 0.013 1.360 -2.207

11 0.012 1.810 -2.202

12 0.019 2.268 -2.213

13 0.014 2.701 -2.208

(a) γ= 0◦

Mic. no. x y z

1 -0.118 -2.686 -2.224

2 -0.139 -2.241 -2.225

3 -0.132 -1.797 -2.224

4 -0.130 -1.344 -2.219

5 -0.127 -0.894 -2.214

6 -0.114 -0.456 -2.214

7 -0.103 0.009 -2.217

8 -0.112 0.455 -2.214

9 -0.108 0.905 -2.205

10 -0.106 1.360 -2.207

11 -0.107 1.810 -2.202

12 -0.100 2.268 -2.213

13 -0.105 2.701 -2.208

(b) γ= 5.3◦

Table 5.5.: Acoustic sensor locations in the rotor shaft frame (see Fig. 2.12(a)).

xhub,WT = 4.400−4.601cos
(
13.7◦+γ)

yhub,WT = 0

zhub,WT = 0.915

(5.5)

5.5.1. Blade natural frequencies and mode shapes

Figure 5.20 shows the frequency fan plot of the HART II rotor and compares the results obtained
in the current study against those reported in Ref. [256]. There is a good match between all the
predicted blade natural frequencies, except torsion, when compared to results reported by DLR in
Ref. [256], over the entire range of rotor rotational speeds. It is worth noting that results from a
number of other organizations are available in Ref. [256], but those provided by DLR were chosen
arbitrarily in this study. The predicted torsion frequencies exhibit a near-constant offset compared
to the experimental measurement data, at Ω = 0, as well as the reported results from DLR. This
could be the result of modeling the blade with a clamped condition at the blade rotor, as shown in
Fig. 2.12(b), instead of a torsional spring. This also leads to differences in the corresponding blade
mode shapes shown in Fig. 5.21. While the mode shapes for flap and lag are a good match with the
corresponding results from Ref. [256], the predicted torsion mode shape differs due to the nature
of the root condition. It is worth noting that different partner institutions, who reported their
results in Ref. [256], modeled the blades differently. Consequently, there is considerable spread in
the fan plot, as well as mode shapes, as reported by them. This indicates that the manner in which
the blade root is modeled has a non-negligible effect on the blade natural frequencies as well as
the torsion blade mode shape.
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Figure 5.20.: HART II rotor blade frequency fan plot at 0° collective compared with data from Ref. [256].
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Figure 5.21.: Comparison of the mode shapes obtained in the current study (solid lines) versus results from
DLR provided in Ref. [256] (dashed lines).
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5.5.2. Rotor aeromechanical results

As mentioned earlier, the main purpose of this study involving the HART II rotor was to verify and
validate the acoustics analysis framework. For this purpose, the baseline HART II rotor case BL was
simulated. This corresponds to a simulated descent flight condition with rotor shaft tilt γ = 5.3◦,
forward speed V∞ = 32.8 m s−1, collective θ0 = 3.8◦, longitudinal cyclic θ1s = −1.34◦ and lateral
cyclic θ1c = 1.92◦. The simulation was conducted using a particle spanwise resolution of nres = 40
and a total number of particles Np,max = 1.25×105 in the rotor wake.

Figure 5.22 shows an extract of the aerodynamic normal force and moment at r = 0.87 over the
entire azimuth. The simulation results are compared to corresponding measurement data for a
closer analysis of the BVI events and their direct effect on blade aerodynamic loads. From Fig.
5.22(a), it is evident that VPM-based simulation is able to accurately capture the BVI events but
only those occurring on the retreating side. It also over-predicts the oscillating effect of vortex in-
teraction on the normal force in the advancing side region. Unsurprisingly, the Peters-He model-
based simulation was only able to capture the general trend of normal aerodynamic load. In con-
trast, the VPM-based simulation performs just as well as the Peters-He model-based simulation
with regard to predicting the aerodynamic moment in Fig. 5.22(b). Both models were only able
to capture the mean trend of measured moment data in this case. This can be attributed to the
limitation of the blade aerodynamics analysis based on the lifting-line model. Small fluctuations
in the section angle of attack due to the passage of trailing vortices in proximity to the blade reg-
ister a corresponding fluctuation in the lift forces. This is because blade sections predominantly
operate in the regime where lift is linearly proportional to the angle of attack. In contrast, the blade
section pitching moment is predominantly constant over a significant range of angle of attack (see
Fig. 2.14(c)). Consequently, fluctuations in the angle of attack do not necessarily lead to a propor-
tional variation in sectional moment. This can also be observed in the results presented in Ref.
[256], where free wake model-based simulations were able to capture the high-frequency fluctu-
ations in normal force but not in moment oscillations. Since the vortices pass in close proximity
to the lifting-line itself, the approximation of collapsing the chordwise airfoil representation to a
point (i.e., quarter-chord collocation point) starts to break down and does not result in accurate
aerodynamics calculation.

Figure 5.23 illustrates the overall rotor wake, modeled using VPM, clearly indicating the proximity
of trailing tip vortices to the following blades. Figure 5.23(a) shows that the particles-based wake
model was able to capture the dominant characteristics, including the coalescing of the individual
trailing vortices into two large vortices forming at the lateral ends of the rotor disk. Figure 5.23(b)
shows the iso-surface representation of the wake vorticity where the individual trajectories are
more clearly evident.

Since the accuracy of the noise prediction depends on the accuracy of the aerodynamic loads and
blade motion, it is worthwhile to examine the overall results obtained from the different simula-
tion frameworks. Figure 5.24 shows the distribution of the angle of attack, induced velocity, thrust,
and drag over the rotor disk obtained using Dymore and Dymore+VPM. The angle of attack distri-
bution over the rotor azimuth is an insightful quantity that sheds light on the interplay between
the rotor control angles, blade elastic deformation, and the wake-induced inflow. This quantity
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Figure 5.22.: Comparison of azimuthal time-history of section blade coefficients of the HART II rotor at r =
0.87 obtained in the current work versus experimental measurements reported in Ref. [256].

(a) Vortex particles-based wake (b) Iso-surface of wake vorticity at |ωσ| = 50

Figure 5.23.: Visualization of the vortex wake of the HART II BL case obtained using VPM-based wake
model.

is not usually available in any data set reported after a rotor measurement test campaign. In fact,
Ref. [42] has rightly called out the lack of blade section angle of attack measurement capability to
be ‘frustrating’. Overall, it is evident that the Peters-He inflow model is capable of capturing the
dominant wake characteristics—for example, the higher angle of attack near the blade root on the
retreating side in Fig. 5.24(a), lift in the first rotor quadrant in Fig. 5.24(c), thrust distribution in
the region 90◦ <ψ< 270◦ in Fig. 5.24(e), and drag in the third quadrant near the blade tips in Fig.
5.24(g). In contrast, VPM is capable of capturing the multiple BVI events that occur over the rotor
disk. These are evident to a lesser degree in the angle of attack (Fig. 5.24(b)) and drag force (Fig.
5.24(h)) and more apparent in the induced velocity (Fig. 5.24(d)) and the thrust force (Fig. 5.24(f)).
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Figure 5.24.: Comparison of blade section loads and aerodynamic parameters over the disk of the HART II
rotor obtained using standalone Dymore and Dymore+VPM simulation frameworks.

106



5.5.3. Aeroacoustic noise

This section is dedicated to the presentation and discussion of acoustic noise results for the BL
case of the HART II rotor. It is worth noting that the experimental test apparatus also included
a fuselage, but only the isolated rotor was modeled in this study. Ref. [129] carried out a similar
analysis of the HART I rotor, a precursor to the HART II, using CAMRAD II and indirectly included
the effect of the fuselage used in that study by correcting the shaft tilt angle by 0.2◦. The basis of
this correction, however, was not detailed. Therefore, the current study was carried out without
any shaft angle correction due to the presence of fuselage and no structural or aerodynamic effect
of the fuselage was modeled. There was a shaft angle correction to account for wind tunnel wall
effects, but this is already included in the shaft tilt angle γ taken from Ref. [256].

Figure 5.251 shows a comparison of the noise predictions made using PSU-WOPWOP, with the
blade motion and aerodynamic loads output from Dymore (Fig. 5.25(b)) and Dymore+VPM (Fig.
5.25(c)) frameworks, against the experimental measurement data from the HART II test campaign
(Fig. 5.25(a)). The experimental data were filtered to include only 6-40 BPF, so the simulation data
presented were also appropriately filtered. The acoustics analysis framework described in Sec. 4.3
was used for this purpose in order to obtain acoustic pressure perturbations at a grid of observers
locations given in Table 5.5(b). Based on the results presented in Fig. 5.25(b), it is evident that
standalone Dymore-based results significantly under-predicted rotor noise. The reason behind
this can be attributed to the inability of the Peters-He inflow model to capture any high-frequency
aerodynamic fluctuations (see Fig. 5.22(a)) resulting from BVI. Consequently, the terms in the
loading acoustic pressure in Eq. 4.5, that contain a derivative of the aerodynamic forces acting
on the fluid, are inaccurately calculated. This is not the case with the VPM-based framework in
Fig. 5.25(c), which shows a predominantly good match with the experimental predictions, espe-
cially below the rotor disk. In regions away from the rotor disk, only the qualitative trend could be
captured.

In order to better analyze the contour map of the acoustic emissions from the simulations, Fig.
5.26 shows the results where the colorbar was adjusted to accentuate the distribution in the re-
spective cases. Figure 5.26(a) shows that the Peters-He model not only under-predicted the over-
all noise but was also unable to capture the qualitative trend of its distribution over the measure-
ment domain when compared to Fig. 5.25(a). In contrast, Fig. 5.26(b) shows that the VPM-based
framework was able to predict the qualitative distribution of rotor noise very well. Quantitatively,
Dymore+VPM-based prediction matches measurement data in the regions directly below the ro-
tor disk but is over-estimated in the region that is near the retreating side but away from the rotor
disk. Overall, the results render sufficient confidence in the ability of the Dymore+VPM framework
to capture the dominant BVI effects. Additionally, the ability of PSU-WOPWOP post-processing
framework to then predict the noise emissions is also considered to be validated.

1Appropriate permissions have been obtained from Springer Nature to reproduce the Fig. 5.25(a) from Ref. [256].
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(a) Experiment [256]

(b) Dymore (c) Dymore+VPM

Figure 5.25.: Comparison of the predicted noise levels for the HART II BL case using the different simulation
frameworks used in the current work and the experimental data reported in Ref. [256].

(a) Dymore (b) Dymore+VPM

Figure 5.26.: Re-scaled predicted noise levels for the HART II BL case for a qualitative assessment of the
results obtained using the different simulation frameworks used in the current work.
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5.6. Active Bo 105 Rotor

The validated full-scale Bo 105 rotor from Sec. 5.4 was further used to demonstrate the capabil-
ity of the current analysis framework to model active rotors. For this purpose, the rotor model
definition of the Bo 105 was simply augmented using compound airfoil tables as detailed in Sec.
2.5.5. It is worth noting that the study in Ref. [300] showed that the flexibility inherent in the Fish-
BAC mechanism had a non-negligible effect on the section aerodynamics. However, in the current
work, the morphing mechanism was considered stiff enough that prescribed actuation matched
the desired deflection profile. Throughout this study, the active camber deflection was prescribed,
and the dynamics of the FishBAC actuation system were neglected.

It has already been demonstrated in Ref. [16] that small deflections of the FishBAC mechanism
can cause significant changes in the 2D airfoil aerodynamic properties. For example, a deflection
of 2.3◦ at M = 0.4 changes the airfoil L/D from 14.67 to 33.23 and the Cm from -0.0084 to -0.045.
In addition to that, continuous trailing-edge flaps, which are in principle similar to the FishBAC
mechanism, were investigated in Ref. [264] for the purposes of primary rotor control. Here, it
was shown that a maximum deflection of 5.4◦ was sufficient for rotor primary control2. Therefore,
small FishBAC deflections are deemed sufficient to demonstrate the influence of active camber
morphing on rotor aeromechanics. Active camber morphing was accomplished using harmonic
trailing-edge actuation at 1P given by Eq. 5.6. Here δ0 represents the amplitude of actuation,
and φ denotes the input phase delay. Different camber morphing profiles were considered using
δ0 = 0.5◦,1.0◦,1.5◦ together with a sweep of phase delay φ= [0◦,360◦]. The objective was to inves-
tigate the impact of active rotor morphing on rotor power, hub vibrations, and aeroacoustic noise
output. The cruise speed operating condition of Run 26 point 11 from Table A.3 was used for this
purpose.

δ= δ0 sin(2πt/T +φ) (5.6)

Theoretically, the rotor acts as a filter by allowing forces and moments only at integer multiples of
NbP to be transferred at the non-rotating rotor hub. In reality, non-integer multiples of NbP forces
can be experienced at the rotor hub due to slight dissimilarities in the rotor blades, but that is not
the subject of this work. Since the contribution due to vibrations at higher multiples of NbP can
be much smaller in magnitude, it is common practice to use only the NbP vibratory loads in order
to represent vibrations due to the rotor [217][85][83]. This corresponds to a frequency of 4P for
the four-bladed Bo 105 rotor. A helicopter airframe was not modeled in the current study, so the
effect of airframe dynamics and the aerodynamic effect of rotor wake that periodically impinges
on the fuselage were not accounted for. Vibration indices, J1 and J2, were used as a cumulative
measure of the harmonic forces and moments transferred from the rotor to the non-rotating hub.
Eqs. 5.7 and 5.8 show the two different metrics used. Eq. 5.7 represents the hub vibration index
containing all the components of the dominant 4P vibratory loads, and moments. This vibration
index was chosen based on a combination of the different vibration indices suggested in Refs.

2The airfoil tip deflection is provided in inches in the study. The value of 5.4◦ was evaluated assuming the deflection
begins at three quarter-chord.
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[217], [85] and [83]. The loads and moments were weighted with the corresponding baseline rotor
values, indicated using F4x0,F4y0 etc. Note that all the vibratory components in Eq. 5.7 have equal
weighting. Since dominant vibrations tend to occur along the shaft axis, another metric J2 (Eq.
5.8) was defined such that it contained only the vibratory components along the Z-axis.

J1 =
√√√√(

F4x

F4x0

)2

+
(

F4y

F4y0

)2

+
(

F4z

F4z0

)2

+
(

M4x

M4x0

)2

+
(

M4y

M4y0

)2

+
(

M4z

M4z0

)2

(5.7)

J2 =
√(

F4z

F4z0

)2

+
(

M4z

M4z0

)2

(5.8)

Since there is no experimental data available for a rotor fitted with the FishBAC mechanism, the
active rotor results obtained in this section could not be validated by comparing against measure-
ment data. It is for this purpose that the validation presented in the foregoing sections in this
chapter was conducted in order to render confidence in the predictive nature of the simulation
frameworks.

5.6.1. Impact on performance and loads

The effect of active camber morphing on rotor power, mean rotor hub loads and vibratory hub
loads is discussed here. Figures 5.27-5.29 show rotor aeromechanical quantities associated with
the Bo 105 rotor, obtained at different δ0 and φ input. Figures 5.27(a)-5.27(c) show the variation
of the rotor control angles in order to arrive at the trim conditions of Run 26 point 11 for differ-
ent camber morphing actuations. By and large, the predictions made using Dymore (depicted
using solid lines) and Dymore+VPM (depicted using dashed lines) follow the same trends. The
maximum difference in the predicted control angles by the two frameworks hovers around 0.5◦.
The results presented in Figs. 5.27(d)-5.27(f) show that the controller was generally successful in
trimming the rotor to operating conditions of the baseline rotor. Finally, Fig. 5.27(g) shows the
variation in predicted rotor power consumption. While the results obtained using Dymore and
Dymore+VPM cluster around a different mean predicted power consumption, the qualitative vari-
ation over φ-sweep is largely similar. The VPM-based framework predicted a maximum reduction
in power consumption of 9.1% compared to 9.6% by the Peters-He model-based framework. This
maximum reduction in the former occurs close to φ = 240◦ while it occurs close φ = 270◦ for the
latter. In either case, the actuation amplitude was δ0 = 1.5◦.

An analysis of the rotor aerodynamics for the case with δ0 = 1.5◦ and φ = 270◦ in Fig. 5.28 shows
that the change in rotor performance was brought about by a variation in the blade section angle
of attack ∆α over the rotor disk. In Figs. 5.28(a) and 5.28(b), the angle of attack was decreased on
the lateral sides of the rotor disk and increased on the fore and aft sections. This led to the corre-
sponding shift in the normal lift force from the lateral to the fore and aft sections of the rotor disk
(see Figs. 5.28(e) and 5.28(f)). Figures 5.28(g) and 5.28(h) show that the drag force increased on the
advancing side, despite the decrease in angle of attack in that region. This can be attributed to the
camber morphing profile withφ= 270◦, which indicates that the active blade sections have a non-
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zero deflection on the advancing side. Non-zero camber morphing, either upward or downward
deflection, increases the section drag coefficient (see Ref. [16]). Together with the high dynamic
pressure on the advancing side, this led to increased drag force on the advancing side. Near the
blade tip, where the blade profile remained the same as the baseline, a large reduction in drag was
obtained congruent with the change in angle of attack. Overall, this redistribution had a favorable
effect on power consumption, as obtained in Fig. 5.27(g).

Figure 5.29 shows the vibratory 4P forces and moments generated on the active rotor for different
camber deflection amplitude δ0 and phase delay φ. Results are shown for both the simulation
frameworks—Dymore (solid lines) and Dymore+VPM (dashed lines). From Figs. 5.29(a)-5.29(f),
it can be seen that similar trends are predicted by both frameworks. As already mentioned in the
context of discussing the results of Fig. 5.16, this is likely a consequence of the operating condi-
tions used. At µ = 0.3, the effect of wake-induced inflow on the rotor aerodynamics is reduced
since the wake vorticity is quickly washed away from the rotor. In the case of the 4P thrust force
F4z, 4P pitching moment M4x and the 4P roll moment M4y, there is a near-constant offset between
the sets of results generated using Dymore and Dymore+VPM. The exact source of this disparity is
difficult to ascertain since the 4P harmonic loads and moments are a byproduct of fluid-structure
interaction involving higher harmonic airloads as well as the blade elastic motion. However, some
of the discrepancies can be attributed to the inability of the Peters-He model to capture the high-
frequency variations in the induced inflow velocity, given only six states were used in the current
study. The number of inflow states was chosen for the baseline rotor so that the overall power
requirement was correctly predicted, and this input parameter was left unchanged for the active
rotor study.

Figure 5.29(g) and 5.29(h) show the combined effect of the different vibration indices presented
earlier in Eqs. 5.7 and 5.8, respectively. The black horizontal line indicates the value correspond-
ing to the baseline case. Consequently, results below this line indicate lower overall vibrations
brought about by camber morphing using the FishBAC mechanism. From Fig. 5.29(g), it can be
seen that the Peters-He model-based framework predicts no vibration reduction while the VPM-
based framework results in a nominal reduction of 6.1% for δ = 0.5◦ sin(2πt + 60◦). An analysis
of the J2 coefficient in Fig. 5.29(h) shows a similar result where Peters-He model-based results
showed no reduction in vibratory loads but the VPM-based framework resulted in a maximum
reduction of 32.8% in the vibrations indiex J2.

Based on the active rotor results discussed above, it is apparent that the two simulation frame-
works used in the current study—standalone Dymore and Dymore+VPM—both predict qualita-
tively similar trends of mean as well as oscillatory aeromechanical results. Quantitatively, the two
sets of results generally exhibit an offset between each other. In lieu of experimental measurement
data of an active rotor with the FishBAC concept, the source of this disparity could not be com-
pletely resolved. From a physical modeling perspective, however, it is likely that the Dymore+VPM
framework makes more accurate predictions since the VPM-based wake model captures more ro-
tor wake physics than the Peters-He wake model. Code-to-code comparison of predicted results
using a different simulation framework is another approach that could help put the relative ac-
curacy of the two frameworks in perspective. However, this is beyond the scope of the current
work.
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Figure 5.27.: Comparison of rotor control angles, thrust, mean hub moments, and power obtained using
Dymore (solid lines) and Dymore+VPM (dashed lines) simulations. The results are obtained at
the trim condition of Run 26 point 11 (µ= 0.3) case for different amplitudes (δ= 0.5◦,1.0◦,1.5◦)
and phase angles (φ= [0◦,360◦]) of active camber actuation at 1P.112
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Figure 5.28.: Comparison of the change in aerodynamic quantities and blade section loads, obtained using
standalone Dymore and Dymore+VPM simulation frameworks, for active rotor input of δ =
1.5◦ sin(2π∗ t/T +270◦) with respect to the baseline results of Run 26 point 11 in Fig. 5.16.
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Figure 5.29.: Comparison of rotor 4P hub forces, moments and vibration indices, obtained using Dymore
(solid lines) and Dymore+VPM (dashed lines) simulations. The results are obtained at the trim
condition of Run 26 point 11 (µ = 0.3) case for different amplitudes (δ0 = 0.5◦,1.0◦,1.5◦) and
phase angles (φ= [0◦,360◦]) of active camber actuation at 1P(see Fig. 5.27(a) for legend).
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5.6.2. Impact on aeroacoustic noise

In order to obtain the effect of active camber actuation on the footprint of rotor noise, i.e., direc-
tivity and magnitude, the total rotor noise was calculated at several locations. These were placed
on a hemispherical front that was centered at the rotor hub and moved with it. Relative acoustic
effects occurred due to changes in sectional blade geometry and aerodynamic drag and lift due to
morphing. The maximum change in rotor noise could be influenced to different degrees of suc-
cess for different observers over the hemisphere. Three locations, viz. A, B, and C, where chosen
such that they were roughly in-plane, out-of-plane and below the rotor disk, respectively. Further
details about the observer locations can be referred to from Sec. 4.3.1.

Figure 5.30 shows the total noise results obtained at the three observer locations A, B, and C. Re-
sults obtained using Dymore output to PSU-WOPWOP are shown in solid lines, and those ob-
tained using Dymore+VPM output are shown in dashed lines. In addition to the active rotor noise
results obtained for different camber actuation amplitudes δ0 and phase angles φ, the baseline
rotor results are also shown (black lines). Since both simulation frameworks result in slightly
different noise predictions, the corresponding baseline rotor noise prediction was used to assess
whether noise emission increased or decreased at a given input. From Fig. 5.30(a), it can be seen
that there was only a nominal decrease in in-plane rotor noise at A. The reduction in noise pre-
dicted using Dymore results, was about 1 dB. In contrast, Dymore+VPM results showed an in-
crease in noise over the entire spectrum of morphing scheduling and amplitudes. At location B,
both simulation frameworks showed that noise reduction of 1.5-2.5 dB was possible. However,
the results from Dymore framework indicated that this reduction occurred at φ = 90◦ while Dy-
more+VPM showed that minimum noise occurred at φ= 150◦. At location C, where the dominant
component of aeroacoustic perturbations was loading noise, only the Dymore+VPM framework
exhibited a maximum reduction in noise of 2 dB. Standalone Dymore-based simulation results
led to no reduction in total rotor noise at C.

Figures 5.31 and 5.32 show the hemispherical contour plots of the different noise components ob-
tained using Dymore and Dymore+VPM frameworks, respectively. Comparing the corresponding
sub-figures, it can be seen that the two sets of results mainly differ in the loading noise predic-
tion while the thickness noise distribution is largely the same. Since rotor in-plane noise at lo-
cation A is predominantly composed of thickness noise, the predicted results using Dymore and
Dymore+VPM at that location (see Fig. 5.30(a)) are very close to each other. For regions below
the rotor disk plane, the loading noise component dominates. This is why the total noise distribu-
tion mimics the loading noise distribution over nearly the entire hemisphere. Figure 5.33 shows
some example cases, with different camber morphing profiles, that exhibit significant variations
in noise emissions. The objective here was to simply show the overall impact that the FishBAC
mechanism can have on total noise emissions, even with small actuation amplitudes. Comparing
the baseline rotor noise result of Fig. 5.32(c) with the active rotor results of Figs. 5.33(a)-5.33(c), it
is apparent that active camber morphing can have a significant impact on total noise emissions,
both qualitatively and quantitatively. Based on the specific locations where noise reduction is de-
sired, different actuation profiles can be deemed useful in achieving that target. Similarly, Figs.
5.33(d)-5.33(f) show that similar behavior is also exhibited for the ground plane noise.
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Figure 5.30.: Comparison of the total noise at observer locations A, B, and C (see Fig. 4.3(a)), obtained using
Dymore (solid lines) and Dymore+VPM (dashed lines) simulations. The results are obtained
at the trim condition of Run 26 point 11 case for different amplitudes (δ0 = {

0.5◦,1.0◦,1.5◦
}
)

and phase angles (φ= [0◦,360◦]) of active camber actuation at 1P.

It is worth emphasizing that the presented results showcase the behavior of the FishBAC mecha-
nism only within the scope of the different actuation profiles investigated. The results are not a
reflection of the overall ability of the FishBAC concept to reduce rotor noise since no optimization
study was undertaken to identify the actuation profile that led to minimum noise. It is likely that
a more exhaustive investigation of the input actuation profiles could lead to discovery of different
noise emission trends. Additionally, in order to truly quantify rotor noise reduction, a global met-
ric could be more beneficial. Such a metric would need to take into account not just the change in
the rotor noise at a given location but also add appropriate weighting to it to incorporate human
sensitivity to the change in noise. Investigation of such a noise metric was beyond the scope of the
current study but is deemed necessary for aeroacoustics investigations involving active rotors.
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(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.31.: Baseline rotor noise at Run 26 point 11 conditions obtained using standalone Dymore output.

(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.32.: Baseline rotor noise at Run 26 point 11 conditions obtained Dymore+VPM output.

(a) δ= 0.5◦ sin(2π∗ t/T +120◦) (b) δ= 0.5◦ sin(2π∗ t/T +300◦) (c) δ= 1.0◦ sin(2π∗ t/T +150◦)

(d) δ= 0.5◦ sin(2π∗ t/T +300◦) (e) δ= 1.0◦ sin(2π∗ t/T +150◦) (f ) δ= 1.5◦ sin(2π∗ t/T +150◦)

Figure 5.33.: Variation in rotor total acoustic noise footprint over a hemisphere and a plane below the ro-
tor, at different actuation profiles of active camber mechanism, obtained using Dymore+VPM
output.
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5.7. UT Austin Rotors

As detailed in Sec. 2.5.4, the rotor systems tested at UT Austin [207] were simulated in this study
and the obtained results are presented in this section. The objective of this exercise was multifold—
(a) validate the VPM framework for hovering rotors, (b) verify the framework for analysis of coaxial
rotors, and (c) showcase the ability of the FishBAC mechanism to reduce vibratory loads due to
blade passage effect in coaxial rotors. Single rotor designs, for which measurement data is avail-
able, were simulated using both Dymore and Dymore+VPM. The designs include a two-bladed
rotor as well as a four-bladed rotor. The coaxial rotor system was simulated only using the VPM
wake model since the Peters-He inflow model is incapable of modeling interacting rotor wake sys-
tems. The geometries of the different rotor systems in this study were already described in Sec.
2.5.4. The rotor blades were modeled sufficiently stiff so that they can be assumed to be rigid.
Based on Eq. 2.6, a tip loss factor of 0.964 was used for the two- and four-bladed rotors. For the
coaxial rotor system, a tip loss factor of 0.961 was used.

5.7.1. Fountain effect at blade root

In the Dymore+VPM coupled framework results, presented until now in this work, the VPM-based
wake model was able to capture the dominant wake characteristics without any undue physical
effects. The same strategy, however, posed some challenges for the hovering rotor cases. Note
that the Run 15 point 5 case simulated using the Bo 105 rotor was not strictly a hover case since
a forward velocity of 3.19 m/s was involved. Figure 5.34 shows the unphysical upflow of the rotor
wake from the center of the rotor encountered for the isolated two-bladed UT Austin rotor case.
The cause of this phenomenon is related to the practice adopted in the current work of completely
bypassing any inflow modeling until particles were introduced once the VPM solver was engaged.
Thereafter, the inflow velocity slowly built up to a periodic or steady value, based on the operating
condition of the rotor, after the rotor had undergone sufficient number of revolutions. This meant
that blade sections experience no inflow velocity until the VPM coupling had begun. Even after
the coupling was started, there was no substantial induced inflow velocity during the first few
revolutions of the rotor since the wake was not fully developed yet. As a consequence, the root
vortex particles formed a ring that has the tendency to self-convect above the rotor disk plane.

A literature review on the subject led to the understanding that a majority of the studies either do
not observe this computational phenomenon or shy away from presenting details about how this
non-physical effect was handled. Limited studies where this phenomenon was indeed observed
each suggested different ways in which they resolved the issue. Ref. [182] used simple free wake
analyses to show that the effect of the root vortex on the blade loads could be neglected without
incurring much error. The cause of this shortcoming of the simulation setup to represent reality,
where no such upflow close to the blade root is observed, was postulated to result from a lack of
hub or blade root fixtures. This reference further suggested that this led to a non-physical presence
of a strong root vortex that was the cause of the obtained upflow. Ref. [241] suggested a gradual
spanwise suppression factor to ensure that the vorticity at the root reduced to zero, thereby en-
suring that the root vortex was artificially damped. Ref. [60] conducted simulations of a hovering
rotor using free wake with parametric curves instead of linear filaments and suggested the strategy
of gradually increasing rotor RPM to avoid the non-physical phenomenon of rotor upflow.
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Figure 5.34.: VPM simulation of the two-bladed UT Austin isolated rotor, at 1200 RPM and 6◦ collective,
exhibiting fountain effect when no special treatment is undertaken to solve for the rotor wake.

In the current study, a combination of the above-suggested strategies was found to work best. The
rotor was initially run up from the rest position to reference RPM over 0.1 s and the VPM coupling
was established from the beginning of the simulation itself. The trailing vorticity near the root of
the blades was artificially suppressed and slowly increased to its full value over about five rotor
revolutions. In addition, an artificial linearly decaying far wake flow field was assumed for these
initial revolutions that washed the initial vortex particles away from the rotor. Thereafter, the rotor
simulation proceeded normally for an additional ten rotor revolutions in order to obtain steady-
state results.

5.7.2. Two-bladed/four-bladed isolated rotors

Figure 5.35 shows the thrust and power variation of two- and four-bladed rotors with the collective
pitch angle. The experimental measurement data were taken from Ref. [113]. Error bars were
also reported in Ref. [113] but are not shown here since they were small enough such that the
conclusions of this study are not affected. It can be observed that both the Peters-He inflow model
and the VPM-based wake model match the measurement data very well. The number of inflow
states for the Peters-He inflow model was chosen to be six such that the predicted thrust output
matches measurement data for a minimal number of states. The thrust output for the case of the
four-bladed rotor was slightly under-predicted. It is worth mentioning that a better match with
measurement data was also not possible in a validation study presented in Ref. [113].

Figures 5.36-5.38 further discuss the results of an example case from the validation study pre-
sented in Fig. 5.35. Figure 5.36 shows the spanwise variation of relevant rotor simulation quanti-
ties for an example case of two-bladed rotor with 12◦ collective. A comparison is made between
the Peters-He inflow model-based results and those obtained using the VPM-based wake model.
Figure 5.36(a) shows the variation of induced velocity over the blade span. It can be seen that the
trend of the inflow velocity differs significantly between the two frameworks, particularly towards
the blade tips. The characteristic trend of the Dymore+VPM result is due to the formation of a
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strong trailing vortex near the tip of the rotor blades (see Fig. 5.37). Consequently, the induced
velocity is higher in the regions inboard of the tip vortex compared to the outboard region. Since
the tip vortex is not formed perfectly at the blade tips but rather at a slightly inboard location,
the resulting behavior of induced velocity is obtained. In contrast, the potential flow theory-based
Peters-He inflow model is unable to capture this circulatory flow effect. The primary difference be-
tween the simulation frameworks, Dymore and Dymore+VPM, arises from the manner in which
the induced inflow velocity is modeled. Therefore, the quantities shown in Figs. 5.36(b)-5.36(d)
can be explained as a direct result of the distribution of the induced inflow velocity itself.
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Figure 5.35.: Comparison of predicted rotor performance, obtained using the different simulation strate-
gies used in the current work, against measurement data from Ref. [113] for prescribed collec-
tive inputs to the UT Austin two- and four-bladed single rotors.

Since the rotor collective was prescribed and the stiff rotors blades were modeled as stiff, any vari-
ation in the angle of attack was directly related to the induced inflow velocity (see Fig. 2.1). Figure
5.36(c) shows the variation in the bound circulation over the entire span. It is worth noting that a
tip loss factor has been implemented in order to ensure that zero aerodynamic lift was generated
at the blade tips. Since, bound circulation is directly proportional to the oncoming flow velocity,
both models captured the near-linear increase in Γ in the inboard sections of the rotor blade. At
the blade tip, however, the blade section lift coefficient varied sufficiently dramatically due to vari-
ation in α, such that a sharp peak was obtained in the Dymore+VPM case. The variation in blade
section thrust force in Fig. 5.36(d) can be directly explained by the variation in bound circulation.
Since the overall rotor thrust produced using either simulation framework was the same (see Fig.
5.35(a)), the area under the FZ curve is the same in each case. It is worth mentioning that the
characteristic peak in Γ and FZ towards the rotor tip, obtained using VPM, is qualitatively similar
to the hover results of the NASA/Army/MIT active twist rotor (ATR) presented in Ref. [191].

Figure 5.37 illustrates the particles-based wake and the corresponding vorticity modeled in the
rotor wake. It is evident that most of the vorticity is captured near the blade tips which led to the
behavior of Vind, α, Γ and FZ observed in Fig. 5.36. For completeness, Fig. 5.38 shows the contour
plots corresponding to the results of Fig. 5.36.
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Figure 5.36.: Comparison of blade spanwise variation of rotor simulation quantities for the UT Austin two-
bladed single rotor case at rotation rate of 1200 RPM and 12° collective.

(a) Vortex particles-based wake (b) Iso-surface of wake vorticity at |ωσ| = 75

Figure 5.37.: Visualization of the vortex wake of the UT Austin two-bladed single rotor case, at rotation rate
at 1200 RPM and 12° collective, obtained using VPM wake modeling.
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Figure 5.38.: Comparison of predicted rotor aerodynamic parameters and blade section loads using stan-
dalone Dymore and Dymore+VPM simulation frameworks for the UT Austin two-bladed single
rotor case at 1200 RPM and 12° collective input.
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5.7.3. Coaxial rotor

In comparison to isolated hovering rotors, two major effects take place on coaxial rotors due to
the proximity of the component rotors to each other - (a) inter-rotor blade passage interactions
when blades from one rotor pass close to the blades from the other rotor, (b) effect of induced
velocity due to wake mixing. Essentially, the proximity of the upper and the lower rotors leads
to aerodynamic interference between them. As the blades from the two rotors pass close to one
another, an impulsive loading takes place due to the blade-blade interactions during crossover.
This phenomenon has been well-documented in the literature; for example, see Ref. [113]. In the
current study, these blade interaction effects were modeled using the computational framework
laid down in Sec. 3.4.1. In addition to that, since the lower rotor operates in the wake of the upper
rotor, the magnitude of the wake-induced velocity on either rotor is different from the isolated
rotor case.

The objective of the current study was to simulate the UT Austin coaxial rotor system at a pre-
scribed collective angle using the VPM-based wake model. Since the Peters-He inflow model is
incapable of modeling coaxial rotor inflow, standalone Dymore results are not presented. The
coaxial rotor geometry is provided in Table C.1, and the rotor setup was simulated at an RPM of
900 and a prescribed collective pitch angle of 12◦. The resulting aerodynamics of the upper and
lower rotors has been discussed in the following and the dominant effects are highlighted.

Figure 5.39 shows the rotor thrust and torque predictions for the upper and lower rotors separately,
as well as the combined total results. The sudden variation in the individual rotor thrust is evident
in Fig. 5.39(a) around the azimuth locations at which blade crossover occurs, i.e. ψ= 0◦,90◦,180◦

and 270◦. For clarity, results are presented only for half rotor revolution which is why only two
crossover events are evident. Due to the staggered vertical placement of the rotors, the blades on
the upper rotor and the lower rotor experience opposite effects. For example, the lift of the upper
rotor blades decreases and increases on the blades of the lower rotor. This leads to significant
net rotor thrust oscillations even in stead-state hover conditions. Figure 5.39(b) shows the effect
of coaxial rotor interactions on the rotor torque. Here too, the blade passage effect has a similar
pulsating influence on the shaft torque. In order to identify the underlying physics responsible for
this rotor response, the polar contour plots of relevant simulation results are discussed next.

Figure 5.40 shows coaxial rotor system quantities over the upper and lower rotor disks. Figures
5.40(a) and (b) compare the angle of attack distribution over the rotor disks. It can be seen that the
lower rotor disk experiences lower angles of attack due to the additional downflow from the wake
of the upper rotor. The pulsating changes in angle of attack are also evident for both rotors, which
ultimately are responsible for the corresponding effects on rotor thrust. Additionally, it can be
observed that the blade tip sections on both rotors experience increased angles of attack. This was
also obtained in the case of isolated rotors in hover and discussed in the context of Fig. 5.36(b)
earlier. However, it can be seen that this effect is amplified in the case of the lower rotor. This
is likely the result of the compounded effect of the trailing vortices from the lower rotor and the
trailing vortices emanating from the upper rotor. This assertion is supported by the distribution of
induced velocity in Figs. 5.40(c) and 5.40(d). The sudden changes in induced velocity due to blade
crossover can be clearly seen. Also evident in the figures is that peak positive (i.e., downwards)
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induced velocity occurs first on the lower rotor and then on the upper rotor. This explains the
drop in rotor thrust first occurring on the lower rotor and then on the upper rotor, as shown in Fig.
5.39(a). Simple lifting-line theory-based models can help explain this phenomenon, which has
been documented very well in Ref. [113]. Figures 5.40(e)-5.40(f) and Figs. 5.40(g)-5.40(h) show the
variation of thrust and drag force, respectively, over the rotor disks. Again, the pulsating character
of the drag force can be seen in Figs. 5.40(g)-5.40(h) which leads to the corresponding effect in net
rotor torque as shown in Fig. 5.39(b).
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Figure 5.39.: Comparison of rotor thrust and torque variation for the baseline coaxial contra-rotating rotor.

5.8. Active UT Austin Coaxial Rotor

The coaxial contra-rotating rotor results shown in Sec. 5.7.3 correctly predicted the presence of os-
cillatory rotor lift and drag forces that occur due to blade passage effects. They lead to significant
vibratory loads on the rotor even in steady-state hover conditions. Single main rotor designs do
not suffer from this condition, and this situation is unique to coaxial rotors. Due to the sudden and
large variations in aerodynamic loading, it is likely that the coaxial rotor acoustic noise emissions
also increase. Therefore, the current study investigated the potential of the FishBAC mechanism
to ameliorate rotor vibrations as well as noise emissions. In this section, the coaxial UT Austin
rotor was simulated using the FishBAC concept. Here, the active mechanism was placed from
r = 0.50-0.95 section of the rotor blades on both upper and lower rotors. A periodic morphing
profile was prescribed over the rotor azimuth in order to counter the aforementioned blade pas-
sage oscillatory load effects. The resulting rotor thrust and torque are presented, together with a
distribution of a number of rotor simulation quantities. Additionally, the acoustic noise emissions
of the baseline coaxial rotor are compared to the emissions from the active rotor system.

Figure 5.41 shows the active camber morphing profile used in the current study. Unlike the har-
monic profile inputs used in active Bo 105 rotor study, the actuation in the current study was ob-
tained based on the waveform exhibited by the thrust variation on the rotors (see Fig. 5.39(a)).
This was inspired by the objective to minimize the oscillations experienced by the individual ro-
tors, which would, in turn, reduce these effects on the combined rotor system. It is worth men-
tioning that a similar actuation profile can also be obtained based on the variation of rotor torque
in Fig. 5.39(b) or some combination of the two profiles to simultaneously minimize oscillations in
both quantities.
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Figure 5.40.: Comparison of predicted rotor simulation quantities obtained using Dymore+VPM framework
for the baseline coaxial contra-rotating rotor system.
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Figure 5.41.: Actuation profile of the FishBAC concept on the upper and lower rotor blades of the coaxial
contra-rotating rotor system.

5.8.1. Impact on blade passage loads

Figure 5.42 shows the cumulative rotor thrust and moment obtained using the active camber mor-
phing actuation profile of Fig. 5.41. It can be seen from Fig. 5.42(a) that the oscillatory loads have
been reduced on the upper rotor and, albeit to a lesser extent, on the lower rotor. The net effect
was a reduction in the impact of blade passage effects on the rotor thrust loads. However, this led
to an increase in the oscillatory yaw moments on each rotor, as shown in Fig. 5.42(b). This is not
particularly surprising since the camber morphing actuation profile was based on the waveform
of thrust variation. As suggested earlier, a different actuation profile is likely required to minimize
torque oscillations but this was not investigated further in this work.
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Figure 5.42.: Comparison of rotor thrust and torque variation for the active coaxial contra-rotating rotor.

Figure 5.43 shows the rotor simulation quantities for the active rotor. When the active rotor results
in Fig. 5.43 are compared to the corresponding baseline rotor results in Fig. 5.40, the effect of
camber morphing actuation is apparent. The intensity and the pulsating character of the blade
passage effects is smeared out in Fig. 5.43, in the active rotor results of angle of attack, induced
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velocity and rotor thrust force. Much like the results of Fig. 5.42(a), this effect is more apparent in
the upper rotor than in the lower rotor. This is because the upper rotor is less affected by the lower
rotor’s operation than the lower rotor is by the upper rotor. Since the lower rotor is in the wake
of the upper rotor, the actuation profile based on the baseline coaxial rotor is not ideally suited to
yield non-oscillating hover lift results. The impact on increased rotor torque is also evident from
Figs. 5.43(g) and (h). Here, active camber morphing led to an increase in blade section drag, which
manifested as increased rotor torque.

5.8.2. Impact on aeroacoustic noise

The impact of active camber morphing, using the actuation profile shown in Fig. 5.41, on rotor
acoustic noise emissions was also investigated. This section describes the results of the coax-
ial rotor aeroacoustic noise obtained using the Dymore+VPM simulation framework and PSU-
WOPWOP.

Figures 5.44 and 5.45 show the different components of the baseline and the active coaxial rotor
noise emissions. Comparing Figs. 5.44 and 5.45, it is evident that the loading noise emissions
of the active rotor are significantly reduced. In contrast, the thickness noise is higher in the case
of the active rotor and the obtained pattern of noise distribution is largely a consequence of the
morphing of the blade profile shape. This is because the rotors were held at a fixed collective angle,
so the only contribution to change in rotor thickness noise could come from blade profile change
due to FishBAC actuation. However, the magnitude of the thickness noise dwarfs in comparison
to the loading noise. Therefore, the total noise footprint is only a reflection of the loading noise
distribution. For a better comparison of rotor noise emissions, Fig. 5.46 shows the top view of the
total noise results. It can be seen that a reduction of 6-10 dB is obtained over a large portion of the
hemisphere below the rotor disk.

Figures 5.47 and 5.48 further show the different noise components obtained for observers dis-
tributed over the ground plane (see Fig. 4.3(b)). Qualitatively, the same conclusions can be drawn
between the two sets of figures, as those made using Figs. 5.44 and 5.45. There is a significant re-
duction in the loading noise component, which forms the dominant component of overall noise.
Even though a large increase in thickness noise was obtained below the rotor disk region, this does
not affect the total noise result, which exhibits a decrease in total rotor noise by up to 10 dB below
the rotor. The greater degree of influence of the FishBAC mechanism on rotor noise emissions
from the coaxial rotor system can be attributed to the adopted custom actuation profile of Fig.
5.41. Instead of a harmonic actuation, this actuation profile was directly able to redress the under-
lying issue of oscillatory airloads. To that end, the current study differed from that of the active Bo
105 in two major ways - (a) the active FishBAC actuation occurred at the blade passage frequency
of 4P instead of 1P, and (b) the actuation amplitude was also higher. It serves to indicate that a
wider study of the Bo 105 rotor at higher actuation amplitudes and frequencies would likely result
in greater performance benefits than those that were obtained in this work. This could be a fertile
ground for detailed future investigations.
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Figure 5.43.: Comparison of predicted rotor simulation quantities obtained using Dymore+VPM framework
for the active coaxial contra-rotating rotor system.
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(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.44.: Baseline coaxial rotor noise hemispheres obtained using PSU-WOPWOP and Dymore+VPM.

(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.45.: Active coaxial rotor noise hemispheres obtained using PSU-WOPWOP and Dymore+VPM.

(a) Baseline rotor (b) Active rotor

Figure 5.46.: Comparison of the baseline and active coaxial contra-rotating rotor total noise results from a
top view of the hemisphere.
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(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.47.: Baseline coaxial contra-rotating rotor noise results over the ground plane obtained using PSU-
WOPWOP and Dymore+VPM output results.

(a) Loading noise (b) Thickness noise (c) Total noise

Figure 5.48.: Active coaxial contra-rotating rotor noise results over the ground plane obtained using PSU-
WOPWOP and Dymore+VPM output results.
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6. Summary and Conclusions

6.1. Summary

The overarching purpose of the current work was to establish a reliable analysis framework that
was capable of accurately predicting the aeromechanical response of passive as well as active ro-
tors. Of particular focus was the overall rotor power consumption, high-frequency vibratory loads
at the rotor hub, and the aeroacoustic noise emitted as a result. In pursuit of these objectives, an
extensive simulation and analysis framework was created. Baseline and active rotor simulations
were conducted using the comprehensive analysis framework Dymore, which afforded detailed
multibody modeling of the control system and flexible blade analysis. The blade aerodynamics
were solved using the approach of first-order lifting-line theory. The rotor wake effects on the
blade were solved using a potential flow theory-based dynamic inflow model for computational
efficiency.

In order to accurately predict rotor airloads and blade loads, it is required that the dynamics of the
flexible rotor blades, as well as the three-dimensional aerodynamic effects, be modeled with a rea-
sonable degree of fidelity. Resorting to lower fidelity analysis methods, in lieu of fast solvers, has
been the mainstay of rotorcraft modeling strategies. Within the Dymore analysis framework, for
example, the Peters-He finite-state dynamic inflow model is used for quick simulations. This in-
flow model, however, does not directly model vorticity in the rotor wake and cannot model effects
such as BVI, wake contraction, etc. Therefore, a novel vortex particle method (VPM) was imple-
mented to improve the overall fidelity of the wake solution. It also relied on GPU-based hardware
acceleration to reduce computation time. A robust coupling framework was established between
the rotor dynamics solver Dymore and the VPM solver. The coupled framework with improved
fidelity in rotor wake modeling was envisaged to result in better accuracy of rotor aeromechan-
ics simulations compared to the standalone Dymore setup. This coupled framework operated by
solving for the blade aerodynamics using an airfoil tables-based approach within Dymore, and the
resulting blade-bound circulation was used as an input to the VPM solver. The generation and de-
velopment of the wake was then dictated by fundamental fluid mechanics theories—for example,
Kelvin’s theorem and Prandtl’s theory of circulation—and vortex particle evolution.

An aeroacoustics analysis framework was created to use comprehensive analysis output for post-
processing in order to predict rotor noise emissions. The formulation F1A-based acoustics solver
PSU-WOPWOP was used for this purpose and a robust interface was established between the
aeromechanics solvers and the acoustics solver using a framework created for this purpose, called
HeliNoise.



A number of test cases were devised to meticulously validate the different aspects of the simula-
tion frameworks. Results were obtained using both the Peters-He model as well as the VPM inflow
model and compared against measurement data or analytical results. A notable exception here
was the coaxial contra-rotating rotor results, for which no simulation results are available for the
Peters-He inflow model since it is incapable of modeling interactional rotor aerodynamics. Simple
rigid finite span wings and two-dimensional airfoil cases were examined using the Dymore+VPM
framework and compared against predictions using analytical aerodynamic theories. In this man-
ner, the predictive capability of the VPM framework was validated by factoring out added com-
plexity due to elastic structural deformation. The cases investigated include static elliptical wings,
pitching and morphing airfoil sections, and a pitching finite wing. Next, different isolated rotors
were simulated in hover, forward, and descent flight operating conditions. Based on the acces-
sibility to publicly available measurement data, the obtained aeromechanical and aeroacoustic
noise results were compared with test data to further validate the overall simulation framework.
The following summarizes the different studies that formed part of the validation effort-

1. 2D pitching/morphing airfoil
The objective of this study was to use different unsteady airfoil motion profiles and verify
whether the VPM solver was able to quantitatively match results based on analytical theory.
A comparison was made between the predicted unsteady airfoil lift Cl and moment Cm us-
ing Peters 2D inflow theory and the VPM-based wake model. In addition, the Theodorsen
theory results were also used for qualitative comparison. Minor differences in the results
were encountered, which could be attributed to the manner in which the airfoil wake is ide-
alized in the analytical theories. Overall, the VPM-based wake model was able to capture the
unsteady Cl and Cm for all the cases investigated, both qualitatively and quantitatively.

2. Elliptical wing
An elliptical wing was one of two finite wing cases that were studied to further validate the
performance of the VPM solver. Here, the objective was to match the theoretical result of
uniform wake-induced inflow velocity over the entire wing span. For this purpose, a finite
span wing with an elliptical planform was simulated at a steady angle of attack in oncoming
flow conditions. The wing wake, modeled using VPM, resulted in a near-uniform induced
inflow velocity over the wing span and matched well with the theoretical prediction. This
test case helped verify the implementation of trailing vorticity in VPM and validate certain
aspects of the Dymore+VPM framework.

3. Pitching finite wing
The second finite wing case simulated was a rectangular wing of aspect ratio AR = 5 and
oscillating harmonically in steady oncoming flow. This test case was based on experimen-
tal measurement data and computational simulation results available in the literature. The
predicted cyclic wing lift CL was compared to results reported in the literature in order to val-
idate the VPM solver, simulating both shed and trailing vortices in the wake. The predictions
matched well with measurement data when a tip loss factor was assumed. Since lifting-line
model-based wing aerodynamics analyses are incapable of accounting for tip loss effects,
this was accomplished by using this empirical parameter. All the studies involving finite
wings, which also includes rotor blades, in this work incorporated lift loss effects at the tips
using a tip loss factor.
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4. Full-scale Bo 105
In an effort to test the impact of the active FishBAC mechanism on a helicopter rotor, the
full-scale Bo 105 rotor was chosen as the baseline. First, this rotor was extensively validated
using measurement test data available in literature. The study was based on a full-scale
Bo 105 rotor in level flight conditions over a range of advance ratios µ = 0.01−0.45. In or-
der to validate the rotor model, the following quantities were used—rotating blade natural
frequencies in a vacuum, trim control angles, hub forces and moments, and mean and half-
peak-to-peak blade loads. A fair correlation was obtained between the simulation results
using the two different frameworks that have been used in the current work—Dymore and
Dymore+VPM.

The aeromechanical rotor output data was also post-processed to predict rotor noise emis-
sions using FW-H equation-based solver PSU-WOPWOP. A low-speed (µ= 0.1) case with BVI
was chosen for this purpose. It was found that the Dymore output-based rotor noise predic-
tions were significantly lower compared to measurement data. The reason behind this was
the inability of the Peters-He inflow model to capture oscillatory airloads caused due to BVI.
The Dymore+VPM simulation output-based noise results matched better, but there was still
a discrepancy of 3-5 dB at some microphone locations. Due to the limited availability of ex-
perimental data on rotor noise, it was challenging to precisely ascertain whether the short-
comings were a result of the modeling framework itself or other factors. For this purpose,
another rotor test setup (HART II) was investigated.

5. HART II
Using the HART II rotor setup, the ability of the current analysis framework to accurately
model blade aerodynamic forces and acoustic pressure was established. The baseline HART
II rotor with elastic blades was simulated in BVI conditions. Unlike the Bo 105 rotor study,
the control inputs to the HART II rotor were prescribed. The difference between the results
obtained using different fidelity of rotor inflow models was highlighted by comparing sim-
ulation results of blade section aerodynamic normal force with measurement data. A good
correlation with the predicted blade airloads was crucial in order to predict the rotor noise
correctly. The Dymore+VPM framework was able to capture the BVI events occurring on the
retreating side of the rotor disk and over-predicted the wake effects on the advancing side.
In contrast, standalone Dymore could only capture the mean form of the variation of loads.
This is because the potential flow theory-based Peters-He inflow model cannot model the
effects of circulatory flow due to encounters with tip vortices. Consequently, the oscillatory
airloads at the reference blade section were not captured at all by the latter framework.

Noise prediction over a grid of observers showed that the Dymore+VPM results matched well
with measurement data, while those using Dymore results significantly under-predicted the
noise. This study rendered further confidence in the ability of the Dymore+VPM analysis
framework to better model a generic helicopter rotor with flexible blades in BVI flight con-
ditions.

6. UT Austin two-bladed/four-bladed rotors
Isolated, two-bladed, and four-bladed rigid rotor models were simulated in hover using pre-
scribed control input over a range of collective angles. The purpose of this study was to
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validate the VPM framework for the case of hovering rotors. This objective was successfully
achieved with a good match between the predicted thrust output and measurement data
reported in the literature. For reference, simulations were also conducted using standalone
Dymore. Here, too, the results exhibited a fair match with measurement data.

Once sufficient confidence was established in the complete aeromechanics-aeroacoustics toolchain,
active rotor investigations were undertaken using an isolated full-scale Bo 105 rotor and the UT
Austin coaxial rotor system. The following summarizes the key aspects of those studies-

1. Full-scale Bo 105 with active FishBAC
The validated Bo 105 rotor aeromechanics-aeroacoustics framework was used to study the
potential of high-frequency camber morphing via the FishBAC mechanism to influence ro-
tor power consumption, vibratory hub loads, and aeroacoustic noise emissions. For this
purpose, the validated Bo 105 full-scale rotor model was used, and simulations were con-
ducted using harmonic actuation of the FishBAC mechanism over a range of input ampli-
tudes and phase angles. In the absence of measurement data for the active rotor study,
the results predicted by the two simulation frameworks used in this study—Dymore and
Dymore+VPM—were compared against each other. Dymore+VPM results showed a maxi-
mum power reduction of 9.1%, while standalone Dymore results showed a 9.6% reduction
in rotor power consumption. This was achieved for a camber morphing profile with an am-
plitude of 1.5◦ and input phase such that maximum camber deflection occurred on the fore
and aft sections of the rotor disk. Within the domain of camber morphing profiles investi-
gated in this study, limited success was encountered towards vibration reduction compared
to active results presented in the literature. Standalone Dymore simulations showed no re-
duction in hub vibrations using any of the metrics defined in the current work. A maximum
of 32% reduction in rotor-induced vibrations was obtained using the Dymore+VPM frame-
work due to oscillatory loads and moments only along the rotor shaft axis.

2. UT Austin coaxial contra-rotating rotor
Coaxial rotors suffer from rotor-rotor interference effects that occur due to the passage of
blades from one rotor close to the blades of the other rotor. These effects occur at the blade
passage frequency and manifest as oscillations in the rotor thrust and torque even in steady-
state hover operating conditions. In this study, a coaxial rotor system in hover was investi-
gated with the active FishBAC concept. The objective was to identify the potential of the
active mechanism to reduce the aforementioned oscillations in thrust and torque, as well
as the noise footprint of the entire rotor system. For this study, a FishBAC actuation profile
was chosen based on the fluctuating thrust loads on the passive coaxial rotor. Based on this
profile, thrust fluctuations were significantly reduced on the upper rotor as well as the lower
rotor. However, the fluctuations in rotor torque got amplified due to the pulsating effect of
camber morphing on rotor drag. The effect of the revised airloads distribution was a net re-
duction in the overall footprint of the loading noise and, by extension, the total noise of the
rotor. The rotor thickness noise was increased for the active rotor case but formed a much
smaller proportion of the total rotor noise. Consequently, it did not have much influence on
the overall rotor noise reduction.
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6.2. Key Conclusions

In this work, active rotor investigations were conducted using two different rotor setups and op-
erating conditions. For the Bo 105 and the coaxial active rotor studies, a cruise speed forward
flight condition and hover condition were chosen, respectively. The computational studies used a
validated simulation framework as a basis to predict the influence of active camber morphing on
rotor aeromechanics. No postdictive corrections were made to airfoil tables, blade section proper-
ties, or semi-empirical parameters within the simulation models. As part of the validation studies
undertaken in this work, the overarching nature of correlation with experimental results was fair.
This helped verify the analysis framework established in this work as well as reaffirm the validity
of the physics-based models used therein.

The objective of this study was not to find the optimum camber actuation profiles that led to the
most efficient rotor design. Instead, since this was the first study of its kind involving active rotors
with FishBAC installed, the focus was on identifying the degree of influence that camber morphing
can have on the overall rotor power requirement, rotor vibratory hub loads, and the aeroacoustic
noise emissions. To that end, the results obtained within this work are not representative of the
maximum benefits obtained towards desired rotor aeromechanical response or acoustics emis-
sions that can be achieved using the FishBAC concept on rotors. Clearly, the entire investigation
could be expanded to include a wider range of possible actuation profiles, including higher har-
monic actuation frequencies. Alternately, an optimization study could be used to arrive at global
optimum benefits afforded by FishBAC actuation. These aspects, along with other recommenda-
tions in the following Chap. 7, serve as suggestions for ways in which future active rotor investiga-
tions could build upon the current work.

The section of this work focusing on active rotor analysis contributes to the existing literature on
active rotors by demonstrating the influence of the FishBAC concept on isolated and coaxial ro-
tors. The effect on different aspects of rotor operation—required power, vibratory hub loads, and
noise emissions—were investigated. A detailed analysis corresponding to each of the studies was
provided in the respective sections in Chap. 5. The following provides a brief summary of those
discussions-

1. The potential flow theory-based Peters-He inflow model is capable of capturing the average
aerodynamic effects of rotor wake. This helps accurately predict mean rotor load trends and
power consumption, even in BVI conditions. Since the unsteady aerodynamic load fluctua-
tions are not captured by this methodology, the corresponding aeroacoustic noise is severely
under-predicted. This was shown using the two rotor models investigated in the current
work under BVI conditions—Bo 105 and HART II. In both cases, the noise prediction did not
match measurement data either qualitatively or quantitatively. The Peters-He inflow model
and dynamic inflow models, in general, can be desirable when the objective is to correctly
predict only the time-averaged rotor response. The computational expense of this model is
another attractive aspect since it was found to be two orders of magnitude lower than even
the GPU-accelerated VPM solver.

2. Using a particle representation of the rotor wake vorticity, a novel rotor wake solution method-
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ology called the vortex particle method (VPM) was implemented in order to accurately cap-
ture the unsteady rotor aerodynamic effects. The VPM solver was shown to be well capable
of modeling the complex interactions between finite wings and wakes. A number of test
cases with incrementally complex wake scenarios were used to systematically demonstrate
this capability. Overall, the solver was able to model the time-varying effects of steady/unsteady
2D and 3D wing wakes, as well as blade wake interaction for isolated and coaxial rotors.

3. Using the HART II rotor case, it was shown that the VPM-based wake model could capture
the BVI effects, leading to a more accurate prediction of blade airloads. However, the Dy-
more+VPM framework was still unable to predict the unsteady fluctuations in blade section
Cm due to interaction with wake vortices. This is a shortcoming of the lifting-line methodol-
ogy used to model the blade aerodynamics in the current work. An aerodynamic model that
does not collapse the influence of the blade chordwise geometry into a single collocation
point is required to capture the effect on blade section Cm accurately.

4. While the VPM-based wake solver is computationally more expensive than the Peters-He
wake solver, it was used in the current work since it is capable of capturing greater physics
in the rotor wake. Some of the incurred computational expense could be offset by hardware-
based solver acceleration on GPUs. This was critical in order to accomplish parameter sweep
studies of active rotors in a reasonable time. However, the computational costs involved
were still inhibitive to further expanding the scope of the investigation. Implementation
of algorithmic speed-up techniques is considered vital to the future use of coupled VPM
simulations for routine comprehensive analysis investigations.

5. A FW-H equation-based solver was used in this work in order to predict active and passive
rotor aeroacoustic emissions. It was shown that this solver was capable of predicting the
rotor noise output correctly as long as the comprehensive analysis framework itself was able
to model the rotor physics correctly. This was especially true in the case of rotor operation
under BVI scenarios.

6. Within the domain of the parametric study conducted in this work, the FishBAC concept
was found to have a significant impact on rotor aeromechanical behavior. The influence of
harmonic active camber actuation on rotor airloads led to a redistribution such that overall
rotor in-plane drag was reduced. This translated to a reduction in rotor torque and, in turn,
rotor power. Based on the different vibration metrics used in the current work, a significant
reduction in 4P vibratory hub loads was obtained in the case of the four-bladed Bo 105 rotor.

7. In the absence of measurement data, results obtained for the Bo 105 active rotor using the
two simulation frameworks used in this work—Dymore and Dymore+VPM—were compared
to each other. Qualitatively, both frameworks predicted similar trends of mean and oscil-
latory aeromechanical results. Quantitatively, the results generally exhibited an offset be-
tween each other. The source of this disparity between the results could not be fully re-
solved within the scope of this work, and further investigations are required to identify the
underlying issues.

8. The VPM-based wake solver implemented in the current work can be utilized to simulate
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multirotor systems without modifying the underlying physical formulation. This was demon-
strated using a coaxial rotor investigation where the Dymore+VPM framework was able to
capture the pulsating effect of blade-blade interactions on rotor thrust and yaw. Unlike an
ideal isolated rotor in hover, these blade passage effects led to severe hub vibrations and
noise emissions of a coaxial rotor.

9. The FishBAC concept was demonstrated to be capable of significantly reducing the coax-
ial rotor interaction effects occurring at the blade passage frequency. For this purpose, an
actuation profile was chosen targeted towards reducing vibratory thrust T. This profile was
successful in reducing 4P hub vibratory thrust, but 4P hub vibratory yaw was exacerbated.
This was because FishBAC actuation helped reduce large excursions in the rotor thrust, but
the required camber morphing increased blade profile drag. Consequently, the rotor yaw
moments exhibited larger spikes in the active rotor case.

10. Finally, given the different steady and unsteady wing cases investigated in the current work,
as well as the different rotor systems simulated at various operating conditions, sufficient
confidence was established in the modeling strategies used herein. The entire rotor aerome-
chanics and aeroacoustic framework used and developed in this work for the purpose of ac-
tive rotor analyses is generic enough that it can be deployed towards future investigations of
other passive or active rotor designs.
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7. Outlook

The current work was a first attempt at organizing a verified and validated simulation framework
that is capable of aeromechanics and aeroacoustics analysis of an active rotor using the FishBAC
camber morphing mechanism. There are a number of ways the investigative frame of the current
work can be expanded for follow-up work. The following summarizes some of the vital aspects of
the investigation that could not be incorporated within the current work but are considered vital
to any future work on this subject.

1. In the current study, the elasticity of the FishBAC concept was not modeled. This was jus-
tified in Sec. 2.5 using the fact that the qualitative nature of the influence of the camber
morphing section on the rotor performance and dynamic loads is expected to remain the
same. However, in order to improve quantitative predictions, a dynamic model of the cam-
ber morphing mechanism would be useful. Such a model would slow down the overall com-
putational speed of the active rotor simulations, so it is prudent to use this approach perhaps
as a means of refining the results in a narrow domain of interest. For example, this can be
done by conducting refined analysis using FishBAC dynamics in the range of phase actua-
tions that yield the most promising improvements over baseline rotor design. Additionally,
the entire investigation domain can be expanded to identify the influence of geometrical
parameters of the FishBAC mechanism—for example, changes in chordwise width of the
morphing section, spanwise length, mid-section location of the active concept on the rotor
blade, camber curvature introduced due to actuation, etc. An investigation in Ref. [170] us-
ing active rotors with multi-element airfoils suggests that an optimized airfoil design needs
to be identified rather than simply attaching the morphing section to existing airfoil pro-
files. Therefore, the current investigation can be expanded by further taking cues from the
approach adopted in that study.

2. In the current work, a coupling was established between the rotor structural dynamics solver
Dymore and the vortex particle solver using an explicit time-stepping scheme. This pre-
vented converged rotor simulations from taking place when the simulation time step was
large. The exact value depended on the rotor operating conditions, but a time step size
even as low as ∆ψ = 1◦, for example, led to convergence difficulties while simulating BVI
conditions using the Bo 105 rotor. Consequently, smaller time steps had to be adopted for
Dymore+VPM coupled simulations. This dramatically increased the overall solution time
despite VPM code acceleration on GPUs. The simulation time for trimmed solutions was
still longer. The procedure for trimming the rotor was based on identifying the system Ja-
cobian matrix based on perturbation inputs to the rotor system. This made the simulations
very time-intensive since multiple rotor revolutions worth of simulations needed to be car-
ried out simply to identify the parameters within the Jacobian matrix. The actual rotor trim



could only proceed thereafter. An alternative and more promising approach is described in
Ref. [303]. Here, details are provided regarding the loose coupling scheme, which is used
in the commercial software FLIGHTLAB to overcome a similar challenge there when using
the vortex particle method to solve for the rotor wake. It is worth noting that this scheme
is not so different from the loose coupling strategy, requiring data exchange per revolution,
developed to speed-up rotor trim in CFD/CSD coupled studies (for example, see Ref. [208]).
It would behoove future implementations of the coupled aeromechanic simulation frame-
work using VPM to implement a similar rotor trim strategy for improved computational ef-
ficiency.

3. Helicopter rotor blades operate in a highly unsteady aerodynamic environment. Not ac-
counting for the related unsteady aerodynamic effects results in some degree of inaccuracy
in predicting the aeromechanical state of the rotor. There are a number of unsteady aero-
dynamic models available for predicting the blade section loads, both within the attached
flow regime and during dynamic stall. Most of these models are some variation of the po-
tential flow theory-based model first derived by Theodorsen [263]. While these models are
grounded in physics, they are highly restrictive in terms of their applicability to only low fre-
quency, small amplitude motions of the blade sections. Additionally, since their derivation is
based on potential flow theory principles, the prediction of blade drag is accounted for in an
ad-hoc manner. They do not explicitly account for the 2D blade section profile. As a result,
unsteady behavior predictions, from small changes in the airfoil profile, can be made only
to the extent that such changes are reflected in the airfoil tables used within the simulation
framework. While there are a number of limitations to the state-of-the-art unsteady aero-
dynamic modeling theories, they have been reasonably successful at capturing lift and mo-
ment behavior. Since drag is not treated from the first principles in these theories, it is likely
that the highest error is incurred here. In Ref. [52], the system identification techniques of
ERA/OKID have shown to be helpful in identifying linearized state-space models that are
capable of predicting airfoil behavior even when large amplitude motions are involved. The
high-fidelity results that feed into this methodology can be based on either CFD simulations
or experimental results. This methodology is attractive because the entire framework can
be used for accurately predicting unsteady drag (provided that the underlying unsteady air-
foil simulation methods model viscous boundary layer effects) and moment as well. Ref.
[52] also showed that the resulting state-space models continue to be interpretable along
the same lines as well-established potential flow theory counterparts like the Theodorsen
theory.

4. The convergence issues encountered during the wake simulations using VPM have already
been detailed in this work. Addressing the underlying issues so that vortex stretching effects
can be incorporated could potentially lead to better correlation with measurement data.
In addition to that, only limited studies were conducted regarding the effect of variation
of parameters such as the vortex particle spanwise resolution, particle-particle overlap, tip-
loss factor, etc., and the corresponding influence on the overall rotor response. A parametric
study could shed some light on the sensitivity of the entire simulation framework on these
parameters.

5. One of the objectives of this work was to investigate the influence of active camber mor-
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phing on rotor noise emissions. It was established that for certain phase angles of camber
deflection profiles a reduction in the maximum rotor noise could be achieved. However,
the overall noise redistribution was more intricate, with an increase in noise at certain loca-
tions and a decrease in others. A reduction in maximum noise would not be a particularly
effective demonstration of active rotors for noise reduction if noise everywhere else in the
domain increased. Compounding this is the complex nature of humans’ perception of noise.
Therefore, a more general metric for spatial noise assessment is needed to quantify how the
noise emissions over an entire domain have been influenced.

6. Within this study, the effect of the active camber morphing mechanism on vibrations in-
duced at the rotor hub was evaluated. In principle, this is a reliable metric for assessing its
impact on rotor-induced vibrations. However, vibratory loads are a concern in the way they
are experienced by the passengers occupying the helicopter fuselage as well as critical com-
ponents placed inside it. It is possible that a rotor design that is successful in minimizing
rotor-induced vibrations at the hub may not be equally successful in minimizing vibrations
within the fuselage. Therefore, in order to truly quantify the potential of active rotors to re-
duce vibrations, a dynamic model of the fuselage is required. It is likely that the degree to
which vibrations are influenced will vary with the type of rotor as well as the fuselage dy-
namics. For example, Ref. [214] shows a significant contribution of loads at 1P harmonic to
the vibration spectrum as well as the broadband vibrations contributions due to tail boom
shaking. The reference shows that such relatively low-frequency vibrations are relevant be-
cause humans demonstrate relatively high sensitivity to them. Additionally, control system
components such as swashplate servo attachments to the airframe, as well as control pitch
links, need to be modeled to accurately account for the effect of multiple paths through
which vibratory loads can be introduced in the airframe. This should be a part of future
studies.

7. It behooves the future investigators or the proponents of any active rotor mechanism to use a
state-of-the-art rotor, built with modern manufacturing materials and practices, in order to
credibly establish the potential of active rotor control. The rotors that went onto the Bo 105
helicopter initially had the NACA0012 profile [281]; it was later switched to the NACA23012,
and this model was used as a baseline rotor in the current study. Since then, the rotor blades
on the Bo 105 have been upgraded to include a suite of structural and aerodynamic en-
hancements, detailed in Ref. [45], while keeping the same blade radius and rotor mass. The
end result was an improvement in rotor performance, reduction in vibratory hubloads, and
acoustic noise of the helicopter. Based on the results presented in Ref. [45], the performance
benefits from rotor upgrade appear comparable or even outstrip any improvements possi-
ble using active rotor control. Advancements on the upgraded Bo 105 helicopter, in terms of
airframe vibration and noise reduction, are less apparent but certainly some improvements
were achieved on those fronts as well. Additionally, state-of-the-art passive blade optimiza-
tion methods have also proven to lead to considerable improvements in rotor performance
and vibrations [296]. For the current work, the Bo 105 (with NACA23012 airfoil blades) was
chosen since experimental measurement data, as well as blade structural properties were
available in the public domain. To the extent of the author’s knowledge, neither of these is
true in the case of the upgraded Bo 105 rotor.
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8. Studies investigating the potential of active control mechanisms in primary rotor control
generally conclude that greater torsional pliability of the blades is beneficial to achieving
that goal. Even when primary rotor control is established using the conventional swashplate
mechanism, for active mechanisms such as active twist, limitations in existing technologies
dictate that this technology would be less practical on high torsional stiffness designs [283].
In the current study, the Bo 105 rotor blade properties were kept the same as the baseline
rotor throughout the investigation. It is likely that reducing torsional stiffness could bring
different trends in the effect of camber deflection on rotor performance, vibratory loads,
and noise. In the current work, the blade dynamics did not include the effect of the FishBAC
actuation system on the active blade section. In case the torsional stiffness of the blades is
reduced, incorporating the active system dynamics would be all the more prudent to ensure
the aeroelastic stability of the rotor system is not compromised. All this suggests that an
optimal active rotor design might have significantly different properties to existing baseline
rotor designs.

For a truly fair assessment of the capabilities of active rotor mechanisms, it is necessary to
conduct an optimization study where the rotor is optimized based on the active mecha-
nism in question. Such an exercise would include not just the blade’s structural properties
but also the blade planform and airfoil shape. Refs. [233] and [234] conducted some pre-
liminary work in that direction using a comprehensive analysis simulation framework to
aerodynamically optimize an active twist rotor. They used different planform parameters
and arrived at different designs based on whether the targeted objective of the active ro-
tor was power reduction, vibration reduction, maximizing blade twist response, etc. Ref.
[151] also carried out a similar optimization study but focused on the blade structural prop-
erties instead. It concluded that the final optimized blade properties differed significantly
based on the actuation frequency of blade twist. Similar, limited optimization studies can
be found in literature corresponding to other active mechanisms [302]. Understandably, the
global optimization of an active rotor is a significant undertaking but one that, to the best of
the author’s knowledge, has not been addressed in existing literature, even as industry and
academia show no signs of giving up on the promise of active rotors.
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A. Bo 105 Rotor

Table A.1.: Details of the Bo 105 rotor system multibody model.

Symbol Value Description

general Nb 4

Ω 44.505

σ 0.07

R 4.912 m

β0 2.5o precone

γ see Table A.3 shaft tilt angle

NACA23012 airfoil

rotor head β0 2.5o precone

∆θi (i −1)90o blade i , i ∈ [1, Nb]

xph 0.2 m radial location of pitchhorn

yph 0.196 m pitchhorn distance to feathering axis

zph 0 pitchhorn vertical offset

ep 0.221 m pitch bearing radial position

pitchlink Θ 15o

Φ 0o

rpl 0.2 m

lpl 0.30 m

shaft lsh 0.3 m

scissor zsc 0.1 m

lsc,r 0.35 m

lsc,v 0.15 m

rsc,o 0.3 m outer pickup radius

rsc,i 0.03 m inner pickup radius

swashplate zsc 0.35 m

φpl 45o

servos zt 0.07 m



Table A.2.: Reference frames used to construct the Bo 105 multibody model of Fig. 2.8. Fixed points repre-
sented as •, joints as □.

Frame name Definition Relevant points

Inertial I

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

Fuselage F
I e⃗T

F,y = {0,1,0}

I e⃗T
F,z =

{
sin(γ),1,cos(γ)

}
I OF = {0,0,0}

Shaft S
F e⃗T

S,y = {0,1,0} • S AS = {0,0,0}

F e⃗T
S,z = {0,0,1} • SBS = {0,0, zsc }

F OS = {0,0,0} □ SCS = {0,0, lsh}

Root Ri

S e⃗T
Ri ,y = {sin(∆θi ),cos(∆θi ),0}

S e⃗T
Ri ,z = {0,0,−1}

SORi = {0,0,0}

Scissor C
Ri e⃗T

C ,y = {0,1,0} • C AC = {0,0,0} □ C DC = {0.35,0,0.15}

Ri e⃗T
C ,z = {0,0,1} • C BC = {0,0, zsw − zsc } □ C EC = {rsc ,0,0}

Ri OC = {0,0,−zsw } □ C CC = {0.03,0,0.15}

Swashplate W
C e⃗T

W,y = {0,1,0} • W AW = {0,0,0}

C e⃗T
W,z = {0,0,1} • W BW = {0,0, zsw − zsc }

C OW = {0,0,−zsw } □ W CW = {0.03,0,0.15}

Servo Ti

W e⃗T
Ti ,y = {0,1,0}

W e⃗T
Ti ,z = {0,0,1}

W OTi = {0,0,−zt (2− i )}

Pitch link L
W e⃗T

L,y = {sin(Θ).sin(Φ),cos(Φ),cos(Θ).cos(Φ)}

W e⃗T
L,z = {sin(Θ).cos(Φ),−sin(Φ),cos(Θ).cos(Φ)}

W OL = {
rpl ,0,0

}
□ L AL = {0,0,0} □ LBL = {

0,0, lpl
}

Precone P
Ri e⃗T

P,y = {0,1,0}

Ri e⃗T
P,z =

{−sin(β0),0,−cos(β0)
}

Ri OP = {0,0,0}

Attachment A
P e⃗T

A,y = {0,1,0} • P A A = {0,0,0} • P D A = {
xph , yph ,0

}
P e⃗T

A,z = {0,0,1} □ P B A = {
ep ,0,0

}
P O A = {0,0,0} • PC A = {

xph ,0,0
}

Retention R
A e⃗T

R,y = {0,1,0} □ A AR = {0,0,0}

A e⃗T
R,z = {0,0,1} □ ABR = {

0,0,ep
}

AOR = {0,0,0}

Blade B
A e⃗T

B ,y = {0,1,0} • A AB = {0,0,0}

A e⃗T
B ,z = {0,0,1} • ABB = {0.93R,0,0}

AOB = {0,0,0}
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Table A.3.: Baseline Bo 105 rotor trim conditions for cases from Ref. [111] investigated in this work.

Case Shaft tilt Forward speed Thrust Roll Moment Pitching Moment

[m/s] [N] [Nm] [Nm]

Run 15 Point 5 0.0◦ 3.19 -19815 133 248

Run 45 Point 33 −0.4◦ 22.12 -22558 -435 3267

Run 42 Point 17 −0.4◦ 22.22 23336 -442 1907

Run 45 Point 16 −0.4◦ 22.17 -22242 -547 3327

Run 45 Point 26 −0.4◦ 22.22 -22305 -382 3283

Run 42 Point 7 −0.4◦ 22.27 -23380 -484 1822

Run 48 Point 5 −0.4◦ 23.30 -22322 -454 3229

Run 49 Point 5 −0.4◦ 23.30 -22256 -344 3105

Run 57 Point 7 −7.2◦ 52.52 22256 -386 1490

Run 43 Point 37 −7.3◦ 66.00 -20660 -1117 6359

Run 39 Point 5 −7.3◦ 66.05 -22220 -1202 1909

Run 26 Point 11 −7.3◦ 66.10 -22078 -1254 2853

Run 29 Point 6 −8.8◦ 87.30 -20998 -2199 1585

Run 57 Point 24 −8.8◦ 87.51 -21464 -2236 1431

Run 57 Point 8 −8.8◦ 87.56 -21589 -2252 1408

Run 57 Point 33 −8.8◦ 87.56 -21229 -2253 1204

Run 58 Point 14 −7.9◦ 97.85 -21202 -2261 772
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B. HART II Rotor

Table B.1.: Reference frames used to construct the HART II multibody model of Fig. 2.12(a). Fixed points
represented as •, joints as □.

Frame name Definition Relevant points

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

Inertial I

Fuselage F
I e⃗T

F,y = {0,1,0}

I e⃗T
F,z =

{
sin(γ),1,cos(γ)

}
I OF = {0,0,0}

Shaft S
F e⃗S,y = {0,1,0}

F e⃗S,z = {0,0,1}

F OS = {0,0,∆z/R}

Hub-Fixed HF
S e⃗HF,y = {0,1,0}

S e⃗HF,z = {0,0,−1}

SOHF = {0,0,0}

Hub-Rotating HR
HF e⃗HR,y = {−sin(Ωt ),cos(Ωt ),0}

HF e⃗HR,z = {0,0,1}

HF OHR = {0,0,0}

Blade B
HR e⃗B ,y = {0,1,0} • B AB = {0,0,0}

HR e⃗B ,z =
{
sin(β0),0,cos(β0)

}
• B BB = {R,0,0}

HROB = {0,0,0} □ BCB = {rR ,0,0}



Table B.2.: Details of HART II rotor system multibody model.

Symbol Value Description

Nb 4 number of blades

σ 0.077 solidity

c 0.121 m chord

NACA23012mod airfoil

θt w −8◦ linear twist

rR 0.22 root cutout

R 2.0 m radius

β0 2.5o precone

∆θi 90o(i −1) blade i , i ∈ [1, Nb]
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C. UT Austin Rotors

Table C.1.: Model parameters used for the construction of the UT Austin two- and four-bladed single rotors,
and the coaxial countra-rotating rotor.

Parameter Single Rotor Coaxial Rotor

Nb 2 / 4 4

σ 0.04597 / 0.09193 0.10

c 0.08 0.08

Ω 125.66 rad s−1 94.25 rad s−1

Vtip 139.26 m s−1 95.76 m s−1

Mtip 0.41 0.2816

R 1.108 m 1.016 m

γ 0◦ 0◦

β0 3◦ 3◦

rR 0.1876 0.12

∆z/R - 0.140

Airfoil VR-12 with tab VR-12 with tab



Table C.2.: Details of the UT Austin coaxial rotor multibody model of Fig. 2.15. Fixed points represented as
• and joints as □.

Frame name Definition Relevant points

Inertial I

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

Fuselage F
I e⃗F,y = {0,1,0}

I e⃗F,z =
{
sin(γ),0,cos(γ)

}
I OF = {0,0,0}

Shaft S,r 1
F e⃗S,r 1,y = {0,1,0}

F e⃗S,r 1,z = {0,0,1}

F OS,r 1 = {0,0,∆z/R}

Hub-Fixed HF,r 1
S,r 1e⃗HF,r 1,y = {0,1,0}

S,r 1e⃗HF,r 1,z = {0,0,−1}

S,r 1OHF,r 1 = {0,0,0}

Hub-Rotating HR,r 1
HF,r 1e⃗HR,r 1,y =

{−sin(ψr 1),cos(ψr 1),0
}

HF,r 1e⃗HR,r 1,z = {0,0,1}

HF,r 1OHR,r 1 = {0,0,0}

Blade B ,r 1
HR,r 1e⃗B ,r 1,y = {0,1,0} • B ,r 1 AB ,r 1 = {0,0,0}

HR,r 1e⃗B ,r 1,z =
{
sin(β0),0,cos(β0)

}
• B ,r 1BB ,r 1 = {R,0,0}

HR,r 1OB ,r 1 = {0,0,0} □ B ,r 1CB ,r 1 = {rR ,0,0}

Shaft S,r 2
F e⃗S,r 2,y = {0,−1,0}

F e⃗S,r 2,z = {0,0,−1}

F OS,r 2 = {0,0,0}

Hub-Fixed HF,r 2
S,r 2e⃗HF,r 2,y = {0,1,0}

S,r 2e⃗HF,r 2,z = {0,0,−1}

S,r 2OHF,r 2 = {0,0,0}

Hub-Rotating HR,r 2
HF,r 2e⃗HR,r 1,y =

{−sin(ψr 2),cos(ψr 2),0
}

HF,r 2e⃗HR,r 2,z = {0,0,1}

HF,r 2OHR,r 2 = {0,0,0}

Blade B ,r 2
HR,r 2e⃗B ,r 2,y = {0,1,0} • B ,r 2 AB ,r 2 = {0,0,0}

HR,r 2e⃗B ,r 2,z =
{
sin(β0),0,cos(β0)

}
• B ,r 2BB ,r 2 = {R,0,0}

HR,r 2OB ,r 2 = {0,0,0} □ B ,r 2CB ,r 2 = {rR ,0,0}
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D. VPM
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Figure D.1.: Quadratic flow field diagnostics of 4by80 vortex ring predicted using VPM.
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Figure D.2.: Linear flow field diagnostics of 4by80 and 5by100 vortex rings predicted using VPM.
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Figure D.3.: Quadratic flow field diagnostics of 5by100 vortex ring predicted using VPM.
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