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Abstract

A combined coding and modulation scheme is studied for transmitting information reliably over
multi-input multi-output (MIMO) fading channels. The scheme, called low-density parity-check (LDPC)
modulation, combines the MIMO detector and the variable node decoder of a low-density parity-check
(LDPC) code. Good LDPC degree sequences are designed by using extrinsic information transfer (EXIT)
charts. LDPC modulation is shown to perform within about 1 dB of MIMO capacity when the receiver,
but not the transmitter, knows the channel. The method further outperforms a UMTS standard turbo
coding scheme by a wide margin when there are more transmit than receive antennas.

I. INTRODUCTION

Iterative decoding of low—density parity—check (LDPC) codes is a powerful method for
approaching capacity on noisy channels [1]-[5]. The most important design problem for
these codes is finding good degree sequences for the modulation, channel and detector
under consideration. We show how to use extrinsic information transfer (EXIT) charts
[6] to solve this problem for both the additive white Gaussian noise (AWGN) channel
and multi-input, multi-output (MIMO) fading channels [7], [8].

We will consider primarily the case where the channel is known at the receiver but not
at the transmitter (see, e.g., [9, pp. 2627-2629]). Previous work has shown that MIMO
detectors and turbo codes do not work well together when there are more transmit than
receive antennas [10]. We instead study a scheme that combines the MIMO detector with
part of the LDPC decoder. A similar technique has been considered by others, e.g. [11],
but without attempting to design LDPC degree sequences. We show that the scheme
can in fact approach capacity by designing degree sequences that are well matched to
the MIMO detector. The combined coding/modulation technique could be called LDPC
modulation. Other approaches to combining coding and modulation are trellis coded
modulation [12], bit—interleaved coded modulation [13]-[19], or space—time block coded
modulation [20], [21].

This paper is organized as follows. In Section II we design LDPC codes for the AWGN
channel by using EXIT charts. Note that although we focus exclusively on EXIT charts,
alternative design tools exist and can be found in [5], [22], [23]. In Section III we describe
how one can combine the MIMO detector with the LDPC decoder. Section III further
extends the design methodology of Section II to design LDPC modulation schemes that
operate close to MIMO capacity. The performance compares favorably with a scheme
employing turbo codes.

II. EXIT cHART FOR LDPC CoDES ON AWGN CHANNELS

The structure of the decoder for a LDPC code of length n and (design) rate R = k/n
is as follows. The decoder has n variable nodes, an edge interleaver, and n — k check
nodes. The ith variable node represents the ith bit of the code word. Suppose that this
bit is involved in d,; parity checks so that its node has d,; edges going into the edge
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Fig. 1. Variable and check node decoder EXIT curves. The channel is the AWGN channel with
Ey/No = 1dB at a code rate of R = 1/2. Note the swapping of the a priori and extrinsic axes.

interleaver. The edge interleaver connects the variable nodes to the check nodes, each
of which represents a parity—check equation. The 7th check node checks d.; bits so that
it has d.; edges. The sets of variable and check nodes are referred to as the variable
node decoder (VND) and check node decoder (CND), respectively. Iterative decoding is
performed by exchanging extrinsic information between the VND and CND.

We proceed by describing how to obtain EXIT curves for the VND and CND. We then
discuss how to put these curves together to design good codes for the AWGN channel

A. EXIT Curve of the Inner Variable Node Decoder

A variable node of degree d, has d, + 1 incoming messages, d, from the edge interleaver
and one from the channel. The variable node decodes by adding log-likelihood ratio
values (L-values [24]). More precisely, we have

Li,out = Lch + Z Lj,in (1)
J#e
where L;;, and L;,,; are the jth extrinsic L—-values going into and coming out of the
variable node, respectively, and L, is the L-value coming from the channel. Consider the
AWGN channel with binary antipodal (+1) modulation and signal-to—noise ratio E,/Nj.
We assume that the L;;, are Gaussian distributed. The EXIT function of a degree—d,
variable node is then

Igyvnp ({a,dy, Ey/No) = J (\/(dv —1)[J! (IA)]2 + th) (2)

where the J(-)—function is given in the Appendix and 02, = 8R - E,/N,. Fig. 1 (left)
plots several variable node curves when R = 1/2 and E,/N; = 1dB. Observe that
Igvnp(0,d,, Ey/Ny) is the capacity of the channel at the E, /N, that is being considered.

B. EXIT Curve of the Quter Check Node Decoder

The decoding of a degree d. check node corresponds to the decoding of a length d.
(or rate (d. — 1)/d,.) single parity check code. The output L—values are thus (see [24,
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For code design we will later assume that the L, ;, (but not the L;,,;) are Gaussian dis-
tributed. We point out that for numerical stability it is better to compute (3) recursively
in the logarithmic domain rather than directly.

The check node EXIT curves can be computed by simulation. Alternatively, for the
binary erasure channel a duality property exists [25] that gives the EXIT curve I spc(-)
of the length d, single parity check code in terms of the EXIT curve Ig rrp(-) of the
length d. (or rate 1/d.) repeat code, i.e.,

Igspc(Ia) =1—Igrep (1 —14). (4)

Simulations show that this property is in fact an accurate approximation for Gaussian a
priori inputs. We thus approximate the check node EXIT curves as

Inonp(a) 21— Ippep(1—14) =1—J (\/d— gl 1—IA) (5)

where the second step follows by using (2) with o, = 0. It is further useful to express
(5) in terms of its inverse function, i.e.,
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Fig. 1 (right) plots several check node curves. Observe that the curves are similar to the
VND curves except that they all start from the origin.

C. Code Design by Curve Fitling

We will consider only check-regular LDPC codes, i.e., all check nodes have degree d. (in
[26] these are called right—regular codes). The remaining LDPC design involves specifying

the variable node degrees d,;, 7 = 1,... ,n. Let D be the number of different variable
node degrees, and denote these degrees by d,;, 2 = 1,...,D. The average variable node
degree is

p— D ~

dv = Zai dv,z (7)

where a; is the fraction of nodes having degree CZ,Z Note that the a; must sgtisfy e =
1. Since the number of edges at the VND and CND are the same, we have nd, = (n—k) d,
or

dy,=(1-R)-d,. (8)

Let b; be the fraction of edges involved with variable nodes having degree (Z,Z There
are in total (na;) d,; edges involved with such nodes, so we have

na; dy, dy,;
b; = i Qi _ v,i - a;. 9
nd, (l—R)dc ( )




Note that the b; must satisfy ) . b, = 1. In [25], [27] it is shown that the EXIT curve of
a mixture of codes is an average of the component EXIT curves. We must here average
using the b; (and not the a;) because it is the edges that carry the extrinsic messages.
The effective VND transfer curve is thus given by

D
Ipynp (14) = sz‘ “IgvnD (IA, 6%1) (10)

=1

i.e., (10) is a weighted sum of the curves of on the left in Fig. 1. Note that only D — 2
edge fractions can be adjusted because we must enforce (8) and » . b; = 1. Thus, in
order to have any flexibility we must choose D > 3. We shall see that D = 3 already
gives surprisingly good results.

D. Design Example

In [25] (see also [27]) it is shown that to approach capacity on binary erasure channels
one must match the VND and CND transfer curves. Experience shows that the same
is true for other channels. To match the curves we note that Iy yyp(0) is the channel
capacity for a specified E,/Ny. We design codes with R = 1/2, and choose E,/Ny = 0.5dB
so that Ig ynp(0) = 0.524 is slightly larger than R. We further choose d. so that the
CND transfer curve has a reasonable distance from the y—axis at Iy cyp = 1/2. This
approach simplifies finding a VND curve with I ynp(0) & 0.524 that lies above the CND
curve. Furthermore, this gives the decoder a good “head start” at the first iteration.

For simplicity we restrict the VND to have only three different variable node degrees
(D = 3). This means that only one b; can be chosen freely, and Fig. 2 shows a manual
curve fit whose variable node parameters are as follows:

dv,l = 2, a; = 0508, b1 = 0254,

dU,Q = 4, 9 = 0419, bg = 0419,

dvyg = 18, ag = 0073, b3 = 0.327.

For this simple example we obtain a convergence threshold of about 0.5dB while the
capacity is at 0.19dB (see also [5]). A simulation with n = 10°, a random edge interleaver,
and 60 iterations shows a turbo cliff at about 0.55dB (we measure the turbo cliff at a
bit error rate (BER) of 107°). After 200 iterations the turbo cliff is at 0.5dB, which
demonstrates the accuracy of the EXIT chart and our approximations.

We remark that by choosing a larger D and using sophisticated curve fits one can
match the VND curve more closely to the CND curve. One can also model the a prior:
knowledge more carefully than as Gaussian random variables. However, any improvement
over the approach outlined above will only be marginal.

III. MIMO DEeTECTION AND LDPC DECODING

We next turn to multi-antenna modulation and detection (see Fig. 3). Suppose there
are M transmit and N receive antennas. Each transmitter symbol is thus an M x 1 vector
s = [s1, ..., sp]7 whose entries take on complex values in a constellation set. We consider
constellations of size 2M¢ so that each symbol carries M - M, coded bits. For example, for
quadrature phase—shift keying (QPSK) we have M, = 2 and for 16 quadrature amplitude
modulation (16-QAM) we have M, = 4. The average energy per transmit symbol is
limited to E;, and we further assume that E[||s,,||?] = E;/M.
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Fig. 2. Design example of a check-regular LDPC code with R = 1/2 at E,/Ny = 0.5dB. The VND
curve is a mixture of the variable node degrees dy,,1 = 2, dy 2 = 4 and d, 3 = 18.

The receiver sees vectors y = Hs + n of size N x 1, where H is the N x M channel
matrix and n is a /N X 1 noise vector. We assume H to be known by the receiver only,
and the entries of n to be independent, complex, zero-mean, Gaussian random variables
with variance 02 = N;/2 per real component. We define the normalized signal-to-noise
ratio E,/Ny as

Ey
No

E;

dB No

N
101 _— 11
- + 0810 RMM, ( )

The MIMO detector performs a posteriori probability (APP) bit detection by considering
all 2MMe possible hypotheses on s [15]-[19]. Alternatively, one might consider only a
subset of hypotheses by using list sphere detection (LSD) [19]. The detector’s soft output
is forwarded to the decoder, which in turn computes extrinsic information to be used as
a priori knowledge by the detector for the next iteration. This is in analogy to iterative
decoding of serially concatenated codes [28].

Suppose we encounter Rayleigh fading so that the entries of H are independent, com-
plex, zero—mean, Gaussian random variables with unit variance [8, Sec. 4]. For a piecewise
constant channel the matrix H remains unchanged over long time intervals, while for an
ergodic channel H changes for every symbol s. We consider only the ergodic model whose
capacity is (see [7], [8])

C=E [1og2 det (IN + %%HHTH (12)
where H' denotes the complex-conjugate transpose of H. One achieves capacity by using
Gaussian distributed symbols s. However, in practice the entries of s are constrained to
come from QAM constellations.

We proceed by showing how to compute EXIT curves for the MIMO detector. We then
describe a combined demodulation/decoding structure that is flexible enough to approach
MIMO capacity. The structure automatically specifies how the encoding/modulation is
done. Finally, we show how to match the resulting two EXIT curves.
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Fig. 3. The MIMO model. The receiver has a MIMO detector, variable node decoders and a check node
decoder.

A. EXIT Curve of the MIMO Detector

The MIMO detector accepts a priori L—values and computes a posteriori L—values that
are converted to extrinsic messages before being forwarded to the VND. The detector
EXIT curve cannot be described in closed form but one can accurately estimate it by
Monte—Carlo simulation [10]. We denote the curve by

Ir per (1a,pET, Eb/No) - (13)

Fig. 4 shows simulated EXIT curves of MIMO detectors for different numbers of transmit
and receive antennas. The modulation used is Gray-mapped QPSK. Observe that most
of the curves resemble straight lines. The 1 x 1-curve is provided as a reference.

B. EXIT Curve of the Combined MIMQO Detector and Variable Node Decoder

We combine the MIMO detector and the LDPC variable node decoder as shown in
Fig. 3. The detector consists of n/(MM,) individual detectors (or detector nodes) that
are each connected to M M, variable nodes. Consider the three boxes in Fig. 3 corre-
sponding to one of these individual detector/VNDs. For simplicity, we denote the EXIT
curve of this structure by Iz ynp(-) and assume that the a priori L-values are Gaussian
distributed. We further choose all the M M, variable nodes to have the same degree d,.
Thus, using (2) we find that the lower VND in Fig. 3 maps I4ynp into

Iappr=J (\/@ ~J (IA,VND)> . (14)

Next, we separately measure the transfer curve (13) by Monte-Carlo simulation for
a given F,/Ny. The advantage of considering the MIMO detector and the lower VND
separately is that Ej/N, affects only (13) and not (14). We approximate the measured



E,/N,=3dB

Gray mapping, QPSK

o
©

o
[}

»

o
~

©
[N}

mutual information at output of detector I e,

0 0.2 0.4 0.6 0.8 1

mutual information at input of detector I, et

Fig. 4. M x N MIMO detector transfer curves at Ej/Ny = 3dB assuming a code rate of R = 1/2. The
constellation set is QPSK.

Ie per (1a,pET, Eb/No) curves (13) by 3rd order polynomials. For example, our approx-
imation for the 4 x 1 MIMO detector with QPSK at E,/Ny = 7dB is

Is,per (Ia,per, Ey/No = 7dB) = —0.171 - I ppp + 0.271- I3 ppr
+0.393 - 14 prr + 0.2609. (15)

This will let us express the combined detector/VND EXIT curve in closed form, which
is convenient for curve fitting.

The third step is to consider the upper VND in Fig. 3. We approximate the EXIT
curve of the combined MIMO detector and VND as

Igvnp ({avnp, g pET, dy) = J (\/(dv —-1)-[J! (IA,VND)]2 +[J! (IE,DET)]2> , (16)

where we have used (2) with

2

o, = [J (Ig,pET)] (17)

Finally, inserting (13), (14), and a polynomial like (15) into (16) we obtain the desired
transfer curve in the form

Igvnp (Laynp, dy, Ey/No) . (18)

Fig. 5 (left) shows some combined detector and VND transfer curves. Observe that the
“pure” detector transfer curve of Fig. 4 is recovered by setting d, =1 in (18).

C. Design Examples

We design check-regular LDPC codes by matching the curve (18) to the CND curve.
Again, we restrict ourselves to just three different variable node degrees (D = 3) so
that the curve fit can be performed manually. This simple approach gives surprisingly
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Fig. 5. (Left) Combined 4 x 1-detector and VND transfer curves at E;/No = 7dB and R = 1/2.
(Right) Curve fit of the 4 x 1 LDPC modulation scheme at Ey/Ny = 7dB. The code rate is R = 1/2.

TABLE 1
CODE PARAMETERS FOR M x N MIMO usinG QPSK
4x1 4x2
Capacity Ey/Ny at 6.65dB || Capacity Ey/Ny at 2.95dB
Curve fit at 7.00dB Curve fit at 3.30dB
BER 1075 at 7.90dB BER 1075 at 3.60dB
d. =7 d. =6
dyi | ai [%] | bi [%] dyi | ai [%] | bi [%]
2 94.15 53.80 2 69.78 46.52
16 5.48 25.05 3 26.12 26.12
200 0.37 21.15 20 4.10 27.36

powerful coded modulation schemes. Table I shows the parameters of our curve fitting
for the 4 x 1 and 4 x 2 MIMO channels. Fig. 5 (right) plots the corresponding EXIT
chart for a 4 x 1 MIMO channel.

Fig. 6 shows simulation results with QPSK, R = 1/2, n = 10°, a random edge in-
terleaver, and 60 iterations. Our approach turns out to be quite successful: All LDPC
modulation schemes operate within about 1dB of their respective capacity limits (see
Table I). We remark again that the gaps to capacity in Fig. 6 (or Table I) can be nar-
rowed further by using D > 3 and better curve fits. The performance curves of a MIMO
bit-interleaved coded modulation employing a UMTS standard turbo code with memory
3 constituent codes are given as references. Note that the turbo code does not interact
efficiently with the MIMO detector when M > N, as was already pointed out in [10].
It turns out that more detector/internal decoder iterations hardly improve the bit error
rate.

D. Comparison with Space—Time Block Codes

Consider the 2x 1 MIMO channel with QPSK and a rate 1/2 LDPC code. The spectral
efficiency is 2 bits per channel use. Suppose next that we use a space-time block code
as an inner code [20]. This scheme obtains a diversity gain with what is in effect a rate
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iterations. Parallel concatenated (turbo) code: UMTS standard, memory 3, with 4 detector/decoder
iterations and 20 internal decoder iterations each.

1/2 repeat code. Thus, to achieve 2 bits per channel use with a rate 1/2 outer code one
must compensate for the inner code rate loss by changing the constellation from QPSK
to 16—QAM. But 16—QAM complicates the detection and requires a power amplifier that
is linear over a wide range. These issues will be even more pronounced for 4 x 1 MIMO
channels. For example, the scheme proposed here achieves a spectral efficiency of 4 bits
per channel use with QPSK modulation and a rate 1/2 LDPC code. A corresponding
space—time block code [21], which is in effect a rate 1/4 repeat code, would have to use
256-QAM to achieve 4 bits per channel use with a rate 1/2 outer code. This is not
practical in a wireless system. Furthermore, no orthogonal space-time block code exists
for the 4 x 1 MIMO channel [21] which makes this approach even less attractive.

AppPENDIX: THE J(-)-FUNCTION

The J(-)—function is the mutual information between a binary random variable z with
Pr(x = p) = Pr(z = —p) = 1/2 and y = z+n where n is a zero-mean, Gaussian random
variable with variance o2. We consider y as an L—value based on Gaussian distributions,
and set p = 0%/2 to fulfill a symmetry condition (see, e.g., [29]). We have

(=)’

O T T 22

J(o)=H(z)— H(zly) =1 — —— .log, [1+e¢| de 19
(0) = H(z) — H(z[y) o e [ ] (19)
where H(zx) is the entropy of  and H(z|y) is the entropy of = conditioned on y. We can
use J(-) to compute the capacity of a binary input/continuous output AWGN channel
with z € {£1} and zero-mean noise with variance o2. The capacity is J (2/0,).
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