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Abstract — The potential of Knowledge graphs
(KGs) to provide sophisticated querying, intelligent
data management, and effective knowledge represen-
tation is driving their use in a large number of do-
mains. This paper presents a framework for building
Knowledge Graphs (KGs) using Large Language Mod-
els (LLMs) and demonstrates how these KGs can be
used to build space mission system models. The study
introduces a knowledge extraction tool that uses LLMs
to process unstructured text and turn it into structured
knowledge graphs. These KGs—which are made up
of entities and relationships —are then used to map
data to OPM (Object Process Methodology) models.
The OPM model’s elements and hierarchical structure
is used as an ontology to label the entities that are
identified during the KG construction.

This study assesses the tool’s ability to accurately map
the retrieved data onto the OPM model in addition
to producing KGs. Although the LLM worked well
for extracting entities and relationships—especially
for producing high-level system components—it had
trouble labeling lower-level, domain-specific entities
in the Knowledge Graph. Despite these limitations,
this framework provides a promising initial solution
and establishes the groundwork for future research and
development targeted at obtaining a more thorough au-
tomatic population of OPM models.

1 Introduction

The rapid advancements in data processing have pre-
sented new opportunities for enhancing systems engi-
neering, especially in the Space sector. Vast amounts
of unstructured textual space mission data such as mis-
sion documents and reports are generated. Extraction
of meaningful data from this corpus of unstructured
text can be greatly beneficial in the early stages of
spacecraft design [1]. Currently engineers spend a sig-
nificant amount of time retrieving relevant data from
these documents, which can slow down the design
process. KGs offer a semantic method of organising

data by capturing the intricate relationships between
the entities [2]. They enable more efficient querying
and retrieval of data. When combined with frame-
works for system model generation, KGs can offer an
automated and scalable approach to populate system
models. This combination helps engineers make more
informed decisions and offers a coherent representa-
tion of mission data.

1.1 State of the Art

Knowledge graphs defined as a graph of data intended
to accumulate and convey knowledge of the real world,
whose nodes represent entities of interest and whose
edges represent relations between these entities [3],
provide a semantic method of arranging and accessing
data, which has completely changed database admin-
istration. They enable us to encode smart behaviour
in the data directly rather than having to encode it into
applications [4].

KGs, as opposed to conventional relational databases,
are able to record the intricate relationships between
entities, making data querying more user-friendly and
effective. With diverse applications across different
sectors, the most common uses of knowledge graphs
include question answering, recommendation systems,
semantic search, and advanced analytics. The concept
of KGs has evolved significantly since the early 2000s,
when researchers began to explore ways to make data
more interconnected. One of the first significant mile-
stones in this field was Google’s introduction of its
Knowledge Graph in 2012 [5] which aimed to en-
hance search by understanding the context of queries.
Following this, many other companies announced the
development of knowledge graphs for database man-
agement.

Over the years more sophisticated methods, such as
the Graph Neural Networks [6], have been introduced
for improving tasks such as entity linking and rela-
tionships extraction by using the inherent structure of
the graphs themselves. Despite their great potential,
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these approaches are severely constrained by the labor-
intensive process of manually building and maintain-
ing the knowledge graph itself. Time and effort are
required by domain experts and graph developers to
ensure quality of domain-specific models.

Recent research into the domain of KGs explores the
automation of tasks such as named entity recognition
(NER) [7] and relation extraction (RE) [8], which are
the foundational elements for knowledge graph con-
struction, by using LLMs [9]. Studies by [2] and
[10] indicated that the use of generative LLMs outper-
formed other relation extraction methods and proved
promising in reducing the manual effort and signif-
icantly automating the KG creation process. Tra-
janoska et.al [2] also highlighted the use of ontolo-
gies and that more specific prompts leads to better
defined concepts, relations and instances. Although
further refinements are needed, these techniques pro-
vide promising potential to scale KG creation across
other domains, particularly in the space industry which
is rich in ontologies and vast datasets.

Although the practical use of KG in the space industry
is not extensively documented, its underlying princi-
ples and benefits are evident. As a part of the DEA
project [1], the use of KGs in information extraction
and organization highlights the potential use of this
framework during the early stages of space mission
design. Further research by [11] showed how NLP and
semantic similarity techniques can be used to benefit
from historical mission data within a unified Knowl-
edge Graph during the initial conceptual design Phases
0 and A.

Adding to the enhancement of extraction and re-
trieval of information by integrating LLMs with KGs,
Berquand et.al, [12] demonstrated the capability of
transformer-based models to automatically parse doc-
uments related to space missions and populate KGs
while enabling sophisticated information retrieval and
inference. Utilizing the structured framework of the
engineering models, Darm et.al, [11], presented a sys-
tems engineering approach based on linguistic similar-
ity analysis between the metadata associated with each
EM. This makes it easier to compare previous missions
and suggest engineering components for new space
missions and improves the efficiency of space mission
design.

1.2 Proposed Framework

This term paper investigates a method for construct-
ing Knowledge Graphs (KGs) specifically created for
spacecraft design, with an emphasis on generating in-
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tricate KGs that can encompass multiple documents
related to a single mission. The primary objective
of developing these KGs is to use it to automatically
populate OPM system models, providing a framework
that is structured and captures all the relevant mission
data. These models will serve as databases of struc-
tured data, expediting the analysis and the early design
phases (Phases 0 and A in ECSS terms) in space-
craft design. KGs provide a means of methodically
organizing complex and unstructured data, which is
useful while designing space missions and improving
the overall design process.

The production of Knowledge Graphs (KGs) from
structured data found in Engineering Models (EMs)
has been established in earlier work [11]. These struc-
tured knowledge graphs (KGs) analyze comprehensive
subsystem information to facilitate activities like as
design optimization and component suggestion. The
early stages of spacecraft mission design have been ex-
pedited by this method. This study, on the other hand,
aims to create a more comprehensive knowledge graph
by obtaining information from unstructured mission
documents (raw text), such as Word and PDF files.
Its goal is to convert unstructured text into structured
KGs using Large Language Models (LLMs), which
will then be utilized to fill system models. This method
aims at tackling the difficulty of transforming unstruc-
tured data while enhancing the corpus of knowledge,
leading to more thorough and in-depth system models
for spacecraft design.

2 Methodology

2.1 Approach

The presented work follows a four-step approach,
the detailed workflow of the proposed framework is
shown in Figure 1:

1. Text Extraction: Unstructured text from mission
documents is extracted and cleaned before be-
ing divided into sections that follow the original
document’s structure in an ordered JSON format.

2. Ontology from OPL: The Object process lan-
guage (OPL) generated by the Object process
diagram (OPD) is used in this study to create
an ontology. A unique identifier is assigned to
each element of the system model which defines
its location in the system model and is aimed at
guiding the LLM while labeling the entities, and
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further mapping them back to the system model
elements.

3. KG construction: KGs in this study are generated
by using an LLM (GPT-40) [13] which essentially
extracts entities and relationships from each sec-
tion of the extracted text. The identified entities
are labeled using a hierarchical ontology that is
derived from the OPM system model for space-
craft design, which facilitates their mapping to
system models. In addition to the text and the on-
tology, the whole document is also processed by
the prompt to maintain overall consistency over
the labelled entities.

4. Data mapping to OPM: The corresponding data
in the KGs associated with the labelled entities
is then mapped to the OPM system model. This
step attempts at mapping the relevant extracted
data alongside the elements in the OPM model
ensuring all applicable mission details are repre-
sented within the system.

2.1.1 PDF extraction

This step transforms unstructured text from mission
documents into a semi-structured format. This in-
volves text cleaning and text segmentation. Text clean-
ing consists of removing unnecessary elements such
as irrelevant symbols, redundant space and metadata.
The document is split into sections of texts which are
then processed for entity and relationship extraction.
Accurate layout extraction is a challenge with multi-
page, variably formatted PDFs. It is an issue yet to
be addressed by open source technologies. Layout-
PDFReader [14] and other Al-based applications try
to automatically recognize paragraphs, headings, and
sections in PDF files. These techniques, however, fre-
quently fall short of the precision needed for lengthy,
intricate papers. Regular expressions (RegEx) were
used for section separation in this study because of
their consistency in handling text files with consistent
syntax. RegEx [15], while more reliable in identi-
fying precise patterns, are also time-consuming and
ineffective for documents with varying formats.

2.1.2 OPL Ontology

Object Process Methodology:  Object-Process
Methodology [16] (OPM, ISO 19450) is an MBSE
language and methodology used to build domain in-
dependent conceptual models of various systems. It
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is used to depict the behaviour and strucure of com-
plex systems. OPM consists of OPD (Object process
Diagram) and OPL (Object process language). OPM
systems are visualised by the use of OPD and OPL
is the correspoding language generated by the OPD
describing the object, processes and the relationships
between them.

(Object process
diagram

Object process
language

Text extraction

Semi structured
document
Text chunks

Ontology generation

System model
ontology

Knowledge graph
construction

Knowledge graph

OPM data mapping

Populated OFM
model

Figure 1 Flowchart of the framework for text extraction,
ontology generation, KG construction, and OPM data map-

ping
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Figure 2 Hierarchical decomposition of the system model
[17] of a space mission (A) and spacecraft (B) with cor-
responding identifiers for system segments and lower-level
elements such as total mass, size, and power.

System Model: The system model being recon-
structed is a hierarchical breakdown of a space mis-
sion [17]. As shown in the Figure: 2(A) the space
mission consists of three segments: Space segments,
Ground segment and a User segment. Each of these
segments are further broken down into detailed lower
level components maintaining a structured hierarchy.
This model features two types of relationships between
the objects: "consists of" and "exhibits". The higher
level elements and their constituent parts are connected
by the relationship "consists of" and the elements dis-
playing metrics for example total mass and total size
are connected to their parent elements by the relation-
ship "exhibits". These are the elements which have
the TBD (To Be Determined) values, which must be
filled in with the relevant data in order to complete the
system model.

OPL Ontology: An ontology is a formal representa-
tion of knowledge inside a domain, offering an orga-
nized framework of entities and their relationships. As
mentioned in [2], including an ontology in the prompt
greatly improves entity extraction accuracy. This on-
tology is defined and structured using the Object-
Process Language (OPL), which is derived from the
Object-Process Diagram (OPD). This method makes
use of the system model’s object titles and its hierar-
chical structure as the required ontology. A numerical
identifier that corresponds to each object’s place in
the hierarchy is allocated to it in the system model as
shown in Figure:2. In the hierarchy, the space mis-
sion is assigned the number "1," the space segment
"1.1," the ground segment "1.2," and so on. Addi-

tionally, a "e" is used to distinguish items linked by

Wired and
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Earphones| Earphones|
Products Products

mfr: Bose
model:
QC35M

Audio|
Wireless|
Earphones|
Products

BOUGHT,

BOUGHT,

model:
Earpods

Figure 3 A property graph model [4] showing customer
purchases of audio products

"exhibits" from the items linked by "consists of" re-
lationships, which frequently indicate numerical val-
ues or certain qualities. For example, the identifier
for "Spacecraft” would be "1.1.1," and its total mass
would be "1.1.1.1e." These identifiers are made part of
the prompt, with the aim of directing the Large Lan-
guage Model (LLM) in correctly labeling the identified
entities and mapping those entities to the appropriate
locations within the system model.

2.1.3 KG construction

KG Organizing Principle The construction of
knowledge graphs (KG) follows the general structure
of a KG which consists of nodes which are connected
to each other by edges. In this work the nodes are
termed as entities and the edges are termed as rela-
tionships. This knowledge graph follows the property
graph model [4] which supports labelled nodes (enti-
ties), directions for edges (relationships) provided by
source and target entities and properties for both nodes
(entities) and edges (relationships). Figure: 3 shows
an example of the property graph model.

1. Entities consists of three main attributes
a) Entity name
b) Entity type

c) Entity properties
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2. Relationships consists of four main attributes
a) Relationship name
b) Relationship property
¢) Source Entity
d) Target entity

[ -

"Entities":

n prime for Cc

D
“Relationships™:
{
"relationship_nam
"source
"target
"propertie

n studies”

Figure 4 Example of an entity and relationship pair gener-
ated during Knowledge Graph construction

Entity and Relationship extraction Entity and re-
lationship extractions are the two main tasks of knowl-
edge graph construction. Many publicly available
transformers based on BERT are available for perform-
ing tasks like Named Entity Recognition and Relation-
ship extraction. Models such as BERT and RoBerta are
pretrained on large language models and can be fine
tuned for performing tasks on domain-specific data.
For example, the SpaceTransformers introduced by
[12] are trained specifically on a corpus of space sys-
tems data for the task of Concept recognition. Despite
their potential, these models struggled with context
sensitivity. Models like GPT 4 address these issues and
represent a significant advancement in the domain of
entity and relationship extraction tasks. Recent stud-
ies highlight that GPT 4 exhibits good performance in
tasks related to KG construction [9]. These models
further excel at reasoning tasks over complex context-
based data.

GPT-40 was used for the presented work. One of the
main benefits of using GPT models is their ability to
generate strucutred data in JSON format by assigning
JSON object as the response format. Since the results
of Large Language Models (LLMs) can sometimes
be unexpected or difficult to manage in free format ,
this feature ensures that the extracted entities and re-
lationships are rendered in a structured and consistent
format. An example of an entity and relationship pair
created during the KG creation process is shown in
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Figure:4. Details such as the entity name ("Airbus
Defence and Space SAS") and properties ("Lead of
Concept A, mission prime for CAIRT mission") are
included in the "entities" section. The relationship be-
tween two entities (in this case, "Airbus" and "Concept
A") is shown in the "relationships" section, with the re-
lationship being ("leads"), along with other properties
that are associated with this link.

KG construction Prompt The structure of the
prompt employed for the construction of the Knowl-
edge Graph (KG) followed the principles essentials
of effective prompting for Large Language Models
(LLMs) [18]. According to some essential prompting
rules for LLMs , it is important to be clear in defining
tasks , provide clear context , and reduce ambiguity in
order to guide the model ouputs towards the desired
structure.

For this work, the prompt had three inputs and one
output:

1. Inputs

a) Extracted text chunk from the mission doc-
ument

b) OPL Ontology

¢) Full mission document

2. Output

a) JSON object structure to hold a list of enti-
ties and relationships.

The prompt instructed the model to extract entities and
relationships from the provided text chunk, while us-
ing the OPL Ontology to label the identified entities
based on their corresponding elements in the Ontol-
ogy. This was aimed at ensuring that the extracted
entities maintained consistent labeling throughout the
process. Since the prompt only processes one text
chunk for the mission document at a time, the entire
document was included as input to maintain context
and consistency in entity labeling across the different
sections of the document. This was done to ensure that
the extracted entities and relationships aligned coher-
ently even when processed in smaller chunks.

2.1.4 OPM Mapping

In the final stage, the mapped entities and relationships
from the Knowledge graph (KG) are aligned with the
OPM model. The mapping process involves searching
the KG for entities that match labels taken from the
OPL ontology . This set of ontological elements act
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as identifiers within the system model , directing the
representation of entities in the KG to their respective
components in the OPM hierarchy. The entities, their
properties, and the properties of its relationships with
other entities is extracted. This was intended to take
in to account not only entities and their properties but
also the properties of the relationships with other enti-
ties to maximize the extraction of relevant information
form the text. The output of this stage includes the spe-
cific ontology element, its hierarchical identifier, the
corresponding name of the entity, and all its associated
properties.

3 Validation Approach

It is essential to validate the reliability of the generated
KGs and final system models to ensure their accuracy
and reliability , thereby ensuring the consistency of the
structured data .

The validation process in this study is divided into two
main parts: Validation of the knowledge graph itself
and the validation of the mapped data for the OPM
model. It is challenging to create a universal frame-
work for validating KGs because each application has
its own requirements, which makes validation meth-
ods contextual [19]. However, the commonly used
methods are based on two main strategies : Intrinsic
and Extrinsic evaluation.

Intrinsic: The intrinsic aspects are independent of the
use case context, these criteria reflect the logical con-
sistency. Such as Semantic Validation which evalu-
ates the semantic correctness of the extracted entities
and relationship pairs and Completeness which eval-
uates the comprehensive assessment of the model’s
ability to accurately identify the pairs.

Extrinsic: The extrinsic aspects depend on the context
of the knowledge graph and evaluate the reliability of
the KG applied to the domain specific use case. Such
as Accuracy of entity labeling which measures how
accurately are the entities in the KG recognized and
categorized according to the predefined ontology.

4 Results

4.1 Validation: KG

Subsections from a mission document "Earth Explorer
11 Candidate Mission CAIRT: Report for Assessment"
[20] were manually annotated and compared with the
entity and relationship pairs produced by the model for
the intrinsic validation of the Knowledge Graph.
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Semantic Validation Semantic validation focused
on assessing the accuracy of the retrieved relationships
and entities. GPT-40 performed well in this domain,
in line with other studies that shows its strength in rea-
soning and inference tasks—tasks that are intimately
linked to the creation of entity-relationship pairings.

Accuracy of entity labeling The LLM model ex-
hibited certain limitations in entity labeling from a
given ontology. These limitations were mostly be-
cause of the highly domain specific nature of the task.
This was made clear when the model had trouble cor-
rectly labeling components that were situated at lower
levels of the model’s breakdown structure. Rather than
being given the precise, domain-specific identities that
the OPM model requires, these lower-level elements
were commonly misclassified or given generic labels.
For example, the figure:5 shows one of the few mis-
classified low-level entities by the LLM.

Figure 5 Misclassified entity.

4.2 Validation: Mapped data onto the OPM
model

The validation of the OPM model was conducted on
a use case basis, where a sample text was generated
using GPT-40. This text was used as a test case to
manually verify that the proposed framework appro-
priately populates the OPM model. The generated
text was run through the framework to assess its per-
formance by verifying the accuracy of the extracted
data in the final OPM model.

50 random ontology elements were provided to guide
the content of the generated text. The random ele-
ments were a mix of both high-level and low-level
elements, 42 and 8 elements respectively. High-level
elements refer to the system components without spe-
cific numerical property while the lower level elements
represent the numerical data points, often associated
with numerical values such as mass, size, or power.
Sample data corresponding to the chosen ontological
elements was generated and then inserted into para-
graphs across seven chapters . The generated text
was then processed using the proposed framework to
evaluate its ability to extract relevant entities and rela-
tionships and further map the generated data back to
the OPM model.
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The model was able to correctly identify and label
42 out of the 50 high-level elements in the generated
text. All the 42 elements were the high-level elements
which were correctly categorized within the hierar-
chical system. The remaining 8 lower level elements
were identified as properties of the higher level ele-
ments rather than being labelled as a unique elements
as shown in Table 1.

OPM Element Name Identified Entity Name
Payload Lunar Module
Unique Identifier Properties
1. mass 15000 kg
1118 2. measured 4m .
3. Payload for lunar landing
4. power 200W

Table 1 The table presents the final mapped data for the
element "Payload"

The framework successfully identified the relevant
data corresponding to the high level OPM elements.
However, it demonstrated limitations in its ability to
identify the lower level elements. Instead of identify-
ing the data for the lower level element as a separate
entity, it assigned the data as properties of the ele-
ment’s higher level parent entities, leading to loss of
the hierarchical precision.

While the sample text may not fully capture the com-
plexity of a mission document, it does provide a con-
trolled environment to evaluate the framework’s early
functionality. It is important to remember the input
prompt structure and the generative model’s inherent
variability are two of the many variables that can affect
the final result. This attempt was focused on under-
standing the behaviour of the framework in its early
phase and identifying areas that need further refine-
ment.

5 Conclusion

This work presents the effectiveness of the proposed
framework in obtaining a complete set of entity and
relationship pairs which are further used for mapping
relevant data to OPM models. While providing in-
sightful indications about the framework’s alignment
with the expectations of entity extraction and data map-
ping, the results also highlighted several areas for im-
provement and further exploration in the process of
creating knowledge maps ( KGs ) and their adaptation
to the Objective Process Method ( OPM ) model.
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1. One of the challenges identified during the study

is the need for advanced PDF text extraction tech-
niques. Although the text extraction process used
in this project was effective for a chosen doc-
ument format, current methods remain limited
when creating a general tool for text extraction
from different PDFs.

By incorporating advanced text processing tools
such as Document Al [21] into the process , ex-
traction can be greatly simplified by ensuring
preservation of text hierarchy and efficient man-
agement of different layouts.

. Prompt engineering [2] is of great importance

when it comes to results generated by these gen-
erative models. Small variations in the input can
cause significant differences in the output, mak-
ing the change in results difficult to predict and
quantify.

Instead of relying solely on prompt engineering,
incorporating fine tuned models trained on OPM
model data may yield more accurate results.

. Currently Knowledge graphs are playing an in-

creasing role in RAG [22] for knowledge intensive
tasks, where they are used as a basis for retrieving
relevant information from different sources. Re-
cent applications like GraphRAG [23] introduced
by Microsoft, reports to enable automatic gener-
ation of knowledge graphs from raw text which
is later leveraged upon to perform RAG-based
tasks.

RAG- based techniques are effective in manag-
ing the dispersion of mission data across multi-
ple documents . With these methods, it would
be possible to retrieve relevant parts of the data ,
which would allow for a better understanding of
the entire dataset and improve the efficiency of
system extraction and modeling.

. Further multimodal data analysis , which com-

bines text with other formats such as images or
tables , can lead to more comprehensive KGs .
Helping to integrate different data formats can
result in richer and more nuanced system mod-
els , providing greater diversity of information
and improving the overall accuracy of knowledge
representation.
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