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Abstract

Fluid-particle systems are omnipresent in nature and industrial applications. In hydraulic engineer-

ing, sediment transport exemplifies a fluid-particle system that can be mathematically described

and analyzed in greater detail by a system of differential equations in the Eulerian-Eulerian, and

Eulerian-Lagrangian frameworks. In this dissertation, the Eulerian-Lagranagian framework is ap-

plied, combining Computational Fluid Dynamics (CFD) with the Discrete Element Method (DEM),

commonly referred as the CFD-DEM approach.

Sediment transport is a complex process governed by many inter-dependent variables such as flow,

turbulence, particle size, and shape. I focus on a specific sub-process of sediment transport, ”fine

sediment infiltration into a static gravel bed”, crucial for various fluvial and ecological dynamics. The

process of fine sediment infiltration can be categorized as a dense fluid-particle system, where not only

fluid-particle but also particle-particle interaction becomes significant. This dissertation investigates

the influences of flowing water, turbulence modelling, particle size distribution (PSD), and particle

shape on the simulation of fine sediment infiltration. Before applying the CFD-DEM approach to

study fine sediment infiltration, the unresolved CFD-DEM method is critically evaluated regarding

the coupling regime, turbulence modelling, particle characteristics, computational feasibility, and

method limitations, referencing a dispersed fluid-particle system.

Unlike conventional sediment transport models that use empirical equations to estimate sediment

transport parameters, the CFD-DEM approach provides detailed flow and particle-scale information.

However, the CFD-DEM approach requires high-performance computing (HPC) due to heavy DEM

computations and high-fidelity CFD, involving coupling between CFD and DEM to capture fluid-

particle interactions. The method also has constraints concerning the number and size of particles,

limiting its application only to detailed investigations with a limited number of particles and up to

a certain extent of flow resolution. Flow field resolution depends on whether turbulence is modelled

(e.g., Reynolds-Averaged Navier-Stokes; RANS) or resolved to a certain extent (e.g., Large Eddy

Simulation; LES).

Numerical simulations are performed using OpenFOAM-based software packages. For evaluat-

ing the CFD-DEM approach, two similar yet different particle-tracking solvers in OpenFOAM are

employed: “DPMFoam” and “pimpleLPTFoam”. The solver “DPMFoam” is a standard solver in

OpenFOAM, whereas “pimpleLPTFoam” is a self-compiled solver designed to investigate the effects

of particle fraction in each CFD cell. Additionally, to accurately represent gravel and sand particles,

OpenFOAM was coupled with a separate DEM software, called LIGGGHTS, using the CFDEM-

Coupling code.
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Evaluating the CFD-DEM method reveals that simple dispersion models, typically employed

to recover the lost turbulence fluctuations due to RANS averaging, tend to underpredict particle

dispersion. Hence, more sophisticated dispersion models should be implemented under the RANS-

DEM framework to capture accurate particle behaviour in a turbulent flow. Turbulence-resolving

approaches like LES-DEM can offer more realistic particle behaviour in turbulent flows. However,

LES-DEM is rarely feasible due to constraints requiring particles to be smaller than CFD cell sizes

in the unresolved CFD-DEM. In such cases, especially near walls where smaller cell sizes are needed

to resolve the boundary layer, the dynamic LES turbulence models can mitigate the limitations of

static LES turbulence models. For highly dispersed flows, having small particle concentrations, one-

way coupling, and neglecting particle fractions in each CFD cell can still suffice to predict accurate

particle behaviour in turbulent flow, saving considerable computational resources.

Applying the unresolved CFD-DEM approach to model the fine sediment infiltration reveals

that (1) the occurrence of different infiltration behaviours (bridging or percolation) are independent

of gravel bed thickness and only depend on relative fine sediment size, and (2) the definition of a

sufficient thick gravel bed is necessary to distinguish between bridging and percolation behaviours.

Investigating the effects of flowing water on the infiltration process supports Cui’s hypothesis that

fine sediment infiltration driven by intra-gravel flow behaves similarly to fine sediment infiltration

driven by gravity. Essentially, the fine sediment infiltration process is mainly gravity-dominated as

long as the gravel bed remains immobile.

Particle shape effects concerning non-sphericity and irregularities are implicitly included in the

numerical model by restricting the rolling of spherical particles. It was shown that particle shape

effects significantly impact the infiltration process, and considering particle shape effects by using

rolling resistance models seems to be the most efficient way. Particle size distribution (PSD) in-

vestigation for the infiltration process suggests that reducing the grain-size classes in PSD of gravel

and fine sediment is necessary to realize the CFD-DEM simulation within a reasonable timeframe

and computational resources. However, the reduction in grain classes is only justified when the in-

filtrating characteristics of fine sediment and gravel are not significantly modified, and the size ratio

remains within the thresholds of infiltration behaviors (bridging or percolation). Particle shape and

PSD effects are linked to the size ratio thresholds, aiding researchers and hydraulic engineers in de-

termining when to use rolling resistance models and deciding how many grain-size classes are needed

to replicate the non-homogeneity and poly-dispersity found in natural fluvial systems. Finally, based

on the research conducted within this doctoral project, some recommendations are made to manage

the fine sediment to sustain a healthy river ecosystem.



Kurzzusammenfassung

Fluid-Partikel-Systeme sind in der Natur und in industriellen Anwendungen allgegenwärtig. Im

Wasserbau ist der Sedimenttransport ein Beispiel für ein Fluid-Partikel-System, das mathematisch

durch ein System von Differentialgleichungen im Eulerian-Eulerian und Eulerian-Lagrangian Rah-

men beschrieben und detaillierter analysiert werden kann. In dieser Dissertation, der Eulerian-

Lagranagian Rahmen angewandt, der die numerische Strömungsmechanik (CFD) mit der Diskrete-

Elemente-Methode (DEM) kombiniert, was allgemein als CFD-DEM-Ansatz bezeichnet wird.

Der Sedimenttransport ist ein komplexer Prozess, der von vielen voneinander abhängigen Vari-

ablen wie Strömung, Turbulenz, Partikelgröße und Partikelform bestimmt wird. Ich konzentriere

mich auf einen spezifischen Teilprozess des Sedimenttransports, die Feinsedimentinfiltration in statis-

ches Kiesbett“, die für verschiedene fluviale und ökologische Dynamiken von Bedeutung ist. Dieser

Prozess wird als dichtes Fluid-Partikel-System betrachtet, bei dem sowohl die Wechselwirkungen

zwischen Fluid und Partikeln als auch zwischen den Partikeln untereinander von Bedeutung sind.

In dieser Dissertation werden die Einflüsse von fließendem Wasser, Turbulenzmodellierung, Par-

tikelgrößenverteilung (PSD) und Partikelform auf die numerische Simulation von Feinsedimentin-

filtration untersucht. Vor der Anwendung der CFD-DEM-Ansatz zur Untersuchung der Feinsedi-

mentinfiltration wird die unaufgelöste CFD-DEM-Ansatz kritisch hinsichtlich des Kopplungsregimes,

der Turbulenzmodellierung, der Partikel-Eigenschaften, der rechnerischen Durchführbarkeit und der

Methodenbeschränkungen unter Bezugnahme auf ein disperses Fluid-Partikel System bewertet.

Im Gegensatz zu konventionellen Sedimenttransportmodellen, die empirische Gleichungen zur

Schätzung von Sedimenttransportparametern verwenden, liefert der CFD-DEM-Ansatz detaillierte

Strömung und partikelaufgelöste Informationen. Der CFD-DEM-Ansatz erfordert jedoch aufgrund

der umfangreichen DEM-Berechnungen und der High-Fidelity-CFD, die eine Kopplung zwischen

CFD und DEM beinhaltet, um die Wechselwirkungen zwischen Flüssigkeit und Partikeln zu erfassen,

Hochleistungscomputer (HPC). Die Methode hat auch Einschränkungen in Bezug auf die Anzahl und

Größe der Partikel, so dass sie nur für detaillierte Untersuchungen mit einer begrenzten Anzahl von

Partikeln und bis zu einem bestimmten Grad der Strömungsauflösung geeignet ist. Die Auflösung

des Strömungsfeldes hängt davon ab, ob die Turbulenz modelliert (z. B. Reynolds-Averaged Navier-

Stokes; RANS) oder bis zu einem bestimmten Grad aufgelöst (z. B. Large Eddy Simulation; LES)

wird.

Numerische Simulationen werden mit OpenFOAM-basierten Softwarepaketen durchgeführt. Zur

Bewertung der CFD-DEM-Ansatz werden zwei ähnliche, aber auch unterschiedliche Partikelverfol-

gungslöser in OpenFOAM verwendet: ”DPMFoam“ und ”pimpleLPTFoam‘. Der Solver ”DPM-

Foam“ ist ein Standard-Solver in OpenFOAM, während ”pimpleLPTFoam“ ein selbst kompilierter

Solver ist, der entwickelt wurde, um die Auswirkungen des Partikelanteils in jeder Berechnungszelle
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zu untersuchen. Um Kies- und Feinsedimentpartikel genau darzustellen, wurde OpenFOAM mit

einem separaten DEM-Softwarepaket namens LIGGGHTS gekoppelt, das den CFDEM-Coupling-

Code verwendet.

Die Bewertung der CFD-DEM-Ansatz zeigt, dass einfache Dispersionsmodelle, die in der Regel

eingesetzt werden, um die durch die RANS-Mittelung verloren gegangenen Turbulenzschwankun-

gen auszugleichen, die Partikeldispersion tendenziell unterbewerten. Daher sollten Anspruchsvollere

Dispersionsmodelle im Rahmen der RANS-DEM implementiert werden, um das Partikelverhalten in

einer turbulenten Strömung genau zu erfassen. Turbulenzauflösende Ansätze wie LES-DEM kann ein

realistischeres Partikelverhalten in turbulenten Strömungen bieten. LES-DEM ist jedoch nur selten

durchführbar, da die Partikel in der unaufgelösten CFD-DEM-Ansatz kleiner sein müssen als die

CFD-Zellengröße. In solchen Fällen, insbesondere in der Nähe von Wänden, wo kleinere Zellgrößen

zur Auflösung der Grenzschicht erforderlich sind, können die dynamischen LES-Turbulenzmodelle

die Einschränkungen der statischen LES-Turbulenzmodelle abmildern. Bei stark dispergierten par-

tikelbeladene Strömungen, einseitige Kopplung und die Vernachlässigung von Partikelanteilen in

jeder Berechnungszelle ausreichen, um ein genaues Partikelverhalten in der turbulenten Strömung

vorherzusagen, was erhebliche Rechenressourcen spart.

Die Anwendung des ungelösten CFD-DEM-Ansatzes zur Modellierung der Feinsedimentinfil-

tration zeigt, dass (1) das Auftreten verschiedener Infiltrationsverhalten (Überbrückung oder Ver-

sickerung) unabhängig von der Kiesbettdicke ist und nur von der relativen Feinsedimentgröße abhängt,

und (2) die Definition eines ausreichend dicken Kiesbetts notwendig ist, um zwischen Überbrückungs-

und Versickerungsverhalten zu unterscheiden. Die Untersuchung der Auswirkungen von fließendem

Wasser auf den Infiltrationsprozess unterstützt die Hypothese von Cui, dass sich Feinsediment, das

durch Fließen im Kiesbett infiltriert wird, ähnlich verhält wie Feinsediment, das durch die Schw-

erkraft infiltriert wird. Im Wesentlichen ist der Prozess der Feinsedimentinfiltration überwiegend

schwerkraftgesteuert, solange das Kiesbett unbeweglich bleibt.

Partikelformeffekte in Bezug auf Nicht-Kugelförmigkeit und Unregelmäßigkeiten wurden in das

numerische Modell implizit berücksichtigt, indem das Rollen von kugelförmigen Partikeln eingeschränkt

wird. Es wurde gezeigt, dass Partikelformeffekte den Infiltrationsprozess erheblich beeinflussen, und

die Berücksichtigung der Partikelformeffekten durch Rollwiderstandsmodelle scheint der effizienteste

Weg zu sein. Die Untersuchung der Partikelgrößen-verteilung (PSD) für den Infiltrationsprozess

legt nahe, dass eine Reduzierung der Korngrößenklassen in der PSD von Kies und Feinsediment

notwendig ist, um die CFD-DEM Simulation innerhalb eines angemessenen Zeitrahmens und mit

vertretbaren Rechenressourcen durchzuführen. Die Reduzierung der Korngrößenklassen ist jedoch

nur dann gerechtfertigt, wenn die Infiltrationseigenschaften von Feinsediment und Kiesbett nicht

wesentlich verändert werden und das Größenverhältnis innerhalb der Schwellenwerte des Infiltra-

tionsverhaltens (Überbrückung oder Versickerung) bleibt. Die Partikelform und die PSD-Effekte

sind mit den Schwellenwerten für das Größenverhältnis verknüpft, was Forschern und Wasserbauin-

genieuren dabei hilft, zu bestimmen, wann Rollwiderstandsmodelle verwendet werden sollten und

wie viele Korngrößenklassen erforderlich sind, um die Inhomogenität und Poly-Dispersität, die in

natürlichen Flusssystemen zu finden sind, nachzubilden. Abschließend werden auf der Grundlage

der im Rahmen dieses Promotionsprojekts durchgeführten Forschung einige Empfehlungen für den

Umgang mit Feinsedimenten zur Erhaltung eines gesunden Flussökosystems gegeben.
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Chapter 1

Introduction

1.1 Background

Since the beginning of humankind, human-river interactions have shaped our present and future.

Rivers are essential for development and in sustaining a livelihood. Our dependency on the river

systems is undeniable. A few examples are drinking water, irrigation, hydro-power, aqua-culture,

and inland navigation. Managing rivers for human benefit requires modifying the natural river

systems by building hydraulic structures such as dams, weirs, river training works, and diversion

structures. Rivers are not only primary resources for hydraulic and water infrastructures but also

habitats for other living species, including fish, invertebrates, and many micro-organisms, comprising

an ecosystem. These obstructions in the river systems, caused by human interventions, disrupt the

natural continuity in terms of flow and sediment transport processes. As a result, river ecology and

transport processes in river systems are negatively affected. In the context of climate change, these

adverse effects of disrupting river systems can have catastrophic consequences. Therefore, a proper

understanding of hydraulic, morphological and transport processes and the river’s response to these

obstructions is required to sustain healthy river systems.

Sediment transport is a complex, multi-variable and inter-dependent process involving many fac-

tors governing it, including flow, turbulence, particle size distribution (PSD), and particle shape,

among many others. Sediment transport is a combined term used for suspended and bedload trans-

port processes. Bedload transport is the mode of sediment transport where the sediment particles

slide, roll, or travel in a succession of low jumps, termed saltation, but belong close to the bed, from

where they may leave temporarily (Dey, 2014). Bed load transport further involves sub-processes

of erosion, deposition and infiltration of fine sediment from/into gravel substrate (see Figure 1.1).

Depending on flow, turbulence, particle sizes and shapes, the transport rate of coarser and finer

fractions might differ, resulting in armouring (Dietrich et al., 1989; Wilcock and DeTemple, 2005)

and clogging processes (Cui et al., 2008; Gibson et al., 2010; Schälchli, 1992; Wu and Huang, 2000)

in the gravel bed.

1
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Figure 1.1: Schematic of different modes of sediment transport, including fine sediment infiltration

shown in red (adapted from Dey (2014)).

The morphological evolution of gravel-bed rivers, involving simultaneous occurrences of several

modes of sediment transport processes, is among the key processes in the fluvial systems affected by

river disruption (Haun and Dietrich, 2021). There can be mainly two distinguishable fine sediment

transport processes near the gravel bed (conceptually shown in Figure 1.2): the depositional phase

during low flow seasons and the removal phase during high flow seasons (Bui, 2019; Grams and

Wilcock, 2014).

During low flow conditions, the deposited fine sediment can further be infiltrated into the pores

of the gravel bed. Fine sediment pulse joining the river system results in loss of interstitial pore

space in the gravel bed, which could be arising from natural and anthropogenic activities such as

dam removal (Bednarek, 2001; Born et al., 1998; Cui et al., 2006; Cui and Wilcox, 2005; Elmsahli

and Sinka, 2021; Pollard and Reed, 2004; Stanley et al., 2002), dredge material disposal, forest

fires (Minshall et al., 2001; Vieira et al., 2004), watershed land use changes (Lisle, 1989; Swanson

and Dyrness, 1975) and mining activities (Parker et al., 1996). Fine sediment infiltration can be

further categorized into two distinct behaviours: bridging and unimpeded static percolation (or

percolation). In the bridging case, fine sediment gets clogged in the upper surface layer of the gravel

bed, precluding subsequent infiltration. In the percolation case, the fine sediment can reach the

bottom of the gravel bed and fill the gravel deposit from bottom to top onwards.

In high flow conditions, fine sediment can be remobilized to remove the infiltrated sediment from

the gravel bed to rejuvenate the river ecology (Cui et al., 2008; Downs et al., 2009; Petticrew et al.,

2007). The pore space can be again made available for reproduction and living purposes for fish and

other micro-organisms. A flood event can be combined with a suitable flushing activity, artificially

created by releasing clear water through gates/spillways of dams, to remove and remobilize the

deposited fine sediment in the gravel bed downstream. The deposited and infiltrated fine sediment

in the upper surface layer of the gravel bed (infiltrated through the bridging process) can be removed

up to some extent with a high flood event. However, removing fine sediment from deeper layers

(infiltrated through the percolation process) is extremely difficult, if not impossible.
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Figure 1.2: Conceptual diagram showing the mechanisms of (a) fine sediment deposition and infil-

tration into static gravel bed (b) remobilization and removal of fine sediment from static gravel bed

(adapted from Wharton et al. (2017)).

The interstitial pore space in gravel bed is crucial for fluvial geomorphology, exchange processes

between the river and groundwater, and river ecosystem (Cui et al., 2008; Gibson et al., 2009; Jaiswal

et al., 2024; Mayar et al., 2022; Negreiros et al., 2023; Wooster et al., 2008). Therefore, predicting

how the pore space varies in the gravel bed as a result of fine sediment infiltration could be of

great importance in eco-hydraulic management and fine sediment budgeting. Advanced numerical

simulations, focusing on the sub-process of fine sediment infiltration into gravel bed, complement the

physical experiments and field investigations. Furthermore, the advanced numerical simulations can

provide detailed insights into the complex physics involved in the multi-variable and inter-dependent

process of fine sediment infiltration.
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1.2 Computational Methods to Model Sediment Transport

Processes

Sediment transport involves flowing and interacting water and sediments and can be categorized

as a fluid-particle system and precisely described with a set of physics-based governing equations.

Different approaches can be employed to simulate fluid-particle systems depending on the aim and

scope of the study and the computational resources available. The computational approach involves

the numerical solution of one or more governing differential equations of continuity, momentum, and

energy for the fluid phase, along with the differential equation for the particle phase (Papanicolaou

et al., 2008). Based on the formulations of equations in the spatial and temporal scales, the models

can be classified into three different modelling approaches: one-dimensional (1D), two-dimensional

(2D), and three-dimensional (3D) models. Furthermore, the model can be categorized as steady or

unsteady approaches.

1D and 2D models are the simplest and preferred for engineering applications, where simplified

Navier-Stokes’ equations (depth-averaged/area-averaged) are numerically solved for the fluid phase,

and the particle phase is routed using simple empirical transport equations. 1D and 2D models only

provide the flow information as depth-averaged flow in 2D and area-averaged flow in 1D modelling

approaches. This also means that the effects of turbulence do not directly appear in the empirical

transport equations for the particle phase, because turbulence is neither resolved in 1D and 2D mod-

els, nor do the simple empirical models contain any parameter related to turbulence. Furthermore,

these empirical equations are not universal, therefore, only valid for similar scenarios as that of

original experiments. Particularly for sediment transport in rivers and fluvial systems, the empirical

models, developed from flume experiments, are used to calculate the sediment transport rates. The

most famous empirical sediment transport equations are DuBoy, Shield, Mayer-Peter-Mueller, Yang,

Acker and White, Engelund and Hansen, Bargold, Einstein, Brook, Lane, and Kalinske equations,

which were developed for bed load transport, suspended load transport, and combined load trans-

port. These transport equations result in different transport rates for the same flow and sediment

conditions (Tayfur, 2021). The inconsistencies among the empirical approaches stem from the fact

that each empirical formulation is developed from a particular laboratory experimental condition.

Nevertheless, the above-mentioned empirical formulations of sediment transport can also be coupled

with 3D equations for the fluid phase (Navier-Stokes equations). However, the sediment transport

is still routed with empirical transport equations instead of physics- and process-based equations.

More advanced approaches are based on the involved physics in transport processes for both

fluid and particle phases. These physics- and process-based methods can also be applied to study

sediment transport, a fluid-particle system, in greater detail. Compared to 1D and 2D modelling

approaches, in the 3D hydrodynamic approach, also called computational fluid dynamics (CFD),

partial differential equations (PDEs) are numerically solved, not only for the fluid phase but also

for the particle phase. Depending upon how the particle phase is treated, the 3D approach can

be further sub-categorized into Eulerian-Eulerian and Eulerian-Lagrangian methods, schematically

demonstrated in Figure 1.3. The Eulerian-Eulerian method treats both fluid and particle phases as

a continuum, where the fluid phase is treated as Newtonian fluid, and the particle phase is treated

as non-Newtonian fluid. Therefore, the Eulerian-Eulerian method is called the Two-Fluid Model

(TFM). The Eulerian-Eulerian method solves continuity and momentum equations (Navier-Stokes
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equations), considering interphase momentum transfer between fluid and particle phases. Since the

particles are discrete entities, representing them as continuum media results in the loss of particle-

scale information but saves significant computational resources. The Eulerian-Lagnaranian method

treats the fluid phase as a continuum media; Navier-Stokes equations (CFD) are numerically solved.

The particles are treated as discrete entities and tracked using Newton’s second law of motion,

called the Discrete Element Method (DEM). Similar to the Eulerian-Eulerian method, fluid and

particle phases are also coupled with the interphase momentum transfer mechanism in the Eulerian-

Lagrangian method. Compared to the Eulerian-Eulerian method (TFM), a more detailed approach

combining CFD and DEM for multiphase systems called the Eulerian-Lagrangian method (CFD-

DEM modelling), proves to be advantageous over many other options in terms of computational

efficiency and numerical convenience (Zhu et al., 2007).

Figure 1.3: Schematic of treatment for fluid and particle (solid) phases in Eulerian-Eulerian and

Eulerian-Lagrangian frameworks.

Depending on the resolutions of CFD mesh (cell size) and particle diameter, the Eulerian-

Lagrangian (CFD-DEM) approach can be further categorized into the resolved CFD-DEM and

unresolved CFD-DEM methods (Kloss et al., 2012). The resolved CFD-DEM resolves the fluid flow

fields at smaller scales than the particle diameter, assuming the no-slip on the particle surface to

couple the phases. The fluid flow solution scale is coarser than the particle diameter in the unre-

solved CFD-DEM, and fluid-particle interaction forces (e.g., virtual mass, drag, lift) couple the fluid

and particle phases (Bérard et al., 2020). In other words, the resolved CFD-DEM allows particles

to be larger than the CFD cell sizes, as forces acting on particles are calculated by integrating the

stresses over the surface of particles. The resolved CFD-DEM is more accurate but is notoriously

computationally intensive and limited to a maximum order of 103 number of particles. The unre-

solved CFD-DEM allows a greater number of particles (order of 107) than the resolved CFD-DEM.

However, the unresolved CFD-DEM must have particles smaller than CFD cell sizes, otherwise the

governing equations collapse. Similar to single-phase fluid flow, CFD equations can be solved at

different levels of flow resolution, namely, Direct Numerical Simulations (DNS), Large Eddy Simula-
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tions (LES), and Reynolds-Averaged-Navier-Stokes (RANS) equations. However, the achievability

of a higher resolution for fluid flow is not only restricted due to extensive computational requirements

to resolve different scales of turbulence but also due to the pre-requisite of the particle being smaller

than CFD cell sizes in the unresolved CFD-DEM (Jaiswal et al., 2022). Due to complex physics in

fluid-particle systems and high computational requirements, only limited studies on sediment trans-

port processes have been available in the literature both in the Eulerian-Eulerian (Bakhtyar et al.,

2009; Cheng et al., 2017) and the Eulerian-Lagrangian (Guo et al., 2018; Shi and Yu, 2015; Sun and

Xiao, 2016a,b; Wildt et al., 2022) frameworks.

1.3 Research Objectives

The CFD-DEM method is yet to be exploited to its full capacity for understanding sediment trans-

port processes, primarily due to computational limitations. In this dissertation, the unresolved

CFD-DEM method is employed to study the fine sediment infiltration into static gravel bed in

greater detail, focusing on the effects of flowing water, particle shape, and particle size distribution

(PSD). The following five specific objectives are covered in this dissertation:

• A comprehensive study of the CFD-DEM approach, focusing on its origins and how it relates

to other advanced methods for fluid-particle systems in terms of the underlying equations

• Evaluation of RANS-DEM and LES-DEM methods under unresolved CFD-DEM framework

in their ability to predict accurate physics concerning fluid and particle phases

• Investigation of the process of fine sediment infiltration into static gravel bed with emphasis

on bridging and percolation behaviours by employing unresolved CFD-DEM method

• Quantification of the effects of flowing water, particle shape (non-sphericity and irregularity)

and particle size distribution (PSD) in modelling of fine sediment infiltration

• Recommendations for the modelling of sediment transport and fine sediment management

strategies to sustain a healthy river ecosystem

1.4 Research Methodology

The unresolved CFD-DEM framework is employed to simulate near-bed sediment transport pro-

cesses, focusing on the sub-process of fine sediment infiltration. Before the method is employed for

the study’s primary objective, which is studying fine sediment infiltration into static gravel bed, the

unresolved CFD-DEM method is thoroughly evaluated in its ability to accurately predict particle-

laden flow with RANS and LES flow resolutions. For this purpose, particle-laden backward-facing

step (BFS) flow (Fessler and Eaton, 1999) is considered and simulated in OpenFOAM. Simulated

fluid and particle phase results are compared and validated against the measurement data from the

reference experiment in terms of mean flow, turbulent fluctuations, and particle dispersion. In addi-

tion to a pre-compiled particle tracking solver in OpenFOAM, called ”DPMFoam,” a self-compiled

solver, ”pimpleLPTFoam” is also used to assess the unresolved CFD-DEM method in modelling

fluid-particle systems with an emphasis on effects of particle fraction in each CFD cell.
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The unresolved CFD-DEM approach is further pursued to simulate fine sediment infiltration into

static gravel bed. To achieve actual particle size in numerical simulations (instead of the simplified

point particle (PP) approach), a coupled framework is employed by coupling OpenFOAM (CFD

code) with LIGGGHTS (DEM code) using CFDEM-Coupling (a separate code for data transfer

between OpenFOAM and LIGGGHTS). Here, we first emphasized our investigation to understand

the effects of flowing water and turbulence modelling on fine sediment infiltration. In doing so, two

different sets of simulations are performed for different geometrical size ratios (sand-gravel size) of

a binary mixture, considering flowing water (CFD-DEM) and neglecting flowing water (pure DEM)

effects on the infiltration process. Later, special attention is given to particle shape and particle size

distributions (PSDs) effects on infiltrating characteristics of fine sediment in gravel bed. An efficient

approach is used to include particle shape effects implicitly without resolving their actual shape in

numerical simulations of fine sediment infiltration into static gravel bed. Effects of non-sphericity

and irregularity in particle shape are included by rolling resistance models.

All the simulations are performed with open-source codes, namely, OpenFOAM, LIGGGHTS,

and CFDEM-Coupling. Standalone OpenFOAM software is employed to assess the unresolved CFD-

DEM method’s ability to predict fluid-particle physics. Later on, a coupled approach of OpenFOAM

and LIGGGHTS with CFDEM-Coupling is utilized for the simulation of fine sediment transport

processes near gravel bed. Paraview and MATLAB are used for postprocessing.

1.5 Structure of Dissertation

This dissertation aims to apply an advanced numerical method, the unresolved CFD-DEM, to simu-

late and investigate the fine sediment transport processes near the vicinity of the gravel bed, focusing

on sub-processes of fine sediment deposition and infiltration. We aim to shed more light on the com-

plex processes occurring near and within gravel bed. Flow, turbulence, particle shape, and particle

size distributions (PSDs) are given special attention. This dissertation is organized such that each

chapter can be read independently without going back and forth. The dissertation is based on peer-

reviewed and open-source published articles in international journals and conferences, conducted at

the Chair of Hydraulic Engineering, Technical University of Munich (TUM), Germany.

Chapter 2: The comprehensive theory of the Eulerian-Lagrangian method is presented. We

start with the Eulerian-Eulerian method (Two-Fluid Model; TFM), which is the origin of equations

developed for the Eulerian-Lagrangian method (CFD-DEM). The Eulerian-Lagrangian method is

described in greater detail by differentiating resolved and unresolved CFD-DEM. Direct numerical

simulations (DNS), Large Eddy simulations (LES), and Reynolds-averaged Navier-Stokes (RANS)

methods are discussed in the context of multiphase flow.

Chapter 3: Two different particle tracking solvers, ”DPMFoam” (pre-compiled, standard Open-

FOAM solver) and ”pimpleLPTFoam” (self-compiled solver), are employed to evaluate the effects

of particle fraction in each computational cell for particle-laden turbulent flows. The chapter is

published in the proceedings of 39th IAHR World Congress in 2022.

Chapter 4: RANS-DEM and LES-DEM methods in the framework of the unresolved CFD-

DEM are employed to evaluate the method’s efficiency to accurately predict fluid and particle phase

results in terms of mean flow, turbulent fluctuations, and particle dispersion. Several aspects of

fluid-particle systems concerning the coupling level, particle boundary conditions, and dispersion
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modelling in RANS and LES approaches, are discussed in detail. The chapter is published as an

article in the international journal Fluids from MDPI in 2022.

Chapter 5: The unresolved CFD-DEM method is employed to simulate and investigate the fine

sediment infiltration into the static gravel bed. The sand infiltration process is distinguished between

two distinct behaviours: bridging and unimpeded static percolation (or percolation). Different size

ratios corresponding to various geometrical configurations of gravel-sand mixtures are considered,

and simulations are performed with flowing water (coupled CFD-DEM simulation) and without

flowing water (pure DEM simulation) effects. The simulations aim to validate Cui’s hypothesis:

fine sediment infiltration through intra-gravel flow is similar to fine sediment infiltration driven by

gravity. The chapter is published as an article in the international journal River Research and

Applications from WILEY in 2024.

Chapter 6: Numerical simulations are performed to investigate the effect of particle shape and

particle size distributions (PSDs) on the infiltrating characteristics of fine sediment in the gravel bed.

Particle shape is implicitly incorporated by restricting the particle rotation by artificially adding the

rolling resistance. The effects of rolling resistance models are evaluated in terms of their ability to

predict the anticipated infiltration process (bridging or percolation). The effects of PSDs on the

infiltration process are tested by reducing the number of grain-size classes in the PSDs of gravel

and fine sediment. Both particle shape and PSDs are related to the size ratio D15,Gravel/D85,Sand,

assuring physical and realistic replication of fine sediment infiltration. The chapter is published as

an article in the international journal Water from MDPI in 2024.

Chapter 7: A summary and future outlook of the research conducted are given in this chapter.

1.6 Research Outcomes

The main research outcomes of the Ph.D. project are compiled in the form of three published articles

in international peer-reviewed journals. The findings were also presented at international peer-

reviewed conferences, and one chapter in this dissertation is taken from the conference proceedings.

A brief summary of each publication, along with the author’s contributions, is given below.

1.6.1 Simulation of Particle-laden Turbulent Flow in OpenFOAM

Main results: A new solver (pimpleLPTFoam) is compiled and compared with the standard Open-

FOAM solver (DPMFoam) in its ability to model particle-laden turbulent flow. The particle-laden

BFS, also considered in section 1.6.2, was taken as a reference case. The RANS-DEM approach is

adapted to predict particle dispersion behaviour across the step. Some of the results overlap with

section 1.6.2. However, major scientific outcomes from this article should be pointed out separately,

which are:

• The solver “pimpleLPTFoam” can be used instead of “DPMFoam” to simulate the dispersed

fluid-particle systems when the particle concentration is small (O∼10−5), which can predict the

same accurate results as that of DPMFoam but can save significant computational resources.

• The solver “pimpleLPTFoam” neglects the particle concentration in each computational cell

by assuming the fluid fraction in each computational cell is 1. The accurate performance of

pimpleLPTFoam for dispersed particle-laden systems is simply due to the fact that the number
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of particles in each cell is not enough to modify fluid flow fields.

Authors’ contribution: Atul Jaiswal and Minh Duc Bui designed the methodology for the study.

Peter Rutschmann guided the work. The extended abstract was written by Atul Jaiswal and reviewed

by Minh Duc Bui and Peter Rutschmann. Atul Jaiswal prepared and delivered the oral presentation

at the conference.

1.6.2 Evaluation of RANS-DEM and LES-DEM Methods in OpenFOAM

for simulation of particle-laden turbulent flows

Main results: The unresolved CFD-DEM method is evaluated in its ability to predict the physics

of fluid and particle phases in open-source code OpenFOAM. Both RANS-DEM and LES-DEM

approaches are employed to model particle-laden turbulent flow across a backward step (BFS) flow,

which is a dispersed fluid-particle system. Special attention is given to particle boundary conditions,

turbulence models, turbulence dispersion models, and coupling between fluid and particle phases.

• One-way coupling regime between fluid and particle phases should be sufficient when the par-

ticle concentration is small (O∼10−5). In other words, one can neglect the momentum transfer

term in the fluid flow equations (effects of particles on the fluid phase), saving significant

computational resources, provided particle concentration is small.

• In the RANS-DEM framework, simple turbulence dispersion models based on the Discrete

RandomWalk (DRW) are highly inefficient in recovering the lost turbulence fluctuations arising

from RANS averaging. This is due to the fact that DRW type of dispersion models utilize

only the modelled turbulent kinetic energy, under the assumption of turbulence isotropy, to

calculate turbulent fluctuating velocity and its effect on overall particle trajectory.

• In the LES-DEM framework, one often has to compromise with coarser mesh resolution

(y+ > 1) due to the limitation of the unresolved CFD-DEM, which imposes that particle

size must be smaller than CFD cell size in all regions of the domain. In this scenario, dy-

namic LES turbulence models overcome the poor performance of static turbulence models. It

is recommended to use dynamic LES turbulence models for fluid-particle systems, where the

particle size often restricts refinement on the CFD side, limiting the flow resolution.

• For the cases, where particle velocity data at the domain boundaries are not available, and

extension inlet channel length is not possible due to computational limitations, the best nu-

merical approach for estimating particle boundary condition might be to inject particles with

(0 0 0) m/s of injection velocity.

• Both RANS-DEM and LES-DEM are restricted in recovering the turbulence fluctuation and

their effects on particle trajectory, which are lost (due to RANS averaging) and/or not resolved

(due to coarser CFD cell sizes in LES). RANS-DEM, LES-DEM, point-particle DNS-DEM, and

particle-resolved DNS-DEM (resolved CFD-DEM) are still limited to simple cases with few par-

ticles. More efficient algorithms, advanced computational architecture, and high-performance

computing (HPC) facilities are required to utilize the CFD-DEM approach for fluid-particle

systems in greater detail.
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Authors’ contribution: The adapted case, considered and presented in the paper, was selected

by Atul Jaiswal and Minh Duc Bui. Atul Jaiswal and Minh Duc Bui designed the methodology

for the study. Atul Jaiswal performed the numerical simulations, including pre-and postprocessing.

Atul Jaiswal interpreted the results with the support of Minh Duc Bui and Peter Rutschmann. The

original draft of the manuscript was prepared by Atul Jaiswal and reviewed by Minh Duc Bui and

Peter Rutschmann.

1.6.3 On the process of fine sediment infiltration into static gravel bed:

A CFD-DEM modelling perspective

Main results: The unresolved CFD-DEM method is employed to investigate the fine sediment

infiltration process into the static gravel bed. The particle tracking solvers in standalone OpenFOAM

software treat particles as point particles (PP) with a certain mass. This means actual particle size,

shape, and their interactions cannot be accurately modelled with standalone OpenFOAM, especially

for dense particle systems such as fine sediment infiltration. To overcome this limitation, OpenFOAM

coupled with a separate particle simulator, called LIGGGHTS, is employed using CFDEM-Coupling

code. The theoretical size ratios, corresponding to different geometrical configurations for a binary

mixture of mono-disperse spherical particles representing bridging and percolation processes, are

considered and simulated with flowing water (coupled CFD-DEM) and without flowing water (pure

DEM) effects. The effects of several RANS turbulence models on the infiltration process are also

studied.

• The fine sediment infiltration into the static gravel process seems to be predominantly gravity-

dominated, supporting Cui’s hypothesis (Cui et al., 2008) that fine sediment infiltration

through intra-gravel flow is similar to fine sediment infiltration driven by gravity. This sug-

gests that the infiltration process can be modelled as a pure granular system as long as the

gravel bed remains immobile. This observation enables researchers and engineers to predict

the infiltration scenarios relatively quickly without worrying much about the effects of flowing

water.

• The fine sediment process is distinguished between bridging and percolation processes. The

occurrences of different infiltration processes are independent of gravel bed thickness; rather,

they only depend on the relative grain size distribution of fine sediment and gravel (i.e., size

ratio).

• To clearly distinguish between bridging and percolation processes, a definition of a sufficiently

thick enough gravel bed is necessary. We hypothesized that a gravel bed deeper than five times

the coarsest gravel diameter can be considered as a thick enough gravel bed.

• As long as the mean flow fields are correctly captured with the considered turbulence model

and the gravel bed remains immobile, the turbulence models seem not to affect the final state

of infiltration. This also indicates that the process of fine sediment infiltration into the static

gravel bed is predominantly gravity-driven.

Authors’ contribution: Minh Duc Bui proposed the idea of numerically investigating fine sediment

infiltration. Atul Jaiswal performed the simulations, data curation, and interpreted the results. Minh

Duc Bui supported all stages, from idea implementation to result interpretation. Atul Jaiswal wrote
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the original draft of the manuscript, which was reviewed and rewritten by Minh Duc Bui. Peter

Rutschmann supervised the study.

1.6.4 Influence of rolling resistance and particle size distribution in the

simulation of sand infiltration into static gravel bed

Main Results: Several flume experiments, originally conducted by Gibson et al. (2009), are consid-

ered and numerically simulated. The experiment covers a range of sand-gravel combinations, which

results in different infiltration behaviours (i.e., bridging and percolation). Section 1.6.3 focuses on

the effects of flowing water on the fine sediment infiltration into a static gravel bed, assuming the

particles are spherical and simplifying the sand-gravel systems to be represented by a binary mix-

ture. With the simplification of the system, it is successfully demonstrated that the fine sediment

infiltration is predominantly a gravity-dominated process. Considering this fact, the process is mod-

elled as pure granular media under the pure DEM framework. Special attention is given to particle

shape and particle size distributions (PSDs), which have either been simplified or not considered in

previous studies. Particle shape effects on the sand infiltration process are implicitly incorporated

by rolling resistance models, which seem to be the most efficient way of dealing with particle shapes

in fluvial systems, where each sediment could have a different shape. To test the PSD effects on the

infiltration process, the exact/full PSDs and the simplified versions (simplified and oversimplified

PSD) for gravel and sand from the original flume experiment are considered, and their effect on the

anticipated infiltration process (bridging or percolation) is discussed.

• Rolling resistance models efficiently incorporate particle shape effects when modelling quasi-

static systems such as sand infiltration into a static gravel bed.

• Comparing different rolling resistance models shows that all the considered models (CDT,

EPSD, and EPSD2) can capture particle shape effects, wherever the shape effects seem to be

vital. The EPSD model performs marginally better than the other two models. These models

implicitly consider particle shape, which adds artificial resistance to particle rotation. These

models help in getting correct infiltration behaviour for bridging cases (D15,Gravel/D85,Sand <

10.6). However, the additional rolling resistance can also lead to non-physical and undesirable

results for percolation cases (D15,Gravel/D85,Sand > 15.4). Therefore, it should be used carefully

depending on the relative sand-gravel size.

• The simplification in PSDs is necessary to realize advanced methods (Lagrangian particle

tracking) for fluvial systems. However, oversimplification could entirely modify the charac-

teristics of gravel bed and infiltrating fine sediment, resulting in entirely different infiltration

behaviours than anticipated. Therefore, a decent number of gravel and sand classes (we rec-

ommend 4-5 grain-size classes) is required to mimic the non-homogeneity and poly-dispersity

found in natural fluvial sediments. It could be a good compromise between the accuracy and

realizability of numerical simulations with a decent domain size, which can capture the correct

bulk behaviour of fine sediment in gravel bed.

• We also showed that the infiltrating characteristics concerning particle shape and PSD are

linked to size ratio D15,Gravel/D85,Sand. The size ratio can be used to decide if the rolling

resistance is required for numerical simulations or not. Furthermore, the size ratio is the main
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factor that should not be significantly modified when simplifying the PSDs for gravel and

sand. As long as D15,Gravel and D85,Sand remain in the same range of values as full/exact

PSDs, simplification is justified and should not result in unphysical results concerning the

anticipated infiltration process.

Authors’ contribution: Atul Jaiswal proposed the idea of implicit treatment for non-sphericity

and irregularity and their effects on the fine sediment infiltration process. Atul Jaiswal and Minh Duc

Bui designed the study. Nils Rüther provided the resources regarding monetary and computational

facilities and guided the study. Peter Rutschmann supervised the study. Atul Jaiswal conducted the

numerical simulations. The results were interpreted together. The manuscript was prepared by Atul

Jaiswal. Minh Duc Bui, Nils Rüther, and Peter Rutschmann reviewed the manuscript and helped

rewrite it.



Chapter 2

Overview of Numerical

Frameworks to Simulate

Fluid-Particle Systems –

Theoretical Background and

Governing Equations

Fluid-particle systems, characterized by particle-laden and droplet-laden turbulent flows, are om-

nipresent in nature and in industrial applications. Well-known examples are clouds, which consist

of a large number of small water droplets, separation of small particles from an air flow in indus-

trial cyclones, evaporating milk droplets in spray dryers, and sediment transport in rivers and seas.

According to Crowe (2012), five key factors contribute to the turbulence modulation induced by

particles: (1) surface effects: particle size normalized by a length scale dp/l; (2) inertial effects: flow

Reynolds number Re and particle Reynolds number Rep; (3) response effects: particle response time

τp or Stokes number St ; (4) loading effects: particle volume fraction ϵp; and (5) interaction effects:

particle-particle as well as particle-wall. Due to various factors involved, the physics of the fluid-

particle system is notoriously difficult to replicate in numerical simulations and often requires many

simplifications due to computational limitations. Different numerical approaches exist to model a

fluid-particle system within the aim and scope of research and application, which can be applied to

numerically simulate the fluid-particle system under consideration.

The advanced methods to model fluid-particle systems can be mainly classified into two cate-

gories: Eulerian-Eulerian (e.g. Two-Fluid Model; TFM) and Eulerian-Lagrangian (e.g. Computa-

tional Fluid Dynamics-Discrete Element method; CFD-DEM) frameworks. Among these approaches,

the particle phase is described either in the continuum description at a macroscopic level (Eulerian-

Eulerian framework) or in the discrete description at the microscopic level (Eulerian-Lagrangian

framework).

13



14
2 Overview of Numerical Frameworks to Simulate Fluid-Particle Systems – Theoretical Background and Governing Equations

2.1 Eulerian-Eulerian Framework

In the Eulerian-Eulerian approach, each phase is treated as a continuous medium interpenetrating

the other phase, and is represented by the macroscopic conservation equations, which are valid

throughout the entire flow domain. This method is commonly known as the Two-Fluid Model

(TFM), or when more than two phases are considered, it is called the Multi Fluid Model (MFM)

(Ishii and Hibiki, 2010). Two-Fluid Model (TFM) can be used to study systems involving fluid-solid

phases. This approach requires less computational effort than the Eulerian-Lagrangian approach.

However, the discrete character of the dispersed phase is lost due to the averaging procedure. The

kinetic theory of granular flow is usually employed to describe the solid properties (Gidaspow 1994).

Some studies, mainly limited to the chemical engineering domain, used the kinetic theory of granular

flow to simulate fluid-solid systems (Asegehegn et al., 2011; Cloete et al., 2012; Shuai et al., 2012;

Yusuf et al., 2011). Recently, the TFM is getting more attention and is applied to model sediment

transport in open channel flows as well (Ahadi et al., 2019; Chauchat et al., 2017; Chiodi et al.,

2014; Zhong et al., 2011).

The Two-Fluid Model (TFM) considers the flow field that is subdivided into two single-phase

regions with moving and interpenetrating interfaces between the phases. The standard single-phase

conservation equations are valid for each sub-region. In theory, a two-phase flow model can be

formulated in terms of the local instantaneous variable. However, the mathematical difficulties in

using the local instantaneous formulations may be insurmountable in many practical cases. Hence,

the macroscopic two-fluid model is derived based on the local instantaneous equations using proper

averaging methods (Liu, 2014).

The continuity (Equations 2.1 and 2.2) and momentum (Equations 2.3 and 2.4) equations for

fluid and solid phases for each CFD cell, following condition ϵf + ϵs = 1, are written as:

∂ϵf
∂t

+∇ · (ϵfρfUf ) = 0 (2.1)

∂ϵs
∂t

+∇ · (ϵsρsUs) = 0 (2.2)

∂(ϵfρfUf )

∂t
+∇ · (ϵfρfUfUf ) = −ϵf∇p+∇ · (ϵfτf ) + β(Us −Uf ) + ϵfρfg (2.3)

∂(ϵsρsUs)

∂t
+∇ · (ϵsρsUsUs) = −ϵs∇p−∇ps +∇ · (ϵsτs) + β(Uf −Us) + ϵsρsg (2.4)

The fluid phase is assumed as a Newtonian fluid, and its stress tensor is defined using the

Newtonian-stress-strain relation. Similarly, the shear stress tensor of the solid phase is assumed to

be a non-Newtonian fluid. following Equations 2.5 and 2.6.

τf = µf

[
∇Uf + (∇Uf )

T
]
− 2

3
µf (∇ ·Uf ) I (2.5)
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τs = µs

[
∇Us + (∇Us)

T
]
+

(
λs −

2

3
µs

)
(∇ ·Us) I (2.6)

Depending upon the resolution of the CFD for fluid and solid (particle) phases, additional terms

to the fluid-particle interaction term might be required to be included. In RANS simulations in the

Eulerian-Eulerian description (Two-Fluid Model; TFM), where only mean flow statistics for both

fluid and solid (particle) phases are resolved, and turbulent fluctuations are lost, additional turbulent

dispersion force (fTD) might be included. This is achieved by adding turbulence dispersion force

(fTD) directly to the NS equations. Turbulence dispersion force mainly results in the dispersion of

particles (or bubbles) from high to low volume fraction regions due to fluid turbulent fluctuations

(Laviéville et al., 2017). Burns et al. (2004) derived an expression averaging the drag force contri-

bution, considering the dominant combined action of turbulent eddies and drag: dispersed particles

get caught up in continuous-phase turbulent eddies, and are transported by the effect of interphase

drag. Following the authors, Equation 2.7 with Schmidt number equal to 0.9, covers a large range

of flows without needing an adjustable constant. The model writes:

fTD = −ϵsCD
νT
σT

(∇ϵs
ϵs
− ∇ϵf

ϵf

)
(2.7)

2.2 Eulerian-Lagrangian Framework

In the Eulerian-Lagrangian method, the continuous fluid phase is described in the Eulerian frame-

work (called CFD), and the discrete particle phase is solved in the Lagrangian framework (called

DEM). For the fluid phase, Navier-Stokes equations, modified for multiphase systems, are numer-

ically solved (Computational Fluid Dynamics; CFD), and the motion of each particle is tracked

using Newton’s second law of motion (Discrete Element Method; DEM). The Eulerian-Lagrangian

method is also termed the CFD-DEM approach. Coupling between the fluid (CFD) and particle

(DEM) phases is achieved through mass, momentum, and energy transfers (Wen et al., 2022). The

level of coupling between the fluid and particle phase mainly depends on the volumetric fraction of

particles (solid material) ϵp = Vp/V in the system, where Vp is particle volume, and V is the total

volume of particles and fluid (Elghobashi, 1994).

Considering the continuum fluid phase as an unsteady incompressible flow, the standard NS

equations are modified to incorporate the particle-fluid interactions and the particle fraction in each

computational cell (shown in Model A formulation of the unresolved CFD-DEM, discussed later in

detail), resulting in volume-averaged NS (VANS) Equations 2.8 and 2.9. Newton’s second law of

motion describes the discrete particle phase (Equations 2.10, 2.11, and 2.12). In relation to notations

used in TFM, the fluid velocity Uf = ui.

∂ϵf
∂t

+
∂(ϵfui)

∂xi
= 0 (2.8)

∂(ϵfui)

∂t
+ uj

∂(ϵfui)

∂xj
= −1

ρ

∂(ϵfp)

∂xi
+ ν

∂2(ϵfui)

∂xj∂xj
+ ϵfgi −

fp
i

ρ
(2.9)
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m(k) ∂u
(p(k))
i

∂t
=

n(c(k))∑

l=1

F
(c(kl))
i + F

(f(k))
i + F

(g(k))
i (2.10)

I(k)
∂ω

(p(k))
i

∂t
=

n(c(k))∑

l=1

M
(c(kl))
i (2.11)

dx
(p(k))
i

dt
= u

(p(k))
i (2.12)

The continuum (fluid) and discrete (particle) phases interact with each other; therefore, governing

equations for fluid and particle phases must be coupled. The coupling regime mainly depends on

the volumetric particle concentration (ϵp = 1 − ϵf ). Several studies have emphasised on one-way

and two-way coupling (Benra et al., 2011; Chen et al., 2019; Kitagawa et al., 2001; Ruetsch and

Meiburg, 1994) for dilute particle-laden flows and fluid-structure interaction. Depending on the

coupling regime, specific terms vanish in the respective governing equations. A classification map is

depicted in Figure 2.1, which can be used to incorporate the level of coupling in numerical simulations

(Elghobashi, 1994).
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Figure 2.1: Classification map (adapted from (Elghobashi, 1994)), showing the level of coupling

required for numerical simulations and interaction between particles and turbulence for (1) one-way

coupling, (2) two-way coupling where particles enhance turbulent production, (3) two-way coupling

where particles enhance turbulence dissipation, (4) four-way coupling.

The coupling is achieved by the momentum transfer mechanism. Depending on the fluid-particle

system under consideration, the contribution of each hydrodynamic force can vary. In general, main

hydrodynamic forces are: drag force (FD), lift force (FL), virtual mass force (FVM ), Basset force

(FB), pressure force (FP ), viscous shear (Fτ ), as shown in Equation 2.13.
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F
(f(k))
i = FD + FL + FVM + FB + FP + Fτ (2.13)

Each hydrodynamic force is caused by different factors, and some of them are only present in an

unsteady state system (Bérard et al., 2020). The contribution and significance of each hydrodynamic

force in the total fluid-particle interaction term also depends on the fluid-particle system under

consideration (Armenio and Fiorotto, 2001; M Kuerten, 2016). The treatment for the pressure and

viscous forces and their inclusion/exclusion in total fluid-particle interaction term depends on the

CFD-DEM formulation to describe the fluid-particle system (Model A, B or Bfull; discussed later

in detail). Different models can be employed for other coupled forces, such as drag, lift, basset

history, and virtual mass forces. In small, dense, and heavy particles, the drag force is a major

contributor to fluid-particle interaction terms (Jaiswal et al., 2022). The most famous drag models

are Stokes drag (Stokes, 1880), Gidaspaw (Gidaspow, 1994), Syamlal-O’Brien (Syamlal et al., 1989),

Di-Felice (Di Felice, 1994), Ergun-Wen-Yu (Wen and Yu, 1966), Hill-Koch-Ladd (Koch et al., 2001)

and Schiller-Naumann (Schiller, 1933). Irrespective of which hydrodynamic forces are considered in

the fluid-particle interaction term, the classification map, shown in Figure. 2.3, can be used to decide

the level of coupling between the fluid and particle phases. The coupling regime can be categorized

into three regimes: one-way, two-way, and four-way coupling.

• One-way coupling (fluid → particle): when the volumetric concentration of particles is small

(ϵp < 10−6), the fluid flow fields affect the particle motion, but particles have a negligible effect

on the fluid flow fields. This results in only specific terms being considered in the governing

CFD-DEM equations as follows:

F
(f(k))
i ̸= 0, fp

i = 0, F
(c(kl))
i = 0 (2.14)

• Two-way coupling (fluid ←→ particle): when the volumetric concentration of particles in-

creases (10−3 < ϵp < 10−6), both fluid and particles affect each other’s motion. Two-way

coupling can be further categorized into two categories, a first where particles enhance the

turbulence dissipation and a second where particles enhance turbulence production, which de-

pends on the ratio of particle reaction time (τp =
ρpd

2
p

18ρν ) to the Kolmogorov time scale (τe =
l
u )

and to the turnover time of large eddies (τk =
(
ν
ε

)1/2
) respectively. Two-way coupling results

in the following in the CFD-DEM equations:

F
(f(k))
i ̸= 0, fp

i ̸= 0, F
(c(kl))
i = 0 (2.15)

• Four-way coupling (fluid ←→ particle, particle ←→ particle): When the volumetric concen-

tration of particles further increases (ϵp > 10−3), the interaction among particles becomes

significant. In this regime, fluid and particle affect each other’s motion; additionally, the

particle collision term needs to be included in the governing equations:

F
(f(k))
i ̸= 0, fp

i ̸= 0, F
(c(kl))
i ̸= 0 (2.16)
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Since the CFD-DEM governing equations can be only solved numerically, this approach can be

further divided into two groups: the resolved and unresolved CFD-DEM approaches (Bérard et al.,

2020; Kloss et al., 2012; Vega et al., 2021). The resolved and unresolved CFD-DEM approaches

differ in their treatment of how the fluid-particle interaction term is calculated and the prerequisites

for such treatments. The resolved CFD-DEM allows to have particles larger than CFD cell size, but

the unresolved CFD-DEM method is only valid when particles are smaller than CFD cell size (see

Figure 2.2).

Figure 2.2: (A) Resolved CFD-DEM, the CFD cells are smaller than the particles; and (B) unresolved

CFD-DEM, the CFD cells are coarser than the particles (adapted from Bérard et al. (2020)).

2.2.1 Resolved CFD-DEM (Particle-resolved DNS)

In the most detailed method, called the particle-resolved CFD-DEM or particle-resolved DNS, the

flow around each particle (or droplet) is resolved, and the motion of a particle (or droplet) follows

from the external and hydrodynamic forces exerted by the surrounding fluid. Since the flow around

a particle (or droplet) needs to be resolved, this simulation method is only possible if the spacing of

the computational grid is small compared to the size of a particle. This restricts the application of

this method to the fluid-particle system, where particles are large compared to the smallest scales

of the turbulent flow and/or relatively small numbers of particles. Various numerical methods have

been developed for particle-resolved direct numerical simulation (DNS). One of them is a body-fitted

spherical grid around the particles, sometimes embedded in a cartesian grid for the whole computa-

tional domain (Bagchi and Balachandar, 2003; Burton and Eaton, 2005; Vreman, 2016). Extension

of this method to moving particles is not straightforward due to particle collisions that occur and

lead to the overlap of the spherical grid of one particle with another particle. For bubbles moving

in a turbulent flow, the front-tracking method has been developed, which allows the simulation of

hundreds of bubbles (Kuerten and Vreman, 2005; Tryggvason et al., 2013). Larger numbers of par-

ticles in a turbulent flow have been reached using the Immersed Boundary Method (IBM) (Picano

et al., 2015; Uhlmann, 2008), where a cartesian grid is used throughout the computational domain.

The Immersed Boundary Method (IBM) and Adaptive Mesh Refinement (AMR) have opened the

doors for moving particles, allowing particle interaction with each other and with fluid flow, but still

limited to a minimal number of particles (Salih et al., 2019). Also, the Lattice-Boltzmann Method
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(LBM), which is entirely different from the traditional CFD-DEM method, as both fluid and par-

ticle phases are described in the Lagrangian framework, has also been applied for the simulation of

particle-laden turbulent flow (Ten Cate et al., 2004). All of the methods mentioned above, resolving

turbulent flow in greater detail, are restricted to relatively small numbers of particles, which are

larger than the Kolmogorov length scale (M Kuerten, 2016).

In the most famous resolved CFD-DEM approach, called the Fictitious Domain Method (FDM)

(Patankar et al., 2000), only one velocity and pressure field exists for both fluid and particle phases.

Those regions covered by particles have the same velocity as the particle itself. The governing

equations in FDM for fluid and particle phases, along with boundary and initial conditions, can be

found elsewhere (Shirgaonkar et al., 2009; Kloss et al., 2012), where these equations hold on the

whole domain Ω = ΩF +ΩP .

2.2.2 Unresolved CFD-DEM

The unresolved CFD-DEM solves the flow at larger scales using filtering (LES)/averaging (RANS)

methods, which thus, in return, can only be applied to particles smaller than the CFD cell size. To

ensure model accuracy and stability, the fluid mesh is required to be at least 3 times the size of the

largest particle diameter (He et al., 2024; Wang et al., 2019; Zhou et al., 2019). Alternatively, the

particles can be assumed as point particles (PP), representing point objects with a certain mass,

and whereupon direct numerical simulations (DNS) can be performed, called PP DNS-DEM. The

application of PP DNS-DEM to particles larger than the Kolmogorov length scale is questionable

and highly discouraged (Jaiswal et al., 2022). DNS, LES and RANS approaches, which solve the NS

equations, resolve the turbulence flow to a certain extent, and have their own limitations in terms

of accuracy and computational cost. The different sub-approaches of solving fluid phase (CFD) and

treatment of particle phase (DEM) can be combined under the unresolved CFD-DEM approach and

sub-grouped into PP DNS-DEM, LES-DEM and RANS-DEM approaches. Unlike resolved CFD-

DEM, where fluid-particle forces are calculated by integrating the fluid stress over the particle’s

surface, some empirical equations are used to calculate the fluid-particle interaction forces in the

unresolved CFD-DEM. Irrespective of the turbulence treatment (DNS, LES and RANS equations

used to solve the fluid phase), one condition must be satisfied: the particles must be smaller than the

CFD cell sizes. In other words, particles cannot be larger than the CFD cell size, thus restricting the

resolution on the CFD side and making the CFD resolution dependent on the particle size. Under

such scenarios, where particle size approaches cell size or becomes larger than cell size, momentum

smoothing and cell clustering could be applied. Using source smoothing, fluid cells are clustered

together, forming a coarser fluid mesh when resolving the fluid-particle interaction (Song and Park,

2020; Zhang et al., 2023; Zhou et al., 2024). The unresolved CFD-DEM can be applied based on the

required CFD resolution, the number and size of particles, and the computational resources available

to accommodate the level of complexity.

A schematic diagram, showing the iteration mechanism in the unresolved CFD-DEM, is shown in

Figure 2.3. Particles are initialized and projected onto CFD mesh, where the volume fraction of fluid

and fluid-particle interaction forces in each cell is calculated. The fluid-particle interaction term is

added as a source term in NS equations, which is solved iteratively. The newly calculated flow fields

(flow velocity and pressure) are transferred to the DEM side, where in addition to particle-particle

and body forces (e.g. gravity, buoyancy), the fluid-particle forces determine the new position of
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particles and are tracked with Newton’s second law of motion. The DEM time steps need to be

smaller than the CFD time steps; therefore, only after some DEM iterations, the data is transferred

to the CFD side. This process is repeated till the desired time steps. In calculating fluid-particle

interaction forces, one needs information regarding fluid velocity at the location of each particle

(ui)
(s(k))

; based on its calculation, the unresolved CFD-DEM can be categorised into PP DNS-

DEM, LES-DEM and RANS-DEM.

Figure 2.3: Schematic of the unresolved CFD-DEM, showing the calculations involved in CFD (fluid

phase) and DEM (particle phase) sides, coupled to transfer data from one phase to another (adapted

from Bérard et al. (2020)).

2.2.2.1 PP DNS-DEM

DNS solves the full NS equations numerically (Equations 2.8 and 2.9), thus resolving everything from

the largest scale to the smallest dissipative eddies present in the system. In DNS under consideration

of the point-particles (PP) approach, the velocity of the fluid at the particle location can be obtained

directly from the DNS solution, such that

u
(s(k))
i = uDNS

i

(
xp(k)(t), t

)
= ui

(
xp(k)(t), t

)
(2.17)

Since turbulent flows possess a varying range of time and length scales, the exact solution (DNS),

even for the simplest turbulent flows, requires enormous computational resources and extreme fine

meshing. Initial estimation of computational resources required for DNS can be made based on

Kolmogorov scales (smallest time, length and velocity scales) in the system. The total number of

grid points and time steps requirements for single-phase DNS for uniform spacing can be estimated

as:

Nuniform = (100Reτ )
9
4 (2.18)



21
2.2. Eulerian-Lagrangian Framework

Ntime =
∆ttotal
∆t

(2.19)

∆t =
0.003l√
Reτ uτ

(2.20)

Reτ =
uτ l

ν
(2.21)

2.2.2.2 LES-DEM

Compared to DNS, where nearly all the computational effort is used to resolve the smallest dissipative

eddies, LES resolves the flow only up to the inertial subrange, not all the way to the dissipative

scales. The basic idea of LES is to resolve only large-scale turbulence, while small-scale turbulence is

modelled. The LES-DEM could be a good balance between accuracy and computational feasibility,

saving huge computational effort yet resulting in high-resolution flow information. LES converges

to DNS when finer meshing and smaller time steps are used.

In LES, the instantaneous flow field u(x, t) is decomposed into resolved (or filtered) component

u(x, t) and residual (or sub-grid scale; SGS) component u′(x, t) by a filtering operation as follows:

ui(x, t) = ui(x, t) + u′
i(x, t) (2.22)

ui(x, t) =

∫
ui(x

′, t)G(x, x′; ∆) dx′ (2.23)

Using LES for decomposition, the exact NS equations are reduced to filtered NS equations as

follows:

∂ϵf
∂t

+
∂(ϵfui)

∂xi
= 0 (2.24)

∂ϵfui

∂t
+ uj

∂ϵfui

∂xj
= −1

ρ

∂ϵfp

∂xi
+ ν

∂2ϵfui

∂xj∂xj
+ ϵfgi −

fp
i

ρ
+

∂τRij
∂xj

(2.25)

The filtering operation results in extra terms, called residual stresses (τRij ) in the original NS

equations. One can see that the resulting equations are very similar to the original equations except

for additional terms called residual stress tensor (τRij ), which are defined as:

τRij = uiuj − uiuj = 2ρνTRij −
1

3
ρkRδij (2.26)

Rij =
1

2

[
∂ui

∂xj
+

∂uj

∂xi

]
(2.27)
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Calculation of residual stress tensor (τRij ) is based on the Boussinesq hypothesis of eddy viscosity

(turbulence viscosity νT ). Various models are available for this purpose, such as Smagorinsky, one-

equation model (kEqn), dynamic Smagorinsky, dynamicKEqn, Spallart-Allmaras and many others.

When particle response time (Stokes number) is large compared to the smallest time scale re-

solved in LES, the sub-grid scales fluid velocity do not significantly influence the particle’s motion

(M Kuerten, 2016; Uijttewaal and Oliemans, 1996; Yeh and Lei, 1991). Under such scenarios, the

LES solution can be equated to the fluid velocity at the location of the particle.

u
(s(k))
i = uLES

i

(
xp(k)(t), t

)
= ui

(
xp(k)(t), t

)
(2.28)

2.2.2.3 RANS-DEM

Unlike PP DNS-DEM and LES-DEM, the resolved fluid velocity with RANS-DEM at the location

of the particle is only the mean flow value and turbulence fluctuating velocity is completely lost. In

RANS, the instantaneous flow field u(x,t) decomposes into a time average component ⟨ui(x, t)⟩ and
a fluctuating component u′

i(x, t):

ui(x, t) = ⟨ui(x, t)⟩+ u′
i(x, t) (2.29)

⟨ui(x, t)⟩ = lim
T→∞

1

T

∫ T

0

ui(x, t) dt (2.30)

The resulting averaged NS equations have the form:

∂ϵf
∂t

+
∂(ϵf ⟨ui⟩)

∂xi
= 0 (2.31)

∂ϵf ⟨ui⟩
∂t

+ ⟨uj⟩
∂(ϵf ⟨ui⟩)

∂xj
= −1

ρ

∂ϵf ⟨p⟩
∂xi

+ ν
∂2ϵf ⟨ui⟩
∂xj∂xj

+ ϵfgi −
fp
i

ρ
−

∂⟨u′
iu

′
j⟩

∂xj
(2.32)

In the above equations, some new terms appear ⟨u′
iu

′
j⟩ called Reynolds stresses, which are also

modelled based on eddy viscosity.

ρ⟨u′
iu

′
j⟩ = 2ρνTSij −

2

3
ρkδij (2.33)

Sij =
1

2

[
∂⟨ui⟩
∂xj

+
∂⟨uj⟩
∂xi

]
(2.34)

The terms ⟨u′
iu

′
j⟩, although named as Reynolds stresses, have a unit of stress only when multiplied

by the fluid density ρ. Like LES, eddy viscosity νT can be calculated based on several models such

as k-ε, k-ω, k-ω SST and many others.

The resulting fluid velocity at the location of a particle u
(s(k))
i can be equated to the sum of the

RANS (mean) velocity field and the modelled turbulent fluctuations.
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u
(s(k))
i = uRANS

i

(
xp(k)(t), t

)
+ u′

i = ⟨ui

(
xp(k)(t), t

)
⟩+ u′

i (2.35)

The lost turbulent fluctuation u′
i should be recovered to predict correct particle behaviour in

turbulent flows (Minier et al., 2014). It must be mentioned that the inclusion of turbulent fluctuation

depends on the fluid-particle system under consideration and might not be necessary within the aim

and scope of studying the considered fluid-particle system.

There are mainly two types of modelling approaches to account for missing turbulent fluctuations:

either by adding stochastic noise forcing to the NS equations (Kuczaj and Geurts, 2006) or by adding

an additional velocity to the particle equation of motion (Simonin et al., 1993). To recover the lost

turbulent fluctuations in the RANS approach and add this recovered velocity to the particle’s location

(fluid velocity seen by particle), some stochastic models are available. The stochastic models are

also called as dispersion models, which can be categorized into Discrete Random Walk (DRW) and

Continuous Random Walk (CRW) type of dispersion models, depending upon which equations are

used to recover the lost turbulence fluctuations (Dehbi, 2008). The CRW offers a more physically

sound way of recovering lost turbulent fluctuation u′
i, where non-dimensional Langevin equations

are considered to mimic turbulence. The DRW model, also known as the Eddy Interaction Model

(EIM), is simplest and based on the assumption that the fluctuating components are randomly

distributed Gaussian variables whose root mean square (rms) value are equal and reduced from the

turbulent kinetic energy (TKE; k), such as:

u′
i = λi

√
u′2 (2.36)

√
u′2 =

√
v′2 =

√
w′2 =

√
2k

3
(2.37)

There is another approach to recover the lost turbulent fluctuations at the particle’s position

u′
i, which arises from RANS averaging. It applies the concept of turbulent dispersion coefficient

(D), which is calculated based on the turbulent viscosity νT and turbulent Schmidt number σT ,

following the relation D = νT

σT
to estimate turbulent fluctuating velocity. The newly calculated

turbulent fluctuating velocity u′
i is added to the mean flow velocity (RANS solution). The following

implantation is done in the CFDEM-Coupling:

u′
i = r

√
6D

∆t
(2.38)

2.3 Origin of Different Formulations in CFD-DEM Frame-

work

The implementation of the CFD-DEM model in the Eulerian-Lagrangian framework, as pointed out

by Feng and Yu (2004), lies in three aspects: the formulation of governing equations, the coupling

scheme for numerical computation and the calculation of particle–fluid interaction forces.

The derivation of CFD-DEM equations is closely related to the continuum approach due to the
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fact that fluid flow is still modelled at the macroscopic local average level (Zhou et al., 2010). In the

Two-Fluid Model (TFM), there are three different sets of formulations, namely Set-I, Set-II, and

Set-III. These formulations are more general but less detailed than hydrodynamic models (Model

BFull, Model A and Model B). Due to this reason, concepts of model A and model B are more

popular in TFM modelling.

Set-I: Anderson and Jackson (1967) derived the first set of governing equations for fluid and solid

phases, considering them as continuum media. The motion of fluid and solid phases are described by

Equations 2.39 and 2.40, respectively. The Set-I equations cannot be used unless the undetermined

terms or dependency of ξ, φ, S and fM on the voidage, the local mean velocities and pressure are

known (Zhou et al., 2010).

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= ∇ · ξ − nfM + ρf ϵfg (2.39)

ρsϵs

[
∂Us

∂t
+∇ · (UsUs)

]
= nφ−∇ · S+ nfM + ρsϵsg (2.40)

Set-II: Set-II equations exploit the possibility of finding the most appropriate form for the un-

determined terms in Set-I. Anderson and Jackson (1967) derived some constitutive equations: (i)

nφ − ∇ · S = ∇ · ξs, which represents solid stress tensor, (ii) ξ and ξs are analogous to that for

stress tensor in a Newtonian fluid and written to ξ = −pδk + f(λ, µ,u), (iii) decomposition of

nfM into two components macroscopic and detailed variations in fluid stress tensor and written to

nfM = n
(

Vp∇·ξ
∆V

)
+ nf ′

M = ϵs∇ · ξ + nf ′
M . Using these constitutive relations results in Set-II equa-

tions, where equations 2.41 and 2.42 describe the motion of fluid and particle phases, respectively.

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= ϵf∇ · ξ − nf ′

M + ρf ϵfg (2.41)

ρsϵs

[
∂Us

∂t
+∇ · (UsUs)

]
= ϵs∇ · ξ + nf ′

M + ρsϵsg +∇ · ξs (2.42)

Set-III: Jackson (1963), and Anderson and Jackson (1967) indicated that the particle-fluid inter-

action term can be written in another form. This could eliminate the fluid stress tensor from solid

phase equations. In particular, to eliminate the fluid stress tensor ξ, an equation is obtained by

multiplying equation 2.41 with (1− ϵf )/ϵf and subtracting it from Equation 2.42, giving Equation

2.43.

ρsϵs

[
∂Us

∂t
+∇ · (UsUs)

]
=

nf ′
M

ϵf
− ρf ϵsg + ρf ϵs

[
∂Uf

∂t
+∇ · (UfUf )

]
+ ρsϵsg +∇ · ξs (2.43)

It can be seen that elimination of fluid stress tensor ξ has introduced a buoyancy term (−ρf ϵsg)
and a fluid acceleration term ρf ϵs

[
∂Uf

∂t +∇ · (UfUf )
]
into the particle phase equation. If the fluid
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acceleration term approaches zero or is much smaller than
nf ′

M

ϵf
−ρf ϵsg, then the total fluid-particle

interaction term can be written in the form of the Equation 2.44.

nfM =
nf ′

M

ϵf
− ρf ϵsg (2.44)

Incorporating Equation 2.44 in Equation 2.39 and Equation 2.40 and considering nφ −∇ · S =

∇ · ξs, gives the third set of equations (Set-III), where Equations 2.45 and 2.46 describe the motion

of fluid and particle phases, respectively.

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= ∇ · ξ − [nf ′

M − ρf ϵsg] + ρf ϵfg (2.45)

ρsϵs

[
∂Us

∂t
+∇ · (UsUs)

]
= ∇ · ξs + [nf ′

M − ρf ϵsg] + ρsϵsg (2.46)

From the derivation of Set-III equations, it is clear that they are conditional and only valid if

the flow is steady and uniform. This means that the following condition must be satisfied (Equation

2.47).

ρf ϵs

[
∂Uf

∂t
+∇ · (UfUf )

]
= 0 (2.47)

The above-mentioned formulations (Set-I, Set-II and Set-III) exist in another form, called hy-

drodynamic models, which is more intuitive and easier to interpret in terms of hydrodynamic forces.

The hydrodynamic models, namely Model A, Model B and Model Bfull, have been used to solve

fluid phase in both TFM and CFD-DEM approaches. The difference in Models A and B (or Bfull)

depends on the treatment of the pressure source term in the governing equations. Generally speak-

ing, if the pressure is attributed to the fluid phase alone, it is referred to as Model B or Bfull. If the

pressure is shared by both the fluid and solid phases, it is referred to as Model A. On comparing the

three formulations of (Set-I, Set-II and Set-III) with those hydrodynamics models. It can be seen

that, in principle, Model A is consistent with Set-II and Model B with Set-III. Set-III (or Model B) is

derived from Set-I equations with the assumption of steady and uniform flow (Equation 2.47). Set-I

can be termed as original Model B or Model Bfull. Most researchers prefer model A as reflected in

software packages FLUENT, CFX and OpenFOAM use Model A based equations.

Model Bfull (Set-I):





ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p− fSet-I

pf +∇ · τ + ρf ϵfg

fSet-I
pf =

1

∆V

n∑

k=1

(fd,k + f∇p,k + f∇·τ,k + f ′′
k )

(2.48)
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Model A (Set-II):





ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −ϵf∇p− fSet-II

pf + ϵf∇ · τ + ρf ϵfg

fSet-II
pf =

1

∆V

n∑

k=1

(fd,k + f ′′
k )

(2.49)

Model B (Set-III):





ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p− fSet-III

pf +∇ · τ + ρf ϵfg

fSet-III
pf =

1

ϵf∆V

n∑

k=1

(fd,k + f ′′
k )−

1

∆V

n∑

k=1

(ρfVp,kg)

(2.50)

The fluid-particle interaction forces on particle k is categorized into dominant forces such as

drag (fd,k), pressure gradient (f∇p,k), viscous forces (f∇·τ,k) and other minor forces (f ′′
k ). The

other minor forces include virtual mass (fVM,k), Basset (fB,k), Saffman (fSaff,k) and Magnus lift

(fMag,k) forces. Therefore, the relation for the fluid-particle interaction term, referring to original

formulations (Set-I, Set-II, Set-III) can be written as shown in Equations 2.51, 2.52, 2.53 and 2.54.

f ′′
k = fVM,k + fB,k + fSaff,k + fMag,k (2.51)

fSet-I
pf = nfM = −ϵs∇p+ ϵs∇ · τ + nf ′

M =
1

∆V

n∑

k=1

(fd,k + f∇p,k + f∇·τ,k + f ′′
k ) (2.52)

fSet-II
pf = nf ′

M = nfM − (−ϵs∇p+ ϵs∇ · τ) =
1

∆V

n∑

k=1

(fd,k + f ′′
k ) (2.53)

fSet-III
pf = nf ′

M − ρf ϵsg =
1

ϵf∆V

n∑

k=1

(fd,k + f ′′
k )−

1

∆V

n∑

k=1

(ρfVp,kg) (2.54)

The treatment of solid phase in DEM under CFD-DEM equations is quite different from tra-

ditional TFM. In the CFD-DEM method, one has to consider the coupling between DEM at the

particle scale and CFD at the continuum scale. Using the soft-sphere approach originally proposed

by Cundall and Strack (1979), the translational and rotational motion of particle k with mass mk

and moment of inertia Ik can be written as:

mk du
p(k)

dt
= Fpf,k +

nc(k)∑

l=1

(Fc,kl + Fd,kl) +mkg (2.55)
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Ii
dωp(k)

dt
=

nc(k)∑

l=1

(Mt,kl +Mr,kl) (2.56)

The fluid-particle interaction force Fpf,k, which is the fluid-particle interaction term in the par-

ticle phase. fpf and Fpf are the sum of all fluid-particle interaction forces at the CFD cell level for

the fluid phase and at the individual particle level for the solid phase, respectively, and similar to

fM in the TFM. The fluid-particle interaction term includes the so-called drag force fd,k, pressure

gradient force f∇p,k, viscous force f∇·τ,k due to fluid shear stress or deviatoric stress, and other

usually not so relevant forces f
′′

k such as virtual mass force fVM,k, Basset force fB,k, k, lift forces

such as the Saffman force fSaff,k, and Magnus force fMag,k. Usually buoyancy force is included in

the pressure gradient force. Therefore, the total particle-fluid interaction force on particle k can be

written as:

Fpf,k = fd,k + f∇p,k + f∇·τ,k + f ′′
k (2.57)

Similar to the fluid phase, the interaction force has different forms corresponding to Set-I (Model

Bfull), Set-II (Model A) and Set-III (Model B) in the solid phase (particle phase).

Model Bfull (Set-I):

Fpf,k = fd,k + f∇p,k + f∇·τ,k + f ′′
k (2.58)

Model A (Set-II):

Fpf,k = fd,k + f∇p,k + f∇·τ,k + f ′′
k (2.59)

Model B (Set-III):

Fpf,k =
fd,k + f ′′

k

ϵf
− ρfVp,kg (2.60)

Model BFull (Set-I) and Model A (Set-II) are, in principle, the same and interchangeable forms.

Let’s take Model Bfull form as shown in Equation 2.61. The derivation below closely follows the

paper of (Zhou et al., 2010) and can be referred for more information.

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p− fSet-I

pf +∇ · τ + ρf ϵfg (2.61)

Here fSet-I
pf is the sum of all the fluid forces action on the particle (drag + viscous + pressure

gradient + other minor forces), such that

fSet-I
pf = nfM = −ϵs∇p+ ϵs∇ · τ + nf ′

M =
1

∆V

n∑

k=1

(fd,k + f∇p,k + f∇·τ,k + f ′′
k ) (2.62)
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Putting equation 2.62 in Equation 2.61,

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p− (−ϵs∇p+ ϵs∇ · τ + nf ′

M ) +∇ · τ + ρf ϵfg

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p+ ϵs∇p− ϵs∇ · τ − nf ′

M +∇ · τ + ρf ϵfg

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= ∇p(−1 + ϵs) +∇ · τ(1− ϵs)− nf ′

M + ρf ϵfg

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p(1− ϵs) +∇ · τ(1− ϵs)− nf ′

M + ρf ϵfg

Using ϵs + ϵf = 1

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −∇p ϵf +∇ · τ ϵf − nf ′

M + ρf ϵfg

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −ϵf∇p+ ϵf∇ · τ − nf ′

M + ρf ϵfg

As nf ′
M = fSet-II

pf = nfM − (−ϵs∇p+ ϵs∇ · τ) = 1
∆V

∑n
k=1 (fd,k + f ′′

k ) is the sum of interaction

forces including drag and other minor forces only,

ρf ϵf

[
∂Uf

∂t
+∇ · (UfUf )

]
= −ϵf∇p+ ϵf∇ · τ − fSet-II

pf + ρf ϵfg (2.63)

As one can see, we started from Model BFull (Set-I) in Equation 2.61 and landed up with Model

A (Set-II) in Equation 2.63 just by mathematical manipulation. The sets of equations in Model

BFull (Set-I) and Model A (Set-II) in the CFD-DEM are generic and mathematically equivalent.

On the other hand, Model B (Set III) is only valid for conditionally valid for steady and uniform

flow. In the dissertation, Model A (Set-II) equations are employed for evaluation of the unresolved

CFD-DEM and later on also for application to study fine sediment infiltration.



Chapter 3

Simulation of Particle-laden

Turbulent Flow in OpenFOAM

This chapter is published as:

Jaiswal, A.; Bui, M.D.; Rutschmann, P. Simulation of Particle-laden Turbulent Flow in OpenFOAM.

Proceedings of the 39th IAHR World Congress, 19-24 June 2022. Pages 4328-4335.

https://doi.org/10.3850/IAHR-39WC2521711920221242

Note: In the governing equations, the symbols for fluid (α) and particle fractions (αp), used in

this chapter, differ from the usual symbols used throughout the Dissertation for fluid (ϵf ) and

particle fractions (ϵp).
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Chapter 4

Evaluation of RANS-DEM and

LES-DEM Methods in

OpenFOAM for Simulation of

Particle-laden Turbulent Flows

This chapter is published as:

Jaiswal, A.; Bui, M.D.; Rutschmann, P. Evaluation of RANS-DEM and LES-DEM Methods in

OpenFOAM for Simulation of Particle-laden Turbulent Flows. Fluids 2022, 7, 337.

https://doi.org/10.3390/fluids7100337

Note: In the governing equations, the symbols for fluid (α) and particle fractions (αp), used in

this chapter, differ from the usual symbols used throughout the Dissertation for fluid (ϵf ) and

particle fractions (ϵp).
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Evaluation of RANS-DEM and LES-DEM Methods in
OpenFOAM for Simulation of Particle-Laden Turbulent Flows
Atul Jaiswal * , Minh Duc Bui and Peter Rutschmann

Chair of Hydraulic and Water Resources Engineering, Technical University of Munich (TUM), Arcisstr. 21,
80333 Munich, Germany
* Correspondence: atul.jaiswal@tum.de; Tel.: +49-(89)-289-23161

Abstract: CFD-DEM modelling of particle-laden turbulent flow is challenging in terms of the required
and obtained CFD resolution, heavy DEM computations, and the limitations of the method. Here,
we assess the efficiency of a particle-tracking solver in OpenFOAM with RANS-DEM and LES-DEM
approaches under the unresolved CFD-DEM framework. Furthermore, we investigate aspects of the
unresolved CFD-DEM method with regard to the coupling regime, particle boundary condition and
turbulence modelling. Applying one-way and two-way coupling to our RANS-DEM simulations
demonstrates that it is sufficient to include one-way coupling when the particle concentration is small
(O ~ 10−5). Moreover, our study suggests an approach to estimate the particle boundary condition
for cases when data is unavailable. In contrast to what has been previously reported for the adopted
case, our RANS-DEM results demonstrate that simple dispersion models considerably underpredict
particle dispersion and previously observed reasonable particle dispersion were due to an error in
the numerical setup rather than the used dispersion model claiming to include turbulence effects
on particle trajectories. LES-DEM may restrict extreme mesh refinement, and, under such scenarios,
dynamic LES turbulence models seem to overcome the poor performance of static LES turbulence
models. Sub-grade scale effects cannot be neglected when using coarse mesh resolution in LES-DEM
and must be recovered with efficient modelling approaches to predict accurate particle dispersion.

Keywords: particle-laden BFS; turbulent flows; dispersion model; unresolved CFD-DEM;
RANS-DEM; LES-DEM; OpenFOAM

1. Introduction

Two-phase systems consisting of a continuum phase (fluid) and a discrete phase (parti-
cles) are prevalent in industrial processes, biological phenomena, and nature. The behavior
of solid particles in continuous fluid flow is determined by complex physics and depends
on the particle and fluid characteristics and flow regime. According to Crowe et al. [1],
five key factors contribute to the turbulence modulation induced by particles: (1) Surface
effects: particle size normalized by a length scale dp/l; (2) inertial effects: flow Reynolds
number Re and particle Reynolds number Rep; (3) response effects: particle response time
or Stokes number St; (4) loading effects: particle volume fraction αp; and (5) interaction
effects: particle-particle as well as particle-wall. Numerical simulations of such systems
can be helpful in providing a detailed insight into the complex physics involved in particle
motion. However, modelling of particle motions in turbulent flow is difficult because it
involves the modelling of the surrounding flow field and resulting pressure gradients as
well as the particle-flow interaction, which involves the local flow around the particle and
the forces resulting from the stress applied on the particle by the flow [2].

In computational fluid dynamics (CFD), both phases can be treated as continuum
medium, also called the Eulerian–Eulerian method, in which Navier–Stokes (NS) equations
are solved for each phase, including the momentum exchange between the phases. The
Eulerian–Eulerian method is computationally less expensive but at the cost of losing the
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discrete nature of particles. On the other hand, a Lagrangian method is adopted for
granular systems, also called the Discrete Element Method (DEM), where each particle
is tracked using Newton’s second law of motion. With an increase in computational
power, advancements in CFD and DEM, and improved solution algorithms over the last
decade, the new and more detailed approach combining CFD and DEM for multiphase
systems, called the Eulerian–Lagrangian method (CFD-DEM), has become a popular tool
to investigate particle-laden flows. In particular, numerical approaches combining the
CFD and DEM have proven to be advantageous over many other options in terms of
computational efficiency and numerical convenience [3]. In CFD-DEM, the continuum
phase (fluid) is resolved using the NS equations, whereas the discrete phase (particles) is
tracked by solving Newton’s second law of motion for each particle in the fluid system. The
continuum and discrete phase are also coupled with each other using momentum transfer
mechanisms. This coupling level depends on the volumetric fraction of solid material
αp = Vp/V in the system, where Vp is particle volume, and V is total volume of particles
and fluid. A classification map is depicted in Figure 1, which can be used to incorporate the
level of coupling in numerical simulations [4]. Furthermore, the approximated CFD solution
can be obtained using Reynolds-averaged Navier–Stokes equations (RANS) or Large-Eddy
simulation (LES), instead of solving the flow using Direct Numerical Simulation (DNS),
which could save significant computational efforts, especially when tracking particles
using DEM.
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Figure 1. Classification map [4] showing the level of coupling required for numerical simulations
and interaction between particles and turbulence for 1© one-way coupling, 2© two-way coupling
where particles enhance the turbulent production, 3© two-way coupling where particles enhance the
turbulence dissipation, 4© four-way coupling.

The CFD-DEM method can be categorized into two approaches: unresolved and
resolved CFD-DEM. Unresolved CFD-DEM solves the flow at larger scales using filtering
(LES)/averaging (RANS) methods and can only be applied to particles smaller than the
CFD cell size. In unresolved CFD-DEM, some empirical equations are used to calculate the
fluid forces acting on the particles and the calculated fluid forces are included as additional
terms in governing DEM equations. In contrast, resolved CFD-DEM (particle resolved
DNS) can be applied to larger particles than the CFD cell size, where extreme fine meshing
is used to obtain detailed information on turbulence flow and forces acting on particles are
directly obtained by integrating fluid stress over the particle surface. In resolved CFD-DEM,
various techniques such as Adaptive mesh refinement (AMR) and Immersed boundary
method (IBM) are becoming popular, but are limited to a minimal number of particles [5].
Additionally, the particles can be assumed as point-particles (PP), representing point objects
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with a certain mass and whereupon DNS can be performed. Unlike resolved CFD-DEM,
here the forces acting on the particles are calculated using empirical equations, but the
application of PP DNS-DEM to particles larger than Kolmogorov scale is questionable and
highly discouraged.

DNS-DEM studies [6,7] are limited to simple flows, a small number of particles, and
mainly to the PP approach due to heavy computational requirements. DNS performed
on PP in rough-wall pipe with a small Reynold’s number indicates that particle volume
fraction (αp) and Stokes number (St) play an important role in turbulent modification [8].
Recently, a two-way coupled DNS study on particle-laden flow highlighted the effects of
the particle Stokes number (St) on near-wall turbulence [9]. Resolved CFD-DEM (particle
resolved DNS) is only possible if the spacing of the computational grid is small compared
to the size of a particle, therefore restricting its application to large particles compared to
the smallest scales of the turbulent flows and/or relatively small number of particles [10].
Even for single-phase fluid systems, DNS is not possible for the cases with high Reynolds
numbers and complex geometries due to computational limitations.

RANS-DEM is another economical approach where the mean flow fields are obtained,
and additional dispersion models incorporate the turbulence effect on the particle’s tra-
jectories. An accurate evaluation of instantaneous velocity fluctuations is required for
the realistic evaluation of turbulent diffusion effects for accurate predictions of particle
dispersion and deposition on surfaces [11,12]. A number of RANS-DEM studies on simple
cases [13,14] indicate that these simple dispersion models cannot accurately obtain the lost
fluctuating component due to averaging of NS equations. In contrast, Greifzu et al. [15]
showed that the simple dispersion models are indeed able to predict correct particle dis-
persion even for more complex flow (particle-laden BFS flow). However, we found out
that their conclusion was due to an error in the numerical setup (refer to the results and
discussion section for details). Therefore, further investigation is necessary to reach a
unanimous conclusion about the ability of the simple dispersion models in incorporating
the effect of turbulent fluctuations on particle motion.

A sensible and efficient approach would be LES-DEM, which might be a good compro-
mise between accuracy and computational feasibility. However, one also has to be cautious
about the sub-grid scales (SGS) fluid fluctuating motion seen by the particles, because in
several investigations, the effects of SGS on particle motion were shown to be significant
and hence should not be neglected [16–19], especially when the particle response time is
the same order of magnitude as that of the smallest time scale resolved in LES. To recover
the dynamic consequences of the SGS in the LES-DEM framework, stochastic models such
as an explicit stochastic forcing in the equations of particle motion were suggested [20,21].
Furthermore, the size of LES meshes in unresolved CFD-DEM is restricted by the require-
ment of particles being significantly smaller than the CFD cell size, unless particles are
considered as PP. This restriction prevents finer meshes near the boundaries (y+~1) and
can lead to poor performance of the static LES turbulence model, which require very fine
boundary meshes. Dynamic LES turbulence models could be adopted to avoid the poor
performance of static LES models in cases of low mesh resolutions.

On one hand, commercial software such as Fluent EDEM, STAR-CCM+ and AVL-
fire [22–26], in-house CFD programs such as LESOCC [27], and research codes [28–31] can
be applied to CFD-DEM simulations, but the accessibility of these solvers is limited. On
the other hand, some open-source CFD codes, such as OpenFOAM [32] have accelerated
research in the field. Some coupled CFD-DEM codes [33,34] are also available, which
couple OpenFOAM and DEM software such as LAMPS/LIGGGHTS and are not limited
to PP.

Particle-laden backward facing step (BFS) flow is popular among researchers in the
field due to its simple geometry and ability to produce interesting turbulent features
concerning flow separation and re-attachment. A few LES-DEM simulations on particle-
laden BFS have been performed [35–40], and some have attained a reasonable agreement
with the experiment. These LES-DEM studies used extreme fine meshing (y+~1) and were
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mainly based on the PP approach. The particle-laden BFS flow adopted in our study
had previously been numerically simulated by Greifzu et al. [15] in the context of RANS-
DEM. The authors concluded that RANS-DEM (and the simple dispersion model therein)
predicts the correct fluid and particle velocity profiles, as well as the particle dispersion.
Interestingly, we found that their OpenFOAM numerical setup was erroneous as a fluid
density of 1000 kg/m3 (water) instead of 1 kg/m3 (air) was used, although in the original
experiment the fluid was air, not water. Despite using an incorrect fluid density value,
the authors obtained an excellent agreement with the experimental data. However, these
results are questionable, as the density of the fluid should have been 1 kg/m3 as in the
original experiment—therefore requiring a reinvestigation.

Despite several experimental and numerical studies, fluid-particle systems remain
poorly understood due to the complex physics involved, such as turbulent modulation and
complex fluid-particle and particle-particle interaction. The CFD-DEM method could pro-
vide detailed insights into these multivariable and interdependent phenomena and can be
employed for large scale engineering applications. However, due to the huge computational
requirements and associated limitations of the CFD-DEM method, finding the trade-off
and compromise between the levels of flow resolution obtained (DNS/LES/RANS) and
the required computational efforts to predict the correct particle dispersion and trajectories
is difficult.

Here, we focus on different aspects of modelling such flows in terms of the compu-
tational requirements, the available models, as well as the challenges and limitations. In
particular, we perform RANS-DEM and LES-DEM simulations in 3D for particle-laden
BFS flow. Special attention is given to the ability of the respective approaches to predict
particle dispersion, coupling regime, particle boundary conditions, and turbulence mod-
elling. First, we discuss the theoretical background of the Eulerian–Lagrangian method
(CFD-DEM) in detail, focusing on the RANS and LES methods for resolving the fluid flow
fields. The following method and numerical setup section highlights the fundamental
structural differences in the numerical setup for different approaches adopted in our study.
Furthermore, the RANS-DEM and LES-DEM simulation results for the fluid and particle
phases are compared, especially in relation to particle dispersion. Additionally, different
aspects of the CFD-DEM method with regard to the coupling regime and particle bound-
ary conditions were investigated and their effects on fluid and particle phase results are
discussed. Before including particles into the system, single-phase RANS and LES simula-
tions are also performed and its accuracy in predicting mean and turbulent flow statistics
with different turbulence models are assessed. Taken together, RANS-DEM requires more
sophisticated dispersion models to predict correct particle dispersion, and LES-DEM has
limitations in terms of the flow resolution obtained, the computational resources required,
and the prerequisites of unresolved CFD-DEM, preventing extreme fine meshing unless
the particles are considered as PP.

2. CFD-DEM Approach and the Governing Equations

The unresolved CFD-DEM approach was adopted to investigate the two-phase system
containing fluid as a continuum and the particles as discrete mediums. The full NS
equations describe the continuum fluid phase for unsteady incompressible flow, which
is a slightly modified version of the standard NS equations to incorporate the particle
fraction in each computational cell. Newton’s second law of motion describes the discrete
particle phase.

∂α

∂t
+

∂αui
∂xi

= 0, (1)

∂αui
∂t

+ uj
∂αui
∂xj

= −1
ρ

∂αp
∂xi

+ υ
∂2αui
∂xj∂xj

+ αgi −
f p
i
ρ

, (2)

m(k) ∂up(k)
i
∂t

=
nc(k)

∑
l=1

Fc(kl)
i + F f (k)

i + Fg(k)
i , (3)
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I(k)
∂wp(k)

i
∂t

=
nc(k)

∑
l=1

Mc(kl)
i , (4)

dxp(k)
i
dt

= up(k)
i . (5)

where:
α = volume fraction of fluid in each cell; unitless
ui = fluid velocity field in direction i; m/s
p = fluid pressure; N/m2

υ = kinematic viscosity of fluid; m2/s
gi = gravitational acceleration in direction i; m/s2

ρ = density of fluid; kg/m3

m(k) = mass of particle k; kg
nc(k) = number of particles colliding with particle k; unitless
I(k) = moment of inertia of particle k; kgm2

up(k)
i = velocity of particle k in direction i; m/s

wp(k)
i = angular velocity of particle k in direction i; 1/s

F f (k)
i = surface forces acting on particle k (including drag, lift, added-mass, basset

history forces etc.: coupled forces); N
f p
i = volumetric fluid-particle interaction momentum source in direction i; N/m3

Fg(k)
i = body forces acting on particle k; (gravity + buoyancy: uncoupled forces)

= m(k)gi

(
1− ρ

ρp

)
; N

ρp = density of particle; kg/m3

Fc(kl)
i = particle-particle interaction/contact force between particle k and l; N

Mc(kl)
i = particle-particle interaction moment between particle k and l; Nm

x and t are space and time with units m and s, respectively.
Mc(kl)

i = particle-particle interaction moment between particle k and l; Nm
x and t are space and time with units m and s, respectively.
OpenFOAM considers the particles as point-particles (PP), meaning that they are

represented as point objects having a certain mass. This assumption automatically neglects
the torque acting on the particles, meaning that OpenFOAM does not consider Equation (4)
in calculating the trajectories of the particles.

In the above equations, the momentum transfer term consists of several forces coupled
between the continuum phase and discrete phase, such as drag force, lift force, pressure
gradient force, basset history force, added-mass force, etc. In the references, it has been
established that the major contribution in the momentum transfer term originates from the
drag force [41], and lift force is more relevant for light particles than heavy particles [10].
The particles considered in the present study are dense copper particles. Therefore, the lift
force seems to be insignificant for our case. However, we have also included the pressure
gradient force in addition to the drag force in our numerical setup. Ultimately, the coupled
forces term reduces to:

F f (k)
i = FD(k)

i + FPG(k)
i , (6)

FD(k)
i =

3
4

ρ

ρp
m(k)

d(k)
CD

(
us(k)

i − up(k)
i

)∣∣∣us(k)
i − up(k)

i

∣∣∣, (7)

CD =





24
Rep(k)

(
1 + 1

6 (Rep(k))
2
3

)
when Rep(k) ≤ 1000

0.424 when Rep(k) ≥ 1000
, (8)

Rep(k) =
d(k)

∣∣∣us(k)
i − up(k)

i

∣∣∣
υ

, (9)
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FPG(k)
i =

π

6
(d(k))

3
ρ

Dus(k)
i

Dt
. (10)

From the equations above, one can see that to calculate forces acting on particles
(thus to calculate their trajectories), information is needed on the fluid velocity at the
location of particle (ui

s(k)). We obtain this information from the fluid phase solution (CFD).
The solution of fluid phase can be categorized into three types, namely Direct Numerical
Simulation (DNS), Large-Eddy Simulation (LES), and Reynolds-averaged Navier–Stokes
equations (RANS), depending on the level of flow resolution needed and the computational
resources available.

2.1. Direct Numerical Simulation (DNS)

DNS solves the full NS equations numerically, thus resolving everything from the
largest scale to the smallest dissipative eddies present in the system. In DNS under
consideration of the point-particles (PP) approach, the velocity of the fluid at the particle
location can be obtained directly from the DNS solution.

ui
s(k) = ui

DNS(xp(k)(t), t) = ui (xp(k)(t), t). (11)

Since turbulent flows possess a varying range of time and length scales, the exact
solution (DNS), even for the simplest turbulent flows, requires enormous computational
resources and extreme fine meshing. Initial estimation of the computational resources
required for DNS can be made based on Kolmogorov scales (smallest time, length and
velocity scales) in the system. In our case, the Kolmogorov length scale is about 170 µm,
meaning the mesh resolution should be smaller than 170 µm for DNS. It has been demon-
strated that the restrictions that DNS needs for simple channel flow in terms of grid point
and time steps [42], thus require huge computational resources even for simple channel
flow. Computational resources requirement by DNS in the sense of both processor speed
and memory size for storing intermediate results is vast and increases exponentially with
the Reynolds number of the flow. In order to obtain the maximum possible information
about the flow fields with an affordable computational cost, the full NS equations are
approximated with some averaging/filtering approaches. The resulting averaged/filtered
NS equations have almost the same form as the original NS equations with additional
terms, which can be calculated based on eddy viscosity.

2.2. Large-Eddy Simulation (LES)

LES aims to resolve large-scale turbulence while small-scale turbulence is modelled
using the filtering operation. Compared to DNS, where nearly all the computational effort
is used to resolve the smallest dissipative eddies, LES resolves only up to the inertial
subrange, not all the way to the dissipative scales. This can save significant computational
effort, yet preserves enough information of the fluid flow. LES converges to DNS when
finer meshing and smaller time steps are used.

The common idea behind LES is to decompose the instantaneous flow field u(x, t) into
resolved (or filtered) component u(x, t) and residual (or sub-grid scale; SGS) component
u′(x, t) by a filtering operation, as follows:

ui(x, t) = ui(x, t) + ui
′(x, t), (12)

ui(x, t) =
∫

ui
(
x′, t

)
G
(

x, x′; ∆
)
dx′, (13)

where, G(x, x′; ∆) is the filter function that depends on mesh discretization. The filtering
operation results in extra terms, called residual stresses (τR

ij ) in the original NS equations.
Calculation of residual stresses is based on the Boussinesq hypothesis of eddy viscosity
(turbulence viscosity υT), which is being modelled. Various models are available for
this purpose, such as Smagorinsky, one-equation model (kEqn), dynamic Smagorinsky,
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dynamicKEqn, Spallart–Allmaras, and many others. We found that the dynamicKEqn
turbulence model was able to predict correct flow fields in terms of mean and fluctuating
components with reasonable accuracy, whereas static turbulence models were performing
poorly with provided mesh resolution.

In cases where the particle response time (Stokes number) is large compared to the
smallest time scale resolved in LES, the fluid velocity of the sub-grid scales does not
significantly influence the particle’s motion [10,43,44]. Considering this, one does not
need an extra dispersion model to incorporate the effect of turbulence in the particle’s
motion; thus, the LES solution can be directly equated to the fluid velocity at the location
of the particle.

ui
s(k) = ui

LES(xp(k)(t) , t) = ui(xp(k)(t) , t). (14)

2.3. Reynolds-Averaged Navier–Stokes Equations (RANS)

RANS resolve only the mean flow statistics; thus, RANS solution for fluid flow fields
cannot be directly equated with the fluid velocity at the location of the particle. In RANS,
the instantaneous flow field u(x, t) decomposes into a time average component 〈u(x, t)〉
and a fluctuating component u′(x, t):

ui(x, t) =< ui(x, t) > +ui
′(x, t), (15)

< ui(x, t) >= lim
T→∞

1
T

∫ T

0
ui(x, t) dt. (16)

The averaging operation results in some new terms, < u′iu
′
j >, called Reynolds stresses,

to appear in the original NS equations, which are also modelled based on eddy viscosity.
The terms < u′iu

′
j >, although named as Reynolds stresses, have a unit of stress only when

multiplied by the fluid density ρ. Similar to LES, eddy viscosity υT can be calculated based
on several models such as k-ε, k-ω, k-ω SST and many others. We used the k-ω SST model
to close the Reynolds-averaged NS equations of our RANS and RANS-DEM simulations,
as it was the best performing.

In RANS, the effect of fluctuating components (turbulence) on particles is incorpo-
rated using some dispersion models [45]. The resulting fluid velocity at the location of
a particle (ui

s(k)) can be equated to the sum of the RANS (mean) velocity field and the
modelled fluctuations.

ui
s(k) = ui

RANS(xp(k)(t) , t)+ui
′ =< ui(xp(k)(t) , t) > + ui

′. (17)

All three approaches (DNS, LES, and RANS) for calculating the fluid velocity at the
location of particles have their limitations in terms of accuracy and computational cost
and can be adopted as per the details required and computational resources available.
Figure 2 shows the extent of modelling certain types of turbulent models [46], where
DNS resolves everything from the largest to the smallest dissipative eddies present in
the system. LES resolves up to energy-containing eddies while dissipative eddies are
modelled. RANS resolves only the mean flow statistics, and the fluctuating components are
modelled. More information on the implementation of the turbulence models used in our
RANS-DEM and LES-DEM and the dispersion models can be found on the OpenFOAM
webpage [32]. We have used RANS-DEM and LES-DEM approaches to solve particle-laden
BFS flow and investigated the case by comparing the fluid and particle-phase results with
the experimental data and literature.
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2.4. Particle Dispersion Modelling

The approximated NS equations provide mean (RANS)/filtered (LES) flow statistics
and information about turbulent fluctuations are lost due to simplifications of original
NS equations. The fluid-particle interaction forces (F f (k)

i ) such as pressure gradient force,
added mass force, drag force and history force, contain unfiltered components and are
required to be estimated to close certain terms in particle equations of motion. In LES-DEM,
the sub-grid scales only have a small effect on the particle’s trajectories, especially when
the particle response time is large compared to the typical time scales of the turbulent
flow and the smallest time scale resolved in LES. However, the sub-grid scales can be
significant in many physical processes such as in turbophoresis [17]. On the other hand, the
effect of turbulent fluctuations must be included in RANS-DEM to predict realistic particle
trajectory. There are mainly two types of modelling approaches to account for missing
turbulent fluctuations: either by adding stochastic noise forcing to the NS equations [47]
or by adding an additional velocity to the particle equation of motion [48]. The stochastic
models, which aim to recover the lost turbulence effects on a particle’s trajectories, can
be formulated based on (a) transport equations of the turbulent kinetic energy (Discrete
Random Walk; DRW, or Eddy Interaction Model; EIM) or (b) generalized Langevin equation
(Continuous Random Walk; CRW). We have considered the DRW/EIM stochastic model in
our numerical simulation. Here, particles are assumed to be trapped by an eddy during
its lifetime, resulting in the mean flow fields seen by the particles being those of the fluid
and the fluctuating components, which are randomly distributed following Gaussian
distribution, whose root mean square values are equal and deduced from the turbulent
kinetic energy.

In OpenFOAM, two dispersion models are available to model the turbulent fluctua-
tions ui

′, namely StochasticDispersionRAS and GradientDispersionRAS models, which are
basically DRW/EIM type of stochastic dispersion models. These dispersion models use the
turbulent kinetic energy (TKE; k) provided by the RANS solution to model the turbulence
fluctuations such that,

ui
′ =

√
2
3

k xrnd ei (18)

where xrnd is a random factor that reproduces a probability density function with Gaussian

distribution with an expected value µ = 0 and standard deviation σ =
√

2
3 k. ei is a unit
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vector that points either in a random direction (in StochasticDispersionRAS) or in −∇k (in
GradientDispersionRAS).

2.5. Coupling between Continuum and Discrete Phases

As shown in Figure 1, the continuum and discrete phases interact with each other and
are required to be coupled. Several studies have emphasized on one-way and two-way
coupling [49–52] for dilute particle-laden flows and fluid-structure interaction. Depending
on the coupling regime, specific terms vanish in the respective governing equations. The
coupling regime required for numerical simulations can be made using the volumetric
particle concentration (αp).

• One-way coupling (fluid→ particle): when the volumetric concentration of particles
is small (αp < 0.0001%), the fluid flow fields affect the particle motion, but particles
have a negligible effect on fluid flow fields. This results in only specific terms being
considered in the governing CFD-DEM equations as follows:

F f (k)
i 6= 0; f p

i = 0; Fc(kl)
i = 0. (19)

• Two-way coupling (fluid←→ particle): when the volumetric concentration of par-
ticles increases (0.1% < αp < 0.0001%), both fluid and particles affect each other’s
motion. Two-way coupling can be further categorized into two categories, one in
which particles enhance the turbulence dissipation and a second in which particles
enhance turbulence production, which depends on the ratio of particle reaction time
(τp = ρpd2

p/18ρυ) to the Kolmogorov time scale (τk = ( υ
ε )

1/2) and to the turnover time
of large eddies (τe = l/u), respectively, where ρp is the density of particle, dp is the
diameter of particle, ρ is the density of fluid, υ is the kinematic viscosity of fluid, ε
is turbulence dissipation rate, l is turbulence length scale, and u is the fluid velocity.
Two-way coupling results in the following CFD-DEM equations:

F f (k)
i 6= 0; f p

i 6= 0; Fc(kl)
i = 0. (20)

• Four-way coupling (fluid←→ particle, particle←→ particle): When the volumetric
concentration of the particles further increases (αp > 0.1%), the interaction among
particles becomes significant. In this regime, fluid and particle affect each other’s
motion; additionally, the particle collision term needs to be included in the govern-
ing equations:

F f (k)
i 6= 0; f p

i 6= 0; Fc(kl)
i 6= 0. (21)

3. Method and Numerical Setup

The original experiment [53] includes a blower and particle feeders, where the blower
injects fluid (air), and the particle feeders feed the particles into the system at a specific
mass flow rate. This arrangement provides uniform fluid velocity and particle loading
at the inlet of the development section, which has a length of 5.2 m, ensuring that the
turbulent flow is fully developed at the inlet of the test section (backward facing step; BFS)
and gives the particles enough time/length to become uniformly mixed with the fluid flow
and attain equilibrium with the fluid phase before it reaches the inlet of BFS. The fully
developed turbulent flow has a centerline velocity of 10.5 m/s, and the Reynolds numbers
based on it are 13,800 and 18,400 at the channel section (based on channel half-height h)
and at the step (based on step height H), respectively. The geometry of the test section, fluid
(air) and particle-phase description in the experiment and their corresponding adoption for
numerical simulations are shown in Table 1.
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Table 1. Geometry, fluid, and particle phase characteristics in the original experiment [53] and their
corresponding setting for the numerical setup.

Experimental Setup Our Numerical Setup

Geometry

Channel half-height, h = 20 mm Channel half-height, h = 20 mm
Channel span, Lu = 457 mm Channel span, Lu = 457 mm

Step height, H = 26.7 mm Expansion channel length, Ld = 935 mm
Expansion ratio (H + 2h/2h) = 5:3 Step height, H = 26.7 mm

Aspect ratio (B/H) = 17:1 Width (B) = 114.25 mm

Continuum phase (air)

Centerline velocity, U0 = 10.5 m/s
Friction velocity, uτ = 0.5 m/s
Viscous length scale = 31 µm

Dissipation, ε (centerline estimated) = 4.3 m2/s3

Kolmogorov length scale, η
(Centerline estimated) = 170 µm

Large eddy time scale,
τf = 5H/U0 = 12.7 ms

Density (ρ) = 1.225 kg/m3

Kinematic viscosity (υ) = 1.5 × 10−5 m2/s
Centerline velocity (U0) at

Inlet = (10.5 0 0) m/s
Average velocity (Uavg) at

inlet = (9.39 0 0) m/s

Discrete phase (copper
particle)

Nominal diameter, dp= 70 µm
Material = copper

Number mean diameter = 68.2 µm
Standard deviation of diameter = 10.9 µm

Density, ρp= 8800 kg/m3

Mass flow rate of particle
(Mass loading),

.
mp/

.
m f = 10%

Stokes mean particle time constant,
τp, stokes = (2ρp + ρ)d2

p/36µ= 130 ms
Modified mean particle time constant,

τp = τp, stokes/
(

1 + 0.15Re0.687
p

)
= 88 ms

Particle Reynolds number, Rep =
dpUrel

υ = 5.5

Particle size distribution (PSD): Normal
distribution with expected value of 68.2 µm and

standard deviation of 10.9 µm
Density, ρp= 8800 kg/m3

Mass flow rate of particle (mass loading),
.

mp/
.

m f = 10%

The geometry considered (test section; BFS) for numerical simulation can be seen in
Figure 3. Due to computational limitations, the development channel before the inlet of BFS
is not considered in the geometry. To achieve a fully developed turbulent flow at the inlet of
BFS without providing a development channel, mapped boundary conditions are applied,
in which flow fields are mapped from 400 mm downstream of the inlet of BFS, resulting in
a fully developed fluid velocity profile at the inlet of BFS with a centerline velocity (U0)
of 10.5 m/s and average velocity (Uavg) of 9.39 m/s. Regarding the particle boundary
condition in OpenFOAM, in addition to the mass flow rate (mass flux) of particles, one
also needs to provide a particle injection velocity. In the original experiment, particle
velocity was not measured at the inlet of the BFS; thus, no data is available for specifying
boundary conditions at the model inlet concerning particle injection velocity. We have
tested several boundary conditions for the particle injection velocity. Assuming that all the
particles have attained a constant velocity (injection velocity) as they reach the inlet of the
BFS, two extreme bounds of particle injection velocity are tested, where the particles are
injected with (10.5, 0, 0) m/s (upper bound) and (0, 0, 0) m/s (lower bound) of injection
velocity. Furthermore, we assume that the particles have attained a velocity that follows
the mean fluid velocity profile at the inlet, which is also tested (i.e., particles injected at the
center will have an injection velocity similar to the centerline velocity of the fluid, whereas
particles injected near to the walls will have almost zero injection velocity due to the no-slip
boundary condition for the fluid phase). The options mentioned above for obtaining the
best approximation of particle boundary conditions are tested against both the approaches
adopted in our study to simulate particle-laden BFS flow.
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RANS-DEM and LES-DEM simulations are performed in 3D. In the first step, RANS-
DEM simulations were performed for a 10% mass loading of ~70 µm copper particles for
one-way and two-way coupling. Although the volumetric particle fraction (O ~ 10−5)
lies in the range of two-way coupling, we have also considered one-way coupling in
addition to two-way coupling under RANS-DEM to facilitate the comparison between
them. Interestingly, our RANS-DEM results almost overlap for one-way coupling and two-
way coupling, indicating that it should be enough to include one-way coupling, even when
the particle concentration is slightly greater than the threshold suggested by Elghobashi [4].
However, we decided to only use two-way coupling for our LES-DEM simulations for 10%
mass loading of ~70 µm copper particles due to the fact that the particle volume fraction
lies in range of two-way coupling and the CPU time for the case was roughly the same for
one-way and two-way coupled RANS-DEM simulations (~10 min more). RANS-DEM and
LES-DEM have basic structural differences in their numerical setup as they both require
different input parameters, depending on the models used to close the averaged/filtered
NS equations. We have used the k-ω SST (kOmegaSST) and dynamicKEqn turbulence
models in the case of RANS-DEM and LES-DEM, respectively. We have ensured that
the single-phase results match the experimental data before the particles are included
in it. In our single-phase LES simulations, we have tested the predictive capability of
static turbulence model (kEqn) as well. Once the correctness of the single-phase results
has been verified, the cases were modified to incorporate particles and solved using the
DPMFoam solver. Although DPMFoam is based on the discrete parcel method (DPM), we
have considered only one particle in each parcel, therefore it is equivalent to the discrete
element method (DEM). More details about the RANS-DEM and LES-DEM case setup can
be found in Table 2.

As mentioned in the introduction, unresolved CFD-DEM requires the CFD mesh
to be much larger than the particle size. This is assured as the smallest CFD mesh cell
size is 0.2 mm and 0.15 mm in our RANS and LES setup, respectively, which is much
greater than the particle size (~70 µm), thus considering them as point-particles (PP) is
justified. To resolve the interesting flow features developing near walls, mesh grading is
performed, providing us with the flexibility to provide larger cells away from the wall,
which saves some additional computational efforts. Mesh is also refined in streamwise
direction near the step, whereas uniform mesh is used in spanwise direction. Before we
finalize our final mesh, the mesh is refined in a stepwise manner until we obtain almost the
same results for fluid and particle velocity profiles between consecutive refinements (grid
independence). The selection y+ as 3 instead of 1 in our LES-DEM simulations allowed us
to keep the particle size significantly smaller than the CFD cell (PP approach), and extreme
fine meshing is avoided due to computational limitations and the resources available. In the
review published on LES simulations [54], it has been reported that dynamic LES models
are expected to perform better than static models. Our investigation on LES turbulence
models also showed that static LES turbulence models such as Smagorinsky or kEqn
models cannot predict correct fluid velocity flow fields with the provided mesh resolution
(y+~3). Therefore, we used the dynamicKEqn model in our LES-DEM simulations, which
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seems to overcome the poor performance of static turbulence models when using relatively
coarse mesh resolution. However, standard DPMFoam solver does not come with dynamic
turbulence models in OpenFOAM-v1912 (the solver used in our RANS-DEM and LES-
DEM study), and we needed to compile the dynamicKEqn model as a separate library for
two-phase systems and included it in our LES-DEM simulations.

Table 2. RANS-DEM and LES-DEM settings.

Description RANS-DEM LES-DEM

Solution domain 3-Dimension 3-Dimension

Turbulence model kOmegaSST dynamicKEqn with
cubeRootVolume delta function

Dispersion model StochasticDispersionRAS -

Mesh resolution 1,105,280 hexahedra cells 3,533,376 hexahedra cells

y+ - ~3

Resolved TKE - 80–90%

boundary condition at
inlet (air)

mappedPatch (Mapped from
400 mm downstream of inlet)

mappedPatch (Mapped from
400 mm downstream of inlet)

Front and back
boundary treatment Cyclic Cyclic

Wall treatment Wallfunctions Resolved

Particle injection velocity
at inlet (particle

boundary condition)

(10.5, 0, 0) m/s
(0, 0, 0) m/s

Varying as per fluid velocity
distribution

(10.5, 0, 0) m/s
(0, 0, 0) m/s

Varying as per fluid velocity
distribution

Mass loading of particles 10% 10%

Coupling regime One-way and two-way Two-way

Simulation duration 1 s 3 s

OpenFOAM solvers, namely pimpleFoam and DPMFoam, are used for single and two-
phase simulations, respectively, in OpenFOAM-v1912. Both pimpleFoam and DPMFoam
use the pimple algorithm to couple velocity and pressure fields. Backward and least Squares
schemes are used for time and gradient discretization, respectively. All the divergence
terms are discretized using Gauss linear method. The resulting discretized equations were
solved using algebraic multigrid (AMG) and algorithms based on a point-implicit linear
equation solver (Gauss–Seidel). DEM data (particle position, velocity, etc.) are mapped
onto CFD mesh, and particle volume fraction in each computational cell is calculated. The
interaction forces are locally averaged in each cell and incorporated in NS equations and
the calculated flow data are communicated back to the DEM side. All the simulations were
performed in parallel on 56 processors in the Linux cluster of Leibniz Supercomputing
Centre (LRZ). The total CPU computational time corresponding to different simulations
can be found in Table 3.

Table 3. Total CPU computational time.

Simulation
Total CPU Computational Time (in Seconds)

RANS-DEM (Run Time = 1 s) LES-DEM (Run Time = 3 s)

Single-phase 3925 29,682
Two-phase (one-way coupled) 12,693 -
Two-phase (two-way coupled) 13,385 109,921
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Fluid and particle velocity profiles at the measurement locations are compared with
the experimental data. Fluid flow fields can be directly extracted and plotted at the
measurement locations from the OpenFOAM results. Time averaging on particles cannot
be performed as done for the continuum phase (air) due to the discrete nature of the
particles. The particles are evaluated in a slice around the measurement locations with a
thickness of 0.15H and the center lies precisely at the measurement locations for every 0.1 s
interval from the start to the end of the simulation. The slice thickness of 0.15H is adopted
as the same slice thickness was considered for sampling the particles in the previous
study [15]. The particle data collected for all the selected time intervals are combined,
and averaging is performed in each slice on the particles with the same location (only the
y-component). The resulting average particle velocity profiles are then compared with the
experimental data.

4. Results and Discussion

The results shown below are arranged in such a way that they indicate the workflow
adopted to investigate and solve the particle-laden BFS flow in OpenFOAM. The normal-
ized mean and fluctuating fluid velocity profiles are compared with the experimental data
at their respective measurement locations (x/H = 2, 5, 7, 9, 14). Normalized average particle
velocity profiles are compared with observed data in the experiment at their respective
measurement locations (x/H = 2, 5, 7, 9, 12) to assess the particle-phase results. We have
somewhat amplified the normalized velocity fields in order to highlight the deviations.

4.1. Single-Phase RANS and LES

To obtain correct results for discrete phase (particles), one must have acceptable results
for the continuum phase (air) with reasonable accuracy. Therefore, we first performed the
single-phase RANS and LES simulations using the pimpleFoam solver, which is able to
predict fluid velocity profiles with acceptable precision. For RANS and LES results, the
methods and formulae used to calculate the fluctuating components (Urms) are different.
Regarding the RANS models, for everything above mean flow fields, the fluctuating
component is calculated (with the assumption of isotropic turbulence holds true) directly
from the modelled turbulent kinetic energy (TKE; k) using Equation (22), which is the
modelled part of the fluctuating component.

Urms =

√
2
3

k (22)

In LES simulations, we aim to resolve 80–90% TKE, and the calculated Urms represents
the resolved fluctuating component. Urms is calculated by subtracting the mean flow field
from the instantaneous flow fields, as shown below:

Urms =

√√√√ 1
N

N

∑
i=0

(Ui −UMean)2 (23)

UMean =
1
N

N

∑
i=0

Ui (24)

where, Ui is the instantaneous velocity, UMean is the time-averaged velocity, and N is the
total number of time steps.

Figure 4 compares simulated streamwise air mean and fluctuating velocity profiles
under RANS (with kOmegaSST turbulence model) and LES (with kEqn and dynamicKEqn
turbulence models) frameworks with the experiment data. It is evident from the streamwise
air mean velocity profile plots (Figure 4a) that both RANS and LES (with dynamicKEqn
turbulence model) predict the correct mean flow and are able to predict the re-attachment
point (x/H ~ 7) quite accurately as observed in the original experiment (x/H ~ 7.4). On the
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other hand, Figure 4b shows that the streamwise air fluctuating components (Urms) from
RANS are somewhat underpredicted, which is not surprising as they represent only the
modelled part of the turbulent fluctuations. LES (with dynamicKEqn turbulence model)
is able to resolve the turbulent fluctuations more accurately and realistically than RANS.
LES simulation with static turbulence model (kEqn) performs very poorly with provided
LES mesh resolution (y+ ~ 3). The static LES turbulence model is not only unable to predict
flow separation but also overpredicts the mean flow and turbulent fluctuating velocities
by a huge margin. In LES, the calculated mean and fluctuating velocities represent the
statistical fields, which is a function of time over which the averaging is performed (in
our case: 3 s). A more accurate and realistic approximation of flow statistics would be
obtained if performed over a longer duration. In Figure 5, the simulated velocity fields are
shown under (a) RANS and (b) LES (using dynamicKEqn turbulence model) frameworks,
representing the level of resolution obtained under these approaches. RANS flow fields
are very smooth as they represent mean values, while eddy generation and decay can be
seen in LES flow fields. It must be emphasized that with the mesh resolution used in our
LES simulations (y+ ~ 3), static LES turbulence models were unable to predict correct fluid
velocity profiles, whereas the dynamic LES turbulence model resulted in a relatively real
estimation of mean and fluctuating fluid velocity with the used relatively coarser mesh, as
shown in our fluid velocity plots.
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Figure 4. Comparisons of experimental and OpenFOAM simulated streamwise air (a) mean and
(b) fluctuating velocity profiles at the measurement locations under RANS and LES frameworks.
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Figure 5. OpenFOAM simulated velocity fields (magnitude) under (a) RANS (kOmegaSST) and
(b) LES (dynamicKEqn) frameworks.

In our next RANS-DEM and LES-DEM sections, we mainly focused on the simulation’s
accuracy in predicting particle dispersion on the influence of the carrier fluid (air) flow
turbulence. However, even the presence of the particles can modify the turbulence, as
discussed in the introduction. The potential modification in air turbulence due to the
presence of particles is not explicitly discussed in this study. Additionally, the turbulence
models employed do not consider the presence of particles as they are developed for
single-phase fluid flow and some works have noticed the potential failure of employed
turbulence models in specific flow scenarios [55]. However, new mathematical turbulence
models considering the particle’s presence are yet to be developed and do not come under
the scope of this study.

4.2. RANS-DEM

We have investigated the effect of one-way and two-way coupling on the continuum
and discrete phase results and found almost no difference between the results of either
coupling regime. The mass flow rate of 10% and the corresponding volumetric fraction
of particles is in order of ~10−5, which is indeed in the range of the two-way coupling
threshold suggested by Elghobashi [4]. Interestingly our one-way and two-way coupling
results for fluid phase (Figure 6) and particle phase (Figures 7 and 8; red circles) almost
overlap each other, suggesting that one-way coupling might also be adopted when particle
volumetric fraction is slightly greater (O ~ 10−5) than the threshold for one-way coupling.
As demonstrated by our fluid and particle phase results, one-way coupling seems to be
sufficient even for particle concentration in O ~ 10−5, which is slightly greater than the
standard threshold for one-way coupling.

Figure 9 also shows that when using RANS-DEM, the fluid mean velocity profiles
agree very well with the experimental data, as in the single-phase results. For brevity, we
show here streamwise air mean velocity profiles (Figure 9) only for two-way coupling
corresponding to different particle boundary conditions (injection velocity), as they are
very similar to RANS-DEM results for one-way coupling and single-phase RANS results.
Figure 9 shows that the air-phase results are independent of particle injection velocities due
to small particle concentration. Under the RANS-DEM framework, turbulent fluctuations
are significantly underpredicted, which can be seen in single-phase plots, and this under-
prediction of turbulent fluctuation also reflects in particle velocity plots (Figures 7 and 8;
red circles), where particles move roughly like a patch and do not disperse below the
step (y/H < 1) even after flow re-attachment (x/H ~ 7). This underprediction of particle
dispersion behind the step can also be seen in Figure 10a, which shows the particle spread
behind the step at t = 1 s.
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Figure 6. Comparisons of experimental and OpenFOAM simulated (RANS-DEM) streamwise air
mean velocity profiles at the measurement locations for one-way and two-way coupling for the case
corresponding to a particle injection velocity of 10.5 m/s.
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Figure 7. Comparisons of experimental and OpenFOAM simulated average streamwise particle
velocity profiles at the measurement locations for one-way coupling and 10% mass loading of copper
particles under RANS-DEM framework. (a) Particle injection velocity as (10.5, 0, 0) m/s, (b) particle
injection velocity same as that of the fluid velocity profile at inlet, (c) particle injection velocity as (0,
0, 0) m/s.
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Figure 8. Comparisons of experimental and OpenFOAM simulated average streamwise particle
velocity profiles at the measurement locations for two-way coupling and 10% mass loading of copper
particles under RANS-DEM and LES-DEM frameworks. (a) Particle injection velocity as (10.5, 0,
0) m/s, (b) a particle injection velocity same as that of the fluid velocity profile at the inlet, (c) particle
injection velocity as (0, 0, 0) m/s.
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Figure 9. Comparisons of experimental and OpenFOAM simulated streamwise air mean velocity
profiles at the measurement locations for two-way coupling and 10% mass loading of copper particles
under RANS-DEM framework. (a) Particle injection velocity as (10.5, 0, 0) m/s, (b) particle injection
velocity same as that of the fluid velocity profile at the inlet, (c) particle injection velocity as (0, 0,
0) m/s.
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Figure 10. Screenshot showing particle dispersion behind the step at 1 s under (a) RANS-DEM and
(b) LES-DEM frameworks.

One of the main questions that we tried to answer is: how effectively can RANS-
DEM, with simple dispersion models, predict particle dispersion in turbulent flows? In
other words, its effectiveness in obtaining instantaneous flow fields so that the turbulence
effect on the particle’s motion can be modelled accurately. For this purpose, two sim-
ple dispersion models are available in OpenFOAM, namely, GradientDispersionRAS and
StochasticDispersionRAS, based on Equation (18). An initial investigation reveals that the
StochasticDispersionRAS dispersion model gives slightly better results in relation to particle
dispersion and was also adopted by Greifzu et al. [15] in their RANS-DEM numerical simu-
lations. Therefore, we decided to use the StochasticDispersionRAS model in our RANS-DEM
simulations. Figure 7 shows the normalized streamwise average particle velocity profiles
corresponding to one-way coupling for different particle boundary conditions (injection ve-
locity). The results demonstrate that particle-phase results are also very similar for one-way
(Figure 7) and two-way coupling (Figure 8), but different particle injection velocities have a
notable effect on particle-phase results, unlike air-phase results. When particles are injected
with (10.5, 0, 0) m/s of injection velocity from the inlet of BFS (Figure 7a), the particle

59



Fluids 2022, 7, 0 20 of 26

velocities at all the measurement locations are overpredicted, and their dispersion (spread
in the y-direction) is underpredicted. When particles are injected with the velocity that
follows the fluid velocity profile at the inlet (Figure 7b), the results improved slightly but
were still far from the experimental data, in which the particles moved roughly like a patch,
and a minimal number of particles were dispersed below the step (y/H < 1). When particles
are injected with (0, 0, 0) m/s of injection velocity (Figure 7c), the particle velocity profiles
provide a better match with the experimental data, but the dispersion of the particles is still
considerably underpredicted, similar to other RANS-DEM cases. It can also be seen from
Figure 8 that a very similar particle dispersion behavior is observed, even for two-way
coupling under the RANS-DEM framework. In the RANS-DEM framework, all the cases
with different boundary conditions for the particle-phase and under the considered cou-
pling regime underpredict the particle dispersion by a considerable margin and a minimal
number of particles are found below the step (y/H < 1) even after the flow re-attachment
point (x/H ~ 7). On the other hand, experimental data shows that particles disperse across
the extended channel section until they reach the re-attachment point (x/H ~ 7), and, after
this, the particle concentration below and above the step becomes almost uniform. Our
analysis shows that the simple dispersion models (DRW) are ineffective in incorporating
turbulence effects on the trajectory of particles.

In comparison to the RANS-DEM results of Greifzu et al. [15], our fluid flow results
are in good agreement with them and with the experimental data as well, but the particle-
phase results are entirely different. Their results showed that the RANS-DEM (and simple
dispersion model therein) can predict the correct particle dispersion and their velocity
profiles. Interestingly, we found that they were using a fluid density of 1000 kg/m3 (water)
instead of 1 kg/m3 (air) in their OpenFOAM numerical setup, even though the fluid used
in the experiment was air, not water. Using a density of 1000 kg/m3 results in a higher
body (buoyant force) and coupled forces (drag and pressure gradient force) acting on the
particles, which would disperse the particles in the domain even before the re-attachment
point, as observed in the particle velocity plots of Greifzu et al. [15]. It is demonstrated
that particles will be dispersed into the recirculation region only when their large-eddy
Stokes numbers are less than one [56]. The large-eddy Stokes numbers for fluid as air
(density = 1 kg/m3) and as water (density = 1000 kg/m3) are found to be 6.9 and 0.053,
respectively. Obviously, when the fluid density is that of water, the Stokes number is
significantly smaller than one, so the particles will also be dispersed into the recirculation
region (as they behave similar to tracers). Fluid flow results remain almost the same even
if the density of water is used instead of air because the momentum transferred from the
particle phase to the fluid phase remains of the same order of magnitude. This can be
explained as small particle concentrations result only in a few numbers of particles in each
computational cell and are simply not numerous enough to modify the fluid flow fields.
So, even by considering two-way coupling and a density of fluid as that of water does not
modify the fluid flow fields. This explanation also indicates that the previous observation
regarding the ability of the simple dispersion model (DRW) in accurately incorporating
turbulence effects on particle’s trajectory is not true and supports our observation about
simple dispersion models.

The dispersion models available in OpenFOAM are essentially discrete random walk
(DRW) type models and are calculated using the modelled turbulent kinetic energy (TKE).
These models are simple models based on rough assumptions, e.g., that the turbulence is
isotropic in the whole domain, which leads to the inappropriate modelling of turbulence
seen by particles. However, the turbulence is very anisotropic in the boundary layers, and
this anisotropic behavior is even more significant for wall-bounded flows with complex
geometries such as BFS flow. The shortcomings of the discrete random walk (DRW) type
of dispersion models can be avoided by better treatment of boundary layer effects. For
this purpose, an option could be the Continuous Random Walk (CRW) method to be
included in OpenFOAM, which offers a more physically sound way of modelling particle
dispersion [57]. The anisotropic behavior of turbulent flow is better modelled using the
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CRW method, recently presented by Mofakham [13]. An alternative stochastic approach to
describe the particle dispersion due to turbulence could be a straightforward generalization
of the stochastic approach introduced by Pope [58], which was originally developed to
describe single-phase flow. This approach is extended to describe the two-phase system by
Peirano et al. [59]. Xiang [14] used this stochastic model in their numerical simulation in
OpenFOAM and reported that it performs better than the already implemented dispersion
models (DRW models) in OpenFOAM. Although even with their implemented stochastic
model, the simulated particle dispersion was far from the reference data. There are also
the Reynolds stress transport models (RSTM) that directly evaluate the components of
Reynolds stresses and account for the anisotropy of turbulent fluctuations [60–62]. However,
knowledge of instantaneous fluctuations is required for specific problems, such as the one
involving particle dispersion and deposition. It was recently shown that a RANS approach
in conjunction with RSTM and DRW does not improve the results in terms of particle
dispersion, and that more sophisticated dispersion models such as CRW must be used [13].

In the original experiment, the particles traversed a sufficient distance (a development
channel length of 5.2 m) before they reached the inlet of BFS. This assured that the particles
had attained equilibrium with the fluid phase before the inlet of BFS, as they had enough
time (at least three particle response time, in the worst case) to come to equilibrium with the
fluid phase [53]. As at the inlet of BFS, the particle velocity profile was not measured and/or
available in the literature, and we do not know the exact particle velocity when they reach
the inlet of BFS. It is quite difficult to approximate the real particle velocities at the inlet of
BFS without this development channel. Our results demonstrate that the straightforward
assumption that all the particles have attained mean flow velocity seems unreasonable. The
best approximation of particle injection velocity was found to correspond to an injection
velocity of (0, 0, 0) m/s. This might be due to the fact that the particles may obtain real
physical velocity depending upon the particle reaction time and fluid flow around it. The
additional injection velocity, which one needs to provide along with the mass flux of the
particles, does not seem to be necessary as we specify mass flux of particles (e.g., kg/s)
that is injected from the inlet of the BFS. Once the particles are in the domain, they attain
velocities depending upon the flow around them and the particle response time (Stokes
number). However, this approach may vary in individual cases, and the results might look
different when the inlet channel (before BFS) length is increased. It also depends on the
different algorithms that different software use for particle generation and insertion. The
best practice guidelines for CFD should still be the extension of the inlet channel length and
allowing particles to develop real physical velocity, but this might be extra computational
overhead for CFD-DEM simulations.

4.3. LES-DEM

We decided to perform LES-DEM simulations to investigate the case in more detail;
fluid flow fields are calculated using the LES approach, then particle trajectories are cal-
culated based on resolved LES fluid flow fields without considering additional models to
include the effects of SGS on the motion of the particle. LES-DEM simulated fluid-flow
fields agree well with the experimental data, such as single-phase LES simulations. LES-
DEM simulated fluid velocity profiles are not shown here for the sake of brevity. The
LES-predicted turbulent fluctuation was a significant improvement over the RANS ap-
proach (see Figure 4b), and this is also reflected in particle dispersion, as seen in Figure 8
(green circles) and Figure 10b.

Figure 8 shows normalized streamwise average particle velocity profiles for 10% mass
loading of ~70 µm copper particles for two-way coupling corresponding to the different
options concerning the particle injection velocities under RANS-DEM (red circles) and
LES-DEM (green circles) frameworks. Compared to the RANS-DEM results, particle dis-
persion and velocity profiles have been improved considerably due to the ability of LES
to resolve flow fields in greater detail and improved predictions in view of the improved
representation of the flow field seen by the particles. Moreover, when the particles are
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injected with an injection velocity of (10.5, 0, 0) m/s from the inlet (Figure 8a), the par-
ticle velocities at all measurement locations are slightly overpredicted. When particles
are injected with an injection velocity that follows the fluid velocity profile at the inlet
(Figure 8b), the particle velocity profiles seem to be slightly overpredicted compared to
those observed in the experiment. When particles are injected with an injection velocity of
(0, 0, 0) m/s from the inlet of BFS (Figure 8c), the particle velocity profiles give a reasonably
good match with the experimental data at all the measurement locations. In all the three
LES-DEM cases, a very small number of particles is found in the recirculation region,
but after the re-attachment point (x/H ~ 7), enough particle dispersion is predicted as
observed in the original experiment. Compared to the original experiment, our LES-DEM
still underpredicts the particles’ dispersion, especially in the recirculation region. Taking
both the correctness of predicting particle velocity and their dispersion into account, we
found that the best results were obtained when particles are injected with (0, 0, 0) m/s of
injection velocity, and the probable reason of it being the best option to approximate the
particle boundary condition without extending the inlet channel is already explained in
our RANS-DEM section.

It can be clearly seen that the overall particle-phase results have improved considerably
with the LES-DEM approach. The particle-phase results, especially its dispersion, under
the LES-DEM framework can be further improved with increased mesh resolution (y+~1)
and/or with the inclusion of missing SGS in the equation of particle motion. However,
one must always bear in mind that extreme fine meshing can cause stability problems,
as CFD cells cannot be smaller than particle diameter under the unresolved CFD-DEM
framework, and can thus only be applied under consideration of point-particles (PP).
Additionally, further mesh refinement would require much more computational resources.
A recent study indicates that the use of stochastic dispersion models is necessary even in
the LES-DEM framework, especially for the fine particles, where the corresponding particle
relaxation time is of the same order as the smallest fluid flow time scale [63]. Our LES-DEM
results also indicate that the effect of SGS cannot be neglected and has a significant effect on
particle trajectories, especially for the particles with a small Stokes number, which was also
suggested by Ref. [10]. The effect of SGS on particle’s trajectory seems to play an even more
important role in LES-DEM simulations, where very fine meshes might not be possible
due to the prerequisite of unresolved CFD-DEM, where a particle must be significantly
smaller than the CFD cell size and must be recovered with efficient modelling approaches,
as shown in our results.

5. Summary and Conclusions

In this work, we have assessed the capability of OpenFOAM to solve the particle-laden
BFS flow in the different frameworks of RANS-DEM and LES-DEM. The RANS method
only provides the mean flow fields. Therefore, an additional dispersion model is used to
include the effect of turbulent fluctuation on the trajectory of particles. In contrast, LES
can resolve up to energy-containing eddies, but several constraints such as particles being
smaller than the CFD mesh in the unresolved CFD-DEM and computational limitations
restrict the extreme refinement of CFD mesh. Thus, it is necessary to make a compromise
between the accuracy obtained and the computational resources required, which is quite
challenging. Collectively, the following conclusions can be drawn from our study:

• We found that the threshold of coupling regime suggested by Elghobashi [4] is rigidly
formulated and it might be sufficient to include one-way coupling even when the
particle concentration is in O ~ 10−5, since we found almost no difference between the
fluid and particle phase results for one-way and two-way coupling;

• Under the RANS-DEM framework, simple dispersion models based on DRW sig-
nificantly underpredicted the particle dispersion. Consequently, more sophisticated
dispersion models such as CRW must be used in conjunction with RANS-DEM. Previ-
ously claimed results about the ability of the simple dispersion models in accurately
incorporating turbulence effects on particles were due to error in the numerical setup;
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• When using relatively coarse mesh resolution (y+ > 1), Dynamic LES turbulence
models seem to overcome the poor performance of static LES turbulence models in
predicting the mean and fluctuating components of turbulent flow. We recommend
using dynamic LES models when extreme mesh refinement is not possible due to the
limitation of particles being smaller than CFD cell size in unresolved CFD-DEM;

• Resolved CFD-DEM (particle resolved DNS) requires huge computational resources
and is restricted to a small number of particles. Point particle DNS-DEM is also com-
putationally expensive and should not be applied for larger particles than Kolmogorov
length scale. The LES-DEM seems to be a good compromise between accuracy and
computational feasibility. However, its application is mostly restricted to simple cases
(point-particles or small particles) due to the constraint of the particles being smaller
than the CFD cells in unresolved CFD-DEM. In addition, the unresolved component
of the turbulent velocity (SGS) seems to have a significant effect on particle dispersion
and cannot be neglected, especially when using larger y+ in LES-DEM;

• Our analysis of different options for approximating the initial particle velocity (particle
injection velocity) indicates that a suitable numerical approach might be to inject
particles with (0, 0, 0) m/s of particle injection velocity. The difference between the
results is small, but still might be appropriate so as to let the particles attain the real
physical velocity according to physics, for the cases where the initial particle velocity
is unavailable. However, this approach is case-dependent and software-specific. The
best practice guidelines for CFD should still be the extension of the inlet channel length
and allowing particles to develop real physical velocity, but this might be an extra
computational overhead for CFD-DEM simulations.

From our point of view, one of the best options for gaining success in predicting
dilute particle dispersion in turbulence flow can be an accurate calculation of the mean
flow statistics and a good stochastic model, although here, further benchmarking is still
necessary. More fundamental research and validations are required in both RANS-DEM
and LES-DEM before the complex physics related to fluid-particle systems can be studied
in detail, considering all factors such as surface, inertial, response, loading, and interaction
effects into account. Application of RANS-DEM and LES-DEM for real problems would
require larger CFD meshes, resulting in loss of information about turbulent fluctuations.
If we could recover this lost information with simple yet efficient methods, then it would
be of great engineering application. With the currently available computational resources,
both resolved CFD-DEM (particle-resolved DNS-DEM) and point-particle DNS-DEM are
still limited to simple cases with a small number of particles. More efficient algorithms and
computer architecture are required to achieve this, and more research should be encouraged
in this field.
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Abstract

The gravel bed clogging, caused by infiltration and accumulation of fine sediment,

degrades the river ecology. A proper understanding of the infiltration process, and

underlying mechanism and causes, are necessary to take preventive measures. The

process of fine sediment infiltration into static gravel bed is studied by distinguishing

between bridging and percolation behaviours, as they affect the river ecology and

physical processes occurring in the river system differently. However, several contra-

dicting observations, concerning their occurrences, are reported. We employed the

unresolved CFD–DEM method to simulate and investigate the infiltration process.

The theoretical size ratios, corresponding to different geometrical configurations for a

binary mixture of mono-disperse spherical particles, representing bridging and perco-

lation processes, are considered and simulated with and without flowing water

effects. The effects of several turbulence models on the infiltration process are also

studied. We found that fine sediment infiltration in fluvial deposits is mainly gravity-

dominated, supporting Cui's hypothesis that fine sediment infiltration through

intra-gravel flow is similar to fine sediment infiltration driven by gravity. In contrast to

consensus in the field, our results demonstrate that the occurrences of different infil-

tration processes (bridging and percolation) seem to be independent of gravel bed

thickness, rather depend only on the relative grain size distribution of fine sediment

and gravel. However, a precise definition of a ‘thick enough’ gravel bed is necessary

to distinguish between bridging and percolation behaviours. Here, we hypothesize a

suitable gravel bed thickness, which might be regarded as a ‘thick enough’ gravel bed.

K E YWORD S

bridging, fine sediment infiltration, static gravel bed, unimpeded static percolation, unresolved
CFD–DEM

1 | INTRODUCTION

The interstitial pore space of the gravel substrate is crucial for fluvial

geomorphology, the exchange processes between river and ground-

water, and river ecosystems. Sediment transport studies have

increasingly emphasized channel restoration and the quantification of

environmental indices in response to natural or anthropogenic fine

sediment pulses such as dam removal (Bednarek, 2001; Born

et al., 1998; Cui et al., 2006; Cui & Wilcox, 2005; Doyle et al., 2003;

Pollard & Reed, 2004; Stanley et al., 2002), dredge material disposal,
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forest fires (Minshall et al., 2001; Vieira et al., 2004), watershed land

use changes (Lisle, 1989; Swanson & Dyrness, 1975), and mining

activities (Parker et al., 1996). Often, a large amount of fine sediment

is flushed during dam removal operation, which is a standard practice

to recover the reservoir capacity. Irrespective of the factors causing

the fine sediment pulse, the infiltrated fine sediment results in the loss

of the interstitial pore space in the gravel bed downstream. Therefore,

predicting how the pore space varies in the gravel bed as a result of

fine sediment infiltration could be of great importance in eco-

hydraulic management and fine sediment budgeting.

While fine sediment might get infiltrated into the gravel bed

through concurrent deposition of both fine sediment and coarse

gravel. More often, fine sediment gets infiltrated into the static

(immobile) gravel bed, especially in relatively low-flow conditions. The

process of fine sediment infiltration into static gravel bed should be

studied by distinguishing between two distinct infiltration processes,

namely bridging and unimpeded static percolation, which result in

loosely and densely packed gravel bed configurations, respectively.

The distinction between bridging and unimpeded static percolation

would be helpful to assess these processes, quantify their ecological

impacts and accordingly take measures to prevent them. In bridging

(or clogging) case, where fine sediment infiltrates only up to a limited

depth, the majority of infiltrated fine sediment can be flushed by high

flood events; thus, the gravel bed can be freed up from the infiltrated

fine sediment. On the other hand, unimpeded static percolation

results in deep entrainment of fine sediment. Hence, removing it from

deeper layers of the gravel bed is difficult if not impossible. The sche-

matic and experimentally observed unimpeded static percolation and

bridging infiltration processes are shown in Figure 1 (Gibson

et al., 2009). The process of fine sediment infiltration into static gravel

bed has been intensively studied using physical experiments, theoreti-

cal and analytical models, and numerical simulations. However, the

understanding of the process is still limited. Additionally, many

contradicting observations were reported, as discussed in the follow-

ing paragraphs.

One of the first studies on fine sediment infiltration into a static

gravel bed, having a relatively shallow bed of thickness 1–2.7 times

the coarsest gravel diameter, was conducted by Einstein (1968). Ein-

stein observed the so-called unimpeded static percolation behaviour,

where fine sediment first settles at the bottom of the gravel bed and

gradually fills the interstices upwards. This behaviour was supported

by other studies (Herrero et al., 2015; NCASI, 1981) and has also been

documented in streams (Diplas & Parker, 1992; Evans &

Wilcox, 2014; Lunt & Bridge, 2007). In contrast, the bridging

(or clogging) type of infiltration process was observed (Beschta &

Jackson, 1979; Carling, 1984; Frostick et al., 1984; Lisle, 1989;

Schälchli, 1992), provided the gravel bed is thick enough. The bridging

depth (or clogging depth) is approximately 2–5 times d90,Gravel

(Beschta & Jackson, 1979; Diplas & Parker, 1992; Iseya &

Ikeda, 1987). A stochastic model by Lauck (1991) reproduced both

types of infiltration processes. His stochastic model is independent of

how the fine sediment particles move downward within the gravel

deposit framework (e.g., by gravity or intra-gravel flow), because lodg-

ing of the sediment particles is assumed solely a function of pore

space geometry. With his model, he demonstrated that fine sediment

fills the coarse sediment deposit from the bottom up when the size

ratio of the bed material is large and the bed material is shallow. This

was in support of observations that filling would occur from bottom

to top onwards (unimpeded static percolation) if the gravel bed is shal-

low and fine sediment infiltrates only up to a finite depth (bridging or

clogging) if the gravel bed is sufficiently thick. There is no clear specifi-

cation in the literature regarding the gravel bed thickness, that is con-

sidered to be ‘thick enough’. Here, we hypothesize (based on our

results and previous research; discussed later on) that a gravel bed

deeper than five times the coarsest gravel diameter can be considered

as a thick bed.

F IGURE 1 Schematic and experimentally observed (a) unimpeded static percolation and (b) bridging infiltration processes (Gibson
et al., 2009). [Color figure can be viewed at wileyonlinelibrary.com]
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Recently, Wooster et al. (2008) performed a set of flume experi-

ments, where they observed only the bridging (or clogging) infiltration

process into a static gravel bed, which was 8 times the coarsest gravel

diameter deep (thick enough as per our hypothesis). They used differ-

ent combinations of gravel and sand, whereby gravel ranged from 2 to

32 mm and sand had a geometric mean diameter of 0.35 mm and a

standard deviation of 1.24. Cui et al. (2008) developed an analytical

theory for the fine sediment infiltration into a static gravel bed and

verified their theoretical model against experimental data from Woos-

ter et al. (2008). They advocated that significant fine sediment infiltra-

tion occurs only up to a shallow depth (bridging or clogging

behaviour), therefore fine sediment fraction follows an exponential

decay function with the gravel bed depth. Interestingly, Gibson et al.

(2009) observed both bridging and unimpeded static percolation

behaviours within the same gravel bed, which was 10 times the coars-

est gravel diameter deep (thick enough; thicker than the gravel bed

considered in Wooster et al., 2008). This contradicts many previous

observations, which claim that there will only be a bridging type of

infiltration process, provided the gravel bed is thick enough. Gibson

et al. (2009) related these two distinct infiltration processes to geo-

technical filter theory. To quantify the gradation thresholds between

these two processes, d15,Gravel is compared with d85,Fine Sediment. For

d15,Gravel/d85,Fine Sediment ratios larger than 15.4, unimpeded static per-

colation, and for d15,Gravel/d85,Fine Sediment ratios smaller than 10.6,

bridging (or clogging) type of infiltration was observed. The size ratio

for bridging (or clogging), observed in their experiment, is significantly

higher than the theoretical and experimental geotechnical clogging

criteria, which is normally 4–5. The standard filtering criteria used for

filters in geotechnical engineering is thought by some to be a conser-

vative design tool with inherent, undocumented safety factors

(Kenney et al., 1985; Lone et al., 2005; Schuler & Brauns, 1993) and

imprecise ‘failure’ criteria rather than theoretical process delineations.

Sherard and Dunnigan (1989) put the process boundary at d15,Gravel/

d85,Fine Sediment = 9, much closer to the boundary observed by Gibson

et al. (2009). Due to the different particle size distributions (PSDs) of

fine sediment and gravel used, different experimental setups and

varying flow conditions in flume experiments, a straight-forward com-

parison is difficult. Claims have been made that only bridging type of

infiltration occurs in nature (Beschta & Jackson, 1979; Carling, 1984;

Cui et al., 2008; Frostick et al., 1984; Lisle, 1989; Schälchli, 1992;

Wooster et al., 2008) and percolation is simply an artifact of shallow

gravel bed (insufficiently thick gravel bed). Gibson et al. (2009) claim

otherwise and advocate that bridging and unimpeded static percola-

tion could occur within the same gravel deposit. Here, further studies

should be done to solidify their observations and reach a unanimous

conclusion concerning the occurrences of bridging and unimpeded

static percolation.

More recently, a study by Huston (2014) used the litera

ture-derived database to estimate the thresholds for bridging and

unimpeded static percolation boundaries, combining 10 previously

published studies, which included 146 data sets. They used median

size (d50,Gravel) and standard deviation (σGravel) of gravel and

median size (d50,Fine Sediment) of fine sediment to represent bed-

to-grain ratio. For d50,Gravel
d50,Fine SedimentσGravel

> 27 unimpeded static percolation

and for d50,Gravel
d50,Fine SedimentσGravel

< 27 bridging behaviours were reported. The

threshold suggested by Huston (2014) put the higher process bound-

aries than that of Gibson et al. (2009). Nevertheless, it is well-

established and widely accepted that the size ratio of d15,Gravel/d85,Fine

Sediment remains the most reliable parameter to determine the process

boundary (Honjo & Veneziano, 1989; Indraratna & Vafai, 1997;

Sherard & Dunnigan, 1986), as the coarser portion of fine sediment

and the finer portion of gravel are the important factors describing

infiltration process (Indraratna & Locke, 1999). Huston (2014), based

on regression analysis, suggested the bridging depth (or clogging

depth) is positively correlated with gravel bed porosity and roughness

Reynolds number, reflecting processes of gravity settling and

turbulence-induced fluid pumping between gravel bed particles,

respectively. On the other hand, Cui et al. (2008) suggested that the

infiltration process is mainly gravity-dominated. Therefore, further

investigation is necessary to conclude if gravity remains the most

dominant factor governing the infiltration process.

Various theoretical and analytical packing models have also been

developed and could be employed to understand the infiltration pro-

cess. In this direction, theoretical models, originally developed to

model interaction between base and filter materials in geotechnical

engineering, introduced a term called ‘controlling constriction size’.
The controlling constriction size is defined as the largest base particle

(fine sediment), which can pass through the filter (gravel bed). Consid-

ering the system of a binary mixture of spherical particles and the con-

cept of controlling constriction size, the critical ratio of the entrance

(dFine Sediment/dGravel) can be calculated based on idealized geometrical

configurations. The theoretical critical ratio of entrance for dense (tet-

rahedra) and loose (cubic) packed beds are 0.154 and 0.414, respec-

tively (Indraratna & Locke, 1999; Kenney et al., 1985). Some analytical

packing models, mainly limited to binary and ternary mixtures of

spherical particles, have also been developed (Yu et al., 1996). These

models consider the geometrical packing limits to determine, how

packing is formulated. The most popular packing models are linear

and linear mixing packing models (Yu & Standish, 1991, 1993), where

the critical ratio of the entrance is assumed to be 0.154, which corre-

sponds to tetrahedral packing configuration. These analytical models

are built upon the principle that for a given mono-sized particle

assembly of spherical shape, there is an initial porosity ε0 or initial spe-

cific volume v0 = 1/(1 – ε0), which will decrease when particles of dif-

ferent sizes are added. With the addition of much smaller spheres,

there is a regime of linear unmixing because the initial mono-sized

particles retain their skeleton and simply have their gaps filled until

the volume fraction of the added particles is sufficient to influence

the skeleton. Alternatively, with the addition of marginally smaller par-

ticles, non-linear mixing occurs because the initial skeleton is dis-

rupted to accommodate the additions. Modelling infiltration

phenomena using these theoretical models, based on geometrical and

analytical consideration, are indeed far from reality, but still could pro-

vide a fundamental basis for understanding infiltration mechanism.

However, the infiltration process simulated with these models would

still be lacking the effects of flowing water and turbulence, as these
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models treat the system as a pure particle system. Here again, the

question arises, to what extent these models can be applied to predict

the infiltration process in fluvial deposits if it is hypothesized that fine

sediment infiltration through intra-gravel flow is similar to fine sedi-

ment infiltration driven by gravity?

This hypothesis was first proposed by Cui et al. (2008). They

developed an analytical theory to describe fine sediment infiltration

into immobile gravel bed. The governing equations were derived from

mass conservation with the assumption that fine sediment deposition

per unit vertical distance into the deposit (trapping coefficient) is

either constant or increases with fine sediment infiltration. The equa-

tions derived are similar to equations presented by Sakthivadivel and

Einstein (1970), except for the equation for the trapping coefficient.

Other than their claim that only bridging type of infiltration occurs in

nature, they also hypothesized that fine sediment infiltration as a

result of intra-gravel flow is similar to fine sediment infiltration driven

by gravity. Similar assumptions were also made in Lauke's Stochastic

model (Lauck, 1991), where the process is considered to be solely a

function of pore space geometry, irrespective of how the fine sedi-

ment gets infiltrated into the gravel bed. Recently, a simple mathemat-

ical model (Herrero & Berni, 2016), based on Lauck's idea, could

produce both bridging and unimpeded static percolation behaviours

and verify Gibson et al.'s thresholds for their occurrences. However,

this simple model also assumes the system to be a pure granular sys-

tem and neglects the flowing water effects on the infiltration process.

Further examination and validation are necessary to test the flowing

water effects and Cui's hypothesis.

Modelling the mechanical behaviour of pure granular material

using the discrete element method (DEM), first proposed by Cundall

and Strack (1979), could also be adapted to simulate the infiltration

processes. The DEM models can capture the realistic physical behav-

iour of particles, but consider the system to be pure granular media,

that is, pure gravity-driven configuration. In this direction, Bui

et al. (2019a, 2019b) have performed pure DEM simulations of the

infiltration process, taking reference from the flume experiment con-

ducted by Gibson et al. (2009). They were able to obtain quite good

agreement with the experimental data, despite neglecting the effects

of flowing water in their simulations. Although, it was not specifically

mentioned in their papers, their observation has its roots in Cui's

hypothesis. Nevertheless, the effects of flowing water on the infiltra-

tion process must be investigated to check the validity of the hypoth-

esis. One can use computational fluid dynamics (CFD) to resolve the

flow fields in greater detail and couple it with the DEM model to

include the effect of flowing water. In this direction, we investigate

the infiltration process by performing pure DEM and coupled CFD–

DEM simulations. The coupled CFD–DEM method has various limita-

tions concerning the number and the size of particles and is mainly

categorized into two approaches, namely resolved and unresolved

CFD–DEM. In the resolved approach, the fluid force acting on a parti-

cle can be calculated by integrating the fluid stress over the particle

surface. For that purpose, a dense grid mesh is needed to obtain accu-

rate fluid flow in CFD. Its applicability to particle-laden flow with a

higher number of particles is limited due to the enormous

computational cost. The unresolved method uses empirical models,

based on the relative velocity and porosity, to calculate fluid–particle

interaction forces. Therefore, a dense grid is not necessary to obtain

the fluid-particle interaction forces. The unresolved method allows

relatively high computational efficiency for bulk particle-laden flows.

More information on the CFD–DEM methods can be found in papers

(Bérard et al., 2020; Kloss et al., 2012; Zhou et al., 2010).

It is evident that many contradicting observations concerning the

infiltration process were reported and the process is still not entirely

understood. The different behaviours (e.g., bridging and percolation)

in the infiltration process seem to be independent of gravel bed thick-

ness, rather their occurrences only depend on the relative size of fine

sediment and gravel; thus, eventually on the formed pore space geom-

etry and its connectivity. Physical experiments of these complex sys-

tems generally lack detailed information and are often very expensive

and time-consuming. Therefore, numerical simulations, based on the

physics involved, could be of great importance in understanding

the infiltration process and assessing its ecological impacts. One can

use the median gravel size (d50,Gravel) to simplify the system

(Indraratna & Locke, 1999). These simplifications might be necessary

to apply statistical, theoretical, analytical, and numerical models to

study the infiltration process. We model the infiltration process using

the CFD–DEM approach, considering theoretical packing thresholds

of the binary mixture, representing bridging and unimpeded static per-

colation. With the help of numerical simulations, we mainly aim to

answer following two questions: (1) Can bridging and unimpeded

static percolation occur within the same gravel bed, and if their occur-

rences are independent of gravel bed thickness? (2) Comparing the

coupled CFD–DEM simulations with pure DEM simulations for sev-

eral size ratios, we aim to validate Cui's hypothesis (Cui et al., 2008),

which suggests that fine sediment infiltration through intra-gravel

flow is similar to fine sediment infiltration driven by gravity.

2 | METHODOLOGY

We investigated the infiltration process with the help of numerical

modelling. Here, the mechanical behaviours of particles is incorpo-

rated by employing DEM and fluid flow is resolved using CFD

approach. More specifically, we use the unresolved CFD–DEM

approach to model the infiltration process, where flow fields are

obtained by solving Reynolds Averaged Navier–Stokes (RANS) equa-

tions, and particles are treated as discrete entities and tracked using

Newton's second law of motion. Compared to single-phase (fluid) sys-

tems, the presence of particles modifies the fluid flow field in the

two-phase (fluid–particle) systems. The RANS equations are accord-

ingly modified to include the effects of particle fraction on fluid flow

fields by including porosity and fluid–particle interaction term in gov-

erning equations. The CFD–DEM method is computationally demand-

ing and has several limitations in terms of the number and size of

particles (Bérard et al., 2020; Kloss et al., 2012). With currently avail-

able computational resources and infrastructure, the maximum num-

ber of particles, which can be simulated with the applied unresolved
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CFD–DEM method, even in large clusters, is in the order of 107. Fur-

thermore, the unresolved CFD–DEM method cannot be applied for

cases, where particle size is greater than the CFD cell size, thus hin-

dering mesh refinement, especially near walls that might be necessary

for certain turbulence-resolving techniques. This restricts us to

resolve flow fields at a relatively coarser scale.

2.1 | Fluid phase

Fluid flow is resolved by solving modified Navier Stokes

(NS) equations numerically, which include the effect of particle's pres-

ence on the flow fields by including porosity, and fluid–particle

momentum exchange forces as an additional source term in governing

equations (CFD equations). There are mainly two different formula-

tions, describing the fluid flow in the presence of particles, namely

model A and model B (or BFull), which are originally derived from a

continuum description of the two-phase system (Bérard et al., 2020;

Zhou et al., 2010). The main difference between these different for-

mulations is related to their treatment of the fluid–particle interaction

forces in continuum and discrete descriptions. We used model A,

which is more popular and also implemented in commercial software

such as FLUENT and CFX (Zhou et al., 2010). The modified NS equa-

tions for fluid flow, considering ‘model A’ formulation, are:

ρf
∂εf
∂t

þr: εfuð Þ
� �

¼0, ð1Þ

ρfεf
∂u
∂t

þr: uuð Þ
� �

¼�εfrp�FApf þεfr:τþρfεfg, ð2Þ

where, ρf is fluid density, εf ¼ 1�εsð Þ is porosity or volume fraction of

fluid, εs is volume fraction of solid, u is the fluid flow velocity, p is fluid

pressure, τ is fluid shear stress or deviatoric stress tensor, for Newto-

nian fluids τ¼ μ ruþ ruð Þ�1
h i

� 2
3μ r:uð Þδk , g is acceleration due to

gravity, FApf is the fluid–particle interaction momentum exchange term,

that includes drag force fd,i and other minor forces f00i , if relevant in

the system, such as virtual mass force fvm, Basset force fB, lift forces

such as the Saffman force fsaff, and Magnus force fMag. One can see

that pressure gradient and shear stress forces are not explicitly

included in fluid–particle interaction term FApf . Rather they are implic-

itly shared with the particle phase (solid phase), as seen in momentum

equation where rp and r:τ are multiplied by porosity. Therefore, the

fluid–particle momentum exchange term can be written as:

FApf ¼
1
ΔV

Xn
i¼1

fd,iþ f 00i
� �

: ð3Þ

2.2 | Particle phase

Particles are described as discrete entities and tracked using Newton's

second law of motion (DEM equations). The CFD–DEM approach is

quite different than traditional two-fluid method (TFM), especially con-

cerning the treatment of fluid–particle interaction terms in the particle

phase. In the CFD–DEM approach, one has to consider the coupling

between DEM at the particle scale and CFD at the computational cell

scale. Using the soft-sphere approach, originally proposed by Cundall

and Strack (1979), the translational and rotational motion of particle

i with mass mi , and moment of Inertia Ii, can be written as:

mi
dvi
dt

¼ fApf,iþ
Xkc
j¼1

fn,ijþ ft,ij
� �þmig, ð4Þ

Ii
dωi

dt
¼
Xkc
j¼1

Mt,ijþMr,ij

� �
, ð5Þ

where vi and ωi are translational and angular velocities of the particle

i, kc is the number of particles in interaction with the particle i. The

forces involved are: the particle–fluid interaction force fApf,i , the gravi-

tational force mig and inter-particle forces, which include the normal

particle–particle contact force fn,ij and tangential particle–particle con-

tact force ft,ij. The torque acting on particle i by particle j includes two

components: Mt,ij, generated by tangential force and Mr,ij, commonly

known as the rolling friction torque and caused by non-sphericity of

particle (not included, as we consider spherical particles). The fluid–

particle interaction term fApf, similar to FApf in the continuum description

(fluid phase), is the sum of all fluid–particle interaction forces acting

on individual particles by fluid flow, including drag force fd, pressure

gradient force frp, viscous force fr:τ due to fluid shear stress or devia-

toric stress, and other usually not so relevant forces f 00, such as virtual

mass force fvm, Basset force fB, lift forces such as the Saffman force

fsaff, and Magnus force fMag. Usually buoyancy force is included in the

pressure gradient force. Therefore, the total particle–fluid interaction

force acting on particle i can be written as:

fApf,i ¼ fd,iþ frp,iþ fr:τ,iþ f 00i : ð6Þ

Compared to the fluid phase description in the model A formula-

tion, where the interaction term only includes fd,i and f 00i . In the solid

phase description, the fluid–particle interaction term includes all the

forces that can possibly act on particles by moving fluid. The addi-

tional forces (pressure gradient and viscous forces) contributing to the

interaction term for the solid phase is due to an additional term,

namely solid stress tensor, other than the fluid–stress tensor shared

between fluid and solid phase, that appears while deriving the contin-

uum description for the solid phase.

2.3 | Fluid–particle interaction forces

The momentum exchange term in the CFD and DEM sides have dif-

ferent forces in contribution as per model formulation considered

(model A or model B), briefly touched upon in Sections 2.1 and 2.2.

Both formulations are theoretically equivalent and describe the same

physics (Bérard et al., 2020). In the fluid–particle interaction term, the

relative importance of different forces mainly depends on the density

ratio (specific gravity) and fluid–particle system under consideration.

JAISWAL ET AL. 5

73



For dense and heavy particles, drag force fdð Þ contributes at the most

(Armenio & Fiorotto, 2001) and in some scenarios pressure gradient

frpð Þ and viscous forces fr:τð Þ become also important. Other minor

forces f 00 come into picture, only when considering light particles

(Kuerten, 2016) and unsteady flow (Bérard et al., 2020). For the con-

sidered system involving sand and gravel in flowing water, other

minor forces f00can be neglected. Therefore, drag, pressure gradient,

and viscous forces are only considered in the fluid–particle interaction

term. The general formulation of drag force on a single spherical parti-

cle is given by:

fd ¼1
2
ρfCDA u�vj j u�vð Þ, ð7Þ

where CD is drag coefficient, A is area of sphere, and u and v are fluid

and particle velocities, respectively. To characterize the drag force for

multi-particle system, several models have been developed and nicely

summarized in paper (Bérard et al., 2020). Initially, we tested several

drag formulations for the considered case but they produced very

similar results. Additionally, drag formulation of Koch and Hill (2001)

seems to perform better for polydisperse particles and cover a

broader range of Reynolds number. Considering this, we used the drag

model developed by Koch and Hill (2001), which was implemented in

following form:

fd ¼ f0þ0:5f1 Rep, ð8Þ

f0 ¼
1þ3

ffiffiffiffi
εs
2

r
þ135

64
εs lnεsþ16:14εs

1þ0:681εs�8:48ε2s þ8:16ε3s
for εs <0:4

10
εs

1� εsð Þ3
for εs >0:4

8>>>>><
>>>>>:

, ð9Þ

f1 ¼0:0673þ0:212εsþ0:0232= 1� εsð Þ5, ð10Þ

Rep ¼ εfdp u�vj j
ϑ

, ð11Þ

where εs is the solid fraction, εf is the void fraction or porosity, u is

the fluid velocity at the location of particle, v is the particle velocity,

dp is the particle diameter, and ϑ is the kinematic viscosity.

The forces due to pressure gradient and shear stresses are calcu-

lated using the following equations:

frp ¼�Vp
∂p
∂x

� �
¼�1

6
πd3prP, ð12Þ

fr:τ ¼Vp
∂τk
∂xk

� �
¼�1

6
πd3pr:τ: ð13Þ

2.4 | Particle–particle and particle–wall interaction
forces

As shown in DEM equations, the particle's motion is due to the com-

bined effects of gravity, fluid–particle interaction forces, and particle–

particle contact forces. Particles' interaction with other particles (also

with walls) is calculated based on the principle of the linear spring-

dashpot model, usually known as the Hertz–Mindlin model

(Johnson, 1987) shown in Figure 2. The total contact forces are calcu-

lated as the sum of the normal and tangential contact forces. The nor-

mal and tangential components of contact force are calculated based

on the following equations:

fn ¼�knδnþcnΔun, ð14Þ

ft ¼ min kt

ðt

tc,0

Δutdtþ ctΔut

							

							
,μfn

8><
>:

9>=
>;, ð15Þ

where Δun and Δut are the normal and tangential relative velocities of

the particles in contact, respectively. kn, kt, cn, and ct are the normal

and tangential spring and damping coefficients, which are functions of

the overlap and depend on contact law implemented, either by linear

or non-linear contact models, and δn is the normal overlap. The above

formula also holds true for particle–wall contact. The integral term

represents an incremental spring that stores energy from relative tan-

gential motion, representing elastic tangential deformation of the par-

ticle surfaces that happened since the time when particle touched

t¼ tc,0. The second part, the dashpot, accounts for the energy dissipa-

tion of the tangential contact. The magnitude of the tangential force

is truncated to fulfil the Coulomb friction limit with μ being the coeffi-

cient of friction, where the particles begin to slide over each other.

2.5 | Turbulence modelling

The CFD equations are presented in the form of full NS equations

(Equations 1 and 2) modified for the two-phase systems. We used

RANS equations to resolve the fluid flow fields. Due to Reynolds aver-

aging, additional terms appear in momentum equations, called Reyn-

olds stresses. The Reynolds stresses need to be calculated/modelled

to close the RANS equations. One common approach is to calculate

Reynolds stresses based on Boussinesq's hypotheses of eddy viscos-

ity, which needs to be modelled. There are several models available to

calculate the eddy viscosity, thus Reynolds stresses, such as kEpsilon,

kOmega, kOmegaSST, and RNGkEpsilon, among many others. We

have evaluated these turbulence models for our coupled CFD–DEM

simulations in their ability to predict the flow and infiltration process.

It must be emphasized that the mathematical formulations of

these turbulence models are developed based on studies on single

i j

F IGURE 2 Simple spring-dashpot model. [Color figure can be
viewed at wileyonlinelibrary.com]
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phase fluid flow and some works have noticed the potential failure of

these turbulence models in specific flow scenarios (Gimenez

et al., 2021). A straight-forward application of turbulence models,

developed for single phase flow, to model two phase flow (fluid–

particle) is probably not appropriate. However, new mathematical for-

mulations for turbulence models considering the presence of particles

are yet to be developed and do not come under the scope of this

study.

2.6 | Numerical setup for pure DEM and coupled
CFD–DEM simulations

All the simulations are performed with open-source CFD and DEM C

++ toolkits, namely OpenFOAM and LIGGGHTS, respectively. A sep-

arate CFDEM-Coupling code (Kloss et al., 2012) is deployed to couple

the OpenFOAM and LIGGGHTS modules for coupled CFD–DEM sim-

ulations. The schematic of the applied unresolved CFD–DEM method

is shown in Figure 3. The CFD (OpenFOAM) and DEM (LIGGGHTS)

modules run sequentially and exchange data at a defined coupling

interval. The DEM module initializes/updates the particle position,

and the particle-related data such as diameter, position, and velocity

are mapped onto CFD meshes. On the CFD side, fluid–particle inter-

action forces and porosity are calculated and averaged (volumetric)

over each cell. Including the effects of fluid–particle interaction forces

and porosity, NS equations are solved numerically. Newly obtained

CFD flow fields such as velocity and pressure are transferred to the

DEM side, where the new position and velocity of particles are calcu-

lated. This procedure is repeated till the specified run time.

Reference flume experiment (Gibson et al., 2009) was numerically

simulated with the assumption that fine sediment and coarse gravel

can be represented by spherical mono-size particles, representing a

system of a binary mixture. Although due to this assumption, our sim-

ulations would not represent the exact gravel bed, void connectivity,

and fine sediment infiltration as that of the original experiment. Yet, it

should be able to provide enough information concerning the infiltra-

tion process and research questions, we aim to answer, as the

assumptions made would not change involved physics. The geometry,

particle and flow characteristics for pure DEM and coupled CFD–

DEM simulations are summarized in Table 1. Flow conditions corre-

spond to turbulent and subcritical flow, as Reynolds number and

Froude number are (based on free surface velocity and water depth)

94,500 and 0.6, respectively. Three different size ratios of 0.154,

0.231, and 0.414 are chosen for both pure DEM and coupled CFD–

DEM simulations. While size ratios of 0.154 and 0.414 correspond to

tetrahedral (dense packing) and cubical (loose packing) geometrical

packing configurations, respectively. The size ratio of 0.231 would

represent a combination of both types of geometrical packing config-

urations. Median gravel size (d50,Gravel = 8 mm) is chosen to represent

the coarse gravel bed, and corresponding fine sediment size is calcu-

lated as 1.232, 1.848, and 3.312 mm for the size ratios of 0.154,

0.231, and 0.414, respectively. For our coupled CFD–DEM simula-

tions, within the limitations of the unresolved CFD–DEM method, we

obtain the open channel velocity profile (OCF) without resolving the

interphase between air and water. The OCF is approximated using

the symmetry boundary condition applied at the top boundary. This is

a common CFD approach to model open channel flow without consid-

ering the air phase into the system.

The two main limitations of the unresolved CFD–DEM method,

mentioned before, namely the number and size of particles, restricted

us to resolve flow fields at relatively coarse scales (coarser than parti-

cle size) and also to reduce the domain size, which is significantly

F IGURE 3 Schematic of
unresolved CFD–DEM method
implemented using OpenFOAM,
LIGGGHTS and CFDEM-coupling
modules. CFD, computational
fluid dynamics; DEM, discrete
element method. [Color figure
can be viewed at
wileyonlinelibrary.com]
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smaller than the actual flume experiment. The original flume experi-

ment, adopted for our numerical simulations, was conducted in a

26 m long and 0.9 m wide flume, which would contain a much greater

number of particles than the method's limitation concerning the maxi-

mum number of particles (O � 107). To overcome these limitations,

we consider a reduced domain, which is 0.4 m long and 0.075 m wide

for coupled CFD–DEM simulations, and 0.15 m long and 0.075 m

wide for pure DEM simulations. In addition to the gravel bed region of

the domain, extended inlet and outlet channels are provided in

coupled CFD–DEM simulations to ensure that the flow is fully devel-

oped, before it reaches the gravel bed region. The extended inlet

channel also serves the purpose of providing extra space required

behind the insertion plane to generate and inject fine sediment.

Although, reduced domain (length- and width-wise) is considered for

numerical simulations, we keep the same gravel bed height (0.1 m)

and water depth (0.14 m) as that of the original experiment. Different

CFD mesh resolutions in the gravel bed and channel regions of the

domain are used, ensuring that the particles are smaller than the CFD

cell size in each part of the domain. In the channel section, much finer

CFD mesh resolutions could be provided, as only fine sediment gets

transported in this region of the domain, allowing us to resolve flow in

much greater detail in the channel section. It must be noted that both

pure DEM and coupled CFD–DEM simulations have the same size of

the gravel bed region of a length of 0.15 m, a width of 0.075 m, and a

height of 0.1 m. To inject fine sediment, an insertion plane is used,

which injects fine sediment at a specified mass flow rate for a speci-

fied duration. The insertion plane is located at 0.15 m downstream of

the inlet because the desired insertion rate required some volume

behind the insertion plane to generate and inject fine sediment. Due

to the recirculation of flow and sediment from the outlet back to the

inlet, and symmetry boundary conditions provided at the front and

back planes, the effect of reduced domain size should vanish, and real-

istic flow and sediment transport in numerical simulations are

expected, even with the reduced domain size. It must be emphasized

that for pure DEM simulations, we have only considered the gravel

bed region, and the fine sediment insertion plane is located above the

gravel bed. Whereas, for coupled CFD–DEM simulations, the water

flow enters through the inlet and fine sediment with desired mass flux

is injected with an insertion plane located 0.15 m downstream of the

inlet. Flow and fine sediment mass flux are linearly reduced for con-

sidered width of 0.075 m, which ensures that fine sediment and water

flow are introduced at the same rate as that of the original experi-

ment. The schematic diagram of the considered domain, with dimen-

sions and boundary conditions, is shown in Figure 4.

Firstly, pure DEM simulations are performed for the size ratios of

0.154, 0.231, and 0.414. Pure DEM simulations would represent the

infiltration process neglecting the flowing water effects. Keeping

the same particle phase (DEM settings), the cases for each size ratio

are modified to include the water flow and simulated with coupled

CFD–DEM approach. All the simulations are performed with

TABLE 1 Geometry, particle and
fluid flow characteristics for pure DEM
and coupled CFD–DEM simulations.

Coupled CFD–DEM simulations Pure DEM simulations

Geometry Gravel bed length = 0.15 m Gravel bed length = 0.15 m

Gravel bed width = 0.075 m Gravel bed width = 0.075 m

Gravel bed height = 0.1 m Gravel bed height = 0.1 m

Inlet channel length = 0.2 m Simulation

box = 0.15 � 0.2 � 0.075 mChannel width = 0.075 m

Outlet channel length = 0.05 m

Channel height (top boundary)

= 0.14 m

Simulation

box = 0.4 � 0.26 � 0.075 m

Particle (gravel and

sand)

Young's modulus = 5 � 106 N/m2 Young's modulus = 5 � 106 N/m2

Density = 2,700 kg/m3 Density = 2,700 kg/m3

Poisson's ratio = 0.45 Poisson's ratio = 0.45

Coefficient of restitution = 0.4 Coefficient of restitution = 0.4

Coefficient of friction = 0.5 Coefficient of friction = 0.5

Gravel diameter = 8 mm Gravel diameter = 8 mm

Sand diameter = 1.232, 1.848 and

3.312 mm

Sand diameter = 1.232, 1.848 and

3.312 mm

Fluid (water) Mean flow velocity = 0.675 m/s -

Density = 1,000 kg/m3

Kinematic

viscosity = 1 � 10�6 m2/s

Reynolds number = 94,500

Froude number = 0.6
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224 processors (28-way Intel Haswell-based nodes and FDR14 Infini-

band interconnect, 64 GB RAM per node) in a Linux cluster. For both

pure DEM and coupled CFD–DEM simulations, the initial gravel bed

is created with an initial bulk porosity of 0.454 by pouring gravel parti-

cles in the gravel bed region and then fine sediment is inserted at a

specified mass flow rate with water flow (for coupled CFD–DEM sim-

ulations) or without the water (for pure DEM simulations). The selec-

tion of the initial porosity of the created mono-sized gravel bed is in

accordance with previous pure DEM simulations (Bui et al., 2019a)

and recommendations provided in the review paper (Latham

et al., 2002). The mean water flow velocity of 0.675 m/s, the same as

that of the original flume experiment, is provided and recirculated

(cyclic boundary condition at the inlet and outlet). In the coupled

CFD–DEM simulations, the extended inlet and outlet channels ensure

fully developed turbulent flow at the inlet, and recirculation of flow

and sediment as well. This also allowed us to dampen off the effects

of reducing the domain size, as a reduced domain with recirculation

would be equivalent to a sufficiently long flume (ideally infinite

length).

Usually, DEM time steps are much smaller than CFD time steps

to ensure stable solutions and realistic particle behaviour. Whereas,

the stability on the CFD side is ensured by the Courant number cri-

teria. On the DEM side, it rather depends on Rayleigh and Hertz time

criteria. The DEM time step needs to be chosen sufficiently small to

capture the phenomenon of energy transmission through wave propa-

gation. Generally, it is sufficient to assume that all the energy is trans-

mitted through Rayleigh waves. Hertz time step ensures that particles

remain in contact sufficiently long enough to detect proper interaction

among them. The Rayleigh and Hertz times depend on particle charac-

teristics and materialistic properties. The DEM timestep is usually

within 10%–20% of these times. The DEM and CFD time steps are

selected following these criteria. The coupling interval is then calcu-

lated as the ratio of the CFD time step to the DEM time step. The

CFD and DEM modules run sequentially and transfer data at defined

coupling intervals. The simulation run times are 100 s for pure DEM

simulations and the coupled CFD–DEM simulations are run till, either

the gravel bed is completely filled or fine sediment got trapped in the

bed, obstructing further infiltration. Fine sediment is inserted at

the mass flow rate of 0.01 kg/s for 80 s in pure DEM simulations and

for 100 s in coupled CFD–DEM simulations, in total injecting 0.8 and

1 kg of fine sediment for pure DEM and coupled CFD–DEM simula-

tions, respectively.

3 | RESULTS

To evaluate porosity and fine sediment fraction profiles along the

depth of the gravel bed, a Matlab code has been written

(Equations 16–19). The simulation results contain the 3-D packing

information (demonstrated in Figure 5), such as the position and diam-

eter of infiltrated fine sediment and gravel particles. The 3-D packing

is cut at several planes across the depth (100 such planes have been

generated for the results presented here), generating circles of differ-

ent diameters at each cutting plane. With 100 planes cutting over

10 cm gravel bed depth, data are obtained for every 1 mm (smaller

than the smallest particle in the system) from top to bottom of the

bed. The area of generated circles is summed up at each cutting plane,

representing the area of the solid fraction at the cutting plane.

0.14 m

0.1 m

0.2 m 0.15 m 0.05 m

0.05 m

Fine sediment inser�on plane Outlet (cyclic)Inlet (cyclic)

Top (symmetry)

Inlet channel (no slip)

Gravel bed (no slip)
outlet channel (no slip)

Front and Back (symmetry)

Y

Z

X

F IGURE 4 Domain considered with
provided boundary conditions. [Color
figure can be viewed at
wileyonlinelibrary.com]

F IGURE 5 3D packing and circles generated cutting the packing
by plane located at yk: [Color figure can be viewed at

wileyonlinelibrary.com]
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Porosity (n) at the cut plane is calculated as the area of void divided

by the total area (solid and void areas). The fine sediment fraction (fs)

at the cut plane is calculated as the area of fine sediment particles

divided by the area of fine sediment and gravel particles. Although,

our calculation of porosity and fine sediment fraction is based on the

area instead of volume ratios, it represents the porosity and fine sedi-

ment fraction at each cut plane and would be required to evaluate,

how the porosity and fine sediment fraction varies along the depth of

the gravel bed.

Di,k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2
i �4 yk�yið Þ2

q
if yi�

Di

2
≤ yk < yiþ

Di

2
, ð16Þ

Ai,k ¼
πD2

i,k

4
, ð17Þ

n¼
Ak�

P
Ai,kð Þsmall


 þ P
Ai,kð Þlarge

o
Ak

, ð18Þ

fs ¼
P

Ai,kð ÞsmallP
Ai,kð Þsmallþ

P
Ai,kð Þlarge

: ð19Þ

3.1 | Pure DEM simulations

By assuming that the process of fine sediment infiltration into static

gravel bed can be described by a binary system of mono-sized spheri-

cal particles, theoretical packing limits based on different geometrical

packing configurations are considered. The initial gravel bed and final

infiltration state for the different size ratios after 100 s of simulation

run time are shown in Figure 6. The size ratio of 0.154, which ideally

represents the tetrahedral packing configuration, results in a densely

filled gravel bed. As expected for the size ratio of 0.154, fine sediment

first settles at the bottom of the bed, and then filling occurs from bot-

tom to top onwards, a so-called unimpeded static percolation is

observed. For the size ratio of 0.414, which ideally represents cubical

packing configuration, a so-called bridging behaviour is found, where

fine sediment particles get clogged just below the gravel bed surface,

precluding subsequent infiltration. A mixed behaviour is observed for

the size ratio of 0.231, where some fine sediment particles are

clogged in the gravel bed and some could reach the bottom of the

gravel bed, representing simultaneous occurrence of both bridging

and percolation infiltration processes. Fine sediment could also infil-

trate to the bottom of the gravel bed for the size ratio of 0.231, but it

generates a relatively less densely packed gravel bed, as compared to

the size ratio of 0.154. The bulk porosity of the initially created gravel

bed is 0.454 and it is reduced to 0.2166, 0.2879, and 0.4158 for size

ratios 0.154, 0.231, and 0.414 after the infiltration process,

respectively.

Figure 7 shows the detailed porosity (Figure 7a) and fine sedi-

ment fraction (Figure 7b) profiles along the gravel bed depth. One can

see that a significant reduction in porosity is predicted for size ratios

of 0.154 and 0.231. This reduction in porosity is almost uniform from

the bottom to the top of the gravel bed, as fine sediment could infil-

trate till the bottom of the gravel bed and filling could occur from bot-

tom to top onwards. In contrast to this, the reduction in porosity is

limited to the first 2 cm of the gravel bed for the size ratio of 0.414.

After this depth, which is equivalent to 2.5 times the gravel diameter,

no change in porosity is found. Fine sediment fraction profiles also

support these behaviours for different size ratios. It can be seen that

fine sediment first settles at the bottom and fills the voids upwards,

for a size ratio of 0.154 and more or less for a size ratio of 0.231 as

well. For a size ratio of 0.414, a bridging behaviour is observed and no

fine sediment particle is found below 2 cm of the gravel bed surface.

For the bridging case (size ratio 0.414), the maximum depth to which

fine sediment could infiltrate is found to be �2.5 times the gravel

diameter, which aligns with the previously observed bridging depth

(Beschta & Jackson, 1979; Diplas & Parker, 1992; Iseya &

Ikeda, 1987). Small fluctuations in fine sediment fraction and porosity

profile plots, along the gravel bed, might be due to our approach of

considering porosity and fine sediment fraction as area average

values, although porosity and fine sediment fraction are volume-based

quantities. These fluctuations are more predominant at the bottom of

the gravel bed, which might be due to wall effects and wall–particle

interactions.

From Figures 6 and 7, it is also evident that different infiltration

processes such as bridging, unimpeded static percolation, or a combi-

nation of both processes, could occur with the same gravel bed. In

contrast to the consensus in the field, this observation suggests that

the occurrences of bridging and percolation behaviours are indepen-

dent of gravel bed thickness. We emphasize again that the gravel bed

should be sufficiently thick enough to distinguish between these two

different infiltration processes. It is still an open question: what depth

of gravel bed is considered to be thick enough? Our hypothesized def-

inition of a ‘thick enough’ gravel bed (thickness >5 times the coarsest

gravel diameter) is reasonable and sufficient to distinguish between

F IGURE 6 Initial gravel bed (a) and pure DEM simulated
infiltration state at the end of simulation for size ratios of (b) 0.154,
(c) 0.231 and (d) 0.414. DEM, discrete element method. [Color figure
can be viewed at wileyonlinelibrary.com]
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these infiltration processes. The bridging depth is 2–5 times the

d90,Gravel, therefore the gravel bed needs to be thicker than this to

make a distinction between different infiltration processes. Closely

observing the porosity and fine sediment fraction profiles, one can

see that if the depth of the gravel bed was less than the bridging

depth (in our case, 2 cm or 2.5 times gravel diameter), one would have

misinterpreted the bridging as a percolation process. Fine sediment

could easily infiltrate till the bridging depth and one needs a thicker

gravel bed to clearly see if further fine sediment infiltration beyond

the bridging depth occurs or not. Although, our hypothesis seems rea-

sonable, it is based on previously observed bridging depth (Beschta &

Jackson, 1979; Diplas & Parker, 1992; Iseya & Ikeda, 1987) and our

simulations on the simple case of constant bed thickness and mono-

size spherical particles for gravel and fine sediment. A more thorough

investigation might be necessary, where the bed size, a wide range of

gravel and fine sediment, and non-sphericity should be considered,

before our hypothesized definition of a ‘thick enough’ gravel bed is

standardized.

3.2 | CFD–DEM simulations

To model the infiltration process with the coupled CFD–DEM

approach, numerical simulations are performed in two stages. In the

first stage, pure DEM simulations are performed to create the gravel

bed with pre-defined porosity. In the second stage, CFD–DEM cou-

pling is activated, where fine sediment particles are injected from the

insertion plane at a desired mass flow rate and recirculated from

the outlet to the inlet along with water flow. The simulation run times

and required CPU times are summarized in Table 2, comparing them

with their pure DEM counterparts. For smaller size ratios, it takes lon-

ger CPU time to reach the equilibrium infiltration state or steady-state

condition (fine sediment is either clogged or has completely filled the

gravel bed). The simulations for smaller size ratios are slower due to

the increase in complexity and the number of calculations required, as

a greater number of particles are required to represent the same mass

for smaller size ratios. The CPU time increases several folds (at least

�6 times) with the inclusion of flowing water (CFD–DEM simula-

tions). The coupled CFD–DEM simulations for larger size ratios are

run for a longer duration, as they were relatively faster than that of

smaller size ratios. The additional time required for coupled CFD–

DEM simulations is due to extra computational effort in resolving fluid

flow and the complexity associated with it.

The initial gravel bed and final infiltration states for different size

ratios at the end of the simulation can be seen in Figure 8. The Infiltra-

tion processes simulated with the coupled CFD–DEM approach

appear to be quite similar to their pure DEM counterparts. For the

size ratio of 0.154, fine sediment first settles at the bottom of
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F IGURE 7 Variation of (a) porosity and (b) fine sediment fraction along the depth of gravel bed for different size ratios at the end of
infiltration processes. [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 2 Simulation run time and CPU time (or process time) for pure DEM and coupled CFD–DEM simulations.

Size ratio

Pure DEM simulation Coupled CFD–DEM simulation

Simulation run
time (in seconds)

CPU time
(in hours)

Simulation run time
(in seconds)

CPU time
(in hours)

0.154 100 8.89 176 96

0.231 100 3.36 195 48

0.414 100 0.98 200 13.5

Abbreviations: CFD, computational fluid dynamics; DEM, discrete element method; CPU, central processing unit.
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the gravel bed and fills the voids from bottom to top onwards, repre-

senting the unimpeded static percolation. For the size ratio of 0.414,

fine sediment gets clogged just below the surface layer of the gravel

bed, representing the bridging infiltration process. For the size ratio of

0.231, a combination of both types of infiltration processes is

observed. The coupled CFD–DEM and pure DEM simulations, for all

size ratios, predict similar infiltration processes and final infiltration

states as well. The initial and final (after infiltration) bulk porosity of

the gravel bed for coupled CFD–DEM simulations and pure DEM sim-

ulations are shown in Table 3. The final porosities of the gravel bed

for coupled CFD–DEM simulations are 0.2238, 0.2866, and 0.4155

for size ratios of 0.154, 0.231, and 0.414, respectively. For smaller size

ratios (0.154 and 0.231), very dense packing is generated and a signifi-

cant reduction in porosity is predicted. This reduction in porosity is

almost uniform along the depth of the gravel bed. On the other hand,

for a higher size ratio (0.414), fine sediment gets clogged in the top

surface layer below the gravel bed and an overall decrease in porosity

is marginal. The final porosity values simulated with coupled CFD–

DEM approach, for each size ratio, are in a similar range as that of

final porosities simulated with pure DEM approach (see Table 3). The

difference in simulated final porosity values for coupled CFD–DEM

and pure DEM simulations are marginal and only 3%, 0.4%, and 0.07%

for size ratios 0.154, 0.231, and 0.414, respectively. This demon-

strates that fine sediment infiltration into static gravel bed seems to

be independent of the factor causing the infiltration process, that is,

fine sediment infiltration process is gravity-dominated.

The predicted bridging depth for coupled CFD–DEM simulation

(bridging case; size ratio 0.414) is also 2 cm (or 2.5 times the gravel

diameter), exactly the same as predicted in pure DEM simulation. For

the bridging case (size ratio 0.414), fine sediment could only infiltrate

2 cm in the gravel bed and this is true for both pure DEM and coupled

CFD–DEM simulations. Predicting the same bridging depth, irrespec-

tive of the factor causing the infiltration process, again solidifies our

observation that the infiltration process in fluvial deposits is gravity-

dominated. Similar to pure DEM simulation, small fluctuations are also

observed in the detailed porosity and fine sediment fraction profiles

of our coupled CFD–DEM simulations. The probable reason for this

fluctuating behaviour is already discussed in our previous pure DEM

section.

The coupled CFD–DEM simulated porosity and fine sediment

fraction profile plots for different size ratios, along with their pure

DEM counterpart, can be seen in Figure 9. Figure 9a,c,e compare the

coupled CFD–DEM simulated and pure DEM simulated porosity pro-

files for the size ratios of 0.154, 0.231, and 0.414, respectively.

Figure 9b,d,f compare the coupled CFD–DEM simulated and pure

DEM simulated fine sediment fraction profiles for the size ratios of

0.154, 0.231, and 0.414, respectively. It must be emphasized that the

initial gravel beds used in pure DEM and coupled CFD–DEM simula-

tions are not entirely the same and have a marginal variation in poros-

ity and void connectivity, which can be seen in the initial porosity

profile plots of the created gravel bed. This small difference in the ini-

tial gravel bed might be due to different wall treatments in pure DEM

and coupled CFD–DEM simulations and consequently their effects on

overall packing. To prepare the complex geometry in the coupled

CFD–DEM simulation, STL files are considered as walls. Whereas, in

pure DEM simulations simple rectangular box is considered by

F IGURE 8 (a) Initial bed and coupled
CFD–DEM simulated infiltration state at
the end of simulation for size ratios
(b) 0.154, (c) 0.231 and (d) 0.414. CFD,
computational fluid dynamics; DEM,
discrete element method. [Color figure
can be viewed at wileyonlinelibrary.com]

TABLE 3 Initial and final porosity (after infiltration) for different size ratios.

Size ratio
Gravel
diameter (mm)

Fine sediment
diameter (mm) Initial porosity

Final porosity

Pure DEM
simulation

Coupled CFD–DEM
simulation

0.154 8 1.232 0.454 0.2166 0.2238

0.231 8 1.848 0.454 0.2879 0.2866

0.414 8 3.312 0.454 0.4158 0.4155

Abbreviations: CFD, computational fluid dynamics; DEM, discrete element method.
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treating planes as walls (no STL files). Additionally, the packing process

is stochastic and might lead to small differences in created initial

gravel beds, each time they are generated. Due to the marginal

difference in the created initial gravel bed, a small difference in

coupled CFD–DEM and pure DEM simulated final infiltration state is

expected but the bulk behaviours of the infiltration process should
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F IGURE 9 Comparison of coupled CFD–DEM simulated and pure DEM simulated infiltration processes in terms of porosity and fine
sediment fraction for different size ratios. CFD, computational fluid dynamics; DEM, discrete element method. [Color figure can be viewed at
wileyonlinelibrary.com]
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not change. For the size ratio of 0.154 unimpeded static percolation,

for the size ratio of 0.414 bridging, and for the size ratio of 0.231 a

combination of both infiltration processes is observed and these

behaviours are consistent for pure DEM and coupled CFD–DEM sim-

ulations. For the unimpeded static percolation case (size ratio 0.154),

fine sediment first settles at the bottom and filling occurs from bot-

tom to top onwards. For the bridging case (size ratio 0.414), fine sedi-

ment gets clogged near the bed surface and the maximum depth, they

could infiltrate, is 2 cm, which is equivalent to 2.5 times of gravel

diameter. The bridging depth of 2.5 times the gravel diameter aligns

with the previous observations (Beschta & Jackson, 1979; Diplas &

Parker, 1992; Iseya & Ikeda, 1987). As discussed in our pure DEM sec-

tion, the gravel bed depth must be thicker than the bridging depth

(usually 2–5 times d90,Gravel), so that the different infiltration pro-

cesses can be distinguished. Although, our hypothesized definition of

‘thick enough’ gravel bed seems reasonable and logical, a more thor-

ough investigation using numerical simulations and flume experiments

might be necessary, where gravel bed depth, a wide range of gravel

and fine sediment and non-sphericity of particles should also be

addressed, before our hypothesized definition of ‘thick enough’ gravel
bed is standardized.

3.3 | Effect of turbulence models on the
infiltration process

We evaluate four different turbulence models, namely the kEpsilon,

kOmega, RNGkEpsilon, and kOmegaSST model, in their ability to pre-

dict physical and realistic flow and infiltration process. For this pur-

pose, we only consider the size ratio of 0.154 (unimpeded static

percolation case). The streamwise mean (RANS resolved) and fluctuat-

ing velocity (modelled) profiles of water flow at the inlet, and porosity

and fine sediment fraction profiles in the gravel bed region, for these

turbulence models, are compared and summarized in Figure 10. It
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must be emphasized that RANS resolves only up to mean flow statis-

tics and the turbulent fluctuations are modelled using turbulence

models by assuming the turbulence is isotropic in the whole domain.

Turbulent fluctuations are simply calculated from modelled turbulent

kinetic energy (k) as u0 ¼ ffiffiffiffiffiffiffi
2k=3

p
. Unfortunately, there were no detailed

velocity profiles (both for mean flow and turbulent fluctuations) mea-

sured in the reference experiment. However, qualitative observation

of the velocity profiles reveals that, all the RANS turbulence models,

considered, are able to predict realistic mean fluid velocity profiles

(Figure 10a). Omega-based models predict small and physically realis-

tic turbulent fluctuations, whereas Epsilon-based models predict large

turbulent fluctuations (Figure 10b). As seen in Figure 10c,d, there is

hardly any difference in predicted final porosity and fine sediment

fraction profiles, for the turbulence models considered. It can be seen

that the final porosity and fine sediment fraction profiles, for all the

turbulence models, are overlapping. This is due to the fact that only

mean flow statistics are used to calculate fluid's effect on particle

motion. As long as the mean flow fields are accurately captured by

the turbulence model used, similar infiltration processes will be pre-

dicted irrespective of the turbulence model. However, this approach

can only be applied for low-flow conditions, where the gravel bed

remains static and fine sediment simply get transported over the

gravel bed. The comparison of our pure DEM and coupled CFD–DEM

simulations, for different size ratios considered, advocates that the

process of fine sediment infiltration into static gravel bed is mainly

gravity-dominated. Therefore, one may simply neglect the effect of

turbulent fluctuations on the infiltration process. In high-flow condi-

tions, to predict accurate and physically realistic sediment transport, a

proper evaluation of turbulence fluctuations might be important and

should be included by some additional models such as Stochastic dis-

persion models (Minier et al., 2014). Our results on different turbu-

lence models demonstrate that for the low-flow conditions, where the

process of fine sediment infiltration into the immobile gravel bed

seems to be gravity-dominated, any of the turbulence models can be

applied as long as it is able to capture mean flow statistics properly.

From Figure 10c,d, it can be seen that large predictions of turbu-

lent fluctuations are not propagated to the infiltration process. Final

porosity and fine sediment fraction profiles are overlapping for all the

turbulence models considered. In the unresolved CFD–DEM method,

the forces acting on particles, due to fluid flow, are calculated using

empirical equations, mostly based on mean flow statistics. In a broader

sense, the information on the fluid velocity at the particle's position

(fluid velocity seen by particles) is used to calculate fluid–particle

interaction forces (see Section 2.3). The more precisely flow fields are

resolved, the more accurate estimation of the interaction forces is

expected, thus more physical particle's trajectory is predicted. For

example, direct numerical simulation (DNS) and large-eddy simulation

(LES) in conjunction with DEM could be alternative approaches. As

DNS and LES resolve flow beyond mean flow fields and eventually

would result in a more accurate estimation of fluid–particle interac-

tion terms. The DNS–DEM or LES–DEM is mostly not possible, espe-

cially for particles larger than typically resolved flow fields (Jaiswal

et al., 2022). One has to compromise with the coarsely resolved flow

fields, such as mean flow fields, resolved with the RANS approach,

especially dealing with large particles such as gravel and sand. The

RANS–DEM approach neglects the effects of turbulent fluctuations

on the particle's trajectory and additional dispersion models would be

required to recover the lost turbulent fluctuations due to RANS aver-

aging (Bocksell & Loth, 2006; Jaiswal et al., 2022; Loth, 2000; Minier

et al., 2014). However, the inclusion of the dispersion model should

be decided based on the process under consideration and might not

be necessary. It might be sufficient to include only mean flow statis-

tics, yet able to capture realistic particle behaviour in a turbulent flow.

In many physical processes, especially disperse-particle flow, it might

be necessary to include the effect of turbulent fluctuations on particle

motion. As our results demonstrated that the process of fine sediment

infiltration into static gravel bed is mainly gravity dominant process,

therefore the inclusion of additional dispersion models might not be

necessary. We expect that the effects of turbulent fluctuations can

only be neglected in low-flow conditions. As soon as the gravel parti-

cle starts to move, it cannot be simply assumed as a gravity-

dominated process and under those scenarios, one should include the

effect of turbulent fluctuations using dispersion models.

Among the two main factors (gravity and turbulence) describing

the infiltration process, suggested by Huston (2014), an eddy-

resolving approach could be applied to assess the turbulence effect

on infiltration in greater detail. This can be achieved by employing a

more detailed approach ‘resolved CFD–DEM’ to model the infiltration

process. The eddy generation and dissipation process can be properly

captured by DNS thus turbulence effects on the infiltration process

can be in detail investigated. The resolved CFD–DEM method calcu-

lates interaction forces acting on particles (i.e., fluid–particle interac-

tion force) by integrating fluid stresses on the surface of particles,

rather than empirical models used in unresolved CFD–DEM. How-

ever, it requires enormous computational resources and is limited to

the maximum order of 103 particles (Bérard et al., 2020; Kloss et al.,

2012). Due to the small number of particles in resolved CFD–DEM

method, the resolved CFD–DEM approach might not be appropriate

to model and capture the bulk behaviour of large systems, such as fine

sediment infiltration into gravel bed.

4 | DISCUSSION

From both pure DEM and coupled CFD–DEM simulations, it is evi-

dent that the claims made in several previous studies that only bridg-

ing type of infiltration process occurs in nature and fine sediment

infiltrate only till limited depth and percolation is simply an artifact of

the shallow gravel bed, is not true. As shown in our both pure DEM

and coupled CFD–DEM simulations, both infiltration processes, some-

times a combination of both, could occur within the same gravel bed.

The occurrence of bridging and percolation mainly depends on the rel-

ative size of fine sediment and gravel; in a broader sense it depends

on relative grain size distributions of fine sediment and gravel. Gravel

grain size distribution determines the size of voids formed and even-

tually the smallest size of fine sediment, which could pass through
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it. Fine sediment distribution eventually decides if the packing

(or infiltration) could occur by bridging or percolation mechanism.

Based on our results, we advocate that it is the relative size ratio of

fine sediment and gravel that ultimately determines, which type

of infiltration would occur.

Furthermore, our results for pure DEM and coupled CFD–DEM

simulations, for different size ratios, suggest that the infiltration pro-

cess is gravity-dominated. Considering a realistic scenario of gravel

beds in natural streams. Usually, there exists low permeable or imper-

meable strata below the gravel bed. This implies that there is an insig-

nificant amount of downward flux (almost zero flow) along the

direction of the bed depth due to the impermeable surface below

the gravel bed in natural streams. Flume experiments are mostly

aimed to model fluvial processes occurring in natural streams neglect-

ing surface-ground water exchange. Our CFD–DEM setup is a repre-

sentation of the infiltration process occurring in the flumes and

natural streams, below which there exists an impermeable stratum.

The hypothesis (Cui et al., 2008), suggesting that the process of fine

sediment infiltration through intra-gravel flow is similar to the infiltra-

tion process driven by gravity, seems to be reasonable, even in sce-

narios, when there is a downward flux (flow along the gravel bed

depth). We expect that the bridging and percolation should still be

predominantly a function of pore space geometry and its connectivity.

Even, when there is a downward flow (due to the permeable surface

beneath the gravel bed, also called intra-gravel flow), it cannot push

the fine particle further downward (if pore space is smaller than parti-

cle size), unless the gravel bed is mobilized. This argument strongly

indicates that Cui's hypothesis might be valid even when there is

downward flux. It must be emphasized that this hypothesis does not

hold true for high-flow conditions, when the gravel bed becomes

dynamic and mobile. As soon as the gravel particles in the bed start to

move, which would typically be expected in high-flow conditions, the

infiltration processes can no longer be simulated as a gravity-driven

configuration and the water flow and turbulence effects must be

included in the numerical simulations. However, as long as the gravel

bed remains immobile, typically in low-flow conditions, one can simply

simulate the infiltration process considering the system as pure granu-

lar media and yet able to predict realistic infiltration processes with

much lesser computational resources and time, as shown by our pure

DEM and coupled CFD–DEM simulations. However, this can be fur-

ther investigated and verified by making the surface below the gravel

bed permeable in coupled CFD–DEM simulations.

Our hypothesized definition of a ‘thick enough’ gravel bed

(thicker than five times the coarsest gravel diameter) seems to be rea-

sonable, as the maximum bridging depth is 2–5 times the d90,Gravel.

One would need a thicker gravel bed to distinguish between the

bridging and percolation behaviours. In our case, the gravel bed thick-

ness is 10 times the gravel bed diameter (sufficiently thick). We could

simulate both types of infiltration processes within the same bed

thickness. This demonstrates that bridging and percolation infiltration

processes could occur in the same gravel bed and it mainly depends

on the size ratios of considered fine sediment and gravel, rather than

the gravel bed thickness.

One question that should be addressed here is: if both percola-

tion and bridging could occur within the same depth of the gravel bed,

which is thick enough, then why did Wooster et al. (2008) observe

only bridging (or clogging) behaviour, despite using various combina-

tions of gravel and fine sediment in their flume experiment? This hints

towards the possibility that the materials, used in their experiment,

might coincidently fall below the threshold for the bridging (d15,Gravel/

d85,Fine Sediment < 10.6). To check for this possibility, we analyzed the

data presented in their paper against the size ratio thresholds for

bridging and percolation of Gibson et al. (2009). The d15,Gravel for dif-

ferent zones (different locations in flume) is directly extracted from

the gradation curves provided in their paper. Unfortunately, for the

fine sediment, only geometric mean (Dg) and standard deviation (σg)

were reported in their paper, rather than a full gradation curve. Often,

natural sediments follow a log-normal distribution and d84.1 (�d85)

and d15.9 (�d15) can be approximated (Sundar & Sannasiraj, 2019) with

geometric mean (Dg) and standard deviation (σg). Assuming fine sedi-

ment, used in Wooster et al.'s flume experiment, follow a log-normal

distribution, a simple model is used to approximate the d85,Fine Sediment,

using the following relation:

Dg¼ d84:1d15:9ð Þ1=2, ð20Þ

σg¼ log
d84:1
d15:9

� �1=2

: ð21Þ

We analyze the dataset presented in their paper and our approxi-

mated d15,Gravel/d85,Fine Sediment for each zone can be seen in

Figure 11. Almost all combinations of fine sediment and gravel used

in their experiment lie below the size ratio threshold for bridging

(d15,Gravel/d85,Fine Sediment < 10.6), except one section (Zone 4; refer

to their paper for details). In Zone 4, the approximated d15,Gravel/d85,
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F IGURE 11 d15,Gravel/d85,Fine Sediment for each zone in flume
experiment of Wooster et al. (2008). [Color figure can be viewed at
wileyonlinelibrary.com]
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Fine Sediment is found to be 16 (near 15.4; percolation limit). Being at

the border of bridging and percolation limits, the combination of

bridging and percolation should have occurred in Zone 4. As the

experiment was stopped by visual observation by looking through

the glass walls of the flume, when the top surface layers of the whole

flume (almost all zones) were clogged with fine sediments. Zone

4 might have remained unsaturated by the time the flume experi-

ment was stopped. This section of the flume (Zone 4) could have

shown the percolation behaviour (or combination of bridging and

percolation) if the flume experiment would have run for a longer

duration. As the size ratios, for most of the fine sediment and gravel

combinations used in their experiment, corresponded to the bridging

process, they observed only the bridging type of infiltration. Second,

their observation of bridging behaviour in Zone 4 might be also due

to different equilibrium fine sediment transport rates upstream and

downstream of Zone 4. As different gravel sizes were used in each

zone, they would be requiring different equilibrium fine sediment

rates. This would affect the fine sediment transport process in other

zones, depending on if the upstream or downstream section (zone)

has more or less transport capacity than fine sediment entering that

zone. One would have to run the experiment for a sufficiently long

duration to make sure that the effects of different equilibrium fine

sediment transport in different zones are vanished. The above dis-

cussion hints that Wooster's observation of only the bridging infiltra-

tion process, in their flume experiment, might be due to (a) the most

of gravel and fine sediment material lying below the threshold for

the bridging process, and (b) the short run-time of the flume

experiment.

Another limitation, of not only the applied unresolved CFD–DEM

method but also in general of the CFD–DEM method, is its inability

to resolve fluid-air interphase. While, modelling systems involving

multi-phases such as open channel flow with sediment transport (air,

water, and particle), it might be important to capture the dynamics of

the free surface. This would require the extension of the applied

CFD–DEM method by coupling it with some interphase resolving

methods, such as the level set method or volume of fluid method

(VOF) (Harikrishnan & Mahapatra, 2021; Nan et al., 2023; Washino

et al., 2023). However, the infiltration process occurs far from the

free surface, as fine sediment infiltrates into the gravel bed as a result

of bed load transport. Therefore, resolving the interphase between

air and water (free surface) should not be causing any significant

change in modelling infiltration processes and the final state of

infiltration.

Furthermore, we have considered only spherical particles in our

simulations but natural sediment particles have non-spherical shapes.

Non-spherical particles behave much differently than spherical parti-

cles and particle shape could have significant effects on fluid–particle

interactions and resultant particle movement (Washino et al., 2023).

Additionally, natural sediment consists of various grain size distribu-

tions (non-uniform/polydisperse particles). We expect that a more

realistic and accurate infiltration process could be obtained with

numerical simulations by considering the non-sphericity and non-

uniformity of particles into account.

5 | CONCLUSION

The process of fine sediment infiltration into static gravel bed is inves-

tigated by means of numerical simulation, where the mechanical

behaviour of particles is considered using the DEM and fluid flow

(water) is resolved using CFD. Due to various limitations of the

applied unresolved CFD–DEM method, concerning the number and

size of particles, and computational requirements, a smaller domain

size, with monodisperse spherical particles for gravel and fine sedi-

ment, is considered. Two separate sets of simulations, namely pure

DEM and coupled CFD–DEM simulations, are performed. Numerical

simulations are based on the assumption that the process of fine sedi-

ment infiltration into a static gravel bed can be represented by a

binary mixture of mono-sized spherical particles. Theoretical packing

limits corresponding to the different geometrical configurations are

considered for both sets of simulations. Taken together, the following

conclusions can be drawn from the conducted study:

• The pure DEM (neglecting water flow) and coupled CFD–DEM

(considering water flow) simulations of fine sediment infiltration

into static gravel bed demonstrate that the process seems to be

gravity-dominated. Our results and discussion advocates for Cui's

hypothesis that fine sediment infiltration through intra-gravel flow

is similar to fine sediment infiltration driven by gravity. This implies

that the process could simply be simulated and studied using

models developed for pure particle systems, such as stochastic

models, analytical packing models, and also pure DEM simulations.

However, this holds true for low-flow conditions, where the gravel

bed remains immobile (static). As soon as gravel starts to move, the

process cannot be modelled with pure particle models and flowing

water and turbulence effects must be included.

• In contrast to the consensus in the field, we could able to simulate

both bridging and percolation types of infiltration processes within

the same gravel bed. For the size ratio of 0.154, 0.414, and 0.231,

unimpeded static percolation, bridging, and a combination of bridg-

ing and percolation are observed, respectively. This shows that the

occurrence of bridging and percolation processes are independent

of gravel bed thickness, rather it only depends on the relative grain

size distribution of fine sediment and gravel (size ratio).

• A sufficient thick gravel bed is necessary to distinguish between

bridging and percolation behaviours. Based on our predictions and

previous observations of bridging depths, we hypothesize that a

gravel bed deeper than five times the coarsest gravel diameter can

be considered as a thick bed. Although, our hypothesis seems rea-

sonable, a more thorough investigation is required considering dif-

ferent gravel bed depths, detailed grain size distributions

(polydisperse particles) and non-sphericity of particles, before our

hypothesis is standardized.

• Previous claims that there is only a bridging type of infiltration

occurs in nature and percolation behaviour is simply an artifact of

the shallow gravel bed, supported also by recent studies of Cui

et al. (2008) and Wooster et al. (2008), are not true. Our analysis

indicates that almost all gravel-fine sediment combinations used in
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their experiment lie below the bridging threshold. Additionally,

their observations might also be due to the short run-time of the

flume experiment.

• As long as the mean flow fields are correctly captured and the

gravel bed remains immobile, the turbulence models seem not to

affect the final state of infiltration. This also indicates that the fine

sediment infiltration into static gravel bed is a predominantly

gravity-driven process. However, our simulations are based on

fluid–particle interaction forces, which do not consider the effect

of turbulent fluctuations into account. It might be interesting to

include the effects of the turbulent fluctuations either by simple

dispersion models or by turbulence-resolving methods (resolved

CFD–DEM) and simulate the infiltration process. This would solid-

ify our observations that fine sediment infiltration is in-fact gravity

dominant.

We have restricted ourselves to mono-disperse (uniform) gravel

and fine sediment, due to computational and time restrictions. It might

be interesting and helpful to include polydisperse (non-uniform) gravel

and fine sediment with varying flow conditions, different gravel bed

depths, and possibly the non-sphericity of particles. Turbulence-

resolving approaches (resolved CFD–DEM) would provide more

detailed insights into flow and infiltration processes occurring through

the gravel bed. The resolved CFD–DEM approach would be helpful to

assess the effects of turbulence on the infiltration process and clog-

ging depth by directly resolving the phenomena of production and dis-

sipation of turbulent eddies. As mentioned before, the resolved CFD–

DEM approach is probably not a suitable approach to model the infil-

tration process, due to its limitation concerning a very limited number

of particles and heavy computational requirements. Despite several

simplifications and assumptions made to model the infiltration pro-

cess, results obtained in the current study with unresolved CFD–DEM

method, are indeed able to fill some research gaps in the overall

understanding of the infiltration mechanism. A more detailed study,

considering larger domain size and actual grain size distributions of

fine sediment and gravel, would be helpful to solidify our conclusions.

However, the applied unresolved CFD–DEM method (or CFD–DEM

method in general) is computationally demanding and limited to a def-

inite number of particles. With a large number of particles and varying

PSD, the computational requirement will increase exponentially. This

would be very difficult with currently available computer architecture,

solution, and coupling algorithm and without proper and efficient par-

allelization (MPI load balancing). GPU-based codes for CFD–DEM

coupling will also be helpful to simulate the process in realistic

timeframes.
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Abstract: Fine sediment infiltration and subsequent clogging in a gravel bed affect several fluvial,
ecological, and biological processes, resulting in the degradation of the river ecosystem. Despite
many experimental and a few numerical studies, the process is yet to be entirely understood. We
employed a pure Lagrangian framework, called the Discrete Element Method (DEM), to numerically
investigate the infiltration process. Special attention is given to tackling the issue of non-spherical
and irregular particle shapes and particle size distributions (PSDs) in numerical simulations. Due
to computational limitations, these aspects were either not considered or simplified in previous
numerical studies. We implicitly included non-spherical and irregular shape effects through rolling
resistance models, which do not cause excessive computational overhead. Our study shows that
rolling resistance models greatly influence packing and fine sediment infiltration. However, they
may also lead to unphysical particle behavior; thus, they should be carefully used in numerical
simulations. Oversimplified PSDs do not mirror natural systems, and full PSDs pose computational
challenges. Sufficient grain classes are needed to mimic the non-homogeneity and poly-dispersity
found in natural fluvial sediments. The infiltrating characteristics of sand concerning PSD and shape
effects are linked to size ratio D15,Gravel/D85,Sand, assuring physical and realistic modeling of the
infiltration process.

Keywords: fine sediment infiltration; static gravel bed; particle shape; particle size distributions
(PSDs); discrete element method (DEM); rolling resistance models

1. Introduction

The gravel bed and the pore space within the bed structures are crucial in sustaining
a healthy river ecosystem [1–3]. Fish and other microorganisms utilize the pore space
in the gravel bed for reproduction and living purposes. Fine sediment clogging (e.g.,
sand, silt, and clay) in the gravel bed harms several ecological processes, such as fish
spawning [4], macrophytes’ root length [5], and habitat of subsurface invertebrates, and
may cause subsurface contamination [6,7]. Additionally, it hinders surface–subsurface
interaction, which is a function of pore space and permeability of the gravel bed [8,9].
Fine sediments are flushed during dam removal operations, which are a standard practice
to recover the reservoir’s capacity [10–16]. Fine sediment can also join the river systems
through landslides, forest fires, changes in land use and land cover, mining activities, and
dredging [17–21]. The fine sediment, joining the river system, fills the coarse sediment
deposit downstream, decreasing the pore space in the gravel bed and eventually degrading
the river ecology. An understanding of variation in pore space along the depth of the
gravel bed, as a result of fine sediment infiltration, is required to have a better sediment
management strategy to sustain the healthy river ecosystem.

The fluvial sediments consist of different particle sizes and non-spherical and irregular
particles, which pose a major challenge in accurately predicting packing structures and
pore space variation. The process of infiltration/packing can be mainly studied using
three different approaches: (a) experimental investigations, (b) analytical and stochastic
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models, and (c) numerical simulations. In this regard, a set of experimental works has been
conducted to study the packing and infiltration process. Experimental investigations are
most accurate but time- and resource-consuming. Furthermore, controlling all the interde-
pendent parameters in the experimental investigations is difficult. The second approach is
analytical and stochastic models, which are usually based on simple process equations. A
limited number of analytical models have been developed to predict the packing behavior.
In analytical and stochastic approaches, simple equations are developed and solved. The
two most famous analytical models are linear and linear-mixture packing models [22–24],
which were developed to model the random packing of particles. However, these analytical
approaches are limited to a binary or ternary mixture. Moreover, incorporating the shape
effects in the existing analytical models is very challenging since sediment particles have
random shapes, which might differ significantly from one another. Some stochastic models,
based on relative pore space geometry and particle size, have also been developed [25,26].
The analytical and stochastic models have many constraints in relation to particle shape,
particle size distributions (PSDs), and water flow effects. Therefore, simple analytical
and stochastic models cannot be directly used to replicate the infiltration process in the
natural systems, where these aspects become significantly important. The third approach,
so-called numerical simulations, can also be employed to study the sand infiltration process.
In numerical simulations, equations based on physical laws describing the process are
numerically solved. Compared to the experimental, analytical, and stochastic approaches,
the numerical simulations allow us to have better control over parameters, which are
mainly responsible for the physical process under consideration. Additionally, numerical
simulations can provide more detailed information with relatively fewer resources such as
money and time. Numerical simulations can be categorized into 1D, 2D, and 3D modeling
approaches, which solve fluid flow to a certain extent of detailing, coupled with sediment
transport equations. The relatively simple empirical equations for sediment transport are
governed by mean flow, which is usually a function of resistance parameters. The flow re-
sistance formulations that consider different effects can be found elsewhere [27]. However,
simple sediment transport and flow resistance equations are not enough to obtain particle
scale information. Therefore, one has to consider more advanced simulation approaches
(e.g., Lagrangian particle tracking), which resolve each particle present in the system.

With recent advancements in computational architecture, efficient solution algorithms,
and relatively easy accessibility to high-performance computing (HPC) facilities, numerical
simulations can be performed in much greater detail, which was almost impossible a decade
ago. One such advanced numerical method allows us to track each particle individually,
along with its interaction with fluid and other contacting particles (Lagrangian particle
tracking). Such a detailed numerical simulation can be further subcategorized into coupled
or uncoupled approaches, which can be adopted depending on the process under consider-
ation, the level of complexity, and the computational resources available to accommodate
that level of complexity. In the coupled approach, computational fluid dynamics (CFD) is
utilized to solve flow fields, and particles are tracked in the Lagrangian framework using
Newton’s second law of motion, also called the Discreet Element method (DEM). The cou-
pled CFD–DEM approach allows for a comprehensive inclusion of fluid–particle interaction
terms in the governing DEM equations; however, it adds computational overhead on top
of expensive DEM computations. In the uncoupled approach, particles can be tracked
simply with the DEM equations, neglecting the flow effects. In this paper, we employ
the pure Lagrangian framework (DEM) to simulate and investigate the sand infiltration
process by considering PSDs and implicitly accounting for the effects of non-sphericity and
irregularities in particle shape.

The process of sand infiltration into the gravel bed has been experimentally stud-
ied for over 75 years, from the first study by Einstein [28] to many other experimental
studies [19,29–37]. These experiments were performed on different experimental setups
with different flow conditions and different gravel and sand compositions and by using
various measurement techniques. The experimental investigations have resulted in the
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development of empirical equations, usually limited to similar scenarios as experimental
conditions. A straightforward comparison between different experimental works is not
possible, yet researchers have been able to observe two distinct infiltration processes. One
of them, where the filling of the gravel bed occurs from the bottom to the top, is called
unimpeded static percolation, and the other is called bridging or clogging, where most of
the sand becomes clogged in the upper surface layer. The occurrences of these two distinct
infiltration processes are mainly a function of the relative sizes of sand and gravel, more
precisely on D15,Gravel/D85,Sand [38,39]. D15,Gravel and D85,Sand represent the gravel and
sand sizes at which 15 and 85 percent of the material is finer. Some studies have observed
only unimpeded static percolation [28–33]. In contrast, many researchers have claimed that
the bridging type on infiltration is predominant, and percolation is simply an artifact of a
shallow gravel bed [8,19,34–37]. This behavior is also supported by recent studies [8,40],
which advocates that the bridging behavior is dominant in the natural fluvial systems.
However, both bridging and percolation behavior in sufficiently thick gravel beds have
been observed in the recent experimental [38] and numerical investigations [41–43].

The sand infiltration process has also been studied with advanced numerical simu-
lations (e.g., particle tracking methods). Recently, Bui et al. [41,42] replicated Gibson’s
experiment numerically and were able to obtain quite good agreement with experimental
data. However, they neglected the effects of flowing water (modeled in a pure DEM frame-
work), simplified the PSD with a simple distribution with a mean and standard deviation,
and did not consider the effects of non-sphericity and irregularities in particle shape as well.
The work has been extended by Jaiswal et al. [43] by including the effects of flowing water
on the infiltration process (modeled in the coupled CFD–DEM framework). However, they
only considered the binary mixture to represent the gravel–sand system with free-rolling
spherical particles. Despite several simplifications in the above-mentioned numerical stud-
ies, significant contributions to the understanding of the sand infiltration process have been
made. Jaiswal et al. [43] numerically showed that bridging and percolation could occur
within the same gravel deposit despite being subjected to the same flow conditions, as
reported in the experimental study of Gibson et al. [38]. Jaiswal et al. [43] emphasized that
the gravel bed should be sufficiently thick to distinguish between the above-mentioned
two distinct infiltration processes, and accordingly, they suggested a suitable gravel bed
thickness (minimum of five times the coarsest gravel diameter) for such a purpose. Fur-
thermore, they also confirmed that the process of sand infiltration into static gravel beds is
mainly gravity-dominated, which was first hypothesized by Cui et al. [40]. However, the
above-mentioned numerical studies, based on the Lagrangian framework [41–43], have
entirely neglected the effect of particle shape on the overall packing and sand infiltration
process. Additionally, in previous numerical studies [41–43], particle size distributions
(PSDs) of gravel and sand are simplified by a binary mixture or simple PSDs with a mean
and standard deviation.

Particle size distributions (PSDs), particle shape, and texture are essential in how
gravel bed packing is formulated and how fine sediment infiltrates into the gravel deposit.
As mentioned above, previous numerical studies have neglected these aspects. Many
studies on various fluid–particle systems have indicated that particle shape can have a
significant role in the particle–particle and fluid–particle interaction terms [44–47]; thus,
it cannot be neglected. The particle shape effects can be either included by resolving the
actual particle shape or by including the shape effects implicitly by adding some rolling
resistance to the particles [45]. Resolving different shapes is computationally expensive
and adds an extra burden on top of the complexity and limitations in the Lagrangian
framework, especially when dealing with a large number of particles. Some simplified
non-spherical objects (e.g., ellipsoid, cube, multi-sphere, and super-quadric) can be used
to consider non-spherical particles [48–51]. However, they also do not represent natural
sand and gravel shapes, which can be very different from one another. Another approach
to consider particle shape effects implicitly is by restricting the rolling of the particles
with simple models, which seem to be an efficient tool to investigate shape effects on the
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sand infiltration process. Other physical and chemical factors may also become relevant
depending on the particle size and system under consideration. Several studies on the fine
sediment migration in porous media that considered the effects of these factors and focused
on chemical engineering applications can be found in the recent literature [52–55]. The
current study focuses on the sand–gravel system, where these effects seem insignificant.
We employ three different rolling resistance models and compare their abilities to capture
particle shape effects on the process of sand infiltration into the static gravel bed.

Moreover, the inclusion of exact/full PSDs of gravel and sand (poly-disperse nature
of sediments) in the analytical and stochastic models is incredibly difficult and not well-
established. Considering full PSDs is also a challenging issue in numerical simulations,
where broader PSDs result in a larger number of particles. When full PSDs are included,
instead of simpler PSDs with fewer grain classes, a larger number of particles are required
for the same mass or volume of sediments. Most of the numerical studies on the infiltration
process have simplified the PSDs by considering fewer grain classes than exact gravel and
sand compositions. In this paper, we test both full PSDs and simplified versions of PSDs
for the adapted experiment to shed more light on the effect of particle size distribution on
the numerical simulation of the sand infiltration process.

To our knowledge, there are very few studies on the process of sand infiltration
into the gravel bed using the Lagrangian framework, where each particle is resolved and
tracked. However, with the recent advancements in computational architecture, solution
algorithms, and accessibility to supercomputing facilities, advanced numerical methods
(e.g., Lagrangian particle tracking) are becoming popular tools for investigating complex
physical problems. Nevertheless, the previous pure DEM and coupled CFD–DEM studies
have simplified the particle size distributions (PSDs) and entirely neglected particle shape
effects on the sand infiltration process. Considering the fact that the process of sand
infiltration into the static gravel bed is gravity-dominated, and due to computational
constraints, we chose to perform pure DEM simulations and focus on particle shape and
PSD aspects. Thus, we model the particle shape (non-sphericity and irregularity) effects
by including it implicitly with rolling resistance models in the DEM equations. Several
infiltration cases (corresponding to bridging and percolation) are considered, dealing with
a wide range of gravel sand compositions. Special attention is given to the conditions,
which might lead to situations where rolling resistance should be avoided to obtain the
correct behavior of infiltrating sand particles. Moreover, we tested the effects of the particle
size distributions (PSDs) on the sand infiltration into the static gravel bed by reducing the
number of grain classes in sand and gravel PSDs. The paper is arranged into the following
sections: first, the governing equations and rolling resistance models are described; this
is followed by the numerical setup of the adopted experiments; after that, the results are
presented and discussed, followed by the main conclusions of this study.

2. Governing Equations and Rolling Resistance Models

The advanced numerical approach in the pure Lagrangian framework is considered to
track each particle (sand and gravel), along with their interaction with each other. Particles
are described as discrete entities and tracked using Newton’s second law of motion, and the
so-called Discrete Element Method (DEM) is employed. The DEM simulates the interactions
between individual grains. It is of special interest because it is able to investigate particulate
systems at the particle scale, in which the packing structure of a particle assembly is
observable and the process of particle rearrangement can be traced through the time
domain. The DEM approach was first proposed by Cundell and Strack [51] to model the
mechanical behavior of granular materials with the consideration of particle interaction
with other particles and walls using the soft-sphere approach. The translational and
rotational motion of particle i with mass mi and moment of inertia Ii can be described with
the following equations:

mi
dvi
dt

=
kc

∑
j=1

(Fn,ij + Ft,ij) + mig (1)
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Ii
dωi
dt

=
kc

∑
j=1

(
Mt,ij + Mr,ij

)
(2)

where vi and ωi are translational and angular velocities of the particle i and kc is the number
of particles interacting with the particle i. The forces acting on particles are contact forces
and gravity, i.e., the gravitational force mig and inter-particle forces, which include the
normal particle–particle contact force Fn,ij and tangential particle–particle contact force
Ft,ij. The torque acting on particle i by particle j includes two components, i.e., Mt,ij,
generated by tangential force, and Mr,ij, commonly known as the rolling friction torque
and caused mainly by the non-sphericity of particles. The normal and tangential forces
between particles are calculated based on the linear spring dashpot model, usually known
as the Hertz–Mindlin model. More details on the Hertz–Mindlin model can be found
elsewhere [56] and are not discussed here as the model is well-established and widely
accepted. Figure 1 illustrates schematics of the rolling friction torque model (due to non-
spherical particles) in addition to sliding and damping force models.
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 Figure 1. Rolling resistance torque acting on the rotating particle, along with the contact models for
normal and tangential forces, and rolling resistance torque calculations [47,57].

In the conventional DEM approach [51], the particle–particle (and particle–wall) in-
teractions consist of contact spring and damping forces in both normal and tangential
directions with the “free rolling” of particles

(
Mr,ij = 0

)
. The normal and tangential com-

ponents of sliding and damping forces are calculated by the famous Hertz–Mindlin contact
model [56]. However, the significance of the rotational inertia and energy loss in the ro-
tation of particles has been highlighted in both numerical studies [57–59] and physical
experiments [60–62]; therefore, rolling friction (rolling torque Mr,ij) should not be neglected.
The rolling resistance can also arise from other contact behaviors, including micro-slip,
friction on the contact surface, plastic deformation around the contact, viscous hysteresis,
surface adhesion, and particle shape [63]. However, in our numerical simulations, we
assume that the particle shape is the main factor restricting the particle’s rotation.

The rolling friction models can be mainly categorized into four subgroups, namely
Constant Directional Torque (CDT) models, Viscous models, Elastic-Plastic Spring-Dashpot
(EPSD) models, and contact-independent models. The contact-independent models have
been shown to be highly deficient because the contact pair torques are not in equilibrium
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and Viscous models do not provide any quasi-static torque; so, it is not effective in modeling
pseudo-static systems [63]. Therefore, we considered and compared CDT and EPSD models.
These rolling friction models are briefly touched upon in the following subsections. It must
be mentioned that a thorough investigation of the fundamental mechanisms of rolling is
beyond the scope of this paper. Rather, we focus on the effects of rolling resistance models
in simulating a quasi-static system of sand infiltration into the static gravel bed.

2.1. Constant Directional Torque (CDT) Model

The CDT model and its derivatives apply a constant torque on a particle, which restricts
the particle’s rotation and implicitly takes into account particle shape [63]. The direction of
the rolling friction torque is always in the opposite direction of the relative rotation between
the particles in contact. The CDT model uses a simple equation (Equation (3)) to model the
rolling friction between contacting particles, which is a function of relative angular velocity
(ωrel = ωi −ωj) of contacting particles i and j.

Mr,ij = −
ωrel
|ωrel |

µrRrFn,ij (3)

where ωi and ωj are the angular velocities of particles i and j, respectively, µr is the
coefficient of rolling resistance, and Rr = rirj/

(
ri+rj

)
is the rolling radius, with ri and rj

representing the radii of particles i and j, respectively.

2.2. Elastic-Plastic Spring-Dashpot (EPSD) Model

The EPSD model and its derivatives (e.g., EPSD2 and EPSD3) divide the rolling friction
torque

(
Mr,ij

)
into two components: a mechanical spring torque

(
Mk

r,ij

)
and a viscous

damping torque
(

Md
r,ij

)
, shown in Equation (4) and Equation (5), respectively [63].

Mr,ij = Mk
r,ij + Md

r,ij (4a)

If the spring torque at time t is Mk
r,ij(t) and the incremental torque in ∆t is ∆Mk

r,ij, the
following relations can be established.





Mk
r,ij(t + ∆t) = Mk

r,ij
(t) + ∆Mk

r,ij

Mk
r,ij(t + ∆t) ≤ Mm

r,ij

(4b)

Mm
r,ij = µrRrFn,ij (4c)

∆Mk
r,ij = −Kr∆θr (4d)

Kr = 2.25Knµ2
r R2

r (4e)

Mm
r,ij is the limiting torque, which is achieved at a full mobilization rolling angle, µr

is the coefficient of rolling friction, ∆θr is the incremental relative rotation between two
particles, and Kn and Kr are the normal contact and rolling friction stiffness, respectively.

The viscous damping torque Md
r,ij is assumed to be dependent on the relative angular

velocity
.
θr between the two contacting particles and the damping constant Cr.

Md
r,ij =




−Cr

.
θr i f

∣∣∣Mk
r,ij(t + ∆t)

∣∣∣ < Mm
r,ij

− f Cr
.
θr i f

∣∣∣Mk
r,ij(t + ∆t)

∣∣∣ = Mm
r,ij

(5a)

Cr = ηrCcrit
r (5b)

Ccrit
r = 2

√
Irkr (5c)
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Ir = 1/

(
1

Ii + mir2
i
+

1
Ij + mjr2

j

)
(5d)

where Cr is the rolling viscous damping coefficient, ηr is the rolling viscous damping ratio,
Ccrit

r is the critical viscous damping constant, f is the factor controlling full mobilization
(damping is disabled at full mobilization ( f = 0)), and Ir is the equivalent moment of
inertia for the relative rotational vibration mode about the contact point between the two
contacting particles.

Another version of the Elastic-Plastic Spring-Dashpot type of the rolling resistance
model is called the EPSD2 model. The EPSD2 model neglects the contribution of the viscous
damping torque

(
Md

r,ij = 0
)

, and the original rolling stiffness is modified (Equation (6))
and assumed to be a function of the tangential stiffness ( Kt) and rolling radius (R r).

Kr = KtR2
r (6)

In this study, we test the CDT, EPSD, and EPSD2 rolling resistance models for a
pseudo-static system of sand infiltration into the static gravel bed. The ability of these
models to capture the correct infiltration behavior is tested, and accordingly, the most
suitable rolling resistance model for the sand infiltration process is proposed.

3. Methodology and Numerical Setup

To investigate the effects of non-sphericity and irregularities in particle shape (implic-
itly with rolling resistance models) and particle size distributions (PSDs) on infiltrating
characteristics of sand in the gravel bed, we adapted the infiltration experiment [38], also
considered in previous pure DEM [41,42] and coupled CFD–DEM studies [43]. Previous
numerical studies have simplified the particle size distributions of sand and gravel and
have completely neglected the particle shape effects (without any consideration of rolling
resistance). Several experiments, covering a wide range of gravel and sand combinations,
are considered. We chose to perform DEM simulations for experiments 1, 2, and 3, which
are run1, run2, and run3 of the reference flume experiment. Experiments 1 and 2 correspond
to the bridging type of infiltration, and experiment 3 corresponds to the percolation type
of infiltration.

The simulations are performed in LIGGGHTS−PFM (version-23.02), a CPU-based
DEM code written in C++, developed by Johannes Kepler University, Linz, Austria.
LIGGGHTS−PFM allows parallel computations by utilizing the MPI (Message Passing
Interface), which decomposes the 3D domain into specified numbers of sub-domains in
each direction and assigns one processor per sub-domain. It must be mentioned here that
the DEM calculations are computationally demanding and limited to a definite number
of particles [64]. The maximum number of particles that can be simulated with the DEM
approach, even in large clusters/supercomputers, is in the order of 107 [65]. Unfortunately,
LIGGGHTS−PFM has not yet been extended and modified to run on GPU systems. Due to
these limitations and heavy computational requirements in the DEM method, a reduced
domain size (0.15 m in length, 0.075 m in width, and 0.25 m in height) is considered, which
is much smaller than the actual flume experiment but sufficient to capture the bulk behavior
of particles. This strategic decision allowed us to perform the simulations in a reasonable
timeframe with limited computational resources.

The simulations are performed in two stages. In the first stage, a gravel bed is prepared
by pouring gravel particles into the domain under gravity. Once the gravel particles have
reached equilibrium and achieved a steady-state condition after 1 s, where almost no
gravel particle is moving and the system’s kinetic energy is minimal, sand particles are
inserted in the second stage, from 2 s onwards. Particle size distributions have a significant
impact on the created gravel bed; for example, mono-sized (mono-disperse) and poly-sized
(poly-disperse) particle assemblies have porosities of 0.454 and 0.407, respectively [66].
Considering this, we prepared a gravel bed with predefined bulk porosities of 0.454 and
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0.407 for mono-disperse and poly-disperse cases, respectively, which resulted in a graved
bed with a height of 0.1 m precisely, the same as in the original experiment. Sand particles
are inserted from a region above the gravel bed with a specified mass flow rate for a
specified duration. Several sets of DEM simulations are performed to investigate the effects
of particle shape and size distribution on sand infiltration. We tested CDT, EPSD, and
EPSD2 rolling resistance models while keeping the same PSD and other DEM settings. For
the particle size distribution test, PSDs for gravel and sand are simplified, and different
cases corresponding to full PSDs, simplified PSDs, and oversimplified PSDs are simulated.
The simulations are performed until the bridging layer is formed in the upper gravel layer,
precluding subsequent infiltration (bridging behavior). However, in some cases, especially
for smaller sand sizes and cases resulting in undesired results, simulations were not further
pursued until the final steady-state condition. The following sections will mention these
cases explicitly, explaining the reason for not pursuing them further upon their arrival. The
main reason is the limitation concerning the number of particles, which is explained in
greater detail in the following paragraphs.

In total, 10 cases are simulated, taking references from three experiments (two cor-
responding to bridging and one corresponding to percolation, which are run1, run2, and
run3 of the reference flume experiment, respectively). These 10 cases aim to cover this
study’s intended objectives: investigating particle shape and PSD effects on the sand in-
filtration process. Experiment 1 (run1), a bridging case, is simulated without any rolling
resistance model (free-rolling) and with CDT, EPSD, and EPSD2 rolling resistance models.
It must be noted that simplified PSDs (four gravel and five sand classes) are considered for
rolling resistance tests (in our first set of simulations). This decision should not lead to any
non-physical results as simulations aim to test the effects of rolling resistance, keeping the
particle size distribution constant. This decision is taken strategically to perform several
simulations within a limited timeframe and computational resources. From the first set of
simulations, the best-performing rolling resistance model (EPSD model) is found and con-
sidered for the following sets of simulations. Two cases for each experiment (experiments 2
and 3) are simulated without and with the EPSD rolling resistance model. Moreover, ex-
periment 1 is simulated, considering different PSDs for sand and gravel, resulting in three
cases (full PSDs, simplified PSDs, and oversimplified PSDs). More details of each set of
simulations covering rolling resistance and particle size distribution tests are summarized
in Table 1.

Figure 2 shows the PSDs considered for sand and gravel for the rolling resistance
test. The median sand diameter (D50) in experiment 1 was 0.4 mm, while it was 0.22 mm
and 0.21 mm in experiments 2 and 3, respectively. It must be noted that experiment 2 and
experiment 3 had 2,527,852 and 2,872,822 particles, respectively, after 5 and 4 s of simulation,
while experiment 1 had 2,267,073 particles even after 17 s of simulation (substantially fewer
than experiments 2 and 3). The number of particles directly correlates with particle size
because more particles are required to represent the same mass for smaller than larger
particles. Therefore, experiments 2 and 3 were not further (until the steady-state condition)
simulated due to computational limitations, especially concerning the number of particles
(max. number of particles, which could be simulated in LIGGGHTS ~ O (107)).

In the third set of simulations, the effects of PSDs on the infiltrating characteristics
of sand are tested. Here, the rolling resistance model is kept the same (based on the best-
performing rolling resistance model from the first set of simulations), and PSDs for gravel
and sand are varied by considering the full particle size distributions (full PSDs: 9 gravel
and 10 sand classes), simplified particle size distributions (simplified PSDs: 4 gravel and
5 sand classes), and oversimplified particle size distributions (oversimplified PSDs: 1 gravel
and 1 sand classes). The particle size classes are grouped with the weighted average
method to simplify the full (exact) PSDs of sand and gravel. If two particle classes have
diameters di and dj with respective fractions fi and f j, then the new size class dnew and
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its corresponding size fraction fnew are calculated using Equations (7a) and (7b). Figure 3
shows the considered PSDs for several cases examined for the particle size distribution test.

dnew =
di fi + dj f j

fi + f j
(7a)

fnew = fi + f j (7b)

Table 1. Overview of different sets of simulations performed.

Rolling Resistance Test Experiment 1 (run1) Experiment 2 (run2) a Experiment 3 (run3) a

Process observed in the
experiment Bridging Bridging Percolation

Rolling resistance models Free-rolling, CDT, EPSD, and
EPSD2 Free-Rolling and EPSD Free-Rolling and EPSD

Particle size distribution (number
of grain classes) 4 Gravel and 5 sand 4 Gravel and 5 sand 4 Gravel and 4 sand

Young’s modulus (Y) 5 × 106 5 × 106 5 × 106

Poisson’s ratio (ϑ) 0.45 0.45 0.45

Coefficient of restitution (e) 0.4 0.4 0.4

Coefficient of friction (µ) 0.4 0.4 0.4

Coefficient of rolling friction (µr) 0.5 b 0.5 b 0.5 b

Coefficient of rolling viscous
damping (Cr) 0.5 b 0.5 b 0.5 b

DEM time step (s) 1 × 10−6 1 × 10−6 1 × 10−6

Bulk porosity of initial gravel bed 0.407 0.407 0.407

Sand insertion rate (kg/s) 0.01 0.01 0.01

Simulation run time (s) 17 5 4

Total number of particles
(sand + gravel) 2,267,073 2,527,852 2,872,822

Particle Size Distribution Test c Full PSD Simplified PSD Oversimplified PSD

Experiment considered Experiment 1 (run1) Experiment 1 (run1) Experiment 1 (run1)

Particle size distribution (number
of grain classes) 9 Gravel and 10 sand 4 gravel and 5 sand 1 Gravel and 1 sand

Rolling resistance model EPSD EPSD EPSD

DEM time step (s) 1 × 10−6 1 × 10−6 5 × 10−5

Bulk porosity of initial gravel bed 0.407 0.407 0.454

Sand insertion rate (kg/s) 0.01 0.01 0.01

Simulation run time (s) 15.8 18.3 40

Total number of particles
(sand + gravel) 2,207,512 2,400,200 1,613,433

Notes: a Experiment 2 and experiment 3 cases were not further pursued (until the steady-state infiltration state)
due to computational and time constraints and an excessively large number of particles. b Coefficient of rolling
friction and rolling viscous damping between gravel particles are considered to be zero to obtain a flat dense
gravel bed of 0.1 m height without significant modulations. c The same materialistic properties for the rolling
resistance test are considered for the particle size distribution test.
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In DEM simulations, the time step is determined by the Rayleigh and Hertz time
criteria (Equations (8a) and (8b)), which should be between 10 and 20% of Rayleigh and
Hertz times to avoid unphysical particle behavior. In all the numerical simulations, it is
ensured that the DEM time step does not exceed 15% of the Rayleigh ( dtR) and Hertz
( dtH) times.

dtR =
πr
√

ρ/G
0.1631ϑ + 0.8766

(8a)

dtH = 2.87


 me f f

2
(

Re f f ×Y2
e f f × vmax

)




0.2

(8b)

where ρ is the particle density, G is the shear modulus, ϑ is the Poisson’s ratio, me f f , Re f f ,
and Ye f f are the effective mass, effective radius, and effective Young’s modulus, and vmax
is the maximum relative velocity. It is evident from the equations above that the Rayleigh
time is dependent on individual particle characteristics, but the Hertz time is dependent on
the characteristics of contacting particles. The time step requirements are proportional to
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particle size, which is one of the major challenges in dealing with many particles with a
wide range of particle size distributions.

DEM simulations are computationally demanding, and this requirement increases
exponentially with smaller particles and (or) a greater number of particles. We had a total
number of particles (sand + gravel) in the order of 106, which is only one order smaller
than the method’s limitation concerning a maximum number of particles (O~107). All the
simulations were performed on SuperMUC (High-Performance Computing; HPC) with
240 processors. The 240 processors were distributed over five nodes with 96 GB RAM. Each
simulation was run for a minimum of 48 physical h, costing a minimum of 11,520 CPU h
for a simulation. The decision to use 240 processors for the simulations was based on
initial trials for finding the optimal number of processors for the considered domain size
and particles.

As mentioned, some cases are not pursued until the final steady state/equilibrium
infiltration state due to computational and time constraints. For those unfinished cases, the
infiltration state is qualitatively analyzed only by comparing the snapshot of the gravel bed
at the achieved simulation time. The cases that could be simulated until the final steady
state/equilibrium infiltration state are both qualitatively and quantitatively analyzed.
Other than looking at snapshots of the infiltration state, the final infiltration state in terms
of porosity and sand fraction profiles along the depth of the gravel bed was compared
to experimental data. Sand fraction content and porosity profiles were extracted from
simulated results. A similar methodology was used to plot the sand content and porosity
profiles along the depth of the gravel bed, as considered by Jaiswal et al. [43] in their
study. The 3D bed is cut at several cross-sections, generating circles of different diameters,
which represent sediments of different sizes. The porosity and sand content are calculated
based on the area of sand and gravel particles at the cross-sections. A total of 100 such
cross-sections are generated, cutting over 10 cm of the depth of the gravel bed, resulting
in sand content and porosity values at 1 mm from the top to the bottom of the gravel bed.
More details can be found in their paper, as demonstrated in Figure 4.
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Only the sand content profiles were available from the experimental data. Therefore,
simulated sand and measured sand content were used to perform statistical analysis to
evaluate the simulation’s efficiency. We calculated four different statistical parameters to
evaluate the performance of our simulation against the experimental data. Four statistical
parameters were considered, as shown in the following equations: Mean Average Error
(MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), and Correlation
Coefficient (R), where n is the number of data points, yi and ŷi are the measured and
simulated values, respectively, and y and ŷ are the means of measured and simulated
data, respectively.

MAE =
1
n∑n

i=1|yi − ŷi| (9)
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MSE =
1
n∑n

i=1(yi − ŷi)
2 (10)

RMSE =

[
1
n∑n

i=1(yi − ŷi)
2
]1/2

(11)

R =
∑n

i=1(yi − y )
(
ŷi − ŷ

)
√

∑n
i=1(yi − y)2

√
∑n

i=1
(
ŷi − ŷ

)2
(12)

4. Results and Discussion
4.1. Effects of Non-Sphericity and Irregularities in Particle Shape

Natural sediment particles are non-spherical and irregular. To investigate particle
shape effects on the infiltration characteristics of sand in the gravel bed, we implicitly
included their effects by restricting the particle’s rotational movement with simple models.
Experiment 1 (run1) of the reference flume experiment is considered with simplified PSDs
for gravel and sand (four gravel and five sand classes). Experiment 1 corresponds to the
bridging type of infiltration process, which means that the numerical simulations should
also capture most of the sand particles in the upper surface layer, precluding subsequent
infiltration. Three rolling resistance models, i.e., CDT, EPSD, and EPSD2, were tested
for their ability to capture shape effects. A separate case without any rolling resistance
(free-rolling) is also simulated.

The simulations are performed until the bridging layer is formed (minimum of 17 s).
The bulk porosity of the initial clean gravel bed (at 1 s) and of infiltration at different
times (14, 17, and 18 s) are summarized in Table 2. One can see that a marginal change in
porosity occurs after 17 s, indicating that a steady-state condition has been reached at 17 s
of simulation. The case with the free-rolling (without any rolling resistance model) is an
exception as it has not been pursued further after observing that it results in percolation
instead of the desired bridging behavior. The bulk porosities of the gravel bed before
and after the sand infiltration at different simulation times for different rolling resistance
models considered in this study result in very similar values, indicating that all the rolling
resistance models can capture shape effects. Depending on the model used, time and
resources allotted to them, each case was run till different simulation times. All three cases
were run for a minimum of 17 s and seemed to reach the steady state/equilibrium state;
therefore, the results for different simulations are compared after 17 s.

Table 2. Bulk porosities of the initial clean gravel bed and infiltrated gravel bed at different simulation
times with different rolling resistance models.

Simulation Time (s)
Bulk Porosity

CDT Model EPSD Model EPSD2 Model

1 0.409 (initial bulk porosity)

14 0.3665 0.3672 0.3670

17 0.3578 0.3596 0.3592

18 0.3550 0.3574 -

Figures 5 and 6 show the snapshots of the infiltration state after 17 s of simulation for
all four cases from frontal and top perspectives, respectively. It must be emphasized that the
reference case (experiment 1; run1) is a bridging case, and numerical simulation should also
result in a bridging type of infiltration behavior. It is evident that sand fills the coarse gravel
deposit predominantly by percolation for the free-rolling case (no rolling resistance case;
Figures 5a and 6a), which is the exact opposite of what had been observed in the reference
flume experiment 1. Ideally, as observed in experiment 1, most of the sand particles should
have been clogged in the upper surface layer. In the numerical simulation of the free-
rolling case, this incorrect behavior of sand particles can be related to the simplification
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made in DEM simulations, where gravel and sand particles are simplified as spheres. In
the reference flume experiment, natural sediments were considered, which are indeed
non-spherical in shape. To capture the shape effects in the infiltration process, it should
be considered in numerical simulations. Here, we have included the shape effects with
simple rolling resistance models. Contrary to the free-rolling case, the bridging behavior
is captured in the three cases with rolling resistance models, as observed in the reference
experiment, where most of the sand particles become clogged in the upper surface layer.
This indicates that particle shape effects can be implicitly included with simple models but
could capture the physically correct infiltration behavior. Figure 5b–d show the infiltration
state after 17 s from the frontal perspective for CDT, EPSD, and EPSD2 models, respectively.
Figure 6b–d show the infiltration state after 17 s from the top perspective for CDT, EPSD,
and EPSD2 models, respectively. Qualitatively, all the rolling resistance models perform
very similarly and could capture the anticipated bridging behavior of sand in the static
gravel bed.
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To evaluate the performance of considered rolling friction models in greater detail, the
sand content and porosity profiles are shown in Figure 7. Figure 7a compares the measured
and simulated sand content profiles along the depth of the gravel bed for CDT, EPSD, and
EPSD2 rolling resistance models, along with the free-rolling case. The profiles are plotted
after a steady state/equilibrium has been reached (after 17 s of simulation). We can see
that all the rolling resistance models could capture the bridging behavior, as observed
in the reference experiment. Most sand particles become trapped in the upper surface
layer, precluding subsequent infiltration, resulting in an exponential decay function for
sand content. The maximum sand content is found at the top of the gravel bed, which
keeps on decreasing along the depth of the gravel bed. The simulated sand content for
CDT, EPSD, and EPSD2 rolling resistance models overlap, indicating that all the rolling
resistance models considered could be used to include the particle shape effects and capture
more particles in the upper surface layer. Compared to the cases with rolling resistance
models, the free-rolling case results in very different sand content and porosity profiles

103



Water 2024, 16, 1947 14 of 27

and is far from the observed data in experiment 1. It must be mentioned that the free-
rolling case was not pursued further after realizing that it results in percolation instead
of bridging behavior. It also means that the data used in the free-rolling case has not
reached the steady-state/equilibrium condition. Another important point is that in the
free-rolling case (without rolling resistance models), bridging behavior is not captured
(see Figures 5a and 6a). An outlier in the experimental data that could have resulted from
human, measurement, and/or process-based errors was not compared to the simulated
data. Figure 7b shows the porosity profiles along the depth of the gravel bed before and after
the infiltration process (steady-state/equilibrium) for different rolling resistance models
considered for numerical simulations. Here, CDT, EPSD, and EPSD2 rolling resistance
models again resulted in overlapping porosity profiles similar to simulated sand content
profiles. The free-rolling case shows very low porosity at the bottom of the gravel bed,
indicating that most of the sand particles are reaching the bottom and that the filling of the
gravel bed occurs from the bottom to the top. For the cases with rolling resistance models,
the bridging type of infiltration is evident from the porosity profile curve, where significant
porosity is reduced in the upper surface layer (approx. first 3–4 cm of the gravel bed), and
the reduction in porosity is minimal below this depth. This depth is termed bridging or
clogging depth. In the experimental studies, the bridging depth is usually 2–5 times the
D90,Gravel [31,34,67]. The D90,Gravel is 10 mm in the considered experiment, and accordingly,
the bridging depth should be 2–5 cm. Our simulated bridging depth (3–4 cm) aligns well
with previously observed bridging depth.
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Furthermore, we evaluated the efficiency of different cases performed for the rolling
resistance test with some statistical parameters. The results of the statistical evaluation
are summarized in Table 3. While the opposite trend of percolation instead of bridging is
evident with a negative correlation coefficient for the free-rolling case, rolling resistance
models perform very well with high efficiency and lower error. The CDT model is the
least efficient in capturing the shape effects compared to EPSD and EPSD2 models. EPSD
and EPSD2 models result in almost the same efficiency, but the EPSD model seems to be
slightly better. The EPSD2 model neglects the contribution of the viscous damping torque(

Md
r,ij = 0

)
, but EPSD considers both mechanical spring torque

(
Mk

r,ij

)
and a viscous
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damping torque
(

Md
r,ij

)
. Although the viscous damping torque is marginal compared to

the mechanical spring torque, it can be said that both torques should be included to capture
correct particle behaviors with high efficiency. We conclude that the EPSD model is most
efficient in capturing the particle shape effects for pseudo-static systems such as the process
of sand infiltration into the static gravel bed. Therefore, we considered EPSD models for
further sets of simulations.
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Table 3. Statistical evaluation of different rolling resistance models against the experiment data.

Statistical Parameter CDT Model EPSD Model EPSD2 Model Free-Rolling

MAE 0.0278 0.0234 0.0232 0.0708

MSE 0.0018 0.0011 0.0011 0.0109

RMSE 0.0427 0.0334 0.0336 0.1046

R 0.8029 0.8890 0.8875 −0.1528

The second set of simulations, considering experiment 2 (run2) and experiment 3
(run3) of the reference flume experiment, is performed. Experiment 2 corresponds to
bridging behavior, and experiment 3 corresponds to the percolation type of infiltration
processes. We simulated four cases for the second set of simulations, where the efficiency
of the EPSD model is further evaluated. In total, four cases referring to experiments 2
and 3 are simulated without (free-rolling) and with the EPSD rolling resistance model.
Unfortunately, these cases are not pursued until the final steady state/equilibrium due to
computational and time constraints. Reaching the final infiltration state for experiments 2
and 3 could have resulted in many more particles than the method’s limitation concern-
ing the number of particles (O~107). As mentioned before, the numbers of particles in
numerical simulations were ~2.6 × 106 (in 5 s) and ~2.8 × 106 (in 4 s) for experiment 2 and
experiment 3, respectively, approaching the maximum number of particles in the DEM
method. Additionally, the simulation becomes extremely slow with an increase in the
number of particles and a decrease in the particle size, which further requires extremely
small DEM time steps. Furthermore, the time and computational resources available for
this study could not have allowed us to simulate experiments 2 and 3 further within a rea-
sonable timeframe. Considering the above-mentioned constraints, we could not simulate
these cases for a longer duration. Although these cases were not simulated until the steady
state/equilibrium, the results could still be used to investigate shape effects and, thus, the
rolling friction model.

Figure 8 shows the snapshot of the infiltration state after 5 s of simulation for experi-
ment 2. Figure 8a shows the infiltration state for the free-rolling case (without any rolling
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resistance), and Figure 8b shows the infiltration state for the EPSD rolling friction model.
It is evident that more sand particles are clogged when the EPSD rolling friction model is
considered, while with the free-rolling case, sand particles directly infiltrate into the bottom
of the gravel bed. Since experiment 2 is also a bridging case, most sand particles should be
clogged in the upper surface layer. Figure 8c shows the sand content profiles for free-rolling
and EPSD model cases in the first 5 cm of gravel bed depth. One can see that sand content
is almost zero for the free-rolling case. Contrary to the free-rolling case, the bridging layer
appears in the upper layer, where the sand content is higher. More bridges would have
been formed, precluding further infiltration of sand, if the case had been persuaded further.
The fact that more particles are becoming clogged when the rolling resistance model (ESPD)
is also considered for experiment 2. The above discussion indicates that particle shape
(thus rolling resistance) is important in capturing the physically correct particle behavior
and justifies our approach of including particle shape effects implicitly.
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Figure 8. Front view of snapshots of sand infiltration state after 5 s of simulation for experiment 2
with (a) free-rolling (without any rolling resistance model), (b) EPSD model, and (c) the sand content
in the first 5 cm of the gravel bed for free-rolling and EPSD model cases. Note: the particles are
colored by their types (sand in red and gravel in blue).

Figure 9 shows the snapshot of the infiltration state after 4 s of simulation for experi-
ment 3. Figure 9a shows the infiltration state for the free-rolling case (without any rolling
resistance), and Figure 9b shows the infiltration state with the EPSD rolling friction model.
Experiment 3 corresponds to the percolation type of infiltration, where sand particles fill the
coarse gravel deposit from the bottom to the top without being clogged in the upper layers
of the gravel bed. Figure 9c shows the sand content profiles for free-rolling and EPSD model
cases in the first 5 cm of gravel bed depth. Here, the sand content is almost zero in the
upper layer for the free-rolling case, indicating that all sand particles first reach the bottom
of the gravel bed, and filling occurs from the bottom to the top. Sand particles become
clogged throughout the gravel bed when the rolling resistance model (EPSD) is considered.
We observe that numerical simulations result in a percolation type of behavior when the
particles are free to roll (without any rolling resistance model). On the other hand, when
the rolling resistance (EPSD) model is considered, the particles start to become clogged in
the upper surface layer of the gravel bed. Compared to previous cases (bridging cases),
where the rolling resistance model helped us obtain the correct infiltration behavior, it leads
towards an incorrect trend for the percolation case. Among all the cases considered for the
rolling resistance test (particle shape), it can be stated that the inclusion of rolling resistance
could help capture more particles in the upper layer and indirectly consider shape effects
in the infiltration process. In percolation cases, the inclusion of rolling resistance seems
to be unnecessary, and the percolation trend was evident with free-rolling particles (see
Figure 9a).
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Our observation that rolling resistance models are not necessary for percolation cases
could probably be explained by the concept of controlling constriction size (smallest pore
size) and its relation to sand and gravel sizes. Percolation occurs when controlling con-
striction is larger than the coarsest sand particle. Hence, no sand particle should become
clogged until it reaches the bottom of the gravel bed. On the other hand, if the controlling
constriction size is smaller than the sand particles (at least some), sand particles start to
become clogged at the pores that are more diminutive than their sizes, forming bridges.
Once some pores are blocked, they subsequently preclude sand infiltration, forming more
bridges. For bridging cases (experiments 1 and 2), D15,Gravel/D85,Sand < 10.6, and for perco-
lation cases (experiment 3), D15,Gravel/D85,Sand > 15.4. Here, D85,Sand represents the larger
portion of sand as 85% of sand is smaller than that size, and D15,Gravel not only indicates
that 15% of gravel is smaller than that size but also indirectly represents the approx. size
of the pores in the gravel bed [68–71]. It must be emphasized that D15,Gravel representing
the pore sizes, is only a simplified representation, but the pore sizes vary from one an-
other and follow size distributions like particles. However, D15,Gravel can represent the
average pore size in a gravel bed to a reasonable approximation and is useful in practical
engineering applications. For percolation to happen, pore size (D15,Gravel) must be at least
15.4 times larger than D85,Sand. In other words, percolation occurs when the sand size is
extremely small compared to pore sizes in the gravel bed. Because of considerable differ-
ences in the largest sand particle and pore size, particle shape could not remain significant
in governing infiltration. This also suggests that when there is a huge difference in the
largest sand particle and pore space, the sand particles shape (in terms of shpericity and
irregularities) does not play any role within the context of infiltration. Shape effects are
important and can play a significant role when they are of similar sizes, at least of the same
order. This indicates that rolling resistance models are not necessary for smaller sand sizes
(D15,Gravel/D85,Sand > 15.4).

Another possible reason for our observation that rolling resistance is not required for
percolation cases, more specifically when D15,Gravel/D85,Sand > 15.4, could be related to the
history of sand particles (how and since when the sand particles are in the river system)
and the fluvial process (how sand particles have been transported in the river system).
There is a possibility that smaller sand particles tend to be rounder and more spherical than
larger sand particles. The rounding of sand particles is possible, and a study has shown that
any rounding of sand grains by aqueous traction transportation requires transportation
over many thousands of miles [72]. Sand particles found in natural river systems go
through several fluvial processes from their origin to several transport regimes in the river
system, resulting in shape evolution by bed load transport [73]. Smaller sand particles in
the river system could become smoother, rounder, and probably spherical as a result of
erosive and abrasive actions, which happen during transportation. Additionally, flowing
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water can favor the smoothing of sand grains, which could become more significant as
particles become smaller and smaller. It is possible that smaller sand particles are rounder
and spherical and, therefore, might not necessarily require any treatment (explicitly or
implicitly) to include non-sphericity. If non-sphericity is included for spherical particles, it
would result in an incorrect behavior, as seen in the numerical simulation of experiment 3.
However, historical information is very difficult to acquire and generally not available.
Further field investigations are necessary to gather more evidence for the hypothesis that
sand particles become rounder, smoother, and spherical as they become smaller due to the
fluvial transport process.

Another interesting observation could be made from performed DEM simulations:
irrespective of the infiltration process (bridging or percolation), some sand particles could
always reach the bottom of the gravel bed. This behavior is also persistent in cases where
the rolling resistance models are considered or discarded. In other words, a small portion
of sand particles could always reach the bottom of the gravel bed, at least at the beginning
of the infiltration process, even in bridging cases. Gibson et al. [38] also observed this
behavior and called it granular sorting, which is predominant in the infiltration process.
Smaller particles preferentially pass through pore spaces, advancing deeper into the gravel
framework. The infiltration process is primarily a function of the pore throat and sand
gradation distributions. There is always a possibility that some sand particles are smaller
than some pore throats and traverse through the pore connections until they approach pore
throat (opening of pore connection) smaller than approaching sand particle, which restricts
the subsequent sand to be trapped, resulting in the formation of bridges. Additionally, the
large values of sand fraction and porosity reduction at the bottom could be related to wall
effects and wall–particle interactions. A sudden increase in the sand content at the bottom
of the gravel bed could be due to the wall effects as larger pore sizes between walls and
gravel particles result in more pore space available for sand particles to accumulate.

4.2. Effects of Particle Size Distribution (PSD)

The third set of simulations was aimed at investigating the effects of different PSDs
on the process of sand infiltration into a static gravel bed. Natural sediments contain a
wide range of particle sizes. To simplify the system, the grain sizes are grouped with
corresponding fractions, resulting in particle size distribution (PSD) curves. The more
grain classes there are, the more accurately the PSD represents the natural system. On
the other hand, considering wide particle sizes in numerical simulations, especially in the
Lagrangian framework (DEM method), is very challenging due to the heavy computational
requirements and limitations of the method concerning number of particles. As mentioned
in several instances in this paper, the maximum number of particles that could be simulated
with the DEM method in LIGGGHTS software (version 23.02) is in O~107; therefore,
considering a decent domain size with a PSD resembling the complex natural sediments is
difficult and may cross the limit concerning the maximum number of particles depending on
the particle size range. Our simulations of experiments 2 and 3 approached the maximum
number of particles despite the consideration of simplified PSDs (four gravel and five
sand classes for experiment 2 and four gravel and four sand classes for experiment 3).
Experiment 3, a percolation case, would be especially vulnerable to limitations concerning
the maximum number of particles in the DEM method. A simplification of PSDs is necessary
to simulate the infiltration processes. However, the question remains: What simplification
is justified enough to capture the required process?

We aim to answer this question by considering three different combinations of PSDs
for gravel and sand, varying from exact to very simplified PSDs. Three separate cases are
simulated by considering full PSDs (9 gravel and 10 sand classes), simplified PSDs (4 gravel
and 5 sand classes), and oversimplified PSDs (1 gravel and 1 sand classes), keeping the
same rolling resistance model (EPSD) and other DEM settings. The simulation time each
case takes to reach the steady state/equilibrium differs from one another, depending on the
number of particles and particle sizes. Experiment 1 (run1) of the flume experiment [38]
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is considered, which is a bridging case, for particle size distribution (PSD) effects on the
sand infiltration process. Snapshots of the infiltration state are compared for different cases.
Furthermore, porosity and sand content profiles are compared, and statistical analysis is
performed against the experimental data regarding their ability to capture correct results.

Figure 10 shows the snapshots of the infiltration state for numerical simulations for
experiment 1 with different PSD combinations. Figure 10a–c show the snapshots from the
frontal perspective for full PSDs, simplified PSDs, and oversimplified PSDs, respectively.
Figure 10d–f show the snapshots from the top perspective for full PSDs, simplified PSDs,
and oversimplified PSDs, respectively. Cases for full, simplified, and oversimplified PSDs
are run for 15.8, 18, and 40 s of simulation, respectively. One can see that bridging behavior
is observed in the cases of full and simplified PSDs. However, in the oversimplified PSD
case, the percolation type of infiltration is observed instead of the desired bridging process.
It is evident from the full PSD case (Figure 10a,d) that it captures most of the sediments
in the upper surface layer, and by the time the steady state/equilibrium is approaching
(15.8 s), a bridging layer is distinctly visible. A small portion of sand could still reach
the bottom of the gravel bed, but it is marginal, and the overall behavior is mainly the
bridging type of infiltration. Similarly, the sand clogging pattern in the upper layer of
the gravel bed is observed for the case of simplified PSDs (see Figure 10b,e). Compared
to the full PSD case, more sand particles could reach the bottom of the gravel bed for
the simplified PSD case, but the overall infiltration behavior is still a bridging type of
infiltration. A portion of sand could always reach the bottom of the gravel bed due to
gradational sorting until larger sand particles approach the pore and bridges are formed,
precluding subsequent infiltration, described in greater detail in Section 4.1. Both the full
and simplified PSD cases could capture the bridging behavior observed in experiment 1.
The case with oversimplified PSDs resulted in the opposite behavior, where the filling
of the gravel bed occurs from the bottom to the top (percolation behavior). One can see
that pores in the lower layer of the gravel bed are fully packed with sand particles at 40 s
of simulation, and the upper layer of the gravel bed still has some unclogged pores (see
Figure 10c,f). The rest of the gravel bed (upper layer) would have been also filled with
sand particles, resulting in a fully packed gravel bed, if the case was run further beyond
40 s of simulation. We intentionally did not pursue the oversimplified case after 40 s. The
oversimplified PSD case resulted in an incorrect infiltration behavior (percolation instead
of bridging). Therefore, it would have been a waste of computational resources if pursued
further. The full PSD case requires much more computational time and resources to reach
the steady-state condition, while the simplified PSD case is faster and is able to capture the
correct bridging behavior, indicating that the grain classes can be simplified and that the
correct particle behavior can be captured. However, the simplifications in PSDs should
be performed carefully, and oversimplification might lead to incorrect particle behavior,
as shown by our oversimplified case (one gravel and one sand class), which was indeed
much faster than the other two cases but could not capture the correct particle behavior
within the context of sand infiltration into the static gravel bed. The simplifications in PSDs
are necessary to realize the numerical simulation of infiltration processes with reasonable
computational resources and time, but it may lead to an incorrect behavior; therefore, it
needs to be addressed properly. Oversimplification should be avoided.

Detailed sand content and porosity profiles are shown in Figure 11. Figure 11a shows
the sand content profiles for different PSDs considered in numerical simulations against
the experimental data. In the cases with full PSDs and simplified PSDs, the maximum
sand content is found in the upper layer, which decreases exponentially with the depth
of the gravel bed. It is possible that the full PSD case did not reach the final steady-state
infiltration state before 15.8 s of simulation due to computational and time constraints.
However, it seems to be approaching the steady-state condition as it could capture the
correct infiltration behavior with quite good agreement with the experimental data. On the
other hand, the oversimplified PSD case results in the maximum sand content at the bottom
of the gravel bed, which remains relatively high along the height of the gravel bed (from the
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bottom to the top). Please note that the sand content for the oversimplified case is plotted
at 40 s. Moreover, by that time, the gravel bed had not reached equilibrium. Although the
sand content profile for the oversimplified case does not represent the final infiltration state,
it still shows a distinct pattern of percolation behavior, where filling occurs from the bottom
to the top. In the original experiment, the adopted case corresponds to bridging behavior.
Figure 11b,c show the initial and final porosity profiles for different PSDs considered, re-
spectively. The initially created gravel bed has higher porosity for oversimplified PSDs than
simplified and full PSD cases, which eventually resulted in different packing/infiltration
processes and quite different final porosities than expected for bridging cases. It has also
shown that mono- and poly-disperse particle assemblies have different initial porosities
and that PSD plays a crucial role in how the packing is formulated [66]. Due to the simplifi-
cation of PSDs, not only are the gravel bed characteristics modified but the characteristics
of the infiltrating sand are also mutated, which has consequences for the sand infiltration
process. Interestingly, the simplified PSD case results in more or less similar initial and final
porosity profiles as the full PSD case, indicating that the packing characteristics are not
modified significantly and resolved enough to capture the correct infiltration behavior. We
observe that oversimplification can lead to wrong infiltration behavior. At the same time,
a simplification can still be helpful and give correct results, provided the simplification
of PSDs does not result in significant changes in the characteristics of the gravel bed and
infiltrating sand (pore size, pore connectivity, and sizes of sediments itself).
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Statistical analysis was also performed for the particle size distribution test, similar to
the rolling resistance test, with some statistical parameters (MAE, MSE, RMSE, and R), and
is summarized in Table 4. Again, only sand content data were available in the experiment.
Therefore, the statistical analysis is based on sand content only. The oversimplified PSD
case resulted in an incorrect infiltration behavior, demonstrated by high error values and a
negative correlation coefficient. A negative correlation coefficient for the oversimplified PSD
case also means that the predicted trend is opposite to the one observed in the experiment.
Interestingly, the simplified PSD case has a slightly higher correlation coefficient, and MAE,
MSE, and RMSE are marginally higher for the full PSD case. Compared to the simplified
PSD case reaching a steady state in 18 s, the full PSD case might not have reached the final
steady state of infiltration in 15.8 s; therefore, statistically, it seems to be less accurate than
the simplified case. Another reason for the full PSD case being statistically less accurate than
the simplified PSD case could be the larger DEM time steps and considered materialistic
properties in the full PSD case. The full PSD case would show better performance in the
statistical analysis if simulated beyond 15.8 s and with further calibration with even smaller
DEM time steps and more suitable materialistic properties. Overall, the simplified and full
PSD cases resulted in reasonably good agreement with the experimental data, indicating
that the simplification of PSDs of sand and gravel could still capture a correct infiltration
behavior, but it needs to be carefully handled as oversimplification could entirely modify
the gravel bed and infiltrating characteristics, which do not represent the actual system
considered for numerical simulations.

Table 4. Statistical evaluation of different PSDs considered for numerical simulations against the
experiment data.

Statistical Parameter Full PSDs * Simplified PSDs Oversimplified PSDs #

MAE 0.0264 0.0234 0.1329

MSE 0.0015 0.0011 0.0251

RMSE 0.0387 0.0334 0.1584

R 0.8765 0.8890 −0.0139
Notes: * The full PSD case was simulated for 15.8 s only, and it might not have achieved the final steady-state
infiltration state at 15.8 s of simulation. # The oversimplified PSD case was not pursued further after 40 s. Reason
being that it resulted in percolation instead of anticipated bridging behavior.

Table 5 summarizes the computational performances for cases considered for the
particle size distribution test, with the respective numbers of particles. Please note that
sand particles are inserted continuously as the simulation progresses. After every 1 s,
146,799, 133,127, and 40,279 sand particles are poured over the gravel bed for the full,
simplified, and oversimplified PSDs, respectively, equivalent to a 0.01 kg/s sand insertion
rate. One can see that more sand particles are required to represent the same mass rate
when more grain classes (wider PSDs) are considered. The increase in the number of
particles also results in extra computational overhead, which slows down the simulations
due to the continuous increase in the number of particles. The full PSD case is more
vulnerable to the computational speed issue; therefore, the full PSD case was only pursued
for 15.8 s of simulation.

Table 5. Computational performance of the full, simplified, and oversimplified PSD cases in terms of
CPU hours and number of particles.

Computational
Performance Full PSDs * Simplified PSDs Oversimplified PSDs

Number of grain
classes 9 Gravel and 10 sand 4 Gravel and 5 sand 1 Gravel and 1 sand

Simulation time (s) 15.8 18 40
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Table 5. Cont.

Computational
Performance Full PSDs * Simplified PSDs Oversimplified PSDs

Number of particles
(sand + gravel) 2,207,512 2,400,200 1,573,155

CPU hours 23,040 23,040 5760

Simulation time
reached after 1 day (s) 12 14 40

Notes: * The full PSD case was simulated for 15.8 s only, and it might not have achieved the final steady-state
infiltration state at 15.8 s of simulation.

Figure 12 shows the isometric view of the infiltration state of full and simplified PSD
cases after 15.8 s and 18 s of simulation duration, respectively. It is evident that both cases
result in very similar results concerning the sand infiltration process over the static gravel
bed. Despite simplifying the PSDs for sand and gravel with reduced grain classes, the
simplified PSD case could capture the correct infiltration behavior with excellent statistical
performance, indicating that the basic characteristics of the gravel bed and infiltrating sand
remain similar to the full PSD case. As mentioned in the previous section, D15,Gravel and
D85,Sand are crucial parameters that govern the infiltration process. The D15,Gravel repre-
sents the average pore size of the gravel bed, and D85,Sand represents the larger portion
of the infiltrating sand [68–71]. In order to capture the correct infiltration behavior, these
two parameters should not be modified significantly. For the simplified PSD case, the
D15,Gravel and D85,Sand is very similar to the full PSD case (see Figure 3), while D15,Gravel
and D85,Sand for the full PSD case are 5.09 mm and 0.79 mm, respectively, resulting in the
packing ratio D15,Gravel/D85,Sand = 6.44. For simplified PSD cases, D15,Gravel and D85,Sand are
4.58 mm and 0.73 mm, respectively, resulting in the packing ratio D15,Gravel/D85,Sand = 6.14.
One can see that the D15,Gravel/D85,Sand ratio is around 6 for both simplified and full
PSD cases, which corresponds to the bridging infiltration process as per the threshold
(D15,Gravel/D85,Sand < 10.6) suggested by Gibson et al. [38]. On the other hand, the oversim-
plified PSD case represented the gravel and sand by a binary system and had mono-disperse
sand and gravel, with particle sizes of 8 mm and 0.572 mm, respectively. As the case was
mono-disperse, having only one size for both sand and gravel, D15,Gravel and D85,Sand
could be calculated. Still, the size ratio could be related to the thresholds suggested by
Gibson et al. [38]. Due to the oversimplification, the gravel bed and sand characteristics are
entirely modified and no longer represent the experimental conditions, demonstrated by
the size ratio of DGravel/DSand = 14, which is much higher than the threshold for bridging
(D15,Gravel/D85,Sand < 10.6). Therefore, the oversimplified PSD case resulted in a percolation
type of infiltration instead of bridging behavior. If the oversimplification of PSDs for gravel
and sand is unavoidable due to computational limitations, one could extract the D15,Gravel
and D85,Sand from the particle size distribution curve and consider them to represent the
binary mixture of the gravel–sand combination. Thus, the size ratio is the same and within
the thresholds for different infiltration processes. However, representing the gravel and
sand with D15,Gravel and D85,Sand is not appropriate because D85,Sand still represents the
larger portion of sand (85% of sand smaller than that size) but D15,Gravel only represents
the smaller portion of gravel (15% of gravel smaller than that size). We suggest that sim-
plification is justified as long as the basic characteristics of the gravel bed and infiltrating
sand remain similar to PSDs used in the reference experiment (full or exact PSDs). This
would not only result in the anticipated infiltration process but also could save significant
computational resources.
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5. Conclusions

This work investigates particle shape effects, which arise due to non-sphericity and
irregularities in particle shape. This study also focuses on the effects of particle size
distributions (PSDs) on the infiltrating characteristics of sand in a static gravel bed. Particle
shape is included implicitly by adding rolling resistance to particles, which indirectly
incorporates particle shape effects. The applied Lagrangian particle tracking method (DEM
method) is computationally expensive and still limited to a definite number of particles
(O~107). Therefore, with the available computational resources, resolving particle shapes
for both gravel and sand present in the system is impossible, and including shape effects
implicitly seems to be the most efficient way. We tested three different rolling resistance
models, namely CDT, EPSD, and EPSD2 models. Separate cases without rolling resistance
models (free-rolling) have also been simulated to represent the infiltration process for
free-rolling spherical particles. Furthermore, particle size distributions (PSDs) of sand and
gravel were simplified to investigate the PSD’s effects on the numerical simulation of sand
infiltration process. To do so, the ability of full PSD and simplified versions of PSDs to
capture the observed infiltration process were tested in the adapted flume experiment.

We showed that the threshold for bridging and percolation (D15,Gravel/D85,Sand) could
help decide the number of grain classes for sand and gravel in the DEM simulations,
which not only results in the anticipated infiltration process but also saves significant
computational resources. Additionally, the D15,Gravel/D85,Sand ratio can be used to decide
whether the rolling friction should be considered for numerical simulations, providing
information on scenarios when the shape effect plays a crucial role. Due to computational
and time constraints, we could not pursue some cases, especially cases with very small
sand sizes (percolations and full PSD cases), until final steady-state infiltration, which
can be attempted in future studies. Despite not reaching the steady state/equilibrium
for those cases, we could capture the bridging or percolation trend as observed in the
original experiment. We intentionally avoided the flowing water effects in this study
and focused more on the particle shape and PSD effects, which were either simplified or
neglected in previous studies. The process of sand infiltration into the static gravel bed is
predominantly gravity-dominated as sand infiltration driven by intra-gravel flow is similar
to sand infiltration driven by gravity, as hypnotized by Cui et al. [40] and confirmed by
Jaiswal et al. [43]. The findings from this study should also be valid for cases with flowing
water, provided the gravel bed remains immobile. In this study, we considered a relatively
smaller domain size than the actual flume experiment to simulate a decent number of
cases with a reasonable timeframe and with limited computational resources. A more
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detailed study covering larger domain sizes and an even wider range of gravel and sand
compositions would help to confirm our observations. Future studies focusing on these
aspects could shed more light on the process of sand infiltration into the static gravel bed.
Taken together, the following conclusions can be drawn from the conducted study:

• Rolling resistance models efficiently incorporate effects of non-sphericity and irregu-
larities in particle shape when modeling quasi-static systems such as sand infiltration
into a static gravel bed. For the bridging cases (D15,Gravel/D85,Sand < 10.6), rolling
resistance models are vital for correct or anticipated infiltration behavior.

• Contrary to the bridging cases, for the percolation cases (D15,Gravel/D85,sand > 15.4),
excluding the rolling friction model (free-rolling case) could capture the physically
correct percolation type of infiltration, indicating that when pore size becomes sig-
nificantly larger than infiltrating sand particles, particle shape effects tend to vanish.
Shape effects are more important for coarser than finer sand particles. Therefore, the
rolling resistance models in modeling percolation should be avoided.

• A comparison of different rolling resistance models shows that all the considered
models (CDT, EPSD, and EPSD2) are able to capture particle shape effects wherever
the shape effects seem to be vital. The EPSD model performs marginally better than
the other two models. Applying these models, we can implicitly consider the effects of
particle shape by adding artificial resistance to particle rotation. These models can help
obtain the correct infiltration behavior for bridging cases, but the inclusion of rolling
resistance can also lead to non-physical and undesirable results for percolation cases.
Therefore, it should be used carefully depending on the relative sand–gravel size.

• The DEM method is computationally expensive and limited to a definite number
of particles with the currently available computational resources, architecture, and
solution algorithms. This usually requires the particle size distributions (PSDs) for
sand and gravel to be simplified to represent the required volume or mass of sediments
by a lower number of particles. Simplification is necessary to realize the numerical
simulations, but oversimplification could entirely modify the characteristics of gravel
beds and infiltrating sand, resulting in completely different infiltration behaviors
than anticipated.

• A sufficient number of gravel and sand classes (4–5 grain classes) could be a good
compromise between the accuracy and realizability of numerical simulations with a
decent domain size, which can capture the bulk behavior of sand and gravel beds.
Simplified cases (with four grain classes for gravel and five for sand) could capture
the correct bridging behavior and perform very well in statistical evaluation against
the experimental data. For this purpose, D15,Gravel/D85,Sand could be considered as a
measure of the gravel bed and infiltrating sand characteristics. If the D15,Gravel/D85,Sand
remain similar to the exact/full PSDs for sand and gravel, then the simplification is
justified and should not lead to any non-physical behavior concerning the infiltration
process being investigated.
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Chapter 7

Conclusion and Outlook

This dissertation reports the efforts to utilize high-fidelity CFD coupled with particle tracking

method (DEM) to improve our existing knowledge on a specific fluid-particle system character-

ized by a sub-process of sediment transport, namely the fine sediment infiltration into static gravel

bed. The numerical simulation performed in this study aims to deepen our understanding of the fine

sediment infiltration process in relation to the effects of flowing water, turbulence, particle shape

and particle size distribution (PSD) characteristics. In completing the dissertation, I would like to

conclude the main findings, along with some recommendations for fine sediment management and

mention some future research avenues.

7.1 Conclusion

The main findings of the research conducted within the doctoral project and some recommendations

based on the results presented can be summarized as follows:

• High-fidelity CFD coupled with the DEM method, the so-called CFD-DEM approach, opens

new doors of possibilities for investigating fluid-particle systems. However, the limitations

concerning the number and size of particles, with heavy computations involving fluid-particle

and particle-particle interactions, restrict its application for simpler cases with a defined CFD

resolution and a limited number of particles.

• Particle size must be smaller than CFD cells under the unresolved CFD-DEM framework.

This also means that it is not always possible to resolve finer CFD meshes, especially near the

walls required by the turbulence-resolving methods (e.g., y+∼1 for LES-DEM). Under such

scenarios, dynamic LES turbulence models (e.g. DynamickEqn) could capture accurate fluid

flow statistics in terms of turbulent mean and fluctuating velocities.

• Under the RANS-DEM approach, the simple dispersion models based on the Discrete Random

Walk (DRW) are inefficient in recovering the effects of turbulence fluctuations on the particle’s

trajectory. More sophisticated turbulent dispersion models such as the Continuous Random

Walk (CRW) or direct forcing in NS equation could be better options for such purposes.

• Compared to the standard OpenFOAM solver “DPMFoam”, the self-compiled solver “pim-

pleLPTFoam” could save significant computational resources yet could provide as accurate
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particle behaviour in turbulent flow as “DPMFoam.” However, one can only neglect the effect

of particle fraction in each computational cell, demonstrated by pimpleLPTFoam, only when

particle concentration ϵp ≤ 10−5 (dispersed fluid-particle systems within one- and two-way

coupling regime). Particle fraction in each computational cell must be taken into account for

denser particle systems.

• The unresolved CFD-DEM framework is further exploited to investigate a denser fluid-particle

system, characterized by fine sediment infiltration into static gravel bed. Here, the coupled

framework of OpenFOAM, LIGGGHTS and CFDEM-Coupling, instead of standalone particle

tracking solvers in OpenFOAM, is successfully employed to study fine sediment infiltration

into static gravel bed.

• Investigation of flowing water effects on the fine sediment infiltration suggests that the process

is predominantly gravity-dominated. The observation supports Cui’s hypothesis (Cui et al.,

2008) that the fine sediment infiltration driven by intra-gravel flow is similar to fine sediment

infiltration driven by gravity. This implies that the fine sediment infiltration process can be

studied efficiently, considering the system as a pure granular system, as long as the gravel bed

remains immobile.

• Both bridging and percolation types of infiltration processes can occur within the same gravel

substrate, even under the same flow conditions. The occurrence of bridging or percolation is

independent of gravel bed thickness and is purely a function of relative sand-to-gravel size.

Nevertheless, the gravel bed should be sufficiently thick enough to distinguish between these

infiltration behaviours. In this direction, we hypothesized that a gravel bed thicker than five

times the largest gravel diameter can be considered as thick enough gravel bed.

• Among the different turbulence models under RANS-DEM, any of the RANS turbulence mod-

els can be used to model the fine sediment infiltration into static gravel bed, provided it can

capture the mean flow fields accurately. This observation also has its roots in the fact that

the flowing water has almost no effects on the final state of infiltration as the process of fine

sediment infiltration into static gravel bed is gravity-dominated.

• Considering our observation that fine sediment infiltration is predominantly a gravity-dominated

process, the system is described as a pure-granular system and simulated in a pure DEM

framework. Here, other aspects of granular media, such as particle shape and particle size dis-

tribution (PSD), are investigated. These aspects are important in deciding the realizability of

the simulation in terms of domain size, total number of particles and materialistic properties.

The infiltration characteristics of fine sediment into static gravel bed concerning irregularity

and non-sphericity in particle and PSD are related to thresholds for bridging and percolation

behaviours D15,Gravel/D85,Sand.

• The size ratio D15,Gravel/D85,Sand is important parameter, which governs the fine sediment

infiltration process. For D15,Gravel/D85,Sand < 10.6 bridging, and for D15,Gravel/D85,Sand > 15.4

percolation behavior should occur.

• Particle shape effects are included implicitly by restricting the particle’s rotation with rolling

resistance models. The rolling resistance models seem to be the most efficient way to include
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shape effects without resolving the actual shape of particles, because each sediment particle

in the natural river system can be very different from one another. Rolling resistance models

(thus particle shape) must be included for cases when D15,Gravel/D85,Sand < 10.6 (bridging

behaviour) and are not necessary for cases when D15,Gravel/D85,Sand > 15.4 (percolation be-

haviour).

• Number of grain-size classes in PSD is a crucial factor in DEM simulations in terms of simula-

tion time and computational resources. More grain-size classes would result in a larger number

of particles and eventually smaller DEM time steps to capture proper contact among the small-

est particles accurately. The reduction in the number of grain-size classes is only justified if it

does not modify D15,Gravel and D85,Sand significantly, and the size ratio D15,Gravel/D85,Sand is

within the thresholds for bridging or percolation behaviours. Based on the study, it is recom-

mended to consider 4-5 grain-size classes to capture the realistic behaviour of sand and gravel

particles.

• For fine sediment management strategies, it can be taken as a rule of thumb that infiltration

through percolation behaviour should be avoided while flushing the fine sediment from dams.

This can be made sure by simply comparing the D15,Gravel of the gravel substrate downstream

of the dam with the D85,Sand of deposited fine sediment in the upstream of the dam.

• If the size ratio D15,Gravel/D85,Sand < 10.6, the flushing of fine sediment is recommended.

The deposited and infiltrated fine sediment, as a result of the carried flushing event, can be

remobilized in an attempt to clean the gravel deposit with an artificial flood event.

• If the size ratio D15,Gravel/D85,Sand > 15.4, the expected fine sediment infiltration would occur

predominantly through percolation, which can lead the fine sediment to infiltrate very deep into

the gravel substrate, which is almost impossible to remove. Under such conditions, flushing

is not recommended; rather, dredging could be a possible fine sediment management strategy.

Alternatively, if flushing is unavoidable, several nature based approaches could be employed to

minimize the fine sediment infiltration or to protect specific ecological regions of interest. This

could be done by formations of gravel structure (Haun et al., 2023; Kunz et al., 2021) or wood

placements (Noack et al., 2020; Schalko et al., 2024; Schwindt et al., 2023), downstream of the

dam, to pass the fine sediment through specific zones in the river course or generate artificial

turbulence using these gravel structures to prevent extensive fine sediment infiltration. In this

direction, some initial studies, field investigations and restoration measures are taking place in

the right direction with field scale monitoring tools (e.g. MultiPAC).

7.2 Outlook

The CFD-DEM approach is relatively new in the field of hydraulic engineering and holds enormous

potential for studying fluvial systems in greater detail, focusing on particle-scale interactions on the

DEM side and highly resolved fluid flow fields on the CFD side. However, the method has specific

limitations depending on whether the resolved or unresolved CFD-DEM approach is used to study

the fluid-particle system under consideration. Despite being in the early developmental stage, the

method is becoming more accessible to researchers due to recent advancements in computational

science, both in software and hardware aspects. I would like to highlight some of the future research
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avenues, which are:

Larger Domain and Wider PSD Studies: Future research could explore larger domain sizes

and a wider variety of sand and gravel mixtures to validate and extend the current findings. Exper-

imental Studies from Wooster et al. (2008) could serve as reference cases, where not only the PSD

for fine sediment but also PSD for gravel are varied within several flume experiments.

Flushing Efficiency: Investigating various scenarios of fine sediment remobilization and removal

during high flood events would be beneficial for sediment management. Simulations could provide

insights into effective flushing mechanisms to maintain clean gravel beds.

Dynamic Meshing: Developing dynamic meshing approaches within unresolved CFD-DEM could

help achieve high-resolution flow fields with moving particles, ensuring that particles remain smaller

than the CFD cell size throughout the simulation domain. Alternatively, the resolved CFD-DEM

approach could be used, but due to its limitation to only a few thousand particles, it would be

difficult to simulate a decently sized domain with broader PSDs for gravel and sand.

GPU Optimization: Optimizing particle tracking solvers for GPU systems could significantly

enhance computational efficiency, making it feasible to perform large-scale simulations with broader

PSDs for gravel and fine sediment.

Advanced Particle Interaction Models: Further research into sophisticated models for inter-

particle calculations for non-spherical particles is encouraged. This could improve the accuracy of

DEM simulations in replicating natural fluvial systems.

Machine Learning Integration: Integrating machine learning methodologies, such as Artificial

Neural Networks (ANNs) and Physics Informed Neural Networks (PINNs), with CFD-DEM data

could provide efficient tools for predicting sediment and porosity profiles during infiltration and re-

mobilization stages. Training models on extensive datasets could offer quick and reliable predictions

for site-specific conditions.

Exploring Other Sediment Transport Regimes: Future studies could employ the CFD-DEM

method to investigate other sediment transport regimes, including dunes, ripples, and suspension

modes, which were beyond the scope of this dissertation. Detailed particle-scale information could

reveal new insights into these processes.

Taken together, these findings and future research avenues underscore the potential of the CFD-

DEM approach to advance our understanding of fluid-particle systems significantly. Continued

advancements in computational methods and technologies will likely make these studies even more

impactful, providing deeper insights into sediment transport processes and their practical applica-

tions.



Annexure

Structure of self-compiled solver ”pimpleLPTFoam”

The solver ”pimpleLPTFoam” was developed by modifying the single-phase incompressible tran-

sient solver ”pimpleFoam” by adding a lagrangian library intermediate, which takes care of the

particle tracking part. The new fields were created. The basicKinematicCollidingCloud is

initialized in createFields.H and called in PimpleLPTFoam.C to include particle-particle and

particle-wall interactions. UEqns.H was modified to include fluid-particle interaction momentum

(two-way coupling). Additional necessary executables and libraries are included in Make/options.

The location newly created particle-tracking solver ”pimpleLPTFoam” was specified in Make/files.

Note: The solver was compiled on the basis of the tutorial shown by Dr. Robert Kasper during

the German OpenFOAM User Meeting 2018 (GOFUN 2018). We complied the solver ”pimpleLPT-

Foam” in OpenFOAM-v-1912, which required marginal changes.
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A.1: correctPhi.H

correctPhi.H

CorrectPhi

(

U,

phi,

p,

dimensionedScalar("rAUf", dimTime, 1),

geometricZeroField(),

pimple

);

#include "continuityErrs.H"
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A.2: createFields.H

#include "readGravitationalAcceleration.H"

Info<< "Reading field p\n" << endl;

volScalarField p

(

IOobject

(

"p",

runTime.timeName(),

mesh,

IOobject::MUST_READ,

IOobject::AUTO_WRITE

),

mesh

);

Info<< "Reading field U\n" << endl;

volVectorField U

(

IOobject

(

"U",

runTime.timeName(),

mesh,

IOobject::MUST_READ,

IOobject::AUTO_WRITE

),

mesh

);

#include "createPhi.H"

label pRefCell = 0;

scalar pRefValue = 0.0;

setRefCell(p, pimple.dict(), pRefCell, pRefValue);

mesh.setFluxRequired(p.name());

singlePhaseTransportModel laminarTransport(U, phi);

autoPtr<incompressible::turbulenceModel> turbulence

(

incompressible::turbulenceModel::New(U, phi, laminarTransport)

);

#include "createMRF.H"

Info<< "Reading transportProperties\n" << endl;

IOdictionary transportProperties

(
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IOobject

(

"transportProperties",

runTime.constant(),

mesh,

IOobject::MUST_READ_IF_MODIFIED,

IOobject::NO_WRITE

)

);

dimensionedScalar rhoInfValue

(

transportProperties.lookup("rhoInf")

);

dimensionedScalar invrhoInf("invrhoInf",(1.0/rhoInfValue));

volScalarField rhoInf

(

IOobject

(

"rho",

runTime.constant(),

mesh,

IOobject::NO_READ,

IOobject::AUTO_WRITE

),

mesh,

rhoInfValue

);

volScalarField mu

(

IOobject

(

"mu",

runTime.constant(),

mesh,

IOobject::NO_READ,

IOobject::AUTO_WRITE

),

laminarTransport.nu()

*rhoInfValue

);

const word kinematicCloudName

(

args.get<word>("cloudName", "kinematicCloud")

);
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Info<< "Constructing kinematicCloud " << kinematicCloudName << endl;

basicKinematicCollidingCloud kinematicCloud

(

kinematicCloudName,

rhoInf,

U,

mu,

g

);

#include "createFvOptions.H"
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A.3: pEqn.H

volScalarField rAU(1.0/UEqn.A());

volVectorField HbyA(constrainHbyA(rAU*UEqn.H(), U, p));

surfaceScalarField phiHbyA

(

"phiHbyA",

fvc::flux(HbyA)

+ MRF.zeroFilter(fvc::interpolate(rAU)*fvc::ddtCorr(U, phi, Uf))

);

MRF.makeRelative(phiHbyA);

if (p.needReference())

{

fvc::makeRelative(phiHbyA, U);

adjustPhi(phiHbyA, U, p);

fvc::makeAbsolute(phiHbyA, U);

}

tmp<volScalarField> rAtU(rAU);

if (pimple.consistent())

{

rAtU = 1.0/max(1.0/rAU - UEqn.H1(), 0.1/rAU);

phiHbyA +=

fvc::interpolate(rAtU() - rAU)*fvc::snGrad(p)*mesh.magSf();

HbyA -= (rAU - rAtU())*fvc::grad(p);

}

if (pimple.nCorrPISO() <= 1)

{

tUEqn.clear();

}

// Update the pressure BCs to ensure flux consistency

constrainPressure(p, U, phiHbyA, rAtU(), MRF);

// Non-orthogonal pressure corrector loop

while (pimple.correctNonOrthogonal())

{

fvScalarMatrix pEqn

(

fvm::laplacian(rAtU(), p) == fvc::div(phiHbyA)

);

pEqn.setReference(pRefCell, pRefValue);

pEqn.solve(mesh.solver(p.select(pimple.finalInnerIter())));

if (pimple.finalNonOrthogonalIter())

{
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phi = phiHbyA - pEqn.flux();

}

}

#include "continuityErrs.H"

// Explicitly relax pressure for momentum corrector

p.relax();

U = HbyA - rAtU*fvc::grad(p);

U.correctBoundaryConditions();

fvOptions.correct(U);

// Correct Uf if the mesh is moving

fvc::correctUf(Uf, U, phi);

// Make the fluxes relative to the mesh motion

fvc::makeRelative(phi, U);
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A.4: pimpleLPTFoam.C

#include "fvCFD.H"

#include "dynamicFvMesh.H"

#include "singlePhaseTransportModel.H"

#include "turbulentTransportModel.H"

#include "pimpleControl.H"

#include "CorrectPhi.H"

#include "fvOptions.H"

#include "basicKinematicCollidingCloud.H"

int main(int argc, char *argv[])

{

#include "postProcess.H"

#include "addCheckCaseOptions.H"

#include "setRootCaseLists.H"

#include "createTime.H"

#include "createDynamicFvMesh.H"

#include "initContinuityErrs.H"

#include "createDyMControls.H"

#include "createFields.H"

#include "createUfIfPresent.H"

#include "CourantNo.H"

#include "setInitialDeltaT.H"

turbulence->validate();

Info<< "\nStarting time loop\n" << endl;

while (runTime.run())

{

#include "readDyMControls.H"

#include "CourantNo.H"

#include "setDeltaT.H"

++runTime;

Info<< "Time = " << runTime.timeName() << nl << endl;

// --- Pressure-velocity PIMPLE corrector loop

while (pimple.loop())

{

if (pimple.firstIter() || moveMeshOuterCorrectors)

{

// Do any mesh changes

mesh.controlledUpdate();

if (mesh.changing())

{
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MRF.update();

if (correctPhi)

{

// Calculate absolute flux

// from the mapped surface velocity

phi = mesh.Sf() & Uf();

#include "correctPhi.H"

// Make the flux relative to the mesh motion

fvc::makeRelative(phi, U);

}

if (checkMeshCourantNo)

{

#include "meshCourantNo.H"

}

}

}

#include "UEqn.H"

// --- Pressure corrector loop

while (pimple.correct())

{

#include "pEqn.H"

}

if (pimple.turbCorr())

{

laminarTransport.correct();

turbulence->correct();

}

}

Info<< "\nEvolving " << kinematicCloud.name() << endl;

kinematicCloud.evolve();

runTime.write();

runTime.printExecutionTime(Info);

}

Info<< "End\n" << endl;

return 0;

}
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A.5: UEqn.H

// Solve the Momentum equation

MRF.correctBoundaryVelocity(U);

tmp<fvVectorMatrix> tUEqn

(

fvm::ddt(U) + fvm::div(phi, U)

+ MRF.DDt(U)

+ turbulence->divDevReff(U)

==

fvOptions(U)

+ invrhoInf*kinematicCloud.SU(U)

);

fvVectorMatrix& UEqn = tUEqn.ref();

UEqn.relax();

fvOptions.constrain(UEqn);

if (pimple.momentumPredictor())

{

solve(UEqn == -fvc::grad(p));

fvOptions.correct(U);

}
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A.6: Make/options

EXE_INC = \

-Iintermediate/lnInclude \

-I$(LIB_SRC)/finiteVolume/lnInclude \

-I$(LIB_SRC)/meshTools/lnInclude \

-I$(LIB_SRC)/sampling/lnInclude \

-I$(LIB_SRC)/TurbulenceModels/turbulenceModels/lnInclude \

-I$(LIB_SRC)/TurbulenceModels/incompressible/lnInclude \

-I$(LIB_SRC)/transportModels \

-I$(LIB_SRC)/transportModels/incompressible/singlePhaseTransportModel \

-I$(LIB_SRC)/dynamicMesh/lnInclude \

-I$(LIB_SRC)/dynamicFvMesh/lnInclude \

-I$(LIB_SRC)/lagrangian/basic/lnInclude \

-I$(LIB_SRC)/regionModels/surfaceFilmModels/lnInclude \

-I$(LIB_SRC)/regionModels/regionModel/lnInclude

EXE_LIBS = \

-L$(FOAM_USER_LIBBIN) \

-lPimpleLPTLagrangianIntermediate \

-llagrangian\

-lfiniteVolume \

-lfvOptions \

-lmeshTools \

-lsampling \

-lturbulenceModels \

-lincompressibleTurbulenceModels \

-lincompressibleTransportModels \

-ldynamicMesh \

-ldynamicFvMesh \

-ltopoChangerFvMesh \

-latmosphericModels
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A.7: Make/files

pimpleLPTFoam.C

EXE = $(FOAM_USER_APPBIN)/pimpleLPTFoam
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Géotechnique 29, 47–65. doi:10.1680/geot.1979.29.1.47.

Dehbi, A., 2008. Stochastic models for turbulent particle dispersion in general inhomogeneous flows.

Paul Scherrer Institut: Villigen PSI, Switzerland .

Dey, S., 2014. Fluvial Hydrodynamics: Hydrodynamic and Sediment Transport Phenomena. Geo-

Planet. 1st ed. 2014 ed., Springer Berlin Heidelberg and Imprint: Springer, Berlin Heidelberg.

http://dx.doi.org/10.1017/S0022112005006889
http://dx.doi.org/10.5194/gmd-10-4367-2017
http://dx.doi.org/https://doi.org/10.1016/j.vacuum.2019.06.018
http://dx.doi.org/https://doi.org/10.1016/j.vacuum.2019.06.018
http://dx.doi.org/10.1016/j.coastaleng.2016.08.007
http://dx.doi.org/10.1017/jfm.2014.422
http://dx.doi.org/10.1016/j.powtec.2011.08.033
http://dx.doi.org/10.1201/b11103
http://dx.doi.org/10.1080/00221686.2006.9521683
http://dx.doi.org/10.1080/00221686.2006.9521683
http://dx.doi.org/10.1061/(ASCE)0733-9429(2008)134:10(1421)
http://dx.doi.org/10.1680/geot.1979.29.1.47


137

Di Felice, R., 1994. The voidage function for fluid-particle interaction systems. International Journal

of Multiphase Flow 20, 153–159. doi:10.1016/0301-9322(94)90011-6.

Dietrich, W.E., Kirchner, J.W., Ikeda, H., Iseya, F., 1989. Sediment supply and the development of

the coarse surface layer in gravel-bedded rivers. Nature 340, 215–217. doi:10.1038/340215a0.

Downs, P.W., Cui, Y., Wooster, J.K., Dusterhoff, S.R., Booth, D.B., Dietrich, W.E., Sklar, L.S.,

2009. Managing reservoir sediment release in dam removal projects: An approach informed by

physical and numerical modelling of non-cohesive sediment. International Journal of River Basin

Management 7, 433–452. doi:10.1080/15715124.2009.9635401.

Elghobashi, S., 1994. On predicting particle-laden turbulent flows. Applied Scientific Research 52,

309–329. doi:10.1007/BF00936835.

Elmsahli, H.S., Sinka, I.C., 2021. A discrete element study of the effect of particle shape on packing

density of fine and cohesive powders. Computational Particle Mechanics 8, 183–200. doi:10.1007/

s40571-020-00322-9.

Feng, Y.Q., Yu, A.B., 2004. Assessment of model formulations in the discrete particle simulation

of gas-solid flow. Industrial and Engineering Chemistry Research 43, 8378–8390. doi:10.1021/

ie049387v.

Fessler, J.R., Eaton, J.K., 1999. Turbulence modification by particles in a backward-facing step

flow. Journal of Fluid Mechanics 394, 97–117. doi:10.1017/S0022112099005741.

Gibson, S., Abraham, D., Heath, R., Schoellhamer, D., 2009. Vertical gradational variability of fines

deposited in a gravel framework. Sedimentology 56, 661–676. doi:10.1111/j.1365-3091.2008.

00991.x.

Gibson, S., Abraham, D., Heath, R., Schoellhamer, D., 2010. Bridging process threshold for sediment

infiltrating into a coarse substrate. Journal of Geotechnical and Geoenvironmental Engineering

136, 402–406. doi:10.1061/(ASCE)GT.1943-5606.0000219.

Gidaspow, D., 1994. Multiphase flow and fluidization: Continuum and kinetic theory de-

scriptions. Academic Press, Boston. URL: http://www.sciencedirect.com/science/book/

9780080512266.

Grams, P.E., Wilcock, P.R., 2014. Transport of fine sediment over a coarse, immobile riverbed.

Journal of Geophysical Research: Earth Surface 119, 188–211. doi:10.1002/2013JF002925.

Guo, Y., Yang, Y., Yu, X., 2018. Influence of particle shape on the erodibility of non-cohesive

soil: Insights from coupled cfd–dem simulations. Particuology 39, 12–24. doi:10.1016/j.partic.

2017.11.007.

Haun, S., Dietrich, S., 2021. Advanced methods to investigate hydro–morphological processes in

open–water environments. Earth Surface Processes and Landforms 46, 1655–1665. doi:10.1002/

esp.5131.

Haun, S., Negreiros, B., Schwindt, S., Aybar Galdos, A., Noack, M., Wieprecht, S., 2023. Mul-

tiPAC as a tool to monitor the sustainability of riverbed restoration measures. doi:10.5194/

egusphere-egu23-7152.

http://dx.doi.org/10.1016/0301-9322(94)90011-6
http://dx.doi.org/10.1038/340215a0
http://dx.doi.org/10.1080/15715124.2009.9635401
http://dx.doi.org/10.1007/BF00936835
http://dx.doi.org/10.1007/s40571-020-00322-9
http://dx.doi.org/10.1007/s40571-020-00322-9
http://dx.doi.org/10.1021/ie049387v
http://dx.doi.org/10.1021/ie049387v
http://dx.doi.org/10.1017/S0022112099005741
http://dx.doi.org/10.1111/j.1365-3091.2008.00991.x
http://dx.doi.org/10.1111/j.1365-3091.2008.00991.x
http://dx.doi.org/10.1061/(ASCE)GT.1943-5606.0000219
http://www.sciencedirect.com/science/book/9780080512266
http://www.sciencedirect.com/science/book/9780080512266
http://dx.doi.org/10.1002/2013JF002925
http://dx.doi.org/10.1016/j.partic.2017.11.007
http://dx.doi.org/10.1016/j.partic.2017.11.007
http://dx.doi.org/10.1002/esp.5131
http://dx.doi.org/10.1002/esp.5131
http://dx.doi.org/10.5194/egusphere-egu23-7152
http://dx.doi.org/10.5194/egusphere-egu23-7152


138
Bibliography

He, L., Liu, Z., Zhao, Y., 2024. Study on a semi-resolved cfd-dem method for rod-like particles in a

gas-solid fluidized bed. Particuology 87, 20–36. doi:10.1016/j.partic.2023.07.014.

Ishii, M., Hibiki, T., 2010. Thermo-Fluid Dynamics of Two-Phase Flow. Springer Science & Business

Media.

Jackson, R. (Ed.), 1963. The mechanics of fluidized beds. PartI. The stability of the state of uniform

fluidization. volume 13-21, Tans. Inst. Chem. Engng.

Jaiswal, A., Bui, M.D., Rutschmann, P., 2022. Evaluation of rans-dem and les-dem methods in open-

foam for simulation of particle-laden turbulent flows. Fluids 7, 337. doi:10.3390/fluids7100337.

Jaiswal, A., Bui, M.D., Rutschmann, P., 2024. On the process of fine sediment infiltration into

static gravel bed: A cfd–dem modelling perspective. River Research and Applications 40, 29–48.

doi:10.1002/rra.4215.

Kitagawa, A., Murai, Y., Yamamoto, F., 2001. Two-way coupling of eulerian–lagrangian model for

dispersed multiphase flows using filtering functions. International journal of multiphase flow 27,

2129–2153. doi:https://doi.org/10.1016/S0301-9322(01)00040-4.

Kloss, C., Goniva, C., Hager, A., Amberger, S., Pirker, S., 2012. Models, algorithms and validation

for opensource dem and cfd-dem. Progress in Computational Fluid Dynamics, An International

Journal 12, 140. doi:10.1504/PCFD.2012.047457.

Koch, D.L., , Hill, R.J., 2001. Inertial effects in suspension and porous-media flows. Annual Review

of Fluid Mechanics 33, 619–647. doi:10.1146/annurev.fluid.33.1.619.

Kuczaj, A.K., Geurts, B.J., 2006. Mixing in manipulated turbulence. Journal of Turbulence 7, N67.

doi:10.1080/14685240600827534.

Kuerten, J.G.M., Vreman, A.W., 2005. Can turbophoresis be predicted by large-eddy simulation?

Physics of Fluids 17, 011701–011701–4. doi:10.1063/1.1824151.

Kunz, M., Negreiros, B., Schwindt, S., Haun, S., Noack, M., Wieprecht, S., 2021. Inn-ovative

morphological restoration efforts, in: Wyss, C., De Cesare, G., Lane, S., Marti, C., Nitsche, M.,

Pauli, M., Schweizer, S., Weitbrecht, V. (Eds.), Proceedings of the International Sympoisium on

Bedload Management 2021, pp. 52–55. doi:10.3929/ethz-b-000513098.
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