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Abstract

The impacts of climate change on the hydrology in mountainous and glacierized regions is increasingly

important to understand. An investigation for which suitable and reliable tools are indispensable. There-

fore, continuous validation and improvement of these instruments is necessary for accurate hydrological

representations. This dissertation investigates the impacts of climate change on hydrological processes

in mountainous and glacierized catchments, utilizing and enhancing the Soil and Water Assessment Tool

(SWAT).

First, multiple climate projections from two generations of General Circulation Models (GCMs) based on

the The Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) are assessed in the Naryn Basin,

the headwater of the famous Syr Darya located in Central Asia. Hence, climate projections stemming

from the ISIMIP phases two and three are used to investigate climate impacts on the basin’s hydrology.

The two ISIMIP phases represent the two most recent stages of the Coupled Model Intercomparison

Project that are widely used in the field (CMIP5 and CMIP6, respectively). The comparison and eval-

uation focuses on the low emission and high emission scenarios available in both generations, which

correspond to RCP2.6 & SSP1-2.6, as well as RCP8.5 & SSP5-8.5. The comparative analysis covers

multiple hydrological components, such as discharge, evapotranspiration (ETA), and soil moisture (SM).

Besides, multiple aspects of uncertainties, inherent in climate impact studies, are analyzed. It is revealed

that higher climate sensitivities, assigned to recent GCMs, can cause significantly differing hydrological

projections due to elevated temperature projections. It is further demonstrated that peak discharge in

the basin could occur around one month earlier. Increasing ETA alongside substantial decreases in soil

moisture are expected to be additional hydrological changes. Under CMIP6, significant precipitation

increases, not present in former projections, slightly buffer water-limited conditions, albeit soil moisture

deficits are not sufficiently alleviated and water limitation could generally exacerbate.

Recognizing SWAT’s limitations in representing glacier dynamics in high-mountainous regions, SWAT-

GL is developed to extend SWAT and address current limitations. SWAT-GL introduces a novel mass

balance module and glacier evolution routine based on the delta-h parameterization. The model devel-

opment contributes to a better representation of high mountain hydrology and to improve the model’s

applicability in these environments. The extended model is particularly useful in data scarce regions as

it involves a minimum of data requirements. Glacier changes can be simulated dynamically and includes

a spatially-distributed representation of ice thickness changes. SWAT-GL and its model code is open-

source, documented and easily accessible by the community to follow the FAIR (Findable, Accessible,

Interoperable, and Reusable) principles. Initial tests in the Martelltal in Italy, where it successfully rep-

resents mass balance variations, serve as promising results.

To further validate SWAT-GL, a comprehensive evaluation study is carried out using four USGS (United

States Geological Survey) Benchmark Glaciers. The evaluation relies fully on glaciological components

and includes glacier mass balance, hypsometry and snow cover rather than discharge as in other studies.
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The procedure allows to test the complex interactions of the new routine with the pre-existing snow

routine, which is examined in detail by a sensitivity analysis using the Method of Morris. The work high-

lights the strong interactions between snow and glacier components, suggesting the need for simultaneous

calibration of these processes. While the exclusion of discharge in the optimization process demonstrates

SWAT-GL’s capabilities in simulating glacier and snow processes, a further investigation shows how dis-

charge is adequately reproduced calibrated when incorporated in the optimization procedure.

This dissertation advances hydrological modeling by providing hydrological projections under climate

change and integrating glacier processes into SWAT, offering a sophisticated tool to represent the hy-

drology in complex, glacierized environments. These contributions are critical for better understanding

water resource management and climate adaptation strategies in vulnerable mountainous regions.
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Zusammenfassung

Die Auswirkungen des Klimawandels auf die Hydrologie in Gebirgs- und Gletscherregionen zu verstehen

wird immer wichtiger. Eine Untersuchung, für die geeignete und zuverlässige Wekrzeuge unerlässlich

sind. Daher ist eine kontinuierliche Validierung und Verbesserung dieser Werkzeuge für genaue hydrolo-

gische Darstellungen erforderlich. In dieser Dissertation werden die Auswirkungen des Klimawandels auf

hydrologische Prozesse in gebirgigen und vergletscherten Einzugsgebieten untersucht, wobei das Soil and

Water Assessment Tool (SWAT) verwendet und erweitert wird.

Zunächst werden mehrere Klimaprojektionen von zwei Generationen von globalen Klimamodellen (GCMs)

auf der Grundlage des Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) im Naryn-Becken,

dem Oberlauf des berühmten Syr Darya in Zentralasien, bewertet. Daher werden die Klimaprojektionen

der zweiten und dritten ISIMIP-Phase verwendet, um die Klimaauswirkungen auf die Hydrologie des

Beckens zu untersuchen. Die beiden ISIMIP-Phasen stellen die beiden jüngsten Generationen des Cou-

pled Model Intercomparison Project dar, die in der Praxis weit verbreitet sind (CMIP5 bzw. CMIP6).

Der Vergleich und die Bewertung konzentrieren sich auf die in beiden Generationen verfügbaren Szenar-

ien mit niedrigen und hohen Emissionen, die dem RCP2.6 & SSP1-2.6 sowie dem RCP8.5 & SSP5-8.5

entsprechen. Die vergleichende Analyse umfasst mehrere hydrologische Komponenten, wie Abfluss, Evap-

otranspiration (ETA) und Bodenfeuchte (SM). Außerdem werden mehrere Aspekte der Unsicherheiten,

die in Studien über Klimaauswirkungen zwangsläufig auftreten, analysiert. Es zeigt sich, dass die höheren

Klimasensitivitäten, die den neueren GCMs zugewiesen werden, aufgrund der höheren Temperaturprog-

nosen zu erheblich abweichenden hydrologischen Projektionen führen können. Ferner wird gezeigt, dass

der Spitzenabfluss im Einzugsgebiet etwa einen Monat früher auftreten könnte. Als weitere hydrologische

Veränderungen werden ein Anstieg der ETA und eine erhebliche Abnahme der Bodenfeuchte erwartet.

Im Rahmen von CMIP6 federn deutliche Niederschlagszunahmen, was in den früheren Projektionen nicht

der Fall war, die wasserbegrenzten Bedingungen leicht ab, wenngleich die Bodenfeuchtigkeitsdefizite nicht

ausreichend gemildert werden und sich die Wasserbegrenzung im Allgemeinen verschärfen könnte.

Da SWAT bei der Darstellung der Gletscherdynamik in Hochgebirgsregionen an seine Grenzen stößt,

wurde SWAT-GL entwickelt, um SWAT zu erweitern und derzeitige Einschränkungen zu überwinden.

SWAT-GL führt ein neues Massenbilanzmodul und eine Gletscherentwicklungsroutine ein, die auf der

delta-h-Parametrisierung basiert. Die Entwicklung des Modells trägt zu einer besseren Darstellung der

Hochgebirgshydrologie sowie zu einer verbesserten Anwendbarkeit des Modells in diesen Gebieten bei.

Das erweiterte Modell ist besonders in datenarmen Regionen nützlich, da es ein Mindestmaß an Daten

benötigt. Gletscherveränderungen können dynamisch simuliert werden und beinhalten eine räumlich

verteilte Darstellung von Eisdickenänderungen. SWAT-GL und sein Modellcode sind frei, dokumentiert

und für die Gemeinschaft leicht zugänglich, um den FAIR-Prinzipien (Findable, Accessible, Interoperable,

and Reusable) zu entsprechen. Erste Tests im Martelltal in Italien, wo es erfolgreich Massenbilanzvaria-

tionen abbildet, zeigen vielversprechende Ergebnisse.
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Zur weiteren Validierung von SWAT-GL wird eine umfassende Evaluierungsstudie anhand vier USGS

(United States Geological Survey) Benchmark-Gletschern durchgeführt. Die Bewertung stützt sich voll-

ständig auf glaziologische Komponenten und umfasst die Massenbilanz des Gletschers, die Hypsometrie

sowie die Schneebedeckung und basiert im Gegensatz zu anderen Studien nicht auf dem Abfluss. Das

Verfahren ermöglicht es, die komplexen Wechselwirkungen zwischen der neuen Routine und der bere-

its bestehenden Schneeroutine zu testen, was durch eine Sensitivitätsanalyse basierend auf der Morris-

Methode untersucht wird. Die Arbeit verdeutlicht die starken Wechselwirkungen zwischen Schnee- und

Gletscherkomponenten, was die Notwendigkeit einer gleichzeitigen Kalibrierung dieser Prozesse nahelegt.

Während die Nichtberücksichtigung des Abflusses im Optimierungsprozess die Fähigkeiten von SWAT-

GL in der Simulation von Gletscher- und Schneeprozessen demonstriert, zeigt eine weitere Untersuchung,

dass der Abfluss adäquat widergespiegelt werden kann, wenn er in das Optimierungsverfahren einbezogen

wird.

Diese Dissertation bringt die hydrologische Modellierung voran, indem sie hydrologische Projektionen

unter dem Einfluss des Klimawandels liefert und Gletscherprozesse in SWAT integriert, wodurch ein

hochentwickeltes Werkzeug zur Darstellung der Hydrologie in komplexen, vergletscherten Umgebungen

zur Verfügung gestellt wird. Diese Beiträge sind entscheidend für ein besseres Verständnis des Wasser-

ressourcenmanagements und der Klimaanpassungsstrategien in gefährdeten Bergregionen.
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Chapter 1

Introduction

Climate change, one of the biggest threats of the 21st Century is already affecting parts of the world

where 3.6 billion people live (IPCC, 2023b). It alters climate extremes, such as extreme precipitation

events, droughts, heatwaves or cyclones that lead to irreversible losses around the globe. Those most at

risk are those who have contributed the least but may be hit the most by the consequences. What are

potential consequences? Threats to food and water security are among the greatest concerns. However,

the list of impacts is diverse and long, ecosystem losses, human health issues, loss of significant portions of

the cryosphere, economic impacts across sectors and regions, ocean alterations through freshwater input

and acidification or changes in land cover through desertification and general land degradation serve as

further examples (IPCC, 2023a). With a mean global surface temperature of 1.45°C above pre-industrial

times, 2023 represents a sad summit in the young history of man-made climate change (WMO World

Meteorological Organization, 2024). Another of many records in the last decades, where most of the ten

warmest years since 1850 occurred. The value impressively shows how we are approaching 1.5°C, one of

the thresholds decided at COP21 (United Nations Climate Change Conference) in Paris (United Nations

Framework Convention on Climate Change, 2015). The chance that the year in which this dissertation

was written will be another record-shattering year is one-in-three, while there is less doubt that it will be

among the five warmest on record (NOAA National Centers for Environmental Information, 2024). Our

human fingerprint is unequivocal and mitigation and adaptation measures inevitable, yet not sufficiently

implemented or intended. Six of nine planetary boundaries, processes which are determined as crucial

for a stable and resilient Earth system, were found to be exceeded (Richardson et al., 2023). Freshwater,

as one of the nine boundaries, represents the global hydrological balance and is one of the disturbed

and transgressed boundaries. Both components, blue and green water, have been heavily modified by

humans.

Human exploitation of Earth’s freshwater resources is multifaceted. Water is harnessed to fulfill diverse

needs, ranging from irrigation purposes in agriculture, to providing potable water or meeting various

industrial applications. Consequently, water-related conflicts of interest often arise due to divergent de-

mands and requirements. The rate of growth in water usage is exceeding population growth, indicating a

trend toward increasingly water-intensive human behaviors as part of evolving economic activities. 70%

of global water withdrawals can be attributed to the agricultural sector (Ritchie and Roser, 2018), al-

though the fraction varies significantly across different regions. Rising demands for water, coupled with

changing water availability patterns pose stress and risk to the resource. Importantly, human activities

exert not only quantitative but also qualitative constraints on global water resources. Various stressors,

as deficiencies in sanitation, agricultural non-point source pollution, and industrial effluents contribute
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substantially to these constraints, potentially leading to severe consequences for ecosystems.

Risk is also put on our most important and largest freshwater storage, the cryosphere, which holds water

in its solid form, including glaciers, ice sheets or snow. The cryosphere does not only play an important

role in Earth’s climate, as it is involved in numerous climate feedbacks, but is also one of the systems

most vulnerable to changes in climate. It is directly linked to the hydrosphere and delayed releases of

water can become an important source to sustain river flow during dry periods. Glaciated basins account

for around a fourth of the global land surface and also supply almost a fourth of the world’s population

with freshwater (Huss and Hock, 2018). A change of the cryosphere can cause significant impacts on

multiple scales, for both, the water cycle and the climate. Modifications can take many forms, declines in

snow cover, temporal shifts of melting periods, glacier retreat or permafrost thawing are already visible

in many parts of the world, often with negative implications for the local population. An imbalance

of the system can, in worst case, lead to a loss of its functioning for water and food security. The full

potential a disturbance of the system might cause may not be realized for centuries due to its complex

climate feedbacks. Glacier retreat is one of the examples that remarkably demonstrates the impacts of

climate change. The overwhelming speed with which glaciers have disappeared around the globe since

pre-industrial times is terrifying. Regions scarce in precipitation heavily rely on seasonal melt water

and thus could face severe consequences when glacier shrinkage persists. Record-breaking 2023 also had

devastating effects on our glaciers, with the Swiss Alps losing 4% of their ice mass in the second worst

summer on record. Together with the previous year 2022, Swiss Alps lost 10% of their mass in just two

years (Swiss Academy of Sciences, 2023). Greatest amounts of ice outside the poles are stored in the Hi-

malaya and Central Asia. However, the situation does not differ from that of the rest of the world. Latest

projections estimate global glacier mass losses of 26% by the end of the century (relative to 2015), even

at an optimistic warming level of 1.5°C (Rounce et al., 2023). Earth’s current warming trend, exceeding

1.5°C by almost a factor of two, is associated with an ice loss of even 32%.

The impacts of climate change are usually quantified and evaluated with sector-specific impact models.

Hydrological models, naming only one class of impact models and traditionally used to study global

and regional water cycles, already differ widely in scale, spatial discretization, process representation

and complexity. Complexity of a model is often characterized by its mathematical formulations and the

degree of physicality. In terms of spatial discretization, models can be categorized in lumped models,

where parameters are averaged in space not accounting for spatial heterogeneity, or they can be spa-

tially distributed, considering spatial heterogeneity across the catchment. Based on process descriptions,

models can either be empirical, conceptual or physically-based. However, boundaries between the latter

two are not always clear and classifications can vary. A prevailing paradigm is that the more physically

based a model is. the better it might perform. Better, which can mean a lot in a complex hydrological

system, is typically evaluated through one or multiple performance criteria for one or multiple variables,

most commonly streamflow - an aggregation of catchment information. If a model is determined reliable,

modeled hydrological variables are then extrapolated in space and time. To assess the impacts of climate

change, the extrapolation of well-performing hydrological models often covers the end of the century

to explore how persistent climate change might affect the Earth’s water cycle. Even with significant

uncertainty along the model chain, modeling the impacts of climate change is paramount and serves as

a crucial foundation for decision-making and the development of adaptation and mitigation strategies.

To minimize structural uncertainties in hydrological modeling and enhance their reliability, models are

continuously refined to establish, at best, a more robust baseline for assessing climate change impacts.

Yet, the skill of these models in replicating real world hydrology depends heavily on the quality and

availability of the underlying data with used to drive and evaluate the model - a constraint that applies
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even to the most physically accurate models. Data challenges are particularly pronounced in remote,

high-mountain environments, where accessibility is limited and conditions can be hostile, especially in

glaciated catchments. The intricate hydrological dynamics of these areas, shaped by factors like high

altitudes, steep terrain, and snow and glacier feedbacks, further complicate model representation.

This thesis endeavors to diminish structural uncertainties in modeling by enhancing process represen-

tations within glaciated, high-mountain catchments, establishing a robust foundation for analyzing cli-

mate change impacts. Accurate projections of the hydrological cycle are essential for devising effective

adaptation and mitigation strategies in the face of future climate change. However, advances in model

development can introduce discrepancies in impact statements, which need to be considered. This also

applied to advances in climate modeling, which can cause significant deviations in the projections of

meteorological variables - a facet that is given special attention in this work.

1.1 Overarching Goal

The overall goal of the underlying dissertation is:

„Advancing the representation of high-mountain hydrology and demonstrating the implications of

evolving climate models on climate impact assessment“

This is accomplished using a synthesis of different modeling approaches, model development, data analysis

and processing techniques. The research covers multiple study areas characterized by various scales,

topographies and hydro-climatological conditions. To attain the overall goal of the dissertation, the use

of a hydrological model is foundational.

The relevance of this work is determined by the necessity for robust models as a reliable basis for thorough

studies on the effects of climate change. Given the uncertainties inherent in the modeling chain of

climate impact assessment, the importance of reliable impact statements might be bigger than ever.

As hydrologists, our ability to influence climate modeling developments may be limited, but we have

the opportunity and responsibility to make substantial contributions within our own domain to achieve

above-mentioned goal. This entails demonstrating the implications of advancements in fields like climate

science for real world applications on the basis of which decisions may be made.

1.2 Research Questions

Based on the overarching goal, multiple research questions are derived and introduced in detail in the

following. The formulated research questions can be assigned to one of the two components that are

encompassed in the overarching goal, namely a model development component and a component that

emphasizes the implications of climate model generations.

1.2.1 Research Question 1

Climate models, which are widely used to drive impact models such as hydrological models, are contin-

uously evolving and improved. The start of the Coupled Model Intercomparison Project (CMIP), which

is intended to promote the further development of climate models, dates back to 1995, since then the

CMIP3, CMIP5 and CMIP6 generations have been introduced. Based on recent advances and increasing

popularity of climate impact studies, the question is posed:
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How does the evolution of climate model generations affect the impact assessment of the regional

hydrological cycle?

The question is addressed in the case of the Naryn Basin and evaluated based on the developments made

between CMIP5 and CMIP6.

1.2.2 Research Question 2

A variety of sources of uncertainties arise along the modeling chain of climate impact studies. These

range from climate models, bias adjustment methods, downscaling techniques and reference datasets to

structural uncertainties within hydrological models, model parameters or climate scenarios. Another, far

less considered, source is the generation of climate models, which acts as proxy for developments within

a climate model family that indicates changes in the same climate model across different generations.

Together with the linkage to Research Question 1, we want to answer the question:

To which extent do generations of climate models contribute to the total uncertainty in hydrological

projections?

For this purpose, a sensitivity analysis based on an ANOVA (Analysis of Variance) approach is used to

decompose the total uncertainty in its components. Analogous to Research Question 1, the Naryn serves

as a case study to answer this question.

1.2.3 Research Question 3

The hydrological model SWAT (Soil Water Assessment Tool) is widely used and acknowledged in the

hydrological community for a multitude of applications. A significant number of studies deal with the

modeling of, partially glaciated, high mountain catchments. The inadequate representation of glacial

processes exacerbates already significant uncertainties that arise from common problems in alpine catch-

ments. Accordingly, we investigate the question:

Does the introduction of a glacier-expanded version, called SWAT-GL, enhance the applicability and

credibility of SWAT in high mountain environments?

Thus, glacier processes are integrated into SWAT, which aim to realistically represent glacier mass balance

and glacier evolution, the temporal changes and dynamics a glacier undergoes. The implementation

introduces glaciers as new spatial and time-varying objects that leverage the ∆h-parameterization (Huss

et al., 2010) to enable spatially-distributed glacier changes.

1.2.4 Research Question 4

SWAT-GL provides technical innovations that facilitate and improve hydrological modeling of glaciated

catchments. However, it has not yet been sufficiently tested and evaluated to ensure its unequivocal

applicability in glaciated areas. Nor has it been demonstrated in detail whether it is superior to SWAT and

how the newly introduced processes interact with existing processes, particularly those related to snow.

Hence, no statements can be made about with respect to the performance of SWAT-GL. Accordingly, the

following question arises:

How robust is SWAT-GL in contrasting, heavily glaciated basins, and what is the sensitivity of glacier

parameters, including interactions with the existing snow routine?
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The question is being investigated in four different glaciated catchments across the Unites States. A

distinctive aspect of the study is its focus on evaluating SWAT-GL for its representation of cryospheric

components, rather than the usual assessment solely based on lumped discharge signals. Aside, the ques-

tion involves the identification of potential limitations that require action for the development of future

versions. The catchments benefit from the availability of long glaciological, hydrological and meteorolog-

ical information.

With a positive answer of the last research question, which builds on Research Question 3, it is assumed

that the underlying dissertation can have a valuable contribution to both elements of the Overarching

Goal. While the effect for a better representation of high-mountainous hydrology is intuitive, there is

also an indirect but significant contribution in the field of climate impact assessment. This could indicate

the potential for more robust climate impact statements in high mountain areas, which should increase

the credibility of these studies and reduce uncertainty, even if not at the level of climate modeling.

1.3 Structure

This cumulative dissertation is based on two peer-reviewed articles published in the Journal of Hydrology:

Regional Studies and Journal of American Water Resources Association as well as one article which is

currently under review and available as pre-print in Hydrology and Earth System Sciences at the time

of writing. The four Research Questions are mainly addressed in Chapter 4, Chapter 6 and Chapter 7,

which cover the three articles in the order provided above, and are further supported by Chapter 5 and

Chapter 8. Besides, Chapter 9 revisits all topics for a final discussion to critically highlight the most

relevant aspects, some of which are elucidated beyond the analyzes in the previous chapters. Background

information to topics of this work, such as climate impact assessment, catchment and high mountain

hydrology or hydrological modeling is provided in Chapter 3. Due to variety of study areas and scales,

all areas examined in this work are introduced and briefly summarized in Chapter 2.

The articles which exhibit the main body of the dissertation can be can be assigned to the Research

Questions as follows:

• Chapter 4: Explores mainly RQ1, what general role climate model generations play in climate

impact assessment and partly RQ2, whether these developments have a strong contribution to the

overall uncertainty or not

• Chapter 5: Supplements Chapter 4 and focuses on RQ2, the role of climate model generations in

climate change studies

• Chapter 6: Focuses on RQ3, and explores the feasibility of a glacier-extended SWAT version to

increase its applicability and credibility in glaciated catchments

• Chapter 7: Addresses RQ4, to evaluate and quantify the capability and performance of a glacier-

extended SWAT version in multiple and contrasting catchments

• Chapter 8: Further stresses RQ4 in a data-scarce environment and emphasizes the future way and

role of the hydro-glaciological extensions developed attached to RQ3

The details and outline of the cumulative dissertation is further presented in Table 1.1.
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Chapter 2

Study Areas

The work considers multiple study areas around the globe. The main region that examined is the Naryn

Basin located in Kyrgyzstan and thus part of Central Asia. Together with the Kara Darya, the Naryn

forms the Syr Darya which is one of the major tributaries of the well-known Aral Sea. The Naryn serves

as the focal point of Chapter 4 and 5. Specific focus is put on the Upper Naryn in Chapter 8.

Besides, investigations cover the Martelltal in South Tyrol (Italy). The location is primarily chosen

for demonstration purposes of the introduced technical novelties due to a good availability of hydro-

meteorological and glaciological data. The Martelltal is the main location of Chapter 6.

For a comprehensive evaluation of the aforementioned technical developments, four contrasting and highly

glaciated basins in the Northern United States are selected. The selection is based on the availability

of long and homogenized datasets for multiple glaciological variables. The four catchments are part

of the USGS Benchmark Glacier Project (McNeil et al., 2016; Baker et al., 2018), which also includes

hydrological and meteorological datasets, all starting at least 50 years ago. This leads to the consideration

as main area of interest with respect to the evaluation performed in Chapter 7. The glaciers of study

are the Gulkana, Wolverine, South Cascade and Lemon Creek glacier, which are distributed over the

Northern United States.

An overview of the study areas is given in Fig. 2.1.
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Chapter 3

Background and State of the Art

In the following, an overview of the evolution of climate models and the resulting climate impact domain

is given, followed by putting emphasis on the example of hydrology in the context of impact modeling.

3.1 A Time Travel in Climate Modeling

Climate models, nowadays widely-known under the term General Circulation Models (GCM), which rep-

resent Earth’s atmospheric fluxes, at present commonly coupled with models that describe for example

oceanic currents (another type of GCMs) are the major tools to represent and evaluate climate change

(Hausfather et al., 2020; Tebaldi et al., 2021). Climate models, as the main tool to describe and improve

the understanding of our climate, can look back on a long history that is characterized by paramount

milestones not only for climate science but for many other domains.

Modern climate models have not much in common with those of their beginnings, which date back to

the 19th century already. Earlier days were dominated by conceptual approaches that attempted to

translate atmospheric compositions into climatic phenomena. Some theoretical fundamentals, such as

the transport of heat pole-wards or the concept of large-scale atmospheric cells for example, served as

the fundamentals of modern climate models (Edwards, 2011). In parallel, geochemical advances in the

understanding for example of the carbon cycle further supported the field of climate change. However,

apart of all improvements of the physical knowledge on Earth’s energy balance and its climate inter-

actions, one (of many) cornerstone was laid by the famous Swedish physicist Svante Arrhenius, who

estimated that a doubling of CO2 could cause a warming of the Earth between 5 to 6°C (Arrhenius,

1896). His estimate was founded on the energy balance, including albedo and atmospheric effects such

as absorption of infrared radiation, although treating Earth as a point mass and further simplifications

were made (Edwards, 2011). A significant contribution in determining the role of greenhouse gases in

climate change, even if the work has logically been refined and extended with time. Arrhenius’ energy

balance model calculated energy exchange one-dimensionally, along the meridians, yet, variants allowing

longitudinal energy transport also were developed. Besides, energy balance models were developed that

took into account vertical heat transfer through convection and made it possible to determine vertical

temperature profiles (Edwards, 2011). Approaches that are all of great importance for modern climate

modeling.

The advent of computers revolutionized the field of climate modeling and paved the way for numeri-

cal models in the 1950s and 1960s, however decades later than first numerical models based on finite-

differences were suggested but rejected due to poor results (Richardson, 1922). Numerical weather pre-

9



CHAPTER 3. BACKGROUND AND STATE OF THE ART

diction, originally applied mainly on the local and regional scale, was the base for GCMs, which basically

extended their concepts to the global scale. The concept of mass and energy transport on a vertical and

horizontal grid was often a compromise between simulation time scale and spatio-temporal resolution.

Norman Phillips, an American meteorologist, was one the first scientists being able to develop a GCM

that was capable to capture Earth’s atmospheric behavior in the mid 1950s (Phillips, 1956). A pioneering

work that served as inspiration for later generations of climate modeling and set the base for building

climate labs, research programs and departments, such as the UCLA Department of Meteorology or the

Geophysical Fluid Dynamics Laboratory (GFDL) (Edwards, 2011).

Further progress has been made over time and GCMs began to become more complex by refining concepts

and expanding the models with new components of the Earth such as oceans and feedback mechanisms.

One example of the outstanding work, which was ongoing was the Community Climate Model developed

at the US National Center for Atmospheric Research (NCAR). The aforementioned incorporation of ocean

circulation, which coupled Atmospheric GCMs (AGCM) with Oceanic ones (OGCM) also referred to as

AOGCMs (with first attempts going back into 1969 (Manabe and Bryan, 1969)), led especially in the

1980s to an increasing complexity in the system representations. The foundation for what is nowadays

widely known as Earth System Model (ESM). ESMs emerged as more and more components that interact

with the climate system were coupled with GCMs. The time when not only hydrological components

were considered in Earth System Models but also the discipline of impact modeling evolved more and

more (Katzav and Parker, 2015; Hausfather et al., 2020). Finally, the Intergovernmental Panel on Cli-

mate Change (IPCC) was established in 1988 with the aim of assessing the effects of climate change, as a

response of growing evidence on human-induced climate change that could have severe consequences. In

1995 the first CMIP phase was launched. Since then, climate modeling as well as its interdisciplinarity

has largely advanced and defined the base for nowadays climate impact assessment.

Figure 3.1: Timeline of some cornerstones in the history of climate modeling.

3.2 Modern Climate Impact Assessment

The mid-1990’s set the way for the establishment of the Coupled Model Intercomparison Project (CMIP),

an effort to compare climate models across the global community. The project aims to foster advances in

climate modeling and to compare GCMs in a standardized way, making the evolution of climate modeling

10
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a collaborative and community-driven approach. CMIP, being organized in phases and currently in its

6th stage, shaped impact modeling as we know it today.

Almost 30 years after the first stage, the field of climate impact assessment has grown considerably,

particularly in the hydrological community. The popularity of nowadays impact assessment, in the field

of hydrology, can be emphasized with a literature search. The experiment consists of a literature search

of three different topics based on Scopus: I) A review to demonstrate the general climate evolution of

impact assessment in hydrology. II) Showing the popularity of the last stage of CMIP (stage 5) and its

utilization in hydrology, and III) demonstrating the consideration of the current stage of CMIP (stage 6)

and its utilization in hydrology. The results, illustrated in Fig. 3.2, highlight the increasing interest and

popularity of climate change studies within the hydrological domain. In addition, it reveals the transition

phase evident across different CMIP phases, suggesting continued use of earlier CMIP generations in

hydrological studies. The data also reflects the ongoing increase in annual publications under CMIP6,

surpassing the previous peak publication rate of CMIP5 already. Looking at present trends, it seems

unlikely that the demand for studies addressing the impacts of climate change at local, regional, or global

scales will decrease in the near future. However, while the sheer number of studies does not seem to be

saturated, it is far less easy to distinguish which part is limited to replicas and which part represents

significant progress.

ESMs have largely evolved in the last decades and nowadays integrate various components of different

Figure 3.2: Literature results based on Scopus illustrating trends of climate change studies in the field of
hydrology (left), and the utilization of CMIP5 and CMIP6 in the field of hydrology (right). The search
of case 1 (left) is based on the keywords "Hydrological" OR "Hydrology" AND "Climate Change". The
search of the case 2 and 3 (right) is based on the results of the search "Hydrological" OR "Hydrology"
AND "CMIP5" and "CMIP6", respectively.

systems, such as the hydro- or the biosphere, recognizing the significance of an interdisciplinary assess-

ment. In hydrology, impact assessment is often performed by forcing a hydrological model with climate

projections of different trajectories, all representing a possible future climate based on different levels of

CO2. The differences in the climate pathways of various climate models can be substantial and impact

modelers usually rely on an ensemble approach. However, the response in hydrological models to similar

trajectories can also differ notably, which means that the choice of impact model is of general significance

that can cover a big share of the inherent uncertainties of impact modeling. The choice is large, as are the

differences, and the quality of the projected change of the hydrological system is usually assessed based on

the model’s reproducibility of the current state. Hydrological modeling therefore entails a responsibility,

not only in assessing these impacts, but also in deriving measures to mitigate them.
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3.3 Hydrological (Impact) Modeling

Impact models in the field of hydrology differ greatly in model structure, input demand, spatial represen-

tation and complexity. The impact assessment itself consists of multiple steps of varying structure and

comprehensiveness. Nevertheless, model evaluation is the core of most impact assessment studies.

Model performance is mainly evaluated comparing past measurements of one or more variables, typically

discharge, with the simulation results from the impact model. The complexity of the evaluation step

can diverge widely. It ranges from simple assessments of the model, which just evaluate discharge at the

outlet of the basin up to more complex and time demanding approaches that consider spatial differences,

for instance using multiple gauges and variables of the hydrological cycle, such as evapotranspiration,

snow-related processes or soil moisture. While none of the approaches is necessarily superior to another,

the choice should be connected to the overall aim of the study. It was shown that impact statements

stemming from simpler evaluation procedures can differ significantly from those based on comprehen-

sive schemes (Krysanova et al., 2020). This is particularly true when climate impacts are evaluated for

hydrological variables that were not considered in the evaluation procedure. A fact that should be at

least clearly acknowledged by the modeler to enhance the clarity and reliability of the impact statement.

Given the prevalent uncertainties of any impact assessment, this acknowledgment could serve to refine

the robustness of the statements and draw attention to the potentially higher uncertainties.

Nevertheless, uncertainties, caused by a variety of sources and to which all approaches are subject to,

remain. An appropriate communication of these is thus essential, not only to foster transparency, but

also to build trust and enhance the credibility of the field. Throughout the modeling process, uncertain-

ties arise from various sources including climate models, bias-adjustment, downscaling, and the impact

model itself. Uncertainties attached to the impact model predominantly stem from two key factors:

firstly, model structure and process representation, and secondly, the parameter choices derived from

the evaluation procedure. A significant challenge for hydrological models lies in accurately capturing

non-stationary catchment responses. A challenge that usually aggravates when the model is applied over

periods significantly beyond its original evaluation period or under climatic or land surface conditions

differing substantially from those encountered during the evaluation period. An inherent extrapolation

problem that is not only constrained to hydrology.

An environment that might be particularly pronounced by non-stationarities are high-mountainous re-

gions, where snow and glacier processes are crucial for the catchment hydrology. These areas often serve

as major indicators of climate change due to the rapid and visible response of snow and glacier pro-

cesses to climatic shifts. Shifted melt periods, towards earlier onsets, and accelerated melting rates are

widespread across the globe. However, adequately representing these changes in models poses a signifi-

cant challenge, especially when trends are pronounced or changes occur abruptly. In such cases, model

quality and robustness of impact statements can be severely constrained. For instance, a model reliable

in simulating snow processes may become less useful by the end of the century if snow dynamics cease to

be significant in the catchment.

Challenges that the community should not only be aware of, but could be seen as opportunity to develop

suitable solutions in order to eminently improve the field’s reliability and to which this work aims to

make a valuable contribution.
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Chapter 4

Shifted Discharge and Drier Soils:

Hydrological Projections for a Central

Asian Catchment

The following chapter is based on the publication Schaffhauser et al. (2023)1.

Abstract

We investigate the impacts of climate change in the basin based on two families of General Circulation

Models (GCMs) using the hydrological model SWAT. The forcing datasets are the widely used ISIMIP2

(I2) and the newly derived ISIMIP3 (I3) data which refer to the 5th and 6th stage of the Coupled Model

Intercomparison Project (CMIP). Due to notable differences in the forcing we evaluate their impacts

on various hydrological components of the basin, such as discharge, evapotranspiration (ETA) and soil

moisture (SM). Besides, a partial correlation (PC) analysis is used to assess the meteorological controls

of the basin with special emphasize on the SM-ETA coupling. Agreement in the basin’s projections is

found, such as discharge shifts towards an earlier peak flow of one month, significant SM reductions

and ETA increases. I3 temperature projections exceed their previous estimates and show an increase in

precipitation, which differs from I2. However, the mitigating effects do not lead to an improvement in the

region’s susceptibility to soil moisture deficits. The PC study reveals enhanced water-limited conditions

expressed as positive SM-ETA feedback under I2 and I3, albeit slightly weaker under I3.

4.1 Introduction

Central Asia (CA) is characterized by unevenly distributed renewable water resources and is prone to

water-related conflicts (Bernauer and Siegfried, 2012; Berndtsson and Tussupova, 2020; Peña-Ramos

et al., 2021). Water availability originates mostly from the high-mountainous part and relies to a signifi-

cant part on nivo-glacial processes that supply water to the arid lowlands where it is used for agricultural

production or to satisfy the energy demand (Didovets et al., 2021; Chen et al., 2017a; Hagg et al., 2007).

1Schaffhauser, T., Lange, S., Tuo, Y., & Disse, M. (2023). Shifted discharge and drier soils: Hydrological projections
for a Central Asian catchment. In Journal of Hydrology: Regional Studies (Vol. 46, p. 101338). Elsevier BV. https:
//doi.org/10.1016/j.ejrh.2023.101338
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Central Asian’s water towers are vulnerable to climate change, due to glacier recession and seasonal

snow cover reductions which will lead to substantial impacts on the freshwater availability of the local

population (Barandun et al., 2020, 2021; Huss and Hock, 2018; Saks et al., 2022). Further, climatic

changes are already expected to exacerbate droughts, with partly adverse effects and risks on vegetation

and ecosystems (Jiang et al., 2017; Zhou et al., 2015; Xing et al., 2022). CA is particularly vulnerable to

land degradation, especially with its special form of desertification, which is already present and might

be more pronounced in the future due to further climatic changes (Huang et al., 2020b; Zhang et al.,

2018; Li et al., 2015). Reasons can be a multitude of climatic effects, such as precipitation decrease reduc-

ing moisture availability or temperature increases enhancing evapotranspiration as well as anthropogenic

causes (Jiang et al., 2022; Peng et al., 2021). However, the relationships between these factors and the

vegetation response are complex and challenging (jie Xu et al., 2016; Gessner et al., 2013).

Non-climatic factors such as mismanagement of water resources as it was the case for the prominent

example of the Aral Sea Basin (Xenarios et al., 2018; Hamidov et al., 2016) and the general drivers of

water stress in transboundary river basins, such as allocation, upstream water use or damming exacerbate

water-related issues (Hill et al., 2017; Wilson et al., 2017; Döll et al., 2009).

Reported observed temperature rises range from 0.2-0.3°C per decade (1956 - 2007) in the Tian Shan

(Kutuzov and Shahgedanova, 2009) up to 0.36°–0.42°C (1979 - 2011) per decade considering whole Central

Asia (Hu et al., 2014). There is also evidence that the warming trends were intensified since the 1970s,

while for precipitation observed changes are more heterogeneous without consistent patterns (Unger-

Shayesteh et al., 2013). Climate projections in the context of the fifth phase of the Coupled Model

Intercomparison Project (CMIP5) project significant temperature increases until 2099, e.g. Immerzeel

et al. (2013) reports a temperature rise of around 2°C until 2050 under the RCP4.5 (Relative Concen-

tration Pathway) for the Amu Darya and Syr Darya, which is consistent with the calculated increase

of 1-2.2°C in High Asia by Lutz et al. (2014). Ozturk et al. (2017) estimates a temperature increase

of up to 7°C under the high emission scenario RCP8.5 until 2099, which is in line with the projected

changes in Summer of 6.5°C in Reyer et al. (2015). Precipitation trends are mostly minor and show a

strong spatial diversity. Besides, precipitation changes are less significant and more uncertain for most

projections (Lutz et al., 2014; Immerzeel et al., 2013; Luo et al., 2018). Only Ozturk et al. (2017) reports

a more consistent precipitation decrease in their study.

More recent studies which are based on the newer Shared-Socioeconomic Pathways (SSP) and newer

General Circulation Models (GCM) from CMIP6 show strong similarities in projected temperatures with

slightly higher projections compared to CMIP5. Under SSP8.5 Lalande et al. (2021) calculated an upper

bound of 9°C for the adjacent located High Mountain Asia (HMA). A different picture is found for pre-

cipitation changes over CA, where several studies report a clear increase in precipitation amounts, with

ranges from 10.5%-14.4% under SSP2.6 and SSP8.5 until the end of the century (Jiang et al., 2020) or

similar findings (Guo et al., 2021). However, CMIP6-based impact studies that investigate what these

differences in the new estimates could mean are still rare but will likely increase in the near future.

The assessment of climate change impacts on different components, e.g. of the hydrological cycle is an

essential element for the development of societal adaption and mitigation strategies but also to raise

the general awareness of potential changes. However, climate impact studies are subject to a complex

modelling chain, considering multiple scenarios, multiple GCMs (multi-model), downscaling and bias-

adjustment methods and lastly an impact model such as an hydrological model (Huang et al., 2020a;

Olsson et al., 2016). As a consequence impact studies are prone to large uncertainties initiated by these

different sources (Wen et al., 2020; Bosshard et al., 2013). Nevertheless, the quantification and commu-

nication of uncertainties play an important role in impact modelling (Mishra et al., 2020; Vetter et al.,
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2015), where one aim should be the minimization of uncertainty referred to the impact model to improve

the reliability of the projected changes (Vetter et al., 2016; Krysanova et al., 2018). Thus, Krysanova et al.

(2020) showed in their special issue how a robust impact model can reduce the magnitude of projected

uncertainties and provided guidelines for a comprehensive model evaluation in addition to the standard

calibration and validation procedure.

Due to the importance of CA’s water towers and its dependence on agriculture the evaluation of its

climate and hydrology is essential for adaption and mitigation. Climate impact assessment on the hy-

drological cycle in CA has been conducted in several studies, as it was done for eight CA catchments by

Didovets et al. (2021) with varying results depending on the catchment characteristics and flow regime.

Gan et al. (2015) reports a shift towards earlier peak discharge and runoff as well as precipitation declines

in the Naryn Catchment. Slight reductions in runoff combined with similar significant seasonal shifts are

found by Hagg et al. (2013) for the Upper Amu Darya. More substantial negative changes in runoff are

estimated for the Chu River Basin by Changkun et al. (2015).

However, climate impact studies on the hydrological cycle based on CMIP6 are almost not available in

the region. Thus, our aim is to provide an assessment of climate change impacts on different hydrological

components within the Naryn Basin considering a subset of the recent CMIP6 GCMs and scenarios.

Secondly, we do not solely focus on the climate projections based on CMIP6 but reveal how the impacts

on the hydrological cycle changed from CMIP5 to CMIP6, which is particularly relevant in the context of

adaptation and mitigation strategies. Our GCM subsets are derived from the Inter-Sectoral Impact Model

Intercomparison Project (ISIMIP) versions 2b and 3b and will be designated as I2 and I3 in the following

(see Section 4.2.1). Special emphasize is put on the differences in the projected coupling of soil moisture

and evapotranspiration, initiated through disparate precipitation and temperature projections between

the two generations. Hence, we perform a correlation analysis, where a partial correlation (PC) system

is used to assess the meteorological effects on and changes within the soil moisture-evapotranspiration

feedback.

4.2 Materials and Methods

4.2.1 Datasets used in this Study

We used the daily meteorological data of four GCMs and two scenarios from CMIP5 for the analysis of

future changes and the corresponding successor models and scenarios from CMIP6 to drive our hydro-

logical model and to evaluate how projected impacts differ between both CMIP generations. In total

then 8 GCMs were utilized, 4 of each generation of climate models. In detail we used the GCM data

from GFDL-ESM2M, HadGEM2-ES, IPSL-CM5A-LR and MIROC5 under CMIP5 and the correspond-

ing successor GCMs GFDL-ESM4, UKESM1-0-LL (successor of HadGEM2-ES), IPSL-CM6A-LR and

MIROC6 under CMIP6, respectively. The selected scenarios refer to a low and high emission scenario of

both phases, namely RCP2.6, RCP8.5 and SSP1-2.6 as well as SSP5-8.5, respectively. In the following

we denote them simply as RCP26, RCP85, SSP26, SSP85.

The data was obtained from the ISIMIP project, where the GCM data was separately downscaled and

bias-adjusted for each CMIP phase. ISIMIP is (analogously to CMIP) structured in various phases,

where ISIMIP2b (Frieler et al., 2017; Lange, 2018) corresponds to CMIP5, while ISIMIP3b (Lange, 2019)

utilizes CMIP6 results. The ISIMIP2b procedure preserves trends in long-term mean values using ad-

justment factors or offsets for those statistics and transfer functions for the adjustment of day-to-day

variability around the monthly mean value. In contrast, the ISIMIP3b procedure adjusts biases using
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quantile mapping and preserves trends in all quantiles of the distribution of a climate variable. Statis-

tical downscaling is done via spatial interpolation in ISIMIP2b and with multivariate quantile mapping

in ISIMIP3b. Furthermore, the bias-adjustment was performed for different reference datasets, namely

EWEMBI under ISIMIP2b (CMIP5 GCMs) (Lange, 2018) and W5E5 under ISIMIP3b (CMIP6 GCMs)

(Cucchi et al., 2020; Lange et al., 2021) providing the base for the calibration and validation of our

hydrological model. Both reference datasets were designed for the bias-adjustment of climate impact

studies. Both datasets merge various data sources, EWEMBI hereby is based on EartH2Observe forcing,

ERA-Interim, NASA/GEWEX Surface Radiation Budget data and WFDEI data. The predecessor W5E5

combines the methodology of version 1.0 WATCH Forcing Data, ERA5 reanalysis data, and precipitation

data from version 2.3 of the Global Precipitation Climatology Project. The two reference datasets are

the base for the bias-adjustment of the corresponding ISIMIP phase.

To evaluate simulated actual evapotranspiration (ETA) and soil moisture (SM) of SWAT, we considered

Table 4.1: Overview of used datasets. Note: The climate projections of ISIMIP2b and ISIMIP3b belong
to CMIP5 and CMIP6, respectively.

Variable/Data Type Abbreviations Datasets References

Temperature, precipitation T, P EWEMBI, W5E5 Lange (2018); Cucchi et al.
(2020); Lange et al. (2021)

Evapotranspiration ETA GLEAM V3.5 Miralles et al. (2011);
Martens et al. (2017)

Soil moisture SM GLDAS Noah V2.0 Rodell et al. (2004)
Digital elevation model DEM SRTM90 NASA JPL (2013b)
Land use - ESA CCI-LC ESA (2017)
Soil - HWSM FAO et al. (2012)
Climate projections/ models I2, I3 ISIMIP2b:GFDL-ESM2M,

HadGEM2-ES,
IPSL-CM5A-LR, MIROC5
ISIMIP3b: GFDL-ESM4,

UKESM1-0-LL,
IPSL-CM6A-LR, MIROC6

Frieler et al. (2017); Lange
(2018, 2019)

the widely used data from the Global Land Evaporation Amsterdam Model (GLEAM) (Miralles et al.,

2011; Martens et al., 2017) and Global Land Data Assimilation System (GLDAS) (Rodell et al., 2004),

respectively.

The Digital Elevation Model (DEM) with a resolution of 90 m was acquired from the Shuttle Radar To-

pography Mission (SRTM) (NASA JPL, 2013b). Land use data was obtained from the European Space

Agency’s Climate Change Inititiave Land Cover (ESA CCI-LC) project (ESA, 2017) with a resolution

of 300 m and soil data was received from the Food and Agricultural Organization’s (FAO) 1 km Harmo-

nized World Soil Map (HWSM) (FAO et al., 2012). As the used ISIMIP data represents only a subset of

available GCMs of each CMIP generation it has to be noted that our approach rather compares a sample

of each CMIP generation based on the ISIMIP data than providing a complete picture, which was beyond

the scope of that study.

4.2.2 Study Area - Naryn Basin

The Naryn Basin is located in Kyrgyzstan and is, along with the Kara Darya one of the two headwater

catchments of the Syr Darya River in the Aral Sea Basin. The Naryn is formed by the two headwater

rivers, Big and Small Naryn, which originate in the Tian Shan mountains. It flows westwards through

Kyrgyzstan until it crosses the border to Uzbekistan, where it joins the Kara Darya in the Fergana

Valley. The basin is characterized by a nivo-glacial flow regime, where the flood period begins in April
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Figure 4.1: Overview of the Naryn Basin within Kyrgyzstan. The gauges refer to the subcatchments
which were used for the multi-site calibration of this study. The gauges of the Small and Big Naryn are
only a few meters apart (just before their confluence) and thus share one symbol.

and ends in September. The catchment size is around 58,000 km², however our study only considers

the share of the catchment (∼46,000 km²) until the Toktogul Reservoir, a multi-purpose reservoir used

for hydroelectricity generation and irrigation. Around 2.2% of the catchment is glacierized, where the

majority of the glaciers lie in the Eastern area.

The region has a dry continental and semi-arid climate with annual precipitation sums between 280

mm-450 mm (Aizen et al., 1995). Depending on the location and elevation within the basin, the annual

maximum precipitation occurs in Spring or Summer. Temperatures are diverse throughout the basin and

the mean Summer temperatures can reach 25 °C and during the Winter months the mean temperatures

can fall down to -20 °C. An overview of the study area can be found in Figure 4.1.

4.2.3 Hydrological Model - SWAT

The Soil Water Assessment Tool (SWAT) is a process-based, semi-distributed and continuous model

which was developed by the Blackland Research & Extension Center of the United States Department

for Agriculture (USDA) (Arnold et al., 1998). SWAT was initially developed to evaluate the impact of

land management practices in large watersheds, but is nowadays used for a multitude of applications all

over the world. SWAT is widely used for sediment studies, water resources management, climate impact

assessment or agricultural investigations (Arnold and Fohrer, 2005).

Spatially, the catchment is subdivided into subbasins, on the basis of which a further spatial discretization

into Hyrdological Response Units (HRUs) takes place. The latter one serves as the smallest spatial unit

within the model and represents a unique combination of land use, soil and slope on the subbasin level.
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Computations are divided into a land and a water phases, where the calculations of the land phase are

carried out on the HRU level. The land phase hereby covers the processes which are responsible for the

movement of water, nutrients or sediment to the stream of a subbasin. SWAT first sums up the area

dependent HRU loadings and fluxes of each subbasin before they are transferred to the corresponding

stream. The water or routing phase refers to in-stream processes, such as the transport of water, sediment

or nutrients through the channel network.

4.2.4 Calibration, Validation and Evaluation Test

This section describes the calibration and evaluation procedure of the hydrological model based on the

reference datasets of both projection families. The approach follows the suggestions of Krysanova et al.

(2018, 2020) and some modifications provided in Gelfan et al. (2020). The whole methodology is rep-

resented in Fig. 4.2. For each of the two reference datasets of the ISIMIP phases a SWAT model was

set up individually. In detail we performed the following steps, (1) multi-site calibration of seven gauges

considering multiple goodness of fit criteria (GOF) (Fig. 4.2a), (2) model robustness check under con-

trasting climate periods (Fig. 4.2b), (3) cross-evaluation of model robustness using evapotranspiration

and soil moisture estimates (Fig. 4.2b).

First, the procedure was applied for the SWAT model forced with the EWEMBI reference dataset

(representing I2), before we transferred the obtained parameter set to the W5E5 (representing I3) driven

impact model and the same steps were performed again. Only if all steps for both hydrological models

(forced with the two reference datasets of I2 and I3) could be carried out satisfactorily, the impact assess-

ment is conducted. Due to inconsistencies in data availability and quality, daily discharge data was only

available for four gauges and monthly data was obtained for the three remaining gauges. Based on the

available data the calibration period was set to 1974 - 1981 and the validation period from 1982 - 1987

for the EWEMBI driven model. A limitation arose through different temporal coverage of EWEMBI and

W5E5. Originally, both datasets are available from 1979 onward. However, for EWEMBI the extended

GSWP3-EWEMBI (hereafter EWEMBI) product enabled a prolonged temporal coverage. A similar ex-

tension was not accessible for the W5E5 dataset at the time the calibration was done. Therefore the

calibration period was set to the validation period of the model driven with EWEMBI. Due to these

limitations a separate and suitable validation phase could not be used. As a preliminary study the two

forcing datasets were compared and evaluated to quantify differences in the basin.

Step 1 of the procedure considered multiple rules: We calibrated from upstream to downstream and for

each gauge multiple initial simulations were performed to close the water balance. The number varied

throughout the subcatchments based on how fast the water balance could be closed. Multiple GOF

criteria were selected during the calibration procedure. The water balance closure was assessed based on

the Percent Bias (PBIAS), where we adapted and fixed the lapse rates for temperature and precipitation.

Secondly, different parameter groups were calibrated (e.g. snow parameters, groundwater parameters

etc.) and evaluated using the Nash Sutcliff Efficiency (NSE), Kling Gupta Efficiency (KGE) in combi-

nation with a seasonal RMSE to account for a trade off between daily/monthly and seasonal results. An

overview of the selected parameters and their categories is presented in A.1.

When satisfactory results in the calibration and validation phase were achieved, a robustness check for

contrasting climatic conditions was performed (step 2). The model performance is evaluated against wet

and dry years, as well as for warm and cold years, by forming a sequential time series of non-continuous

years. Each sequence then represents the respective climate. Thus, the mean annual precipitation and

temperature for the calibration and validation period were calculated. Each year was then individually
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Figure 4.2: Flowchart showing the methodology of our study based on the comprehensive evaluation
test proposed by Krysanova et al. (2020). The study is structured in three blocks, the calibration and
validation, the robustness check followed by the final impact assessment. The multiple Goodness of Fit
(GOF) correspond to Nash-Sutcliffe Efficiency (NSE), Kling-Gupta Efficiency (KGE), Root Mean Square
Error (RMSE) and Percent Bias (PBIAS).

divided by the mean value and either classified as cold if the mean temperature of a year, T i (where i is

the individual year) is smaller than the mean annual temperature of the whole time series, Tmean, (or

warm if T i > Tmean), and wet if the annual precipitation of a year, Pi, > the mean annual precipitation

of the time series, Pmean (or dry if Pi < Pmean). The four resulting discharge time series per SWAT

model were then evaluated with the GOF criteria introduced under step 1.

Lastly (step 3), a cross-evaluation using ETA data from GLEAM as well as SM from GLDAS is performed

to ensure an adequate internal model consistency and to represent various components of the hydrological

system (Krysanova et al., 2020). The analysis was done on the basin and subbasin scale for monthly

and annual estimates. The performance of ETA is illustrated by means of the the NSE, RMSE and the

Pearson Correlation r. However, SM could not been validated in absolute values due to a mismatch in

the soil layer definitions within the SWAT model and GLDAS, which provides SM values for different

layers (e.g. 0-10 cm or 10-40 cm). Thus, we rather assessed seasonal and inter-annual SM anomalies,

again by a (r) coefficient and a normalized version of the RMSE (NRMSE), computed by a normalization
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Category Parameter File Description

Water Balance PLAPS .sub Precipitation Lapse Rate [mm/km]
TLAPS .sub Temperature Lapse Rate [◦C/km]

Snow TIMP .sno Snowpack Temperature Lag Factor [-]
SMFMX .sno Melt Factor for Snow on 21st June [mm H20/(◦C*d)]
SMFMN .sno Melt Factor for Snow on 21st December [mm

H20/(◦C*d)]
SMTMP .sno Snowmelt Temperature [◦C]
SFTMP .sno Snowfall Temperature [◦C]

Groundwater ALPHA_BF .gw Baseflow Alpha Factor [days]
GWQMN .gw Shallow Aquifer Threshold for Baseflow to Occur

[mm]
GW_DELAY .gw Groundwater Delay [days]
RCHRG_DP .gw Fraction of Percolation for Deep Aquifer [-]
REVAPMN .gw Shallow Aquifer Threshold for Revap to occur [mm]

ETP & Runoff EPCO .hru Plant Uptake Compensation Factor [-]
ESCO .hru Soil Evaporation Compensation Factor [-]

SURLAG .hru Surface Runoff Lag Time [days]
CN2 .mgt Curve Number for Moisture Condition II [-]

Soil SOL_AWC .sol Available Water Capacity for the Soil Layer [-]
SOL_k .sol Available Water Capacity for the Soil Layer [mm/h]

SOL_BD .sol Soil Bulk Density [mg/m3]

Table 4.2: Overview of the model parameters which were calibrated in the hydrological models driven by
the reference datasets of the two ISIMIP families. Parameter ranges were individually set and fixed for
each calibrated subbasin/gauge.

with the interquartile range (difference between 75th percentile and 25th percentile). Similar difficulties

with SM evaluations are presented for example in Poméon et al. (2018), Rajib et al. (2016) and Dembélé

et al. (2020).

To allow for an appropriate comparison of the impacts based on the I2 and I3 driven models, we aimed

for a consistent parameterization of both models. Thus, steps 1-3 were first performed for the SWAT

model driven with EWEMBI and then, when satisfactory results were achieved, the same parameteri-

zation was used for the model forced with W5E5. Then all three steps were carried out again. A final

parameterization was stated as acceptable when similar results are obtained for both models. However,

due to minor differences in the forcing datasets (EWEMBI and W5E5) in their mean annual precipitation

and temperature, minor adaptions in the parameterization were necessary to match the water balance.

The adaptions were thus limited to the lapse rates and in seldom cases to the snow pack temperature lag

factor.

4.2.5 Projected Changes of ISIMIP2b and ISIMIP3b

This section illustrates the comparison between both generations of projections. First, we show how the

temperature and precipitation projections as well as their estimates in the historical phase differ. The

comparison is done on the basin scale for multiple temporal representations (seasonal, annual). The

future projections are derived from the four general circulation models of each projection phase (I2 and

I3, respectively) and scenario. In order to ensure an adequate comparability, we selected GCMs that

are both available in I2 as well as in the new phase I3, represented by a corresponding successor model

(see 4.2.1). Accordingly, we focused on CMIP5’s RCP scenarios that were translated and continued by

a corresponding SSP scenario that characterizes a similar aggregated forcing. However, there are several

differences between the RCP scenarios and their successors, which are explained and demonstrated in

detail in Meinshausen et al. (2020) or Tebaldi et al. (2021). This assumption leads to the consideration
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of the low emission (RCP2.6 and SSP2.6) and high emission (RCP8.5 and SSP8.5) scenarios. As SWAT

requires Tmax as input, we use the respective quantity as proxy for mean daily temperature changes.

Precipitation changes ∆P refer to relative anomalies of the mean annual sum.

4.2.5.1 Differences in Meteorological Forcing

First of all we present the differences in the meteorological variables of all GCMs between I2 and I3.

Therefore we calculate anomalies of two future 30-year periods, near (2020 - 2049) and far future (2070 -

2099), to the historical baseline period (1971 - 2000). Differences are illustrated individually for precipi-

tation and temperature as multi-model mean (MMM) of the GCMs of each ISIMIP phase. Uncertainties

are represented as GCM range. The radiative forcings of the selected scenarios of I2 and I3 are equal

(e.g. SSP85 similar to RCP85). Deviations arise mainly from different climate sensitivities present in the

GCMs of the different CMIP or ISIMIP phases.

4.2.5.2 Changes in Hydrological Components

As a next step, future hydrological changes in the basin are evaluated as a result of the various trajectories.

Therefore, discharge, ETA and SM anomalies are assessed for the I2 and I3 forced hydrological models and

compared afterwards. The model spread provides a representation of the uncertainty, and the ensemble

mean represents the average future change per scenario and generation of projection. Analogously to

the meteorological changes, hydrological changes are presented on a basin scale as seasonal and annual

anomalies.

4.2.6 Meteorological Controls of the Soil Moisture and Evapotranspiration

Feedback

Special emphasize is put on the relevance of meteorological drivers on variations in SM and ETA as

well as the future development of the ETA-SM feedback under both generation of climate models. It

was aimed to evaluate to what extent meteorological differences under I2 and I3 affect the coupling

of SM and ETA. The interaction is implicitly considered in the model (non-linear decrease when SM

is below field capacity). To identify the major controls and their effects on the SM-ETA feedback, a

partial correlation system was developed, which gives further insights on the direction and strength of

the SM-ETA mechanism. The evaluation focused on the MMM results of the GCMs (e.g. the MMM

for each variable of a specific scenario and time period within the corresponding ISIMIP phase) to draw

conclusions with regard to the mean signal. For the analysis monthly anomalies of the meteorological

and hydrological variables were generated.

Since ETA and SM variations are larger during the vegetative season (which partly coincides with the

rainy season, see Fig. A.2), the analysis was based on the period from April to September. The vegetation

season is thus assumed to be stationary until 2099 and potential phenological shifts are not considered.

For the analysis the vegetative season was split in two periods, April-June (AMJ) which roughly coincides

with the rainy season in the basin and July to September (JAS), which is generally drier on the basin

scale. It has to be noted that irrigation, which is the largest water consumer of Kyrgyzstan, was not

explicitly considered in the simulations. The PCs allow to directly control for the effects of one or more

independent variables to identify confounding effects (variable that explain part of the relationship which

is present in the standard regression between a dependent and independent variable). We thus considered

the combined effects of temperature, precipitation, SM and ETA to infer potential future shifts in the
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SM-ETA interaction and their dominant controls. In our case combined effects refer to the consideration

of two control variables, e.g. in the PC calculation between temperature and SM, the effects of the

remaining variables ETA and precipitation are taken into account. Accordingly, the PC calculation is

supported by the standard Pearson correlation values to highlight the confounding effect. A significant

shift in the correlation values (Pearson and PC value) indicates that the relationship cannot be explained

by one driver alone, but is partly based on the second variable. ETA variations are assessed by the

explanatory strength of temperature and SM, while SM was evaluated using temperature. Since SM

generally controls ETA in water-limited regimes and not vice versa, we present the SM-ETA coupling in

the PC system of ETA rather than SM (Berg and Sheffield, 2019). Mathematically, the PC system can

be formulated as follows:

ryx1,x2
=

ryx1
− ryx2

rx1x2
√

(1− r2yx2
)(1− r2x1x2

)
(4.1)

where, ryx1,x2
refers to the partial correlation coefficient between the dependent variable y (SM or

ETA) and the independent variable x1, while controlling for the effects of the independent variable x2, the

remaining r represent the Pearson correlation coefficients between the corresponding pairs of variables.

The control variables can be precipitation, temperature, SM or ETA. E.g., if we want to evaluate potential

effects of precipitation, the control variable x2 would refer to precipitation and x1 to temperature. Hence,

rx1x2
would refer to the Pearson correlation of precipitation and temperature.

4.3 Results

Hereafter, we present the results of the calibration procedure, the comparison of projected meteorolog-

ical and hydrological changes under the new and old climate model generations, the relevance of the

meteorological controls and the findings of the uncertainty decomposition.

4.3.1 Calibration, Validation and Evaluation Test

The following sections correspond to part a) and b) illustrated in Figure 4.2. Statistical results (w.r.t.

different GOF criteria) for all seven gauges are presented in Tab. 4.3. Note, due to unsatisfactory data

availability there is no validation phase for W5E5 (see 4.2.1).

Apart from the Big Naryn Basin, a significant deterioration between the monthly and daily calibration

results, as well as between EWEMBI and W5E5 could not be detected. Best results were achieved at

the basin outlet. On average the NSE values are around 0.75 for the calibration and validation period

(KGE 0.82, PBIAS 9.4%) in the two models. Worst results are found at the two headwater streams

Big and Small Naryn. The poorer results here are likely to be caused by the higher relevance of glacier

processes, which were not represented by the model. A comprehensive discussion on that can be found in

the discussion section at the end of this work. Besides, a notable difference in water volumes (expressed

as PBIAS) was found at gauge Kekirim, which is caused by a systematic overestimation of late Sum-

mer and Autumn flow (July-October). Figure 4.3 shows the daily/monthly calibration and validation

results for four selected gauges combined with their seasonal hydrographs. We selected one gauges which

was calibrated monthly and three daily calibrated gauges to emphasize the comparable performance.

For the daily calibrated gauges the selection comprised two well-performing gauges followed by the Big

Naryn where poorer results were achieved. In general, both daily/monthly and seasonal hydrographs of

both models show a good agreement with the observed flow with the exception of the Big Naryn. In
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general, the model based on EWEMBI data as well the one driven with W5E5 are able to reproduce

the seasonal behavior within the respective subcatchments. However, in case of the poorer performing

headwater catchment it becomes apparant that the deterioration is likely caused by a mismatch during

summer where a systematic underestimation occurs. The mean seasonal plots include observed flow for

two different periods, each representing the maximum available data of EWEMBI (1974-1987) and W5E5

(1982-1987), respectively.

The robustness check, in which the model performance was individually assessed in wet/dry and

Figure 4.3: Calibration and validation results for four selected gauges. Gauge Uchterek, Naryn City and
Big Naryn were calibrated on a daily scale. Kekemeren is based on a monthly calibration due to limited
data availability. Note, for the period 1974-1981 only the extended EWEMBI dataset was available.
Plots in the right column show the mean seasonal flow for the period 1974-1987 (calibration & validation
phase of EWEMBI) and 1982-1987 (calibration phase W5E5): black lines - observed flow of the indicated
periods, blue lines - W5E5 simulated flow 1982-1987, green lines - EWEMBI simulated flow 1974-1987

warm/cold periods (see section 4.2.4), led to comparable results as achieved in the original calibration

and validation procedure. The results of the evaluation for all gauges can be found in Table 7.4. Overall,

wet periods are better reproduced by both models for both GOF criteria than dry years (NSEwet 0.8,

NSEdry 0.7, PBIASwet ±9%, PBIASdry ±11.8%). Also for warm and cold phases, model performances
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are similar (NSEwarm 0.75, NSEcold 0.71 and PBIASwarm ±9.1%, PBIAScold ±10.46%). The numbers

are average values of both models and all gauges. Similar to the original calibration, the same gauges

exhibit the worst performance. Comparing the robustness of the EWEMBI and W5E5-driven models,

no significant differences are observed. The model forced by EWEMBI data performs better in warm

periods, slightly better in dry periods, similar in wet periods and slightly worse in cold years compared to

its W5E5 counterpart. It can be concluded that the methodology is generally able to produce comparable

results for both models. In overall, the models performed reasonable for most of the gauges in all climate

phases, as well as for the standard calibration and validation procedure and thus successfully pass the

first two steps of the evaluation test.

Gauges that produced unsatisfactory results are in line for both models, indicating the similarity in the

parameterization and the meteorological forcing of both reference datasets. Poor results relate mainly to

the Big Naryn and gauge Kekerim, where the poor performance mainly arises from water balance issues

(indicated by PBIAS). A notable deterioration of the results is found in the Small Naryn Basin when

moving from EWEMBI to W5E5. In contrast, an improvement is even obtained at gauge Kekerim.

Table 4.3: Calibration and validation results for the final parameter set used for the climate impact
study. The last three gauges refer to the gauges where no daily discharge data was available and the
calibration was performed on a monthly scale. Note that the calibration period for EWEMBI was 1974
- 1981 (validation period 1981 - 1987), while it was 1981 - 1987 for W5E5 (no validation phase) due to
insufficient data.

NSE [-] KGE [-] PBIAS
[%]

Calibration Validation Calibration Validation Calibration Validation

Gauge EWEMBI W5E5 EWEMBI EWEMBI W5E5 EWEMBI EWEMBI W5E5 EWEMBI

Uchterek
(46,440 km²)

0.83 0.87 0.84 0.9 0.93 0.92 3.67 2.97 -2.35

Naryn City
(10,291 km²)

0.74 0.74 0.72 0.84 0.84 0.82 -5.53 3.67 -10.79

Big Naryn
(5,529 km²)

0.59 0.45 0.58 0.73 0.63 0.77 18.97 26.76 11.31

Small Naryn
(3,877 km²)

0.78 0.59 0.63 0.84 0.62 0.81 5.38 21.29 -7.55

Alabuga
(3,718 km²)

0.83 0.78 0.75 0.91 0.84 0.79 -3.82 5.6 -4.79

Kekerim
(1,715 km²)

0.65 0.89 0.79 0.71 0.88 0.79 -26.27 -9.57 -12.92

Kekemeren
(8,199 km²)

0.89 0.88 0.88 0.85 0.91 0.91 2.81 4.33 6.91

Table 4.4: Results of the robustness check for wet/dry and warm/cold years under consideration of the
whole simulation period (calibration with validation phase) for the model driven with EWEMBI. For the
W5E5-based model the periods were formed within the period 1982-1987, due to limited data.

NSE [-] PBIAS [%]
EWEMBI W5E5 EWEMBI W5E5

Gauge Wet Dry Warm Cold Wet Dry Warm Cold Wet Dry Warm Cold Wet Dry Warm Cold
Uchterek 0.86 0.8 0.88 0.82 0.88 0.84 0.84 0.88 -5.5 -5.18 3.95 -2.11 -4.37 7.39 2.7 3.1
Naryn City 0.78 0.69 0.78 0.66 0.8 0.7 0.8 0.71 -5.7 -9.22 -2.28 -14.01 -4.18 7.95 -0.96 5.89
Big Naryn 0.66 0.5 0.62 0.55 0.62 0.3 0.53 0.42 15.75 15.55 19.69 11.27 23.04 28.95 26.49 26.90
Small Naryn 0.7 0.73 0.81 0.56 0.65 0.56 0.65 0.55 -6.8 3.48 8.17 -10.01 -6.11 32.29 21.37 21.25
Alabuga 0.86 0.71 0.87 0.68 0.85 0.74 0.69 0.77 -7.97 -1.64 -1.31 -7.5 -7.72 -0.59 13.67 5.55
Kekirim 0.77 0.67 0.75 0.72 0.82 0.71 0.89 0.9 -20.6 -19.65 -18.89 -21.34 -17.46 -19.5 3.03 -9.01
Kekemeren 0.9 0.87 0.91 0.87 0.9 0.88 0.53 0.89 0.82 7.23 4.32 4.93 0.18 6.63 -0.24 3.56
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4.3.1.1 Cross-Validation of Actual Evapotranspiration

To improve the models reliability, they were cross-validated with respect to the GLEAM ETA product

in order to increase the credibility of the projected changes. The cross-validation is performed to assure

consistency of the hydrological processes within the catchment and to further improve model robustness.

Due to the data availability it was performed from 1982 to 1987.

The simulated ETA of both models show a high agreement with the ETA estimates of GLEAM. At the

catchment scale, a NSE of 0.97 is achieved based on the monthly evaporation estimates for the EWEMBI-

forced model (RMSE = 4.1 mm, PBIAS = 3.2%). The performance of the W5E5-driven model is similar

with a NSE of 0.96 (RMSE = 4.6 mm, PBIAS = 3.3%). Basin values for r are almost 1. On the

subbasin scale the median NSE and r value are >0.8 and >0.9, respectively, for both models without any

significant difference between them. NRMSE values are close to 0 for both models with both medians

around 0.20. However, the small number of subbasins performing poor arises from both, a systematic

over- and underestimation of SWAT in the Summer period, without any clear pattern. Due to the high

agreement between the ETA estimates of both models and an overall very good performance, results are

considered satisfactory.

Fig. 4.4 summarizes the monthly results on the basin and subbasin scale, where the latter is represented

as boxplot for the individual performance metrics.

Figure 4.4: Evapotranspiration and soil moisture performance in the period 1982-1987. The top panels
shows the evapotranspiration and soil moisture estimates from SWAT compared to the results obtained
from GLEAM and GLDAS, respectively, at the basin scale. The lower row demonstrates the subbasin
performance of the SWAT models evaluated with the Nash–Sutcliffe Efficiency (NSE), Pearson correlation
(r) and Normalized Root Mean Square Error (NRMSE) metrics for soil moisture and evapotranspiration.
Outliers (outside 1.5 times the interquartile range above or below the upper/lower quartile) are indicated
as green or blue dots, respectively.
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4.3.1.2 Cross-Validation of Soil Moisture

Similar to ETA, the SM estimates of the two SWAT models were evaluated using GLDAS data. The

performance was assessed for soil moisture anomalies. We also used a NRMSE due to different soil layer

assumptions (see section 4.2.4). Analogously, the evaluation period was from 1982 to 1987.

It was found that the resulting SM estimates of both models (based on the reference datasets EWEMBI

and W5E5) reveal a satisfactory agreement on the basin scale. Besides, the general seasonal behavior in

the models is reproduced in a satisfactory way with respect to the GLDAS SM, particularly at the basin

scale. On the basin scale the NRMSE is 0.44 for the EWEMBI and W5E5-driven model, respectively. In

addition, a r-value of 0.81 is obtained for both models. The basin NSE is 0.65 for the model forced with

EWEMBI and 0.64 for the one based on W5E5.

On the subbasin scale the median (considering the performance of all individual subbasins) NRMSE is

2.20 (r = 0.62) for the EWEMBI-driven model and 2.24 (r = 0.62) for the W5E5 counterpart (see Fig.

4.4). However, on the subbasin scale a deterioration in all evaluation metrics can be observed, which is

mainly due to the very poor performance of some subbasins. While the deficiencies are counterbalanced

on the basin scale, some subbasins proved to produce much stronger seasonal cycle, which were not found

in the GLDAS estimates. The effect is reflected in the weaker NSE results on the subbasin scale.

The results of both variables (ETA and SM) used in the cross-validation were moderate to very good

in the catchment for both models. In summary both models performed equally during all steps of the

evaluation procedure. A significant deterioration from EWEMBI to W5E5 was not found and most of

Figure 4.5: Mean projected meteorological changes of Tmax & P for the near (2020-2049) and far (2070-
2099) future periods, eight GCMs (four per ISIMIP phase), both scenarios and both ISIMIP phases
compared to the baseline (1971-2000). ∆Tmax refers to the mean annual daily maximum temperature
change. Analogously, ∆P corresponds to the mean annual precipitation change. Green - ISIMIP2,
blue - ISIMIP3; filled/non-filled - high or low emission scenario; fill/outline transparency - near or far
future; symbol - individual GCM (note, that the same symbol in green & blue indicates the respective
predecessor/successor GCM. MMM refers to the multi-model mean in a specific period.

26



CHAPTER 4. SHIFTED DISCHARGE AND DRIER SOILS: HYDROLOGICAL PROJECTIONS FOR A

CENTRAL ASIAN CATCHMENT

the discrepancies in the water balance were present at parts of the headwater subbasins. Both models

were able to capture the contrasting climate periods with slight reductions in the quality in dry or cold

phases. No notable differences were determined in the cross-validation of the water balance components

SM and ETA. All steps were successfully performed and passed.

4.3.2 Projected Hydrometeorological Changes of ISIMIP2b and ISIMIP3b

Results are separately presented for the meteorological forcings, the hydrological projections, the impor-

tance of the meteorological controls as well as the sensitivity analysis.

4.3.2.1 Differences in Meteorological Forcing

In the following we highlight the main differences of the two GCM generations with respect to the

projected temperature and precipitation changes. Changes are represented as anomalies to the baseline for

two future periods (see section 4.2.5.1) under both scenarios. Temperature changes are evaluated as mean

annual daily maximum temperature anomalies (from now on ∆Tmax) rather than mean temperatures.

Mean daily temperature changes are represented as proxy derived from Tmax. Precipitation changes ∆P

refer to relative anomalies of the mean annual sum. Fig. 4.5 provides an overview of the meteorological

projections of all scenarios, ISIMIP phases, GCMs and future periods.

The newer generation of GCMs produce generally higher temperatures as their former counterparts

(comparison of equal blue and green symbols). In contrast to the high emission scenario, the temperature

rise of an individual GCM between near and far future is weaker under the low emission scenario (same

symbol, but different outline intensity). Under the low emission scenario the GCMs range from +1.5°C to

+4°C temperature increase until 2099 under I3, compared to +0.46°C to +2.4°C under the old generation.

Most GCMs scatter around +2°C, without any significant difference between the two periods under

RCP/SSP26. In contrast, under the high emission scenario the temperature rise ranges from +3.8°C

to +7.1°C for RCP85, and 4.5°C to 8.8°C for SSP85. This underlines the higher climate sensitivity of

the new generation of climate models in the study region. Comparing the warming rates in the far

future on the GCM development level for the radiative forcing of 8.5W/m², differences range from -

Figure 4.6: Evaluation of mean projected temperature and precipitation changes compared to 1971-
2000. Left panel: ∆Tmax change of both GCM generations, represented as multi-model mean (MMM),
indicated by the hexagon and GCM spread (boxplot). Right panel: ∆P change with same illustration as
for ∆Tmax. Near - 2020-2049, Far - 2070-2099.
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0.77°C (predecessor GCM computes higher temperatures) to +3.2°C (successor GCM produces higher

temperature). In average, the warming of the new climate models is around 0.82°C higher in the far

future period under the high emission scenario (MMM of +5.86°C compared to MMM of 6.68°C). The

MMM of the low emission scenario for I2 is +1.82°C and +2.65°C for I3 in the far future period. Those

results are in line with a generally higher climate sensitivity of CMIP6 GCMs compared to CMIP5 GCMs

(Meehl et al., 2020).

Precipitation anomalies show a higher disagreement between both climate generations. Especially the old

generation of GCM is characterized by diverging and contrasting precipitation patterns. In comparison,

under I3 the GCMs consistently exhibit positive precipitation anomalies, albeit with strong deviations

in their magnitudes. Under SSP85 in the far future period the projections range from +3.5% up to

38.2%, compared to -18.9% to 22% under RCP85. In general, the differences in magnitude between the

near and far future for each GCM are less pronounced under RCP26/ SSP26, and more distinctive for

RCP85/ SSP85, respectively. The projected change represented by the MMM is small under both RCP

scenarios with values of +3.1% and +5% in the far future for RCP85 and RCP26, respectively. For the

respective scenarios of I3 we observe an increase in precipitation of +9.7% (SSP26) and +16.3% (SSP85).

In summary, the positive precipitation anomalies reflected by the various MMMs are enhanced under I3.

Besides, the inter-model range of I2 reveals a stronger spread (uncertainty) of precipitation anomalies

for all future periods. The projected ∆Tmax anomalies present comparable inter-model ranges in all

scenarios under I2 and I3 (Fig. 4.6). The discrepancy in the projected precipitation anomalies of the two

generations arises mainly from specific regional contrasts, which are further addressed in the discussion

section.

Moreover, deviations are found in the seasonal projections of precipitation. While both GCM families

show an increase from October to May/June, they differ in late Summer and early Autumn. The MMM

of the I3 ensemble does not significantly differ from the historical period in this period. However, in I2

the MMM shows strong declines of up to 30%. With respect to the seasonal patterns, all effects are more

distinctive in the respective high-emission scenario and the far future period (See A.1, A.2).

4.3.2.2 Hydrological Impacts

The hydrological models were forced with the meteorological inputs of the different GCMs and scenarios

until 2099. However, due to differences in the time of departure from the historical to the projection

period between the two GCM generations (2006 and 2015), different time series lengths were available

for the trajectories. The impact models for I2 and I3 are based on the individual parameter sets from the

respective reference datasets (EWEMBI or W5E5). Here, we present the results of the climate impact

study on various hydrological components on the basin scale. Discharge results are thus presented for

gauge Uchterek.

Discharge

A summary of the results is provided in Fig. 4.7. In the far-future period the MMM of the annual

mean flow is projected to change by +3.6% under SSP85 (+6.3% SSP26) and -0.7% under RCP85 (+5%

RCP26). However, we observe significant seasonal shifts towards an earlier onset of the high flow period.

Under the high emission scenario, peak flow is shifted by one month from June to May with a high agree-

ment between the MMM of both, the I2 and I3-driven models for the far-future period. While Spring flow

is projected to increase drastically under RCP26 (31.6%) and RCP85 (82.5%), Summer flow trajectories

show significant decreases under the old generation of GCMs (-3.7% for RCP26 and -28.5% for RCP85).
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Figure 4.7: Mean annual and long-term seasonal discharge projections at the basin outlet (Gauge
Uchterek) compared to the historical period (1971-2000). Upper left panel: Mean annual projections
and model spread for two different future periods for both GCM families and both scenarios. Bottom
panels: Seasonal discharge projections for the far future period under RCP/SSP26 and RCP/SSP85.Near
- 2020-2049, Far - 2070-2099.

The I3-forced models exhibit similar patterns. Spring flow is projected to increase by 26.2% and 80.2%,

respectively for SSP26 and SSP85 compared to a reduction of -2% (SSP26) and -24.4% (SSP85) in Sum-

mer.

The contrasting seasonal shifts in Spring and Summer have compensating effects with respect to annual

mean flow changes. Despite an overall strong agreement in the seasonal MMM, both ISIMIP phases

reveal differences regarding their uncertainties (see uncertainty bands in Fig. 4.7)). The agreement is

detected in both scenarios in the far-future period. The uncertainties become larger with time and are

more pronounced for the high emission scenarios. Besides, the lower boundary of the inter-model range

is smaller under I2 in the high emission scenario (far-future) throughout the year.

Evapotranspiration

Stronger deviations between I2 and I3 are found in the ETA projections. Higher mean annual ETA

anomalies are observed for I3 in both scenarios and both periods (expressed as MMM). We find a dis-

crepancy of around 6% in the ensemble mean within the low emission scenario (Fig. 4.8) in the two

periods. Under the high emission scenario the discrepancy between the I2 and I3-driven models increases

with time. This leads to differences of 14% at the end of the century in the MMM (+9.32% I2 and

+23.97% I3).

It becomes apparent that the reason is mainly due to negative Summer anomalies under RCP85 while

the newer estimates are positive (-9% in MMM of I2 and +5% I3) for the far-future period. The effect

is further amplified due to higher ETA estimates under SSP85 from March to June. The discrepancy of

Summer ETA indicates differences in the available SM within this period (see also Fig. 4.9 lower right

panel). The impact is likely to be induced by the deviations found in Summer precipitation of I2 and
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Figure 4.8: Mean annual and long-term seasonal actual evapotranspiration (ETA) projections at the
basin scale. The panels information are identical to Fig. 4.7.

I3 (Fig. A.2). For example in the far future period the relative ETA changes from June to September

under RCP85 are -9.8% compared to a reduction of -27.5% in precipitation (model median). In the same

period under SSP85 precipitation increases by +1.8% supported by an ETA raise of +4.8%, which is

almost in balance. Similar patterns also occur under the low emission scenario, although not as distinct.

The results are illustrated in Fig. 4.8.

Soil Moisture

Fig. 4.9 illustrates the projected SM changes in the Naryn Basin. Both, I2 and I3 projections agree in

their overall tendency of a significant decline in SM under all scenarios and periods. However, discrepan-

cies are found in the uncertainties and magnitudes of the detected patterns. The projections of the older

GCM family constitute larger uncertainties with less negative seasonal anomalies in the far-future period

in the low emission scenario. In contrast, the negative seasonal anomalies in the high emission scenario are

more pronounced than for I3. In particular, Summer and early Autumn are characterized by a significant

decline in the MMM in all periods and scenarios under both climate model phases. For SSP85, available

Summer SM is projected to decrease around -33% (far-future) which is in line with a decrease of -36%

for RCP85. In the low emission scenario (again far-future) Summer SM projections reveal a decrease of

-17% and -12% for SSP26 and RCP26, respectively. Similar reductions for the far-future are observed

in Autumn, with MMM SM decreasing by -27% under SSP85, -38% under RCP85, -18% under SSP26

and -14% for RCP26. Positive SM anomalies are detected in April under both ISIMIP generations in the

high emission scenario and far-future period (+11% MMM of RCP85 and +15.8% MMM of SSP85).

Annual SM anomalies under RCP26 remain relatively constant from near to far-future (around -10%

in MMM), while a marked decline under SSP26 is found (from -9.5% to -14.3%). In the high emission

scenario, the MMM of both, the I2 and I3-driven models project a negative SM anomaly of -13% in the

Near-future. For the far-future an even more distinct SM decline of -18% under SSP85 and -26% under
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Figure 4.9: Mean annual and long-term seasonal soil moisture (SM) projections at the basin scale. The
panels information are identical to Fig. 4.7.

RCP85 is detected, respectively. Besides, the lower boundary of the SM projections under RCP85 is -35%

(around -29% for SSP85). The lower reductions under SSP85 are in line with the significant precipitation

rise (see Fig. 4.6) compared to the I2-derived counterpart.

4.3.3 Meteorological Controls of the Soil Moisture and Evapotranspiration

Feedback

A PC system was established to evaluate the relevance of meteorological changes on the SM-ETA feedback

and to determine differences in the feedback between I2 and I3. As the basin is generally water-limited,

SM anomalies control ETA anomalies (positive relationship), while in energy-limited regions the coupling

would be reversed and ETA anomalies would lead to SM variations (negative relationship) (Berg and

Sheffield, 2019). For this reason, we calculated the PC between ETA and SM, rather than ETA and pre-

cipitation (which might be suitable as SM proxy). Monthly anomalies of the MMM for the two periods

AMJ and JAS were used for the evaluation. The two periods together comprise the vegetative season.

Due to hydrometeorological differences within the vegetative season, the season was split to identify po-

tential contrasting patterns. The PC results are supported by standard Pearson Correlation values in

order to highlight the magnitude of confounding effects.

The results of the PC analysis are illustrated in Fig. 4.10, where the upper four panels refer to the

period from May to June and the lower four to June to September. In the AMJ period a strong positive

relationship between temperature and ETA is found for the near-future within all scenarios under both

ISIMIP phases. Here the effects of precipitation and SM are small (grey crosses versus colored bars),

which indicates a sufficient water availability in this period in the near-future to cover the ETA demand.

This is in agreement with the constant to slight increase in precipitation in these months (Fig. A.2).

Vice versa, the SM control on ETA in the near-future of the AMJ period is rather small (<0.5), albeit
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Figure 4.10: Relationship of monthly SM and ETA anomalies with temperature (T) or soil moisture (SM)
anomalies for the two ISIMIP phases and two scenarios during the two periods April to June (AMJ) and
July to September (JAS), which together represent the vegetation season.Shown in red, partial correlation
of ETA and T while controlling for P and SM. Shown in blue, partial correlation of ETA and SM while
controlling for T and P. Shown in cyan, partial correlation of SM and T while controlling for ETA and
P. Grey crosses indicate the corresponding Pearson correlation coefficients. r(T, SM |P,ETA) indicates
the PC between T and SM controlling for P and ETA.

higher under I2 which is confirmed by higher precipitation projections causing a slightly higher water

availability under I3 (Fig. A.2). Confounding effects in the ETA control are relatively weak and most

pronounced in the SSP26 near-future relationship of SM and ETA. The ETA variance is therefore ex-

plained to a large degree of temperature and precipitation. We can already see a strong decline of the

importance of temperature on ETA anomalies under the high emission scenario in the far future (I2 and
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I3). This implies an increase in the positive SM-ETA coupling and a potential stressor for soil water. A

cross-validation with Fig. 4.9 shows that this mostly refers to June where soil desiccation under RCP

and SSP85 is substantial in the far future. In contrast to I3 the I2 projections of RCP85 the SM-ETA

feedback increases significantly while under SSP85 the relationship of temperature and SM with ETA are

close with small PC values (<0.5). Under the low emission scenario (far future) ETA variations are still

controlled mainly by temperature, with PC magnitudes similar to the near future under I2 and I3.

The AMJ period coincides with the rainy season and the PC values of temperature and SM are predom-

inantly weaker as for ETA. Nearly all PCs of temperature and SM are below 0.5 (all scenarios, periods

and both ISIMIP phases) or even below 0.25. Under I2 no strong changes in the behavior of SM and

temperature are found between near and far future (both scenarios). A similar development is shown

under I3. However, the contra-intuitive positive association of temperature and SM is largely mitigated

by the fact that the strengths of the relationships are insignificant and the signs heterogeneous. In the

high emission scenario of I3 water-limitation becomes more apparent through a negative relationship

(although weak) between SM and temperature in the far future. This is in accordance with the SM-ETA

coupling in the AMJ period, where the T-ETA association is substantially decreased and SM becomes

more important in the far future.

The generally drier JAS season is characterized by SM shortcomings and pronounced water-limited con-

ditions. This is also reflected in the PC values of the JAS season. The SM-ETA feedback is strongly

positively correlated in the near and far future of all scenarios under I2 and I3. The actual Pearson

correlations between temperature and ETA show strong negative relationships, which would imply the

unintuitive fact that rising temperatures are associated with a decline in ETA (again all scenarios of I2

and I3 and far and near future). However, most of the variance can be explained by the effects of pre-

cipitation and SM. Hence, the corresponding PCs of temperature and ETA are much weaker in absolute

values than the Pearson correlations. For the I2 cases and the near future of the SSP85 the negative

behaviour is even reversed (positive sign of PC). While under both I2 scenarios the dominant SM control

of ETA anomalies remains constant from near to far future, the positive feedback is marginally reduced

from near to far future in the I3 counterparts. This is especially in line with the precipitation projections

in the JAS period of the high emission scenarios, which have a significant drop under I2 compared to

I3 and is also visible in the SM anomalies of the high emission (Fig. A.2 and Fig. 4.9). The advanced

water limitation under I2 compared to I3 is clearly visible in the corresponding PC values. Generally the

higher the PC value of SM-ETA, the stronger the feedback and the more distinctive the water limitation.

Accordingly, two entirely contrasting pictures can be revealed in the control of ETA variations.

The explanation of SM anomalies is again more ambiguous. For the high emission scenarios (I2 and I3) of

the near future a substantial portion is explained by temperature anomalies. Both show a strong negative

relationship indicating a strong SM decrease with rising temperatures. The negative relationship is also

present in the far future (both scenarios) as well as the low emission scenarios of the near future, yet not

as notable (<0.5). For the near future of the low emission scenarios the missing strength is attributed

to the smaller positive temperature anomalies compared to the high emission scenarios. The reduced

dominance of temperature in the far future is probably caused by an already advanced desiccation of

soils (water limitation higher as in near future). The selection of ETA as one of the confounding variables

for SM might be doubtful, since SM controls ETA and not vice versa. At least it becomes apparent that

the confounding effects under I3 here are relatively high. Fig. A.4 provides an additional example of

sensitivities of multiple variables to annual temperature anomalies.
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4.4 Discussion

In this study, we investigated how climate impact assessment agrees and diverges under a subset of I2 and

I3 GCMs. To produce a reliable and robust hydrological model for the impact assessment we followed

the recommendations proposed by Krysanova et al. (2018, 2020).

4.4.1 Evaluation Test

The evaluation procedure produced meaningful and comparable results for both, the SWAT model forced

with EWEMBI as well as with W5E5. All steps of the evaluation procedure were successfully passed

and the models performed satisfactorily to well in most cases under contrasting climate periods, on

multiple temporal scales, for various GOF criteria as well as for ETA and SM in addition to discharge.

In detail, however, there were differences at the subbasin level, where individual gauges showed a poorer

performance than for example at the basin outlet. Thus, two similar parameter sets were identified for

both reference datasets serving as base for the impact assessment. GOF results were on average around

0.75 for NSE, 0.82 for KGE and 9.4% for PBIAS in the basin (considering all gauges). Moreover, warm

and wet periods were better reflected (NSEwet 0.8, NSEwarm 0.75) than cold and dry periods (NSEcold

0.71, NSEdry 0.70). Similar difficulties and weaker model performances are for example also reported in

Vaze et al. (2010) for a catchment in Australia.

However, due to the crucial role of nivo-glacial processes in CA catchments, more emphasize should be

placed on these processes in future studies. E.g. considering snow cover as in Hofmeister et al. (2022),

glacier mass balance as Wortmann et al. (2018) did or snow water equivalent data (see Tuo et al. (2018))

in the calibration process, if available, could produce an even more consistent and reliable picture of the

system. Deficiencies were mostly observed in the high-elevated headwater part (see Tab. 4.3 and Tab.

7.4), where NSE values were in average only around 0.6. These are mainly due to model weaknesses with

regard to the representation of glaciers. We therefore agree with Saks et al. (2022) that future studies

should consider these aspects and evaluate expected peak flow more closely.

It must also be mentioned that the approach followed here logically does not necessarily guarantee that

the robustness of the model adequately reflects all projected changes. This is particularly the case for the

contrasting climatological periods, since rates of change are likely to be more pronounced in the future

on the one hand, and on the other hand the relatively short historical period (restricted due to data

availability) may not adequately reflect the influence of persistent changes over a longer period of time.

these deviations and assumptions that might be only partially representative are described in detail in

Stephens et al. (2020).

4.4.2 Meteorological Changes

Projected temperature raises agree throughout the year in all periods under the new and old generation

of GCMs. In contrast, precipitation disparities have shown to be one of the major differences between

I2 and I3. While precipitation changes observed under I2 are mostly in line with other related studies

(Lutz et al., 2014; Luo et al., 2018; Huang et al., 2014), the higher increase under I3 has not yet been

comprehensively and extensively addressed in the literature. The same applies to the associated effects

on the hydrological cycle. Discrepancies in the precipitation projections between I2 and I3 arise mainly

from regional contrasts in the basin. Under SSP26 and SSP85 a continuous rise throughout the whole

basin is projected, with a marked characteristic in the Kekerim subbasin. I2 contains two counteracting

patterns, the Western part of the basin receives more precipitation, which is amplified in the high emis-
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sion scenario, while on the other hand the Eastern (and headwater) part is characterized by a decline

in precipitation. The decline is also even more significant in the high emission scenario and for the far

future period.

We provide a first estimate of hydrological impacts triggered by precipitation changes under both ISIMIP

generations. The deviations in projected precipitation anomalies (consistent positive precipitation anoma-

lies with MMM of +16.3% under SSP85 compared to +3.1% under RCP85 in the far-future) come along

with a higher climate sensitivity in the new ensemble of climate models (warming rate in average +0.82°C

higher until 2100 in high emission scenario). However, a lot of the current research focuses on the higher

climate sensitivity of CMIP6 models including the potential or necessity to constrain warming trends of

models that tend to be on the upper edge (Tokarska et al., 2020; Sherwood et al., 2020). As only a subset

of GCMs was available and included, future studies might extend the efforts with a larger sample.

Further, although projects like ISIMIP add a huge value for climate impact studies the generally coarse

resolution of the GCMs might not be suitable for all studies and regions. Especially for small basins the

resolution could be insufficient. Hydrological scale patterns could be missed, this problem might also

affect the higher elevated parts of the study area, where the performance of the models (for all vari-

ables) was deteriorated. Meteorological processes of individual mountain ranges might be inaccurately

represented. However, data limitations make it difficult to evaluate this thesis in detail. In any case, we

assume that Regional Climate Models are favorable and would add value to future studies if possible to

include.

We also would like to at least mention that (depending on the methodology and data availability) an

assessment of the GCM performance might be reasonable in advance of the actual study to for example

exclude poor-performing climate models or to take into account a weighting approach to reduce their

importance within the results. If for some reasons GCMs are not applicable in a study, we would also

like to emphasize to consider perturbations of the observed climatology to draw conclusions of the future

hydrology based on these synthetic time series. Examples can for example be found in Rasouli et al.

(2019b,a)

4.4.3 Hydrological Changes

The projected MMM of all hydrological variables generally agree between I2 and I3 on the annual and

seasonal scale. MMM discharge projections were similar across both ISIMIP phases. They showed a

significant shift in the flow regime. Peak discharge is projected to occur one month earlier (June to May)

under the high emission scenarios by the end of the century. This is consistent with what was reported

by other authors (Gan et al., 2015; Didovets et al., 2021). The shift is mainly driven by substantial

increases in Spring snowmelt followed by a strong decline in Summer (A.3). The summer deficit agrees

with the water shortage found for SM. Summer deficits of discharge and SM could cause and promote

water stress in the region. This is particularly evident since summer water availability directly affects

irrigation demand during the vegetative season and water storage for energy production. Especially for

higher projected temperatures and thus an increase in potential evapotranspiration estimates, future wa-

ter demand could significantly rise and constitute an additional stressor.

Moderate deviations were found in the ETA trajectories, with stronger increases projected under I3 (dif-

ference of 6% in MMM of I2 and I3 in low emission scenario and 14% in high emission scenario at the end

of the century). The higher estimates are likely to be triggered by a combination of higher projected tem-

peratures (higher energy-availability, Fig. 4.6) as well as weaker SM reductions (higher water-availability,

Fig. 4.9). ETA increases referred mainly to the first half of the year, the period where the most significant
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precipitation increases were observed. The period was also characterized by a strong increase in snowmelt

(Fig. A.3), an additional source of water. The described impacts are more pronounced under the high

emission scenario and the far-future. The ETA trajectories are consistent with recently reported trends

for CA and globally. And the impacts could significantly contribute to future desertification, one of the

major risks in CA (Huang et al., 2020a; Ma et al., 2021).

Notable SM deficits in Summer (-36% in MMM of RCP85 and -33% under SSP85 in the far-future) and

Autumn (-38% in MMM of RCP85 and -27% under SSP85 in the far-future) were projected for both

GCM generations, which could act as potential stressor for the agricultural productivity. Summer and

Autumn SM deficits could thus induce and promote future agricultural droughts. Droughts that promote

land degradation are already present in CA (Zhang et al., 2018). According to our results, indications of

negative changes in the vegetation dynamics, caused by soil moisture deficits, which became particularly

pronounced after the 90’s (Li et al., 2015; Deng and Chen, 2017), could thus also represent a substantial

future risk in the basin. The crucial role of SM for drying in CA is also illustrated in Hu et al. (2018), who

used a correlation analysis to demonstrate the importance of SM. Although most of the studies available

focus on whole CA, solely on the historical period or use related variables such as NDVI (or variants of

it) and total water storage (Jiang et al., 2017; Xing et al., 2022; Zhou et al., 2015; Peng et al., 2021),

our study supports to assess these future risks at the local level. The negative anomalies were slightly

smaller under I3 due to an attenuation caused by a raise in precipitation (annual decrease in MMM of

-18% for SSP85 and -26% for RCP85 in the far-future). Annual SM shortcomings tend to be stronger for

I3 under the low emission scenario and smaller under the high emission scenario compared to I2 by end

of the century. Summarized, the findings indicate the vulnerability of the region to SM shortages.

Our PC results provide evidence that shifts in the role of the meteorological drivers can be expected from

near to far future as well as between I2 and I3 in both periods (AMJ and JAS). This leads to partly sig-

nificant deviations and changes in the SM-ETA coupling (from near to far under both GCM generations

as well as between them and in both seasons). We find clear differences in the strength of the SM-ETA

relationship in the two seasons AMJ and JAS, where the latter is considerably more water-limited. While

under I2 the pressure on soil moisture, reflected in the strong control of ETA, remains relatively constant

from near to far future (both scenarios), we see a attenuation of the strongly positive relationship under

I3 (both scenarios) from near to far. This development represents the different precipitation trajectories,

where the I3 JAS rainfall does not show the drop which is especially visible in the RCP85 and thus likely

leads to a mitigated negative SM evolution under I3, albeit still severe. The strong water limitations

in JAS are expected to exacerbate the pressure on water resources to meet the demand. The resulting

implications for example on land degradation or the occurence of droughts are similar to those mentioned

already above. However, the PC results underline the assumption of a reinforced SM-ETA coupling udner

both generations of climate models, yet with a marginal shift towards less water-limitation under I2 in

JAS. The strength of the SM-ETA coupling could be seen as indicator for vegetation conditions (Ibrahim

et al., 2015) and in terms of a positive coupling reduced moisture availability (Berg and Sheffield, 2019).

The strong positive future relationship between the two variables in the basin is also in accordance what is

expected roughly on the global scale, when analyzing GCM outputs (Berg and Sheffield, 2018; Berg et al.,

2015; Dirmeyer et al., 2013). A limitation which applies not only to our study but to many hydrological

impact studies are missing atmoshperic feedbacks which are connected to the ETA-SM coupling, such as

evaporative cooling.

For the generally wetter AMJ season we can already identify a positive increase in the SM-ETA relation-

ship under I2 and I3 from near to far future, particularly in the high emission scenarios. This provides

evidence that the water-limited regime could further advance in the region, despite precipitation pro-
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jection in the far future tend to be positive for I2 as well as I3. In other words, the importance of SM

variations to explain ETA variations increases. This shift in the future importance of SM is enhanced by

the decreasing dominance of temperature to explain ETA variations under the high emission scenarios.

One major deviation between I2 and I3 is found in the magnitude of the SM-ETA feedback in the far

future of the high emission scenarios. Under RCP85 the explanatory power of SM replaces the one of

temperature as major controlling factor. In contrast, although the importance of SM increases with a si-

multaneous decline of temperature the final magnitudes in the far future are relatively close to each other

(with small values <0.5). We assume that this is caused by the slightly larger increase in precipitation

under I3 in AMJ attenuating the increased demand of rising temperatures. However, it is expected that

further increasing temperatures would also tip the relationship and approach the conditions of I2.

Stationarity was assumed for the vegetation season, which was used for comparability reasons, although

the period can vary with land use (and thus in space) (Zhang et al., 2018; Zhou et al., 2015). As the

climatic shifts are likely to shift the vegetative season as well, a constant period represents a simplified

manner.

We only included one hydrological model in the assessment. An ensemble of impact models would further

improve the robustness of the results. Structural differences in impact models can result in significant

deviations in the projections and identify adequateness or inadequacy of impact models for different con-

ditions (Kundzewicz et al., 2018; Wen et al., 2020; Su et al., 2016). Also land use changes were neglected,

which are likely to affect processes such as runoff generation, albedo-associated mechanisms or translation

and retention.

4.5 Conclusions

Our study shows that despite advances in the forcings of impact models, as a result of GCM, scenario or

bias-adjustment developments, estimated impacts are in general concordance.

These are particularly evident in the projected shifts of the hydrological regime and a sharp increase in

soil desiccation. We find a shift in peak flow of one month due to an earlier start of the melt season

in the high emission scenarios. The earlier onset leads to an increase in discharge in Spring followed by

a decline in Summer. Across both GCM generations and all scenarios, the impact assessment further

indicates substantial soil moisture deficits, especially in Summer and Autumn.

However, disagreement between I2 and I3 is found in the evapotranspiration estimates, which are higher

in the new generation. Temperature projections of I3 are consistent with the general recognition of being

warmer than under previous generations (higher climate sensitivity). Rather large deviation between the

two generations are found in the precipitation projections. Although consistently positive precipitation

anomalies are observed under I3, the projected SM deficits are substantial under both phases, indicating

the region’s vulnerability. This underlines the sensitive interplay between the different components pre-

cipitation, soil moisture and evapotranspiration.

Deviations in the temperature and precipitation projections of I2 and I3 in the two examined seasons

(AMJ and JAS) reveal significant effects on the SM-ETA coupling in the basin. Expressed as PCs we

find enhanced water-limited conditions in the AMJ season at the end of the century, particularly in the

high emission scenarios. The advanced importance of SM is directly shown as increase in the positive

relationship between SM and ETA and indirectly through the decrease in the dominance of temperature

on ETA. The inherently drier JAS season with its strong positive SM-ETA coupling remains constant

under the near and far future of I2, while there is a slight decrease with time under the corresponding I3

scenarios. This indicates that the general and progressive water-limitation among both ISIMIP genera-
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tions could be at least slightly weakened under I3, albeit it is still intense. Differences in the magnitudes

of effects between I2 and I3 are likely to be caused by mitigating effects present under I3, mostly referred

to positive or at least constant precipitation trajectories in the vegetative season.
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Chapter 5

Sources, Propagation and Contribution

of Uncertainty

5.1 Introduction

Complementing Chapter 4, the following chapter addresses several aspects associated with uncertainties

in climate impact assessment and the regional effects of global climate change. Regional impacts of global

climate change refer to the analysis of different global warming levels, namely 1.5°C, 2°C and 3°C, and

the respective impacts on the hydrology of the Naryn Basin. The study provides an indication of what

achieving the global warming values set out in the Paris Agreement could imply for the regional catchment

hydrology. However, the translation of global warming levels into regional impacts is subject to a large

number of uncertainties and therefore offers a different perspective to the general topic of uncertainties in

impact assessments within this chapter. Besides, a traditional ANOVA is performed to quantify different

sources of uncertainties along the modeling chain. Lastly, an analysis of parameter robustness and, hence,

their transferability is conducted. Specifically, the robustness of parameters derived from an independent

forcing dataset for calibration is investigated compared to parameterizations using the current GCM

reference dataset for calibration.

5.2 Methodology

5.2.1 Uncertainty Associated with Reference Datasets

Supplementing Chapter 4, a more detailed analysis of the reference datasets and their implications on

hydrological model calibration is conducted. First, annual basin precipitation and annual mean daily

maximum temperature of the basin of both reference datasets are compared, followed by comparing

daily precipitation and annual maximum daily precipitation distributions. Daily precipitation is fitted

to a gamma distribution and annual maximum daily precipitation to a normal distribution. For this,

all daily pixel values from 1979 (starting date of W5E5) to 2016 that are located in the basin are used.

Furthermore, daily maximum temperatures of both datasets are compared with each other for each

season (summer, winter, autumn, spring). Moreover, spatially distributed precipitation and temperature

differences are provided.

This is followed by a discussion of two essential points, 1) implications, even minor, differences between

reference datasets can have on calibration and 2), what does it imply, if the calibration of a hydrological
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Figure 5.1: Flowchart of the methodology used to evaluate parameter transferability from an independent
calibration to climate projections subject to downscaling and bias-adjustment procedures using a differing
reference dataset.

model is based on a different independent meteorological dataset compared to the one employed in bias

adjustment and downscaling of the climate projections. Point 2) is of tremendous importance and rarely

discussed. In many studies, datasets are used to force horological models, which are different from those

used by climatologists for bias correcting climate projections, e.g. Senent-Aparicio et al. (2017); Chaemiso

et al. (2016); Oo et al. (2020); Zhang et al. (2007); Mango et al. (2011); Sharannya et al. (2018); Samavati

et al. (2022); Marhaento et al. (2018); Dessu and Melesse (2012); Ma et al. (2023).

However, parameter transferability of a calibrated model under a new forcing might not hold. This

might be especially true, when parameter uncertainties are not considered for impact assessment. This

is a common case in impact assessments, which reduces uncertainties to those originating from climate
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models and scenarios. The effects of the parameter transfer should, in the opinion of the author, at least

be demonstrated and discussed. A straightforward yet reliable method to cross-validate the parameter set

under different forcings is to compare the mean annual cycle of a variable of the following three cases: a)

the observations, b) the simulations forced with the climate models based on the calibrated parameters

not stemming from the reference dataset used for bias-adjustment of the climate models, and c) the

simulations based on the actual but independent forcing used for calibration (and correspondingly the

resulting parameters). If parameter transferability from c) to b) is a valid assumption, they should be

close to each other. A fourth, but optionally, case would be employing the actual reference dataset used

for the bias adjustment based on the calibrated parameter set. However, as the bias-adjusted climate

data in the historical phase usually obtain the statistical properties of the reference dataset, the cycles

over a sufficiently long period of time should be similar. Of course, as climate projections represent

climate conditions statistically and not individual events, the time period should be long enough and the

approach can be seen as an approximation. If the annual cycle of the simulations driven by the GCMs

deviates strongly from the other two cases, it could indicate that parameter transferability is limited.

The idea of the parameter transferability evaluation is explained in Fig. 5.1.

5.2.2 Uncertainty Decomposition - ANOVA

ANOVA is used to decompose the main sources of uncertainty in the projections of hydrological variables.

In our example, the sources of uncertainty can be attributed to three main factors, the ISIMIP or CMIP

generation (I2 and I3), the GCMs and the scenarios (RCPs/ SSPs), respectively. The study is based on a

three-way ANOVA which is widely used in climate impact (Hattermann et al., 2018; Huang et al., 2020a;

Ismail et al., 2020; Vidal et al., 2016). The method relies on the total sums of squares (SST), a measure

of the total variance of all factors. The SST is derived from the sum between the error sums of squares

(SS) within a group and the between sample sums of squares:

SST =

NGCM
∑

i=1

NSCEN
∑

j=1

NGEN
∑

k=1

(Yi,j,k − Ȳooo)
2 (5.1)

where Yi,j,k represents the values for one particular GCM, scenario and ISIMIP phase, Ȳooo is the mean

of the whole available data and N corresponds to the number of used GCMs, Scenarios and ISIMIP

generations, respectively. SST can thus be split into three main effects and four interaction terms

SST = SSGCM + SSSCEN + SSGEN

+SSGCM∗SCEN + SSGCM∗GEN + SSGEN∗SCEN

+SSGCM∗GEN∗SCEN

(5.2)

where SSGCM ,SSSCEN and SSGEN represent the sum of squares of the three main effects, four GCMs,

two scenarios and 2 climate model generations. The SSGCM∗SCEN , SSGCM∗GEN , SSGEN∗SCEN and

SSGCM∗GEN∗SCEN correspond to the sum of squares of the nonlinear or non-additive interaction terms.

A multi-factor ANOVA distinguishes between main effects and interaction terms. The main effects re-

fer to our three groups and the interaction terms describe nonlinear effects between the main groups.

First-order interactions involves the dependency of two main factors while second-order terms describe

three-way interactions. Further details can be found in Vetter et al. (2015).

The contribution of each factor is calculated on the annual scale for the two future periods, as well as on

a seasonal scale. A subsampling scheme, proposed by Bosshard et al. (2013), is used to remove biases in

41



CHAPTER 5. SOURCES, PROPAGATION AND CONTRIBUTION OF UNCERTAINTY

the contribution estimates caused by different sample sizes of the main factors (4 GCMs, 2 scenarios, 2

ISIMIP phases). The proposed scheme resamples main factors with a larger sample size (GCMs in our

case) to match the factors with a smaller sample size. Thus, GCM pairs are created for the ANOVA

calculation.

The factor classification merges scenarios and GCM developments between the two generations. For ex-

ample, the predecessor and successor GCMs GFDL-ESM2M and GFDL-ESM4 are treated as one climate

model in the classification. Correspondingly, RCP85 and SSP85 are considered as the same high emission

scenario. However, in particular GCMs belonging to the same family but from different generations can

differ greatly from each other. Accordingly, the approach allows to investigate model developments of a

GCM family between generations. ANOVA was performed for future discharge, evapotranspiration and

soil moisture anomalies.

5.2.3 Regional Impacts of Global Climate Change

It was further investigated how mean global temperature change, ∆Tg, affects the catchment hydrology.

Following the global warming levels defined in the Paris Agreement, focus was put on global warming

levels of 1.5°C, 2°C and moreover 3°C, a number, which is roughly related to current climate trajectories

until the end of the century. An approach also known as time sampling (James et al., 2017). For the

evaluation of how global climate change is translated into regional impacts, the ensemble mean (MMM)

of the temperature anomaly of each GCM and scenario under CMIP5 and CMIP6 was calculated. It

should be noted that for this purposes the global time series of the underlying GCMs was used rather

than the regional time series, to adequately reflect global climate change. The time series were then

smoothed using a 30-year moving average. The date of intersection of the MMM temperature anomaly

series with the aforementioned global warming levels was then determined. This date was used to extract

the corresponding ETA, SM and discharge values to quantify the regional hydrological response for the

different warming levels under each scenario. It is noteworthy that the method is sensitive to the following

issues.

First, the definition of the reference period has a substantial impact on the timing when a specific

temperature level, such as 1.5°C, is reached and therefore on the hydrological response. Second, no

common method exists how the date of exceedance should be exactly chosen. For example, while there is

general consensus on using 30 year periods as representation of climate and thus for which a temperature

level should be exceeded (expressed as a moving window of 30 years), it is rather arbitrary whether the

first point of overshot of the 30 year window should be used or whether the climatology should exceed

the global warming level over a longer period. Using an fictive but significant example, there might be

a chance that the temperature trend after reaching a warming level is declining and the 30 year window

does not reach the threshold temperature anymore. Besides, longer time scales (e.g. 50 years) might

offer more robust results. Third, time-lagged hydrological responses are not considered, but only impacts

visible at the date of overshoot. This might oversimplify the interaction of the climate and hydrological

system. Last, path dependency of climate models is not considered, e.g. exceeding a threshold could be

temporary or occur multiple times for a specific GCM trajectory (James et al., 2017). As the date at

which a warming level is reached can vary strongly between GCMs not only different time periods are

compared, but also the pathway how the warming level is reached is not directly considered (one GCM

might slowly and gradually reach the threshold value while another reached it relatively abruptly after a

long stable climate phase). The hydrological response could therefore vary significantly.
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5.3 Results & Discussion

In the following results are presented for the evaluation of the reference datasets, the uncertainty decom-

position and the effects of global temperature change on the regional scale.

5.3.1 Evaluation of the Role of Reference Datasets

In the following a comparison of the two reference datasets W5E5 (ISIMIP3) and EWEMBI (ISIMIP2)

is performed, followed by an analysis of how large the hydrological impacts are, when parameter sets

obtained from an independent forcing dataset are transferred to the actual reference dataset (used for bias-

adjustment and downscaling of the climate models), alongside with the differences in the GCMs-driven

hydrological models based on the different parameter sets. For this, the models calibrated for EWEMBI

and W5E5 (see Schaffhauser et al. (2023)) are used and the originally-derived parameterizations of each

dataset are tested for the respective reference data that deviates from their original calibration.

5.3.1.1 Comparison of W5E5 & EWEMBI

Results for the evaluation of the reference datasets, used in Schaffhauser et al. (2023) are provided in

Fig. 5.2 and Fig. 5.3. From Fig. 5.2 it becomes obvious that the datasets are relatively similar and

temperature and precipitation representations are comparable. On the annual scale (shown in a) and b))

only minor differences are visible, and both datasets show equal inter-annual precipitation variability ex-

pressed by the CV (0.17 for EWEMBI and W5E5). Slightly to moderate differences are recognized for the

fitted distributions on daily precipitation (c)) and annual maximum daily precipitation of both datasets.

EWEMBI data suggest higher probabilities for lower daily precipitation values and lower probabilities

for daily precipitation greater than approx. 3 mm/day. For annual maximum daily precipitation the

distribution peak of EWEMBI occurs slightly above 20 mm/day, while it is slightly below 20 mm/day for

W5E5. The distributions reflect the continental climate of the basin with relatively low annual maximum

daily precipitation values. The scatter plot in e), shows no tendency as to whether a dataset tends to

overestimate or underestimate the maximum daily temperatures in a given season. Daily peak temper-

ature, which was chosen to indicate whether differences in the snowmelt potential could be expected

between the dataset, therefore indicates no significant discrepancy. The only small deviations between

the two datasets would suggest that transferring a robust parameterization from one dataset to the other

works relatively well.

This is also confirmed when looking on Fig. 5.3, where the spatial distribution of precipitation and

temperature of both datasets is compared. In the upper panels mean annual precipitation sums are

illustrated. It becomes evident that both datasets contain a similar declining east-west gradient. The

center-left panel shows the corresponding difference map of both datasets for precipitation expressed as

percentage. Positive values indicate W5E5 being wetter and vice versa. The mean difference is around

±7%, with a maximum deviation of -24% (EWEMBI wetter than W5E5). Annual mean maximum daily

temperature differences (right-center panel) are mostly negative indicating slightly higher temperatures

in the basin under W5E5, with an exception in the eastern headwater part in which higher temperatures

under EWEMBI can be observed. On average the mean maximum temperature differ around ±0.17 °C.

The lower two panels are similar as the ones for precipitation but show absolute values of mean daily

maximum temperatures of both datasets. Both maps show agreement in the illustrated west-east gra-

dient, with decreasing temperatures towards the eastern slopes and a second colder area in the south of

the basin.
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Figure 5.2: Comparison of ISIMIP2 (EWEMBI) and ISIMIP3 (W5E5) reference datasets used in the
calibration of the two models in Schaffhauser et al. (2023).

Hence, across all comparisons the differences between W5E5 and EWEMBI are only marginal and a

dominant agreement between both datasets can be observed.

5.3.1.2 Parameter Robustness Using Different Reference Datasets

In the following, it is evaluated how robust the parameterizations derived in Schaffhauser et al. (2023)

using EWEMBI (and used for the projections of ISIMIP2) and W5E5 (and used for the projections

of ISIMIP3) are. Given the dataset similarity shown before, it is assumed that the parameterizations

therefore work relatively well under the respective different dataset and thus the projections of the dif-

ferent climate generation. Results are illustrated in Figure 5.4 and show how the annual cycle of the

hydrographs change when the EWEMBI-derived parameters are used with the forcing of W5E5 and vice

versa (left panel), as well as the impacts when the corresponding parameterizations are used under the
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Figure 5.3: Comparison of ISIMIP2 (EWMBI) and ISIMIP3 (W5E5) reference datasets used in the
calibration of the two models in Schaffhauser et al. (2023).

historical climate from ISIMIP2 and ISIMIP3 (right panel). The selected periods in Fig. 5.4 refer to the

calibration and validation phases explained in Schaffhauser et al. (2023). The evaluation is done for the

basin outlet, gauge Toktogul.

From the figure, it can be seen that both calibrations represent observed flows relatively well throughout

the year and are almost identical (straight lines in left panel). However, using both parameterizations

under the corresponding forcing not-used in the calibration major shifts can be observed (dashed lines).

The original mean absolute error between the two datasets is ±15.5 m3/s, and the maximum observed
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Figure 5.4: Left panel, Effects of parameter transfer between the reference datasets W5E5 and EWEMBI
under the climate data of the respective different dataset for the period 1982-1987.Subscript cl indicates
climate and par parameterization, e.g. EWEMBIcl/W5E5par represents a model driven with the climate
data from EWEMBI using the parameterization derived from W5E5. Right panel, same as left but testing
the parameterizations for the different historical GCM simulations for the period 1974-1987.

deviation in August corresponds to 11.6%. In contrast, under the different, albeit very similar, climate

forcing the mean absolute error increases to ±137.1 m3/s with a percentage difference of 32.5% in June

where the highest absolute difference occurs. The difference can also be expressed as change in perfor-

mance metric with respect to observed daily flows. The EWEMBI parameterization forced with W5E5

(daily flows of dashed blue line) leads to a NSE of 0.81 compared to 0.84 before (daily flows of straight

red line). However, the KGE drops even from 0.92 to 0.75. The NSE of the W5E5 parameterization using

the climate from EWEMBI (daily flows of dashed red line) aggravates to 0.67 from originally 0.87 (daily

flows of straight blue line). The KGE is reduced from 0.93 to 0.67, hence underlining the significance of

the different baseline one might obtain using independent datasets for calibration, even under comparable

climatic conditions.

The effects of the parameter change are directly reflected in the historical period of the climate models

(right panel). It is apparent that the climate models of both ISIMIP generations match the mean annual

cycle of observed flows well (both straight lines), while using them under the respective different climate

generation lead to similar hydrograph shifts observed for the actual reference datasets. The results sug-

gest that even minor climatological changes can highly impair the potential robustness of a calibrated

parameter set. Hence, the potential baselines (indicated in the right panel) used for the actual impact

assessment can diverge largely and might affect the final impact statement. If the changes are reflected

consistently throughout the projections, relative changes with respect to the baseline might be less af-

fected. However, caution is advised, at least when working with absolute values of projected impacts. As

a minimum, studies should evaluate and demonstrate the effects of using independent calibration datasets

in the historical period. This would not only increase transparency but also allow for a better validation

of the the robustness of the impact model. A large deviation of the baselines can at least be interpreted as

46



CHAPTER 5. SOURCES, PROPAGATION AND CONTRIBUTION OF UNCERTAINTY

an indication that the impact statement may contain uncertainties, particularly with regard to absolute

values.

5.3.2 Uncertainty Decomposition - The Role of Climate Model Generations

The results of the uncertainty decomposition for discharge are illustrated in Fig. 5.5. Results of ETA and

SM are provided in Fig. 5.6. With respect to the annual discharge projections, we observe a shift in the

contribution of the three main factors in favor of the interaction terms from near to far-future. Overall,

the interaction terms have a strong contribution in both, the near and far-future. The strongest contri-

bution of the main factors stems from the ISIMIP generation. The strong contribution of the interactions

arises mainly from the relationship between the ISIMIP generation and the GCMs (GEN*GCM). For

example up to 75% of the total variance can be apportioned to the interaction terms. All other effects

are rather small.

Surprisingly, the seasonal results show significant disparities. While the interaction term GEN*GCM,

Figure 5.5: Analysis of variance of mean seasonal (left panels) and annual (right panels) discharge anoma-
lies at Gauge Uchterek across 2 ISIMIP generations (ISIMIP2, ISIMIP3 denoted as GEN), 2 emission
scenarios (high emission - identified with SSP5-85 and RCP85, low emission identified with SSP1-26 and
RCP26 denoted as Scen) and 4 climate models (GFDL-ESM2M identified with GFDL-ESM4, HadGEM2-
ES identified with UKESM1-0-LL, IPSL-CM5A-LR identified with IPSL-CM6A-LR and MIROC5 iden-
tified with MIROC6 denoted as GCM) for 2 periods (near-future, far-future). The dashed and solid lines
of the seasonal ANOVA plot refer to the seasonal discharge of the historical period and the corresponding
future projection period (averaged over all years, models and scenarios). Seasonal discharge curves are
normalized.

again shows the largest contribution of the secondary effects and does not change much between the two

periods, there are large temporal changes in the contributions of the main factors. In the near-future,
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the ISIMIP generation (analogous to the annual scale) constitutes the biggest uncertainty contribution.

However, in the far-future period a strong increase in the scenario’s contribution is observed from March

to October (Spring, Summer). At the same time the uncertainty in the discharge projections depends

less on the ISIMIP phase. The two phases clearly represent the seasons where the biggest impacts on

discharge are expected and the largest overall uncertainties are observed.

In general, high interaction terms relate to the dependency of one factor on another. A high variance

caused by an interaction indicates a non-additive relationship. If we pick the dominant source of uncer-

tainty for mean annual discharge changes (GEN*GCM), it is suggested that a change can’t be explained

by GCMs alone but through its linkage with the other components. The contribution of the individual

GCMs depends on the respective ISIMIP phase. A GCM might have a strong effect, expressed as high

positive discharge anomaly, on the dependent variable under I2, while it is strongly negative under I3.

This also points at least partly to strong developments on the GCM level.

We observe that the GCM term is smaller than its interaction with the generation. This indicates the

Figure 5.6: Same as Fig. 5.5, but for evapotranspiration (ETA) and soil moisture (SM) at the basin
scale. The 4 panels to the left refer to the seasonal and annual analysis of variance (ANOVA) results
of ETA, respectively. The 4 panels to the right demonstrate the ANOVA results for SM, again on the
seasonal and annual scale respectively. The dashed and solid lines of the seasonal ANOVA plot refer to
the seasonal ETA or SM estimates of the historical period and the corresponding future projection period
(averaged over all years, models and scenarios). Seasonal SM and ETA curves are normalized.

strong development of the GCMs of the same family. It could further mean that advances within a GCM

family of two generations exceed differences between GCMs of the same generation but different families

(smaller uncertainty from GCM term than GCM*GEN term). The importance of the scenarios is most

evident on the seasonal scale and the far future. We detect larger shifts between the main sources of

uncertainty of the near and far future on the seasonal scale compared to the annual scale.
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Fig. 5.6 contains the results for ETA and SM. For SM largest annual shift are observed with respect to

the low and high emission scenarios. Compared to SM, the annual ETA estimates only have a strong

scenario discrepancy under the far-future of SSP85, the remainder are relatively similar. However, the

increase in the contribution of the scenarios is also visible for ETA during winter in the far-future period.

The period is characterized by strong relative ETA changes which are likely the reason for the increase in

the importance of the scenario term. For SM the scenario becomes again crucial in the periods where the

biggest changes are observed in the far-future (June to October). The annual as well as seasonal ETA

projections are characterized by a huge contribution of the GCMs (and not by the interaction term).

This indicates that the distinct GCMs reveal a specific tendency in their estimates regardless of other

factors such as the ISIMIP phase.

By using an ANOVA, we showed that differences between climate model generations contribute more to

the overall uncertainty than differences between climate models of the same generation. The substantial

impacts associated with advances in climate modeling are further reinforced by the strong contribution of

the interaction terms that include the generation of climate models. Especially with respect to RQ 1 and

2, it can be concluded that developments in climate modeling can significantly affect impact statements

and carry a large part of the total uncertainty. Besides, the scenarios showed an increasing importance in

their contribution with time, which was particularly pronounced in Spring and Summer. As we considered

GCMs of different generations in one group, the GCM term might be weaker as it would be when the

ANOVA would have been applied for the ISIMIP phases individually. In studies where ANOVA was ap-

plied for only one generation of climate models the uncertainty resulting from the GCMs is often reported

as one of the main sources, while obviously the interaction terms are smaller as in our study (Vetter et al.,

2015; Kay et al., 2008). Studies built on that could explore how the uncertainty is attributed if GCMs

and scenarios are taken separately per climate model generation rather than lumped as in our example.

We further have to admit that one important source of uncertainty, hydrological models, is missing in our

study. The inclusion would lead to a more comprehensive picture of the uncertainty sources and could be

included in future work. Moreover, parameter uncertainty, which is rarely considered in impact studies,

was not taken into account.

5.3.3 Regional Impacts of Global Climate Change

In the following the impacts of global climate change, expressed as mean global temperature change, on

the regional catchment hydrology of the Naryn Basin are presented.

The results for the low and high emission scenarios are presented in Figure 5.7. The strongest effects

are found for ETA and SM of the high emission scenario. ETA increases linearly with ∆Tg under both

I2 and I3, but with a stronger catchment response of ETA under CMIP6. Evaluating the effects of the

global thresholds defined in the Paris Agreement, 1.5°C and 2°C, the new scenarios show an increase in

ETA for both thresholds, which is around twice of the increase under I2 (+10% under I3 to +5% under

I2). After a global temperature increase of 2°C, RCP85 and SSP85 deviate largely, which is true for all

variables of the high emission scenarios.

For SM, the impact of a global temperature increase of up to 2°C translates into a similar catchment re-

sponse under both I2 and I3, after which the decrease in SM for I3 abruptly stops and remains constant.

In contrast, under I2 the SM decrease is persistent even for higher levels of global warming although

the rate of decrease is dampened. Under the low emission scenario, especially the discharge and SM

patterns show no clear trend and tend to show hysteresis effects. Nevertheless, the higher warming levels

projected under CMIP6 cause generally larger negative SM anomalies, larger positive discharge and ETA
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anomalies. It should be noted, that under the low emission scenario only the 1.5°C level is exceeded in

the MMM of both generations.

Discharge shows a very different picture for I2 and I3. However, there is strong agreement that a global

temperature rise of 3°C represents a tipping point, at which the direction of changes is reversed. This

applies for both, I2 and I3. Interestingly, the pattern of the reversal is flipped under I2 and I3. While

the slope of the discharge and ∆Tg relationship is negative under I2 until it becomes positive at a value

of 3°C, the relationship is positive (discharge increases with global warming) until it is reverted at a 3°C

warming level. Of course the magnitude of change (as shown before) is less compared to ETA and SM.

In summary, the basin demonstrates a hydrological response linked to global warming levels of 1.5°C,

Figure 5.7: Impacts of annual mean global temperature change on regional soil moisture (SM), actual
evapotranspiration (ETA) and discharge (Q). Dashed vertical lines refer to the temperature changes
which are associated with the Paris Agreement, namely 1.5°C, 2°C and 3°C. Mean global temperature
changes are calculated with respect to the 1921-1950 climatology.

2°C, and 3°C, with a slightly stronger effect observed under CMIP6. Moreover, the importance of putting

regional impacts into a global context is shown, however, in the example a further temperature increase of

0.5°C is not associated with strong additional hydrological impacts. This could vary significantly for other

regions, and half a degree can have significant hydrological implications, which is for example globally

shown in Schleussner et al. (2016). Using the warming levels from the Paris Agreement, allows compa-

rability between regional impact studies, albeit the approach is subject to uncertainties partly resulting

from a certain degree of subjectivity. Among the related uncertainties, which are also comprehensively

discussed in James et al. (2017) for multiple methods, are for example the effects of baseline choices

(Liersch et al., 2020), which apply also for the current study here. Moreover, the time sampling approach

is not capturing path dependency, i.e. how a model reached the temperature increment. A drawback,

also not further explored in this small investigation. However, the regional response of the hydrological

system might vary whether greenhouse gas emissions alone are responsible for the global warming level
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or if different factors are contributing. Besides, the time sampling approach assumes the response to

climate change to be time-invariant, however, hydrological systems can show strongly lagged responses,

particularly elements such as glaciers or aquifers might take significantly longer to respond. What many

methods have in common is that they have difficulties in capturing the complex relationships between

impacts, global temperature rise, greenhouse gas emissions or climate variability. In other words, the re-

gional effects derived from different levels of global warming, entail the uncertainties of this cascade, albeit

ignored by the time sampling approach where emphasize is put on the warmer world itself. Nonetheless,

approaches such as the relatively long-standing time shifting from James et al. (2017) are important com-

ponents in communicating the regional effects of global warming. Ultimately, regional impacts attached

to different global temperature increments can aid the development of mitigation measures, something

on which should be put as much effort as possible.

5.4 Conclusions

In this supplementary chapter, common uncertainties associated with climate impact assessment were

investigated using relatively simple and computationally efficient methods. Uncertainties were considered

from different perspectives, e.g. uncertainties related to the forcing datasets used to calibrate the model

were examined and what implications the choice of dataset may have on model performance and subse-

quent climate impact assessment. In addition, an ANOVA was carried out to investigate the contribution

of different sources of uncertainty along the modeling cascade to the total uncertainty of the impact

assessment. Main emphasis, as rather understudied, was put on the contribution of the climate model

generation. Finally, and especially in contrast to the ANOVA approach as not focusing on uncertainties

along the model cascade, different and widely acknowledged global warming levels were assessed with

respect to the respective regional hydrological response.

There is not only a wide range of uncertainties associated with climate impact assessments or methods to

analyze them, but also a significant need for transparent discussions and the application of these meth-

ods. It is also illustrated that it is valuable to view uncertainties from different perspectives to receive a

more comprehensive picture. This is the base for a solid and profound communication of uncertainties

present in impact statements. Ultimately, a proper investigation and communication of uncertainties

increases the credibility of impact statements that are often founded on the base of ensemble means or

medians subject to large model spreads. From the communication perspective, using existing and widely

acknowledged global warming levels as from the Paris Agreement can contribute making global warming

more tangible at the local level. In particular, the effects of using independent forcings in the calibration

period with respect to the reference data set of the climate models can be demonstrated without much

computational effort and are, as shown here, enormous. However, this is only one example of many

exploration possibilities in this direction. In contrast, approaches that focus on uncertainties along the

modeling cascade are, albeit no less important, more common and frequently applied. However, these

rarely address the influence of climate model generations and give therefore less indications on the GCM

developments within a model family. This, again, underlines the importance to consider different genera-

tions of climate modeling in impact assessment, to differentiate between them and in best case to identify

reasons for sometimes large differences.
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Chapter 6

SWAT-GL: A New Glacier Routine for

the Hydrological Model SWAT

The following chapter is based on the publication Schaffhauser et al. (2024b)1.

Abstract

The hydrological model SWAT is widely used in water resources management worldwide. It is also used

to simulate catchment hydrology in high-mountainous regions where glaciers play an important role.

However, SWAT considers glaciers in a simplistic way. Although some efforts were done to overcome this

limitation, there is no official version available that considers glaciers adequately. This strongly impairs its

applicability in glacierized catchments. In this technical note, we propose a novel version of the traditional

SWAT, called SWAT-GL, which introduces 1) a mass balance module and 2) a glacier evolution routine

to represent dynamic glacier changes. Mass balance calculations are based on a conceptual degree-day

approach, similar to the snow routine implemented in SWAT. Glacier evolution is realized using the delta-

h (∆h) parameterization, which requires a minimum of data and is thus suitable in data-scarce regions.

The approach allows users to simulate spatially distributed glacier changes. Annual mass balance changes

are translated to distributed ice thickness changes depending on the glacier elevation. We demonstrate

how SWAT-GL is technically integrated into SWAT and how glaciers are merged with the existing spatial

units. Model code and test data is freely accessible to promote further model development efforts and a

wide application. Ultimately, SWAT-GL aims to make SWAT easily applicable in glacierized catchments

without the need of additional tools.

6.1 Introduction

The Soil Water Assessment Tool (SWAT) (Arnold et al., 1998) is a widely-used and recognized tool in

water resources management. It is used for a vast number of applications ranging from the evaluation

of land management practices (as originally developed for) (Ullrich and Volk, 2009; Himanshu et al.,

2019) and sediment transport (Betrie et al., 2011; de Oliveira Serrão et al., 2022) to water quality

studies (Nazari-Sharabian et al., 2019; Qi et al., 2020) or the assessment of the impacts of climate

1Schaffhauser, T., Tuo, Y., Hofmeister, F., Chiogna, G., Huang, J., Merk, F., & Disse, M. (2024). SWAT-GL: A new
glacier routine for the hydrological model SWAT. In JAWRA Journal of the American Water Resources Association. Wiley.
https://doi.org/10.1111/1752-1688.13199
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change (Schaffhauser et al., 2023; Schürz et al., 2019). SWAT is a physically-based and semi-distributed

model mainly applied on the watershed scale. These applications include a large number of studies in

mountainous catchments, which are dominated by snow and glacier processes (Tuo et al., 2018; Xu et al.,

2015; Rahman et al., 2012; Schaffhauser et al., 2023; Marahatta et al., 2021; Omani et al., 2017; Khan

and Koch, 2018; Shukla et al., 2021; Andrianaki et al., 2019). While snow processes are considered by a

degree-day approach, glacier processes are not specifically represented in an official release yet.

However, some efforts have already been made in the past to address this topic. One of the most widely

used extension of SWAT that considers glacier processes is the approach proposed by Luo et al. (2013).

Here a volume-area scaling was integrated into SWAT, and then applied several times (Gan et al., 2015;

Luo et al., 2018; Changkun et al., 2015; Shafeeque et al., 2019; Wang et al., 2018) and recently transferred

to the successor of SWAT, namely SWAT+ (Yang et al., 2022).

Most of the existing approaches represent glacier dynamics in SWAT either by coupling it to an external

glacier model, using static approaches with unrestricted glacier melt that does not allow to represent

glacier retreat or by using a volume-area scaling to simulate glacier retreat. Another way is to increase

the initial snow storage to compensate for the missing glaciers (Rahman et al., 2012). Besides, none of

the approaches has been considered in any of the official releases, nor are these methods always easily or

openly available.

To overcome these limitations, modified versions of the traditional hydrological model SWAT are required.

We thus propose a modified version which we call SWAT-GL. It consists of two features to model glacier

dynamics a mass balance module as well as a glacier evolution module. Like most of the hydrological

models (Tiel et al., 2020), SWAT-GL simulates mass balance variations based on a simple degree-day

approach. However, in contrast to existing approaches glacier evolution is simulated by implementing the

∆h-parameterization first proposed by Huss et al. (2008) and further developed by Huss et al. (2010).

The ∆h-parameterization is an empirical approach, where glaciers are distributed in elevation zones. The

elevation zones are normalized for the minimum and maximum elevation and each zone receives a specific

ice thickness change. The idea is that lower elevated zones are subject to stronger ablation than higher

zones. The method is mass-conserving and can be applied with a minimum of input requirements (Li

et al., 2015), making it also suitable in data-scarce regions. While the method found its way already

to hydrological models such as HBV (Seibert et al., 2018a; Li et al., 2015), or WASA (Duethmann

et al., 2015) the community did, to the best of our knowledge, not yet integrate the approach in SWAT.

However, an alternative approach, which is based on glaciological response units, is for example shown

by Wortmann et al. (2016) for SWIM, a model which is very similar to SWAT. The glaciological response

units are based on elevation zones and aspect and ice flow can occur between elevation zones.

Our technical note aims to illustrate the technical implementation of the glacier routine in the SWAT

code and how glaciers can generally be incorporated into hydrological models such as SWAT. Hereby we

take up the point made by Seibert et al. (2018a) who encouraged the community already to implement the

approach in other hydrological models. To increase the interoperability, reproducibility and accessibility

based on the FAIR principles (Wilkinson et al., 2016) our model code is well-documented and openly

available via a Git repository. The technical note of the glacier routine is structured in 4 parts. 1) we

provide details on input and preprocessing requirements in combination with the spatial integration of

glaciers in SWAT. In 2), the mass balance module is described, followed by 3), the implementation of the

glacier evolution module. 4) Last, we provide information where users can access, download or further

develop SWAT-GL, as well as where users can obtain the data and model of our model application.
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6.2 SWAT-GL

SWAT-GL is a revised version of SWAT considering glacier mass balance as well as glacier evolution.

The core of the model is the discretization of glaciers in the aforementioned increments to allow for

spatially distributed glacier changes according to the ∆h-parameterization. From now on, we use the

term Elevation Section (ES) for these increments in which glaciers are divided. ES differ from the

traditional elevation bands (EB) of SWAT in which snow processes are calculated and climatic inputs

can be adjusted. ES on the other hand are integrated in the existing approach and only used for glacier-

specific computations. Climate information here are also received from the individual EBs.

Fig. 6.1 gives an overview on the general workflow of SWAT-GL and how it fits in the actual SWAT

code.

6.2.1 Preprocessing & Spatial Integration in SWAT

To apply the glacier model, two additional input datasets (compared to the standard version of SWAT)

are required: initial glacier outlines and initial ice thickness values (from which glacier mass can be

inferred). Several openly available datasets can be acquired for that task, for example the ice thickness

estimates from Farinotti et al. (2019) or Millan et al. (2022) and the glacier outlines from the RGI (RGI

Consortium, 2017) might serve as appropriate for the model setup. A further approach to determine

initial glacier thicknesses is to use geodetic approaches such as GlabTop (Linsbauer et al., 2012). The

approach makes use of an empirical relationship between the elevation range of a glacier and average

basal shear stress. However, this assumes an adequate DEM and glacier outlines to be available for the

purpose and in best case represent the model starting year, which is probably seldom the case.

As a first preprocessing step before setting up the SWAT model, users have to define ES spacing on the

basin scale. A narrow spacing allows for a more detailed representation of glacier evolution. Then, users

have to merge their original land use map with the glacier outlines and prepare a land use class for each

ES rather than one land use class for glaciers. In the current version of SWAT-GL, the land use class

is static, which means glacierized HRUs keep its land use class regardless whether the glacier receded

or not. The following descriptive example emphasizes the preprocessing step: If we assume an example

in which an ES increment of 50 m would results in 10 ES, the user would need to define 10 separate

land use classes. This would refer to an adaption of the land use map, its look up table and the SWAT

crop database, in which all 10 classes must be defined accordingly. Typical values for the increment can

be 50-200 m (Duethmann et al., 2015; Seibert et al., 2018a). Section 6.3 illustrates the step for a real

world example. This step assures that glaciers and especially the corresponding glacierized HRUs get a

distinct location on the glacier scale. An HRU with a land use class that corresponds to the lowest ES

thus receives an indirect altitude information (as an ES covers an elevation range). In other words, there

is a distinct assignment of HRUs to ESs which ensures the applicability of the ∆h-parameterization.

Area and ice thickness information are provided in a separate initialization file called swat_gles_full.txt.

The file contains the initial values for each ES and subbasin. This is important as glaciers are defined

on the subbasin scale in SWAT-G. In turn, this means that users define the initial information for all

glacierized subbasin in the input file. ES are defined glacier-wide, however, if we for example assume

3 glacierized subbasins and 10 ES, one needs to determine ice thickness and glacier area for each ES

separately per subbasin. Detailed information on how to format the new files so that they are correctly

read by SWAT-GL, as well as an example, can be found in the manual of our GitLab repository (see

Section 6.4). Besides, a second input file with the initial parameterization for glacierized HRUs has to

be provided. We hereby follow the approach to put the information of all HRUs in one file rather than
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Figure 6.1: Flowchart of the new glacier routine implemented in SWAT-G. Hydrological Response Units
(HRUs) are differentiated in glacierized and non-glacierized, its initialization is based on the intersection
of the land use map and the glacier outlines. Glacier-specific calculations, except accumulation, only take
place when the corresponding HRU is not fully snow-covered (indicated by snow cover < glacier cover).
Accumulation takes place when snow is present in an HRU. HRUs are distinctly assigned to a specific
ES. Daily glacier calculations on the HRU-scale are aggregated to annual mass balance estimations at
the end of the ablation period upon which the ∆h-parameterization takes place. After the annual mass
balance calculations are distributed over the ES, the HRU values are updated accordingly.

having one file per HRU (as standard in SWAT). Parameters refer to glacier melt, accumulation and

sublimation, which are introduced in the next chapter. When the files are prepared and the model is set

up as for the standard SWAT, it can be run. An overview of all new input and output files as well as the

new parameters introduced can be found in Table 6.1.

6.2.2 Glacier Routine

When SWAT-GL is executed, first the mass balance module is called to estimate melt, accumulation and

sublimation on the daily scale. The calculations are performed on the HRU scale. Due to the unique allo-
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Table 6.1: Overview of new input files required by SWAT-GL, as well as new or modified output files
generated when applying SWAT-G.

Name Type Description

Files
swat_gles_full.txt Input (New) Contains the ES details of glaciated

subbasins, such as ice thickness and area.
gl_hru_par.txt Input (New) Contains the parameterization of glacier

HRUS. In total values for 5 new parameters
must be assigned.

gl_mb_aa.txt Output (New) Summarizes annual (glaciological year)
glacier mass balance changes for ES of
glaciated subbasins.

output.hru Output (Modified) Can be used to print HRU-specific mass
balance details on a daily time step.

Parameters
GLMTMP Input Threshold temperature for glacier melt [°C]
GLMFMX Input Melt factor for ice on June 21

[mm H2O/(°C·day)]
GLMFMN Input Melt factor for ice on December 21

[mm H2O/(°C·day)]
βf Input Refreezing factor of glacier melt [-]
facc Input Conversion factor of snow to firn and ice [-]

cation of HRUs to ESs within a subbasin, the initial values of an ES (specified in the swat_gles_full.txt)

are uniformly assigned to the HRUs that belong to this ES. For this purpose, a new subroutine read-

glsubs_t.f was created. Daily mass balance estimates are aggregated for each glaciological year (01.10. -

30.09.) before they are used in the ∆h subroutine, which refers to the second step of the routine.

6.2.2.1 Mass Balance Model

The mass balance calculations are merged with the existing snow-based computations (snom.f ), with an

exception for sublimation which is estimated in the original etact.f routine, where also snow sublimation

is considered. The mass balance can be formulated as

EWt = EWt−1 −Mt · (1− βf )− St + Ct (6.1)

where EWt is the water equivalent of ice [mm H2O] at day t, Mt is the melt rate [mm H2O·d-1], St is the

sublimation rate [mm H2O·d-1], Ct is the accumulation rate [mm H2O·d-1] and βf refers to a refreezing

factor of melt, for example also introduced in Luo et al. (2013) where a value of 0.2 from Jiang et al.

(2010) was stated. In our case βf is a variable calibration parameter that can be used to reduce high melt

rates. It has been reported that refreezing of melt water in glaciers or ice sheets can have a considerable

contribution (Munro, 2005; Bonekamp et al., 2019; Abrahim et al., 2023).

Glacier melt can be written as

Mt =







(Tmx,t − Tgmlt) · bgmlt, if Tmx,t > Tgmlt and Asc < Agc

0, if Tmx,t < Tgmlt or Asc > Agc

(6.2)

with Tmx,t being the daily maximum temperature [°C], Tgmlt being the threshold temperature [°C] glacier

melt to occur, bgmlt refers to the degree-day factor of ice [mm H2O·°C-1·d-1] and Asc and Agc refer to the

snow and glacier covered fractions, respectively. Glacier melt is only initiated when the daily maximum

temperature reaches the critical threshold temperature and a glacier HRU is not fully snow covered.
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The degree-day factor of ice is calculated analogously to the one of snow, which is is already included in

SWAT and is time varying. The corresponding equation is

bgmlt =
(bgmlt,mx + bgmlt,mn)

2
+

(bgmlt,mx − bgmlt,mn)

2
· sin

[

2π

365
(t− 81)

]

(6.3)

where bgmlt,mx and bgmlt,mn correspond to the maximum and minimum degree-day factors for June 21

and December 21 [mm H2O·°C-1·d-1]. In theory degree-day factors of ice are usually higher than those

of snow. An overview of the magnitude of degree-day factors can be found in Singh et al. (2000). If

degree-day factors of snow exceed those of ice, SWAT-GL automatically corrects the latter and uses the

factors of snow for ice as well in order to preserve the physical relationship.

Accumulation is formulated as

Ct = SWEt · facc (6.4)

with SWEt being the snow water equivalent of the current day [mm H2O] and facc being the accumulation

rate coefficient [-], which varies seasonally according to Luo et al. (2013). The described accumulation

process is a very simple representation of the transition from snow to firn and ice (Seibert et al., 2018a;

Luo et al., 2013). Moreover we want to mention that we introduced a simple snow redistribution scheme,

which is standard in many other hydrological models such as WASA (Duethmann et al., 2015). If the

SWE of an elevation band reaches a critical threshold the difference between the actual SWE and the

threshold SWE is shifted to the next lower elevation band.

Lastly, sublimation is described as function of potential evapotranspiration

St = ETPt · α (6.5)

where ETPt is the potential evepotranspiration rate [mm H2O·d-1] and α represents a sublimation coef-

ficient [-]. The sublimation coefficient is seasonally varying.

6.2.2.2 Glacier Evolution Model

The ∆h relationship between normalized ice thickness change and normalized glacier evolution was first

determined for 48 Swiss glaciers from which three general relationships have been inferred based on

different glacier sizes (Huss et al., 2010). The three general relationships are illustrated in Fig. 6.2 and

serve as the core of the glacier evolution module. The parameterization is based on the assumption that

ice thickness changes are stronger in lower elevated zones (ablation zone) and small in the accumulation

zone. The normalization of the ES is based on the minimum and maximum glacier elevation in the basin:

Enorm,i =
Emax − Ei

Emax − Emin

(6.6)

where Enorm,i is the normalized elevation of ES i [-], Emax and Emin refer to the maximum and minimum

glacier elevation [m] and Ei is the actual elevation of ES i [m].

The ∆h-parameterization uses annual mass balance changes on the subbasin scale (EW values from

Eq. 6.1 are multiplied with subbasin area to obtain volume changes). Technically, to be consistent with

the original SWAT code, it is implemented in the virtual.f subroutine, where other subbasin-specific ag-

gregations also take place. Annual hereby refers to the glaciological year. At the end of each glaciological

year the mass balance change serves as input to the ∆h module. Therefore, a corresponding deltah_t.f

subroutine is called from the virtual.f file, on the 1st of October of each year. The mass balance change
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Figure 6.2: Empirical relationship between ice thickness change and elevation based on Huss et al.
(2010). The mathematical description of the relationship is based on the glacier size and three cases can
be distinguished: large glaciers - red; medium size glaciers - blue; small glaciers - purple.

is distributed over the ESs of a subbasin to simulate either ablation or accumulation (of existing ES).

Glacier advance is not yet considered, similar to the original description by Huss et al. (2010). Accu-

mulation is therefore restricted to glacierized areas of the corresponding time step. However, upcoming

releases of SWAT-GL will consider advance, e.g. following the approach of Seibert et al. (2018a).

The ice thickness change follows one of the three equations of Fig. 6.2, which in its general form is written

as

∆hi = (Enorm,i + a)y + b · (Enorm,i + a) + c (6.7)

with a, b, c, y being coefficients varying for the glacier size classes and ∆hi being the normalized ice

thickness change for ES i. Users should note that specific coefficients, different from the ones proposed

by Huss et al. (2010), can theoretically be determined to describe local conditions more adequately.

However, the required information to derive the coefficients must be available for a specific glacier,

usually two DEMs from different points in time. In the next step, a scaling factor fs [m] which converts

the dimensionless ice thickness change ∆hi into an actual change is determined. The scaling factor, in

combination with the sum of the individual ES areas multiplied with the respective ∆h values must equal

the calculated annual mass balance change of a subbasin. To obtain the annual varying scaling factor

the following equation is used

fs =
Va

n
∑

i=1

Ai ·∆hi

(6.8)

where Va refers to the annual glacier volume change expressed as water equivalent [m³], determined by
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multiplication of the annual aggregated EW values (Eq. 6.1) with the respective subbasin area. Ai refers

to the area of ES i and n is the total number of ES.

The scaling factor is then used to update the actual ice thickness of each ES

hi,1 = hi,0 + fs ·∆hi (6.9)

hi,1 hereby refers to the updated ice thickness [m water equivalent] after a glaciological year in ES i, while

hi,0 represents the ice thickness [m water equivalent] in the same ES before the ∆h-parameterization

was applied. If hi,1 becomes zero the ES is assumed to be ice-free and the glacier extent is updated

accordingly.

After the ice thickness and the glacier area are updated, the HRU ice water equivalents are updated

accordingly. SWAT-GL was tested and evaluated in the small and glacierized Martelltal catchment in

South Tyrol in Italy. Our test catchment has an area of approx. 77 km² with a glaciated area of 11.7

km² (approx. 15%) based on the Randolph Glacier Inventory V6 (RGI Consortium, 2017). The elevation

ranges from 1,800 m to over 3,700 m. 10 ES were defined based on a spacing of 100 m with the first

ES starting from roughly 2,666 m. 10 out of 32 delineated subbasins were (partly) glaciated. We used

discharge data of two gauges as well as glacier mass balance and area data to calibrate and validate

SWAT-G. While daily discharge data of the Zufall Hut was mostly available during spring and summer,

the discharge data at the basin outlet (Zuftritt Reservoir, see Fig. 6.3) was artificially generated from

the elaboration of the hydropower station data. This discharge time series was already used in a previous

study (Puspitarini et al., 2020) to calibrate and validate a hydrological model in Martelltal. Details

on the discharge data of the Zuftritt Reservoir can be found in Puspitarini et al. (2020). Glacier mass

balance measurements were available for the Langenferner Glacier from 2004 to 2021 which were here

used to exemplify the capabilities of the glacier routine (Galos et al., 2017). Mass balance observations

from further glaciers were not available. However, the model setup included all glacierized parts of the

basin and was not restricted to the Langenferner. See Fig. 6.3 for the location of the Langenferner and

the other glacierized parts in the basin. Meteorological data was acquired from the Autonomous Province

of Bozen/Bolzano - South Tyrol.

Calibration in the example application was performed in a multi-objective way for glacier mass balances

of the Langenferner and discharge at the two gauges. An automatic scheme using multiple iterations of

Latin-Hypercube samples were used to identify reasonable parameter ranges. The automatic procedure

was partly extended by manual calibration runs based on expert-knowledge. Used parameters varied

between the calibrated subbasins, but included all snow and (introduced) glacier-related parameters.

Performance metrics provided in the following paragraphs refer to one of the best solutions of the last

iteration and serve only as an example.

Glaciers were initialized using the ice thickness estimates from Farinotti et al. (2019) and glacier outlines

from RGI (RGI Consortium, 2017). The assumption is that this combination might be representative

in our application that spans a relatively short period in the 2000s. However, for simulations starting

decades ago this assumption is likely to not represent former conditions adequately and approaches such

as from Linsbauer et al. (2012) can offer valuable solutions.
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Figure 6.3: Overview of the study area, a) elevation distribution, b) land use map showing an example
where 10 ES (indicated as 341 to 350 in the legend) are separately considered as distinct land use classes.
Originally, there was only one global land use class for glaciers and no separate land use class for a specific
elevation range was considered.

6.3 Application Example

6.3.1 Model & Test Setup

6.3.2 Test Results

Figure 6.4 summarizes the results of an example simulation in which the model was calibrated and

validated for discharge and glacier mass balances. In our example the model was evaluated by means
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Figure 6.4: Example application of SWAT-GL in the Martelltal: a) Daily discharge simulations at the
Zufall Hut for both, the calibration and validation period. Gaps in the time series indicate missing
observations; b) Mean seasonal discharge simulations based on the combined calibration and validation
period; c) Same as a) but for the basin outlet; d) Same as b) but for the basin outlet; e) Elevation-
dependent glacier volume change for the whole simulation period. Changes are shown as the volume
at the beginning (grey) and end (cyan) of the simulation for the different elevation sections. The initial
volume was derived from the ice thickness estimates of (Farinotti et al., 2019); f) Mean monthly simulated
runoff contributions of snow and glacier melt on the basin scale (no observations); g) Model performance
of the glacier routine evaluated as glacier volume changes for the Langenferner glacier. Results are shown
as annual volume anomalies relative to the period 2008-2012, as the subbasin covering the Langenferner
exhibits a larger glacier extent as the Langenferner glacier alone. h) shows the cumulative mass balance
change expressed as surface elevation change for the Langenferner and the covering subbasin.

of the NSE (Nash-Sutcliffe Efficiency), KGE (Kling–Gupta efficiency) and PBIAS (Percentage Bias).

Due to differences in data availability the two gauges were evaluated for different periods. SWAT-GL

calculates mass balances on the subbasin scale, which means that actual observed mass balance values

of a glacier can only be used directly if a subbasin almost perfectly matches the outline of that glacier,

which is difficult in practice. In our watershed delineation we ended up with a subbasin which is larger

than the outline of the Langenferner and thus also included adjacent glaciers. We thus assessed glacier
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mass balance changes using annual mass balance anomalies rather than absolute mass balance values. As

our subbasin includes adjacent glaciers the mass balance observations that only cover the Langenferner

would mismatch. The assumption is therefore that the relative changes of the Langenferner observations

and the corresponding subbasin simulations should be in the same order of magnitude. Anomalies were

calculated with respect to the period of 2008-2012.

Discharge calibration and validation results (Fig. 6.4 a) - d)) for KGE are 0.90 (Zuftritt) and 0.79 (Zufall

Hut), 0.89 (Zuftritt) and 0.84 (Zufall Hut) for NSE and the PBIAS ranged from -11.6% to 5.5% at both

gauges (calibration and validation), respectively. In general, the results were slightly better for the Zufall

Hut compared to the Zuftritt Reservoir. The degraded results at the reservoir outlet stem mainly from an

overestimation in simulated discharge at the beginning of the high flow period in May. However, as the

observed time series was artificially reconstructed, mismatches are inherent. We further can see that the

glacier routine is able to reproduce the general catchment behaviour, with Spring flow being dominated

by snow melt while glacier melt is dominant in late Summer (Fig. 6.4 f)) at the Zufall Hut. At the Zufall

Hut the mean annual contribution of the cumulative snow and glacier melt to the total runoff is around

70%.

With respect to the glacier mass balance anomalies of the Langenferner (Fig. 6.4 g)) the general pattern

was relatively well represented in our routine. Besides, the model was able to slow down the present

recession trend from 2012 - 2014 (Fig. 6.4 g) and h)). However, the glacier routine nearly produced an

equal cumulative mass balance loss over the simulation period as shown in the observations (Fig. 6.4

h)). The correlation (Pearson) of the anomalies is around 0.99. The core of the ∆h-parameterization in

SWAT-GL is visible in Fig. 6.4 e). It is shown that the lower elevated glaciated parts of the basin are

subject to a stronger glacier retreat while upper parts of the basin remain stable. It can be seen that

lower ES faced a decrease in ice volume of more than 80% in this example.

6.4 Code & Data Availability

In order to follow the FAIR principles (Wilkinson et al., 2016), the model code is made publicly available.

Interested users can access the model via a GitLab repository https://gitlab.com/lshm1/swat-g.

Here, we also provide users a complete documentation of SWAT-G. Updates will be announced there as

well. In addition, our example application can be accessed via Zenodo and contains the full model setup

we used here. The archive is found via https://zenodo.org/record/8068725 (Schaffhauser, 2023).

6.5 Conclusions & Outlook

We present a new and openly available version of the hydrological model SWAT, which is not only capable

to simulate glacier mass balances on the catchment scale, but considers glacier evolution based on the

∆h-parameterization.

The mass-conserving approach allows users to represent spatially distributed glacier changes. It over-

comes limitations of hydrological models where glaciers are either not integrated at all, or areal glacier

changes are not taken into account (e.g. glacier evolution). The latter case can lead to unrealistic runoff

contributions, especially when substantial glacier retreat phases are simulated. In contrast to volume-area

scaling, the ∆h-parameterization explicitly considers basin-wide ice thickness distributions and enables

elevation-dependent ice thickness changes which are translated into distributed area changes. Volume-

area scaling only provides the average ice thickness for each glacier and cannot account for a number

of parameters that have a large influence on glacier volume, such as surface slope or climatic conditions
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that affect mass balance (Helfricht et al., 2019). Furthermore, ∆h-parameterization can be applied to

individual glaciers, which is not recommended for volume-area scaling (Bahr et al., 2015).

Moreover, our application demonstrates the capabilities of SWAT-GL, although the calibration scheme

does not explicitly consider snow processes, e.g. in the form of snow cover maps. Even though our small

test showed generally good agreements in the mass balance patterns as well as the cumulative changes

of the Langenferner, weaknesses were discovered in the accumulation phase of 2012 - 2014 where the

model slowed down the recession but without reversing it. The general evaluation and benchmarking of

SWAT-GL needs clearly more and comprehensive investigations which is an on-going task, while we here

wanted to focus on the technical details. We highly recommend the application of any of the existing

solutions to represent glacier processes in glaciated catchments, when SWAT is the favorable model to

be used. In recognition of the barriers to use SWAT in these catchments, such as the inaccessibility of

existing solutions or the requirement to use and manually couple additional (glacier-specific) software, our

work can contribute to circumvent these obstacles and expand the applicability of SWAT. We also want

to encourage the community to make model code available to promote model development, so feedback,

reuse or further development of our own code is highly appreciated. Generally improved access to existing

and new software would facilitate reproducibility and promote benchmarking in hydrological studies.

However, compared to Luo et al. (2013) glacier advance is not yet included but will be included in one

of the next releases. A promising approach is to follow the suggestion of Seibert et al. (2018a), which

allows to include glacier advance within the initial glacier outline. Care should thus be taken if SWAT-GL

should be used for long-term simulations in the past where glacier advance might be significant. Besides,

the current study focuses only on one example in Italy. A comprehensive benchmarking and verifica-

tion of SWAT-GL is thus missing so far. As the focus in this technical note is on the presentation and

implementation of the new module, future studies will focus explicitly on the question of SWAT-GL’s

applicability in and transferability to other glaciated catchments across the world. A current limitation

of the approach is, that particularly for narrow ES spacing, the land use thresholds in the HRU definition

are recommended to be close to 0 to allow a best-possible representation of all ESs and to avoid an acci-

dental removal of ES. However, this in combination with the general approach to define one land use class

per ES could result in relatively high numbers of HRUs, especially in large catchments. Besides, land use

classes are static in our current version, whereas changing land use classes in periods of full glacier retreat

would be more realistic. An approach could be further developed to define two land use classes for glacier

areas, one for periods of glaciation and one for ice-free times in future studies. However, parameter sta-

tionarity assumption is a general issue that should be given more consideration in hydrology, but which

is beyond the scope of this work. Further difficulties refer to the data availability for the initialization

as those information is rather scarce and usually not available at multiple points in time for a specific

region. However, global available datasets such as the ice thickness dataset from Farinotti et al. (2019)

or Millan et al. (2022) provide reasonable solutions. Besides, fragmented glaciers within a subbasin are

treated as one construct, a limiting but necessary simplification in semi-distributed hydrological models.

One solution for the consideration of debris-covered glaciers would be the adjustment of the melt factor

of ice. Different studies (e.g., Muhammad et al. (2020)) concluded that the degree-day-factor for ice melt

is reduced through debris cover. However, a sound sensitivity study for glaciers with different degrees

of debris cover is necessary for defining an appropriate parameter range. This was (also) not within the

scope of this study, but we encourage the scientific community to test the new glacier routine under

different conditions.

We also recognize that future model development efforts should be put into the newer successor model

SWAT+ (Bieger et al., 2017). Future versions of SWAT-GL that address current shortcomings will thus
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increasingly focus on SWAT+. However, the spatial integration of glaciers in SWAT+ will likely differ

from our current implementation, due to the revised spatial structure of SWAT+.
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Chapter 7

Merits and Limits of SWAT-GL:

Application in Contrasting Glaciated

Catchments

The following chapter is based on the publication Schaffhauser et al. (2024a)1.

Abstract

The recently released SWAT-GL aims to overcome multiple limitations of the traditional hydrological

model SWAT (Soil Water Assessment Tool) in glaciated mountainous catchments. SWAT-GL intends to

increase the applicability of SWAT in these catchments and to reduce misapplication when glaciers have a

significant role in the catchment hydrology. It thereby relies on a mass balance module, based on a degree-

day approach similar to SWAT’s snow melt module, extended by a glacier evolution component which is

based on the delta-h (∆h) parameterization. The latter one is a mass conserving approach which enables

the spatial distribution of ice thickness changes and thus dynamic glacier retreat. However, the extended

SWAT version was not yet comprehensively benchmarked. Hence, our paper aims to benchmark SWAT-

GL with four different benchmark glaciers which are part of the USGS (United States Geological Survey)

Benchmark Glacier Project. The benchmarking considers a comprehensive evaluation procedure, where

the routine is optimized on glacier mass balance and hypsometry as well as snow cover. Snow cover is

included to consider snow-glacier feedbacks appropriately. Besides, a sensitivity analysis using Elementary

Effects (or Method of Morris) is performed to give a detailed picture on the importance of the introduced

glacier processes, as well as the relevance of the interactions with the already-existing snow routine. We

intentionally did not include discharge in the optimization procedure to fully demonstrate the capabilities

of SWAT-GL in terms of glacier and snow processes. Results demonstrate that SWAT-GL is able to

perform reasonably well in contrasting glaciated catchments, which underlines SWAT-GL’s applicability

and transferability. We could further show its strong (non-linear) interactions with the existing snow

routine suggesting a simultaneous calibration of the snow components. While snow and glacier processes

were adequately represented in the catchments, discharge was not necessarily represented sufficiently
1Schaffhauser, T., Hofmeister, F., Chiogna, G., Merk, F., Tuo, Y., Machnitzke, J., Alcamo, L., Huang, J., and Disse,

M.: Merits and Limits of SWAT-GL: Application in Contrasting Glaciated Catchments, Hydrol. Earth Syst. Sci. Discuss.
[preprint], https://doi.org/10.5194/hess-2024-89, in review, 2024.
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when excluded in the optimization procedure. However, SWAT-GL has been shown to be easily capable

of reproducing discharge when used in a stand-alone optimization, although this may come at the expense

of model consistency.

7.1 Introduction

We recently submitted a paper that introduces a new glacier routine to SWAT to overcome current

limitations in its applicability especially in glaciated catchments (Schaffhauser et al., 2024b). The work

is built on previous efforts of multiple groups which intend to address common constraints of concep-

tual and physically-based hydrological models in glacier-dominated catchments. Examples include the

work of Seibert et al. (2018a) or Li et al. (2015) for HBV (Hydrologiska Byråns Vattenbalansavdelning),

Wortmann et al. (2016) for SWIM (Soil and Water Integrated Model) or Shannon et al. (2022) for the

DECIPHeR model (Dynamic fluxEs and ConnectIvity for Predictions of HydRology). However, to our

knowledge many hydrological models do not include glacier routines by default and glacier-focused ex-

tensions are often only available to the developing groups, although trends are clearly towards publishing

model code and making it openly accessible. Despite these improvements, applications in glaciated basins

remain challenging due to missing (or very simple) glacier representations, whereby modelers might rely

on external couplings of glaciological and hydrological models (Adnan et al., 2019; Wu et al., 2015; Stoll

et al., 2020; Du et al., 2022; Naz et al., 2014; Wiersma et al., 2022; Chen et al., 2017b). As it is commonly

known, glacio-hydrological models applied to small and highly glacierized catchments often have no or

a rather rough representation of additional hydrological components (e.g., evapotranspiration) (Hassan

et al., 2021; Ali et al., 2017; Pradhananga et al., 2014), potentially leading to an integration problem, at

least when the model domain is extended (Tiel et al., 2020; Wortmann et al., 2016). A further problem

is that it is not always clear in the existing literature whether, for example, a glacier routine is coupled

with or integrated into an hydrological model, if this hydrological model by default does not take glacier

processes into account (e.g., SWAT, VIC (Variable Infiltration Capacity), HBV) and is used to simulate

glacio-hydrological processes. The terms integrated and coupled seem to be used interchangeably, thus

impairing reproducibility. From our perspective, integration should suggests a model expansion, while

coupling suggests the use of an additional model.

Past SWAT-specific efforts to improve capabilities in glacier-fed catchments other than those from

Schaffhauser et al. (2024b) for example refer to the work of Luo et al. (2013), who implemented a

volume-area scaling (VA scaling) for glacier evolution along with a degree-day-based mass balance mod-

ule. The modified SWAT version was further applied in several studies, mostly focusing on China (Gan

et al., 2015; Luo et al., 2018; Changkun et al., 2015; Shafeeque et al., 2019; Wang et al., 2018) and recently

integrated in SWAT+ (Yang et al., 2022). However, to the best of our knowledge in none of the publi-

cations the model code was made publicly available. Besides, Ji et al. (2019) for instance implemented

an ice melt routine based on a degree-day approach but did not account for glacier evolution explicitly.

Unfortunately, none of the approaches was included in any of the official SWAT revisions.

SWAT-GL was developed to tackle these issues and to provide a freely available and user-friendly SWAT

version for glaciated catchments (Schaffhauser et al., 2024b). Besides, the chosen approach, namely the

∆h-parameterization from Huss et al. (2010) has proven to be a robust method to simulate glacier evo-

lution in glaciated catchments (Huss and Hock, 2015). Mass balance simulations are similar to most

glacio-hydrological models performed with a simple temperature-index approach (Tiel et al., 2020). The

empirical ∆h-parameterization is called annually to translate the cumulative mass balance change to a

change in glacier geometry. The concept assumes that lower elevated areas closer to the glacier terminus
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receive stronger ablation than higher elevated ones (Huss et al., 2008, 2010). Therefore, glaciers are

divided into different elevation sections (ES) for the application. In addition to its spatial distributed

applicability the method is mass-conserving and can be applied with glacier outlines and glacier thickness

data only (Li et al., 2015; Seibert et al., 2018a).

However, no comprehensive evaluation of SWAT-GL has been conducted to date. As glaciers and high-

mountainous catchments are usually rather data-scarce (Tuo et al., 2016), testing the performance of

glacio-hydrological models for long observed time series of good quality is challenging. Moreover, in

many cases the available variables to calibrate and validate the model are limited to discharge only, with

these gauges often located much further downstream and not close to the glacier. Evaluating the glacio-

logical routines of glacio-hydrological models by discharge alone, representing a superposition of multiple

signals, might be problematic, as it might not reflect the signatures which would be visible in the glacio-

logical components. In other words, a satisfactory representation of discharge used to evaluate catchment

glaciology (or other processes), albeit often done, might be inadequate. Nevertheless, a sound evaluation

of newly introduced schemes in glacio-hydrological models (e.g., glacier components into a hydrological

model) should be desired and aimed for. If a mass balance module is implemented together with an

evolution module (as in SWAT-GL), in the best case both are evaluated individually and complemented

by discharge assessments.

The USGS Benchmark Glacier Project (O'Neel et al., 2019) is a promising attempt to overcome current

limitations in data accessibility and modelling efforts of high-mountainous and glaciated basins. The

project involves five glaciers, four where long-term measurements are available and one for which the

project expanded more recently. The glaciers, namely Gulkana, Wolverine, Lemon Creek, South Cascade

and Sperry Glaciers, are located across the Northern United States and thus characterized by various

climate regimes (O’Neel et al., 2014; O'Neel et al., 2019). As each glacier is situated within the catchment

of a close-by discharge gauge, they are well-suited for glacio-hydrological studies. Long-term hydrological,

meteorological, glaciological as well as geodetic measurement are available for each glacier, which range

back to the 1950s in terms of mass balance and glacier area observations. O'Neel et al. (2019) found

that mass loss is not only present from the beginning of the measurements but has actually increased for

four of the five glaciers since the 1990s. A trend which is likely to continue under global temperature

projections (Tebaldi et al., 2021).

This paper thus aims to benchmark the recently developed SWAT-GL with respect to its glaciological

components. Thus, a sensitivity analysis (SA) using the method of Morris (Morris, 1991), or Elementary

Effects (EE), is conducted for screening and ranking of the new input factors under different conditions.

Besides, the model is evaluated against long-term glacier mass balance and glacier area-altitude (hypsom-

etry) measurements. Due to the feedbacks between the snow and glacier routine, the model evaluation

also considers the performance to simulate snow cover. Discharge is used to cross-validate SWAT-GL

under the hypothesis whether a well-performing snow and glacier routine in alpine catchments is suffi-

cient to reproduce discharge in this kind of environments. The benchmarking is performed for four highly

glaciated catchments across the US based on the USGS Benchmark Glacier Project (O'Neel et al., 2019).

7.2 Materials & Methods

In the following we will briefly introduce the USGS Benchmark Glacier Project, the chosen datasets for

the benchmarking, the study area as well as the benchmarking and SA approach.
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Table 7.1: Overview of datasets used. P represents precipitation (mm), T temperature (°C), Q discharge
(m³/s) and SC snow cover (%). Glaciological data is a merged representation of annual net mass balance
change (Bgl in m w.e.), total annual glacier area (Agl in km²) and annual glacier hypsometry (Hgl in
km² at a specific elevation range). var. indicates that measurements stem from various locations or refer
to the whole glacier. The elevation in the glaciological dataset section refers to the total glacier elevation
range.

Glacier Basin Site Variable Time Step Lat Lon Elevation
[masl]

Temporal
Coverage

Missing
[%]

Meteorological
GG On-site P

T

Daily 63.26 -145.41 1,480 1964-2022 9
12

WG On-site P

T

Daily 60.39 -148.94 990 1964-2022 12
14

LCG Juneau Airport P

T

Daily 58.35 -134.56 6 1936-2022 <1
<1

SCG Diablo Dam P

T

Daily 48.71 -121.14 272 1914-2022 <1
<1

Hydrological
GG Phelan Creek Q Daily 63.24 -145.47 1,127 1966-2023 19
WG Wolverine CreekQ Daily 60.37 -148.9 366 1964-2023 57
LCG Lemon Creek Q Daily 58.39 -134.42 204 1951-2023 41
SCG SF Cascade Q Daily 48.37 -121.07 1,613 1957-1993 28
Snow
All Basin mean SC Monthly - - - 2002-2023 0
Glaciological
GG On-site Bgl

Agl

Hgl

Annual var. var. 1,185-
2,420

1966-2022
1965-2022

0
0
0

WG On-site Bgl

Agl

Hgl

Annual var. var. 466-
1,653

1966-2022
1965-2022

0
0
0

LCG On-site Bgl

Agl

Hgl

Annual var. var. 543-
1,550

1953-2022
1946-2022

0
0
0

SCG On-site Bgl

Agl

Hgl

Annual var. var. 1,619-
2,439

1959-2022
1950-2022

0
0
0

7.2.1 Datasets & USGS Benchmark Glacier Project

The study is based on the USGS Benchmark Glacier Project (O'Neel et al., 2019) which provides data

for five long-term monitoring glaciers across the Northern United States (McNeil et al., 2016; Baker

et al., 2018). The five sites are distributed over Alaska, Washington and Montana and thus represent

coastal as well as inland locations. Long-term meteorological, geodetic and glaciological measurements

starting from the 1950s or 1960s onward are available for four of the glaciers. For the relatively new

Sperry Glacier in the program only short time series (from 2005 on) are available: therefore it was

excluded in this study. In the following we only refer to the Gulkana (GG), Wolverine (WG), South

Cascade (SCG) and Lemon Creek (LCG) glaciers. Seasonal mass balance estimates are derived from

geodetically calibrated, conventional glacier-wide mass balance observations (McNeil et al., 2016). The

project combines measurements with homogeneous data processing methods to allow for inter-glacier

comparisons. An overview of the acquisition years of the geodetic surveys can be found in O'Neel

et al. (2019). Glaciological field visits of each glacier take place every spring and fall. Summarizing,

the following glaciological variables were used from the USGS Glacier Benchmark Project, total annual

glacier area (km²), annual net mass balance change (m w.e.), annual glacier hypsometry (km² at a specific

elevation range) (see Table 7.1). Glacier hypsometries hereby represent the area-altitude distribution of
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the glacier.

Continuous daily meteorological time series (precipitation & temperature) are directly available on-site

for the GG & WG. However, although on-site measurements are also available for the LCG & SCG,

the time series are rather short and show a relatively high amount of missing values. For reasons of

comparability we follow the approach of O'Neel et al. (2019) and use the closest representative station,

which is Juneau Airport (LCG) and Diablo Dam (SCG), respectively. The latter two are also part of the

official data of the USGS Benchmark Glacier Project (Baker et al., 2018).

However, as SWAT-GL needs minimum daily (Tmin) and maximum daily temperature (Tmax) which

was not continuously available in the project for GG (starting 1995) and WG (starting 1997), a regression

model was established to produce continuous daily Tmin and Tmax time series. In detail, daily mean

temperature was used as predictor of either Tmax or Tmin in the period where all three variables were

available. Subsequently, the regression model was used to predict Tmax and Tmin backwards for the

periods before 1995 (GG) and 1997 (WG), respectively. Data gaps of up to three days were linearly

interpolated and longer gaps were regressed using daily data from the closest meteorological station

of each glacier. The approach is similar to O'Neel et al. (2019), with the only difference that they

used monthly regression for longer gaps. We also investigated the potential of ERA5-Land (Copernicus

Climate Change Service, 2019) data for gap-filling which was inadequate especially due to a significant

precipitation excess throughout the year compared to the station data (not shown in this study).

Hydrological data was obtained from the USGS National Water Information System (U.S. Geological

Survey, 1994). We used the closest available gauge for each glacier to determine the total basin area. In

detail, the discharge data of the Phelan Creek (representing the GG basin), Wolverine Creek (WG basin),

Lemon Creek (LCG basin) and the SF Cascade (SCG Basin) was used. Details about the meteorological

and hydrological sites and time series are found in Table 7.1.

Snow cover (SC) data was derived from the MOD10A1 & MYD10A1 V061 NDSI (Normalized Difference

Snow Index) products (500 m resolution). The NDSI is based on optical sensors from MODIS (Moderate

Resolution Imaging Spectroradiometer) and is calculated as the difference between the reflection in the

green spectrum (GREEN) and the shortwave infrared (SWIR) divided by the sum of the two (Dozier,

1989).

INDSI =
BGREEN −BSWIR

BGREEN +BSWIR
(7.1)

where INDSI is the NDSI and BGREEN and BSWIR are the green and SWIR bands, respectively.

For the classification of snow or no-snow pixels a NDSI threshold of 0.4 was used, where values above

0.4 (Hofmeister et al., 2022) indicate snow pixels and smaller values are classified as snow-free. Daily

fractional SC (%) on the basin and subbasin scale was then calculated as the average of snow-covered

pixels within each basin. Subsequently monthly aggregates were produced. MODIS NDSI data was

available from 2002 up to now. A full overview of all datasets is given in Tab. 7.1.

Auxiliary datasets used were elevation data from the Shuttle Radar Topography Mission (SRTM) (NASA

JPL, 2013a), the Randolph Glacier Inventory V6 (RGI) (RGI Consortium, 2017) as well as ice thickness

estimates from Farinotti et al. (2019).

7.2.2 Study Area

The location of the USGS Benchmark Glaciers combined with the location of the corresponding hydro-

logical and meteorological stations used for each glacier is shown in Fig. 7.1. Note that the representative

meteorological stations which were used to force the SWAT-GL models of the SCG and LCG are not
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Figure 7.1: Overview of the four USGS Benchmark Glaciers used in this study. Note that the SCG &
LCG meteorological stations that were used are remote stations which is why they are not visible in the
map. The transparent outline refers to a historical date, the filled outline to a recent date. The dates
are: 1957/2021 GG, 1950/2020 WG, 1948/2021 LCG, 1958/2021 SCG.

shown as they are situated outside of the basin boundaries (see O'Neel et al. (2019) for more details).

Besides, the map contains the basin boundaries for each glacier which were used as model domain. The

total glacier area in each catchment is slightly higher than the individual glacier area of each glacier, as

the basins can include several adjacent glaciers. However, the main glacier fraction can be accounted to

the four benchmark glaciers in each basin.

The basins have an area of 28.4 km² (GG, 64% glaciated 2009), 23.9 km² (WG, 69% glaciated 2006), 29.3

km² (LCG, 50% glaciated 2005) and 5.9 km² (SCG, 58% glaciated 1958). Basin-wide glacier fractions

were determined using Randolph Glacier Inventory data (RGI Consortium, 2017). Each glacier hereby

represents a distinct climate regime, where the most northward located GG is characterized by a conti-

nental (high-latitude) climate (O’Neel et al., 2014; O'Neel et al., 2019). WG, in contrast, is characterized
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by a maritime (high-latitude) climate regime (O’Neel et al., 2014; O'Neel et al., 2019). LCG represents

another high-latitude maritime glacier, while SCG represents a mid-latitude maritime glacier (O'Neel

et al., 2019; Horlings, 2016). All glaciers are retreating, where the SCG shows the strongest relative

recession with a glacier area loss of more than 40% (1.3 km²) since 1950. GG lost around 18% (3.3 km²)

of its area since 1965, LCG decreased by 16% (3.3 km²) from 1946 up to now and WG receded around

12% (2 km²) compared to 1965. Glacier recession magnitudes reveal a gradient from North to South

(O'Neel et al., 2019). Mass balance rates are provided in Fig. 7.3, which show an increasing negative

(statistically significant) trend at all sites (O'Neel et al., 2019). According to O'Neel et al. (2019) total

uncertainty, consisting of a geodetic and glaciological component, in the mass balance estimates is around

0.2 m w.e. a−1 except for GG where it it higher with 0.4 m w.e. a−1.

Figure 7.2: Overview of the mean climate regimes of the four glaciers according to the stations of Tab.
7.1 and the reference period 1971-2000. Lines refer to monthly mean temperatures and bars to mean
monthly precipitation sums. It has to be noted that no lapse rates were applied, what causes the high
monthly mean temperatures of LCG and SCG as remote and lower-elevated stations were used (20 and
40 km apart, respectively). The letters from J to D correspond to the months January to December.

The following mean climate characteristics of each basin were evaluated based on the meteorological
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stations listed in Tab. 7.1 and the period 1971-2000. The continental GG with an annual average

precipitation of 1,480 mm and a peak in August/ September is significantly drier than its maritime

counterparts. SCG with an annual average of 1,970 mm and WG with an annual mean of 2,375 mm

show the highest precipitation values among the four. While WG has its precipitation peak roughly in

September/ October it also shows consistent high precipitation during the Winter months and a dry

period in summer. SCG is also characterized by a summer low, followed by an increase in precipitation

during Autumn and ending in a strong late Autumn and Winter peak (November - January). The

annual precipitation totals of the LCG are around 1,480 mm with a less pronounced peak in Autumn.

The glacier generally has a lower gradient between wet and dry period, which makes precipitation more

evenly distributed throughout the year. In terms of temperatures, all glaciers reach their maximum in

either July or August and their yearly minimum in January. The mean climates are illustrated in Figure

7.2. However, it should be noted that no lapse rates have been applied for the climate classification, the

meteorological station used for LCG and SCG come with an elevation difference of more than 500-1,500

m (LCG) and 1,300-2,100 m (SCG). Lapse rates (temperature and precipitation) were later calibrated

through the optimization procedure (see section 7.3.3).

All gauges belong to intermittent streams, which can fall dry during the winter months (Fig. 7.3). While

the corresponding streams of GG and WG had almost no flow in the available time series (see Tab. 7.1)

from December to April/May, the streams of SCG and LCG carried water sporadically during these

months. Annual average flows are 2.4 m³/s (GG), 2.7 m³/s (WG), 5.5 m³/s (LCG), 28.1 m³/s (SCG)

evaluated for the period 2002-2022 for all glaciers except SCG, where the years from 1972-1992 had to

be chosen. Inter-annual variability is highest at GG (Coefficient of Variation (CV) of 0.21) and lowest

at SCG (CV of 0.13). Except in the SC basin, we can see a tendency of a slight shift in the flow period

towards an earlier onset of the melt season.

7.2.3 SWAT-GL

The recently developed SWAT-GL (Schaffhauser et al., 2024b) is a modified version of the traditional

hydrological model SWAT (Arnold et al., 1998), which includes glacier dynamics based on the ∆h ap-

proach developed by Huss et al. (2010). It basically consists of two modules, a mass balance and a glacier

evolution module. Mass balance estimations are based on a degree-day approach, similar to the already

existing snow routine of SWAT. Glacier evolution is implemented by means of the ∆h approach (Huss

et al., 2008, 2010). For detailed technical explanations we refer to Schaffhauser et al. (2024b), as we only

provide a short summary of the main points here.

In general, the mass balance is formulated as:

Wt = Wt−1 −Mt · (1− βf )− St + Ct (7.2)

with Wt being the water equivalent of ice [mm H2O·d-1] at day t, Mt represents the melt rate [mm

H2O·d-1], St represents the sublimation rate [mm H2O·d-1], Ct refers to the accumulation rate [mm

H2O·d-1] and βf is an adjustable refreezing factor of ice during melt periods. Mt is calculated analogously

to snow melt in the standard SWAT using a distinct melt factor.

The physically-based ∆h-parameterization is able to simulate spatially distributed glacier retreat. The

core of the approach is that glaciers are discretized in elevation sections (ES), where each has an inherent

storage and receives distinct ice thickness changes. The ES are normalized for the glacier elevation range

and a characteristic (normalized) ice thickness change is assigned to each zone, according to:

73



CHAPTER 7. MERITS AND LIMITS OF SWAT-GL: APPLICATION IN CONTRASTING GLACIATED

CATCHMENTS

Figure 7.3: Overview of the annual mass balance rates of all glaciers merged with the mean daily discharge
of two periods for each glacier. The recent periods refer to 2002-2022 (GG, WG, LCG) and 1972-1992
(LCG) and the older periods refer to 1967-1978 (GG, WG), 1955-1973 (LCG) and 1962-1982 (SCG) as
indicated in the day of the year plots.

Enorm,i =
Emax − Ei

Emax − Emin

(7.3)

with Enorm,i is the normalized elevation of ES i [-], Emax and Emin refer to the maximum and

minimum glacier elevation [m] and Ei is the actual elevation of ES i [m].

Lower altitudes hereby receive stronger ablation than higher ones. The characteristic ice thickness

change for each normalized elevation varies with glacier size. One of three parameterizations is used

separately for each glacier, which are thus classified as small (<5 km²), medium (5-20 km²) or large

(>20 km²). The empirical relationship is illustrated in Fig. 7.4. It is important to note that the ∆h-

parameterization is called annually (at the end of a glaciological year) to redistribute (lumped) annual
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mass balance changes over the individual ES of a subbasin to simulate glacier retreat. The normalized

ice thickness change formulas of Fig. 7.4 follows the general form

∆hi = (Enorm,i + a)y + b · (Enorm,i + a) + c (7.4)

where a, b, c, y are coefficients which vary for glacier size and ∆hi represents the normalized ice

thickness change for an Elevation Ei. We use the parameters based on Huss et al. (2010). Theoretically

the parameters could be derived specifically for any glacier if the required data is available (e.g. two

DEMs at different dates). The dimensionless ice thickness change ∆hi is rescaled using a scaling factor

fs [m] to receive the change in meters for every glaciological year (Eq. 7.5).

fs =
Va

n
∑

i=1

Ai ·∆hi

(7.5)

with Va referring to the annual glacier volume change expressed in water equivalent [m³], that is

calculated by multiplication of annual EW values (see Eq. 7.2) and the subbasin area. Ai is the area of

ES i with n being the total number of ES. Annual ice thickness changes are then calculated via

hi,1 = hi,0 + fs ·∆hi (7.6)

where hi,1 is the updated ice thickness [m water equivalent] after each glaciological year of ES i, hi,0

is the ice thickness [m water equivalent] in ES i before the application of ∆h parameterization. If hi,1 is

≤ 0 the ES is assumed ice-free causing an update of the glacier extent.

Figure 7.4: Empirical relationship of normalized glacier elevation and the normalized ice thickness change
based on Huss et al. (2010).
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SWAT-GL classifies glaciers on the subbasin scale, meaning that a simplified assumption is used where

all glaciated areas within a subbasin are considered as one glacier object. The implementation of the

glacier routine in SWAT introduces five new parameters which control glacier melt (and refreezing) and

accumulation. Besides, one new output file containing annual glacier mass balance information (for each

glaciological year) as well as two new input files which require some preprocessing are introduced. The

two input files refer to the parameterization on the HRU scale as well as the glacier initialization with

respect to hypsometry, ice thickness and volume. The source code of SWAT-GL together with an example

is freely accessible via GitLab https://gitlab.com/lshm1/swat-g.

7.2.4 Sensitivity Analysis

In order to provide a comprehensive picture of SWAT-GL we also performed a global sensitivity analysis

using the Method of Morris or Elementary Effects (EEs) (Morris, 1991; Saltelli et al., 2008). The method

which is based on a multiple-starts perturbation approach and thus belongs to the one at a time (OAT)

methods is able to determine approximate sensitivities at a relatively low computational cost (Saltelli

et al., 2008; Pianosi et al., 2016). The EEs test has thus been established as a robust method for screening

and ranking of the input factors (Pianosi et al., 2016).

For sampling we used the radial design, where r sample points from a Latin hypercube sampling serve

as well-spread starting points in the input space (Campolongo et al., 2011). The total sample size N

follows the form r(M + 1), with M being the number of input factors. For r a value of 500 was chosen,

resulting in 7,500 model evaluations (M = 14) (Sarrazin et al., 2016). The basic idea of the radial design

is that from a starting point, one factor M is varied while keeping all others fixed. This results in M

steps (varying each factor once) that are performed for each sampling point (r). In general, r EEs are

calculated per input factor which are then averaged to provide a global sensitivity metric µi for each input

factor i. The calculation itself is based on finite differences. To account for non-monotonic effects in the

model, µ∗

i is used based on the absolute values of the EEs (Campolongo et al., 2011). The formulation

is:

µ∗

i =

∑r
i=1|EEi|

r
(7.7)

An EE of an input factor i can be calculated as follows:

EEi =
Y (X1, X2, ..., Xi−1, Xi +∆, ..., XM )− Y (X1, X2, ..., XM )

∆
(7.8)

with X = (X1, X2, ..., XM ) being the individual values of the factors and ∆ the step (or perturbation).

We also calculated the standard deviation σi of the EEs as a proxy of the interaction of input factor i with

the other factors. It further describes whether the model output is linearly or non-linearly affected from

an input factor (Garcia Sanchez et al., 2014; Merchán-Rivera et al., 2022). To avoid confusion with other

sigmas used in this work we define sigma of an EE as σEE,i. The ratio of σEE,i/µ
∗ also provides insights

on whether the effect of a factor is monotonous or almost monotonous. This is especially important to

derive information whether the interaction of snow and glacier processes are represented (adequately).

Due to the different scales of the input factors, the standardization from Sin and Gernaey (2009) was

applied. The SA is used to support and complement the benchmarking procedure to i) determine the

importance of the newly introduced parameters under different conditions, ii) rank the parameters to get

insights into how the most influential parameters differ between the catchments and iii) identify whether

the glacier routine interacts appropriately with the snow routine. For the SA the combined calibration

period from 2002-2015 and validation period from 2016-2022 was used.

76

https://gitlab.com/lshm1/swat-g


CHAPTER 7. MERITS AND LIMITS OF SWAT-GL: APPLICATION IN CONTRASTING GLACIATED

CATCHMENTS

7.2.5 Calibration and Validation Procedure

The core of the study is to evaluate the capabilities of SWAT-GL to simulate multiple glaciological com-

ponents in glaciated catchments. This not only involves the assessment of multiple performance criteria

in the four glaciated catchments, but is also complemented by a SA in order to demonstrate the need of

a robust glacier representation. In addition, the benchmarking is also used to evaluate potential model

weaknesses of SWAT-GL that need to be should be addressed in future developments of the model.

Although hydrological models traditionally focus on the simulation of discharge, which is also one of the

goals of SWAT-GL, we will evaluate the glacier routine mainly in terms of representing glacier and snow

processes. Being aware of the relevance of discharge, the variable will be presented for cross-validation

purposes throughout the paper under the hypothesis that an adequate (at least monthly to annual)

discharge representation in glacier and snow-dominated catchments can be achieved by a reasonable rep-

resentation of the snow and glacier components alone. In detail, we calibrated and validated each of the

four models based on snow cover (monthly), glacier mass balance variations (annual) and glacier hyp-

sometries (annual). For an adequate representation of the snow and glacier routine, monthly snow cover

estimates were considered to be appropriate. As mentioned, the effects on discharge (daily to annual)

are provided in addition to evaluate model consistency. Thus, only parameters affecting the newly intro-

duced glacier routine as well as SWAT’s snow processes, due to its strong interactions with the glacier

component, were used (see Tab. 7.3). As a result 14 parameters were considered. A model run comprised

the full available glaciological time series of each catchment, due to differences in the availability of snow

cover and the glaciological components. For example, the glaciers were initialized for the starting year of

the mass balance time series (GG 1966, WG 1966, LCG 1953, SCG 1959), while MODIS SC was available

from 2002 onward. SC was therefore calibrated from 2002-2015 and validated for the period (2016-2021).

For glacier mass balances and glacier hypsometries two calibration phases were used, one which was the

same period as for snow cover (2002-2015) and one at the beginning of the model run (GG 1971-1985,

WG 1971-1985, SCG 1962-1976, LCG 1953-1967). The remainder of the time series was then used as

validation phase (one period matching the one of snow cover (2016-2021) and one covering the remaining

time series at the end of each glaciers first calibration phase up to 2001). The second validation phase was

used in order to make full use of the available information and to assess SWAT-GL over a long time scale.

The summary of the temporal settings is given in Table 7.2. Note that the periods for discharge were

intended to match those of the other variables, data restrictions however did not allow for a perfect match.

Table 7.2: Overview of the calibration and validation phases. Note: As discharge was used for cross-
validation purposes only, it has two validation phases rather than a calibration and validation phase. For
the SCG no discharge data was available in the 2000s leading to only one validation period. The asterisk
for the WG indicates that validation period 1 is rather poor due to mainly missing values.

Glacier Mass Balance Snow Cover Hypsometry Discharge

Calibration Validation Calibration Validation Calibration Validation Validation I Validation II

Gulkana 1971 - 1985 1986 - 2001 2002 - 2015 2016 - 2021 1971 - 1985 1986 - 2001 1971 - 1978 1990 - 2001
2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

Lemon Creek 1953 - 1967 1968 - 2001 2002 - 2015 2016 - 2021 1953 - 1967 1968 - 2001 1953 - 1967 1968 - 1973
2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

South Cascade 1962 - 1976 1977 - 2001 2002 - 2015 2016 - 2021 1962 - 1976 1977 - 2001 1962 - 1976 1977 - 1992
2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 - -

Wolverine 1971 - 1985 1986 - 2001 2002 - 2015 2016 - 2021 1971 - 1985 1986 - 2001 1971 - 1981 1986 - 2001*
2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

We used a Multi-Objective Automatic optimization (MOO) procedure, where each of the three pre-

scribed variables referred to one objective. The optimization was performed using the widely used evo-
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lutionary NSGA-II (Nondominated Sorting Genetic Algorithm) algorithm (Deb et al., 2002). Based on

nondomination sorting and the introduction of a crowding distance operator to favor solutions which are

less-crowded (high crowding distance), NSGA-II iteratively finds solutions which are uniformly spread at

the Pareto front. The population size of a generation was 100 and the maximum number of generation

was set to 100. We used Simulated Binary Cross Over with a cross over probability of 0.9 and Polynomial

Mutation with a mutation probability of 0.3.

For all variables a normalized form of the Root-Mean-Square Error (NRMSE), based on the standard de-

viation of the observations of each variable, was consistently used as objective function (OF) (Eq. 7.10).

The NRMSE increases comparability between the individual OFs and allows to minimize the residuals

between observed and simulated values of all variables. For SC we excluded winter months in the op-

timization procedure to put more weight on the months where snow cover is dynamic as snow cover is

usually 100% from December to at least April. The effect is more pronounced in basins with less snow

cover dynamics and therefore a relatively high minimum summer SC. The simulation of a permanent

snow cover then leads to good OF values. We will further discuss this issue during the paper. The

standard form of the RMSE can be defined as follows:

RMSEx =

√

∑n
t=1(Ox,t − Sx,t)2

n
(7.9)

with Ox,t being observed and Sx,t simulated components of variable x, which is either snow cover,

glacier mass balance or hypsometry, t refers to the time step (monthly or annual depending on the

variable) and n represents the number of available data points. The standardization follows the form:

NRMSEx =
RMSEx

σx

(7.10)

where σx is the standard deviation of the observations of each variable. However, as glacier hypsome-

tries provide areal time series for multiple glacier elevations, the individual RMSE of each elevation was

calculated and then averaged to obtain one RMSE value which was standardized in a last step using the

standard deviation of observed total glacier area. This gives a more equal weight to all elevations to get

rid of solutions where individual elevations might have a high non-standardized error. In other words, if

we would use an average of the NRMSE of all individual elevations, those with small observed standard

deviations (e.g., higher-elevated and less dynamic ones) could lead to an excessive degradation of the

overall OF.

SWAT-GL needs distributed glacier thickness and glacier area information as input for each ES and sub-

basin. However, this data is usually not easily available for various years. In most cases only globally and

openly available datasets such as glacier areas from the RGI (RGI Consortium, 2017) and ice thickness

from Farinotti et al. (2019) or Millan et al. (2022), representing a fixed point in time, are available to use.

Alternatively, if geodetic information is available at different times glacier thickness can also be directly

inferred for each of them. As the USGS Benchmark glacier project provides geodetic data for several

years we have chosen the best available DEM closest to the mass balance observation start of each glacier.

Best hereby refers to a full coverage of the glacier basins along with a minimum of missing values. The

thickness was then estimated using the GlabTob2 model (Linsbauer et al., 2009, 2012; Frey et al., 2014).

Glacier outlines were also available at several times in the Benchmark project and the year closest to

the chosen DEM was selected to initialize SWAT-GL. If a mismatch between DEM and glacier outline

acquisition year and mass balance observation start was present, we corrected the initial glacier volume

by adding the mass loss or gain that happened since the observation start to the DEM acquisition year.

E.g., if mass balance measurements started 1966 and the best DEM and glacier outline was available from
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1977, the cumulative mass balance estimates until 1977 were added to the initial volume. The volume

was then distributed to the individual ESs while maintaining the original volume fractions of the bands

in the total volume. ES sections were defined with a spacing of 100 m.

Results for all variables will particularly focus on the last generation of the optimization and the best

simulations of each variable. Apart from the described methodology we tested SWAT-GL’s ability to re-

produce observed mass balance nonstationarities, inter-annual variability and the monotonic relationship

between simulated and observed mas balance. For this purpose the full time series was used, homogeneity

was tested with the Wilcoxon-Rank Sum Test (WRS) (Wilcoxon, 1945), the Pettitt Test (Pettitt, 1979)

and trends were detected using a modified Mann-Kendall version from Hamed and Ramachandra Rao

(1998) which considers autocorrelation. For the WRS the first calibration and the last available valida-

tion periods were used. Lastly, for demonstration purposes we performed a Single-Objective Optimization

(SOO) using Differential Evolution (DE) (Storn and Price, 1995) with the adaptations described in Dawar

and Ludwig (2014) for the WG and two variables, namely mass balance and discharge. The results ex-

emplify what potential users could expect for pure discharge or mass balance calibrations, which is often

(albeit questionable) the case in hydrological studies.

Table 7.3: Parameters and their relative ranges used for the benchmarking of SWAT-GL.

Parameter Description Minimum Maximum

SFTMP Snowfall temperature [°C] 0 4.5
SMTMP Snowmelt temperature [°C] 0 4.5
SMFMX Melt factor for snow on June 21 [mm H2O/(°C·day)] 0.1 7
SMFMN Melt factor for snow on December 21 [mm H2O/(°C·day)] 0.1 7
TIMP Snow temperature lag factor [-] 0 0.5
SNOCOVMX Snow water equivalent threshold where 100% snow cover occur [mm] 2 75
SNO50COV Fraction of SNOCOVMX at which 50% snow cover occur [-] 0.1 0.9
TLAPS Temperature Lapse Rate [°C/km] -9 -5
PLAPS Precipitation Lapse Rate [mm/km] 550 1800
GLMLTMP Threshold temperature for glacier melt [°C] 0 4.5
GLMFMX Melt factor for ice on June 21 [mm H2O/(°C·day)] 3.5 13
GLMFMN Melt factor for ice on December 21 [mm H2O/(°C·day)] 3.5 10
βf/ffrze Refreezing factor of glacier melt [-] 0.001 0.01
faccu Conversion factor of snow to ice [-] 0.1 0.6

7.3 Results

In the following the results of the SA and optimization procedure of SWAT-GL are presented. First, the

results of the SA are shown followed by the sections related to the optimization procedure. The results

of the optimization focus on the simulations of the last generation (with N=100 simulations/evaluations)

unless otherwise stated. Table 7.4 provides a summary of the performance metrics for all glaciers based on

the last generation of the optimization. Discharge is discussed separately from the results of SWAT-GL’s

glacier and snow performance as it was only used for cross-validation purposes.

7.3.1 SWAT-GL’s Glacier and Snow Parameter Sensitivity

The SA is based on the EEs method. Our results for all catchments are presented as scatterplot between

µ∗, the mean sensitivity of a factor (parameter), and σ as proxy for the interactions of a factor (Figure

7.5).

A common pattern that all catchments share, albeit to varying extents, is their spread around the 1:1
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Figure 7.5: SA results based on the EE method for all four catchments and 14 parameters. The slopes
(σEE/µ

∗) of the different lines that classify parameter effects on the model outputs as linear, monotonous,
almost monotonous and non-linear are: 0.1 (dotted line), 0.25 (dashed line), 0.5 (solid line).

line that differentiates between non-linear and almost-monotonous effects. Moreover, it is shown that

in general the more sensitive parameters (larger µ∗) tend to have higher interactions as well as stronger

potential non-linear model responses. It is also shown that the model response of all catchments strongly

depends on GLMFMX that controls the maximum value of the degree-day factor of ice and thus the

amount of glacier melt that can occur at a specific day of the year. In terms of factor ranking GLMFMX

is either the most or the second-most influential factor. It is the most important parameter in the WG

& GG basins where the respective meteorological stations are located directly at the glacier. However,

GLMFMX is substituted by the temperature lapse rate (TLAPS) at the SCG & LCG, where the respective

meteorological stations are located outside of the catchment and at a significant lower elevation than the

glaciers. Due to the difference in altitude (which is part of the precipitation correction formulation)

between station and elevation band centers it is inherent that the lapse rates become more important.

Due to the temperature dominance of both, snow and glacier processes, the sensitivity of the precipitation

lapse rate (PLAPS) is less pronounced and strongest at the high-elevated SCG. Among the four most

important factors is the threshold temperature of glacier melt (GLMLTMP) which controls the onset of

melt and has an effect on the timing of melt events as well as the amount of melt. The temperature

lapse rate and glacier melt temperature can favor similar conditions or act contradictory (decrease of

melt temperature favors earlier melt onset and small or no temperature lapse rate as well). In general,

SWAT-GL is strongly temperature-dominated in all catchments.

However, the relevance of precipitation in the SCG basin might be a special characteristic (with regard
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to the PLAPS ranking in the other basins). Besides, (with an exception for the SCG) the SNOCOVMX

parameter is ranked among the most sensitive parameters in the catchments. The parameter determines

a threshold of snow water equivalent (SWE) that is required to cause a 100% coverage of snow. As

glacier melt can only occur when the glacier is snow-free the parameter directly affects glacier melt,

which explains its relevance in the catchments.

With respect to potential interaction and non-linear model responses the accumulation factor (f_accu)

that is responsible for the snow metamorphism (or turnover from snow to ice) takes a dominant role at

the WG, GG and SCG.

Figure 7.6: Parameter space illustrated for all glacier-related parameters for all generations (grey) and
the final generation (red). The shown NRMSE values refer to the results of annual glacier mass balance
simulations. The three blue symbols refer to the individual best solutions of mass balance, snow cover
and (cross-validated) discharge in the last generation.

This is plausible as it couples snow and glacier processes by transforming a specific fraction of snow

lying on the glacier to ice and thus affecting both storages. Although it is not among the most sensitive

factors, it can have a high significance in certain situations due to its possible interactions. Although the

most influential parameters receive high σEE values they do not necessarily fall in the non-linear area
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(GG, WG). However, all models show generally a non-linear or monotonous behavior and are potentially

characterized by interactions rather than a linear relationship.

Furthermore, we can identify at least 6 to 8 less or non-influential parameters which would reduce the

dimension of the parameter space to a 6 or 8 dimensional problem in the different models, respectively.

7.3.2 Inter-Basin Comparison of Optimized Glacier Parameters

A comparison between the values of the final parameter sets of all catchments is shown in Fig. 7.6. As

the main purpose is to evaluate the glacier routine introduced in SWAT-GL, the comparison is limited

to the five glacier parameters. Results are presented for the RMSE values of the annual glacier mass

balance only. The parameter values of the GG are relatively well-spaced in the parameter space with

an exception for the GLMFMX parameter, which controls the maximum amount of glacier melt. The

parameter tends to cluster at its lower boundary for GG, LCG and SCG. The lower bound of GLMFMX

is associated with a reduction of strong negative mass balance rates which might lead to an overestimated

ablation. Analogously to the GG, the final parameterizations of the LCG are generally well-spread. An

exception exhibits here the glacier melt temperature (GLMLTMP). In contrast to the maximum melt

factor, the glacier melt threshold temperature groups at its (relatively high) upper bound for the LCG,

WG and SCG. The two patterns indicate the necessity of high melt rates which should not occur too

early. The final parameter distribution of the WG is more narrow compared to the other catchments. It

is shown that especially for the accumulation rate (faccu), small values are desired to avoid large positive

mass balance simulations.

Table B.1 provides a detailed overview of the ranges and median values for each glacier parameter and

each catchment at the end of the optimization.

7.3.3 Evaluating SWAT-GL’s Representation of Glacier & Snow Processes

Table 7.4: Performance of SWAT-GL for all variables and glaciers with respect to the best simulation of
the last generation of the optimization procedure. Note: Discharge was not calibrated but is only shown
for cross-validation purposes. Discharge thus has two validation phases following the periods assigned to
the glacier mass balance evaluation of each glacier (see Section 7.3.3). Cum. Bgl refers to the mismatch
between observed and simulated cumulative mass balance at the end of the time series and is therefore
not attributed to any of the calibration or validation periods. Negative values of Cum. Bgl indicate that
the model is underestimating mass balance losses.

Glacier NRMSE [-] KGE PBIAS [%]
Mass Balance Snow Cover Hypsometry Discharge Cum. Bgl

Calibration Validation Calibration Validation Calibration Validation Validation 1 Validation 2 Complete
Gulkana 0.76 0.68 1.08 0.98 0.34 0.28 0.62 0.62 -21.68
Lemon Creek 0.74 0.70 0.43 0.44 0.70 0.75 0.29 0.19 -1.60
South Cascade 0.67 0.69 0.35 0.36 1.13 0.90 0.82 0.59 -55.17
Wolverine 0.51 0.56 0.87 0.99 2.29 1.79 0.64 0.64 -11.16

The performance of the optimization procedure is shown in Table 7.4. Statistical results for discharge

are presented alongside the other variables for demonstration purposes, although it was not part of

the optimization procedure. Results for discharge comprise two validation periods which were chosen

analogously to the ones of glacier mass balance, if data was available.

With respect to glacier mass balance estimates, lowest NRMSE values were found for the WG model (both,

calibration and validation), followed by the SCG model. In contrast, the WG model shows the worst

performance w.r.t. hypsometries, for which best performance was reached in the GG basin. Concerning

snow cover, the LCG and SCG model achieve the best performance metrics in both the calibration and
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validation period (0.43 and 0.44 for LC model, 0.35 and 0.36 for SC model). No significant degradation

was observed between the calibration and validation phases for any of the objective functions of all

variables included in the optimization procedure. It should be noted that a direct inter-comparison of the

absolute NRMSE values between the catchments is difficult, as the standard deviation of the observations

used for the normalization has a dominant effect on the values. For example, the standard deviation of

the mass balance observations of the WG is a factor of 1.6 - 9.4 higher than that of the other glaciers

(calibration period). The same applies for the snow cover results of the SCG, where observed snow cover

standard deviations are 1.3 - 2.4 times above those of the other glaciers.

A clearer picture emerges from the graphical representation of the optimization results in Figure 7.7.

Figure 7.7: Simulation results of the last generation of the optimization procedure for the cumulative mass
balance (Column 1), monthly snow cover (Column 2) and annual mass balance (Column 3). Each row
corresponds to one glacier. Blue represents the best evaluation of the last generation for the respective
variable, black refers to observations and grey shadings indicate the range of all evaluations part of the
last generation. The dashed lines with the Cal. annotation indicates the individual calibration phases of
each study area. The remainder of each time series was used for validation.

The discrepancy at the end of the simulation periods of the cumulative mass balance ranges from -1.6%

to -55.17%. However, the relatively large outlier of -55.17% arises from the SCG, where the mass balance
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loss stagnates in the 1990s. The abrupt change in the mass balance is also indirectly reflected in the

cross-validated results of discharge. While the KGE in the beginning of the simulation is around 0.82,

a significant drop to 0.59 can be observed in the second evaluation period. Problems in the SCG model

become especially apparent when focusing on the lower bound of the model range (grey shading in Fig.

7.7 of cumulative mass balance). Here, we can notice a very poor representation of the inter-annual signal

as the simulations show two very abrupt drops and long periods of stagnation. It is likely that the glacier

has retreated to altitudes which are not subject to temperature-induced melting. The wide range visible

in the cumulative mass balance can be caused by only a few solutions and does not allow for conclusions

about the real distribution of the final simulations. We thus show in Fig. B.4 the individual cumulative

mass balance representations of all optimized solutions together with the distribution of the cumulative

mass balance at the end of the simulation period (all 100 values of the last year of simulation for each

glacier). It is found, that particularly the upper bound of the GG and WG, as well as the lower bound

of the LCG and SCG are caused by a small subset of solutions. The LCG with an almost perfect fit at

the end of the simulation period, however, is overestimating ablation over a large part of the simulation

period. Overall, the models are underestimating ablation rates after the 2000’s (with an exception for

the WG). This becomes even more evident by looking at the annual mass balance rates (last column Fig.

7.7). All models perform well in simulating monthly snow cover, in both, the calibration and validation

phase. The spread of the models (grey shading) is relatively large and includes simulations with almost

no snow cover in summer. The WG consists of a period of positive mass balance in the 1980s which

is likely causing the upward tendency of the simulation range (the share of simulations with a positive

cumulative mass balance until the end of the simulation).

Summarizing, we assess SWAT-GL’s results in general as satisfactory to very good, with the exception

of SCG, which shows sharply declining accuracy of the results over the course of the simulation period.

7.3.4 SWAT-GL’s Ability to Capture Mass Balance Inhomogeneity and Vari-

ability

As long simulation periods were used, we evaluate whether SWAT-GL is capable to capture potential

inhomogeneities which are present in the mass balance observations. Furthermore, it was investigated

how basic summary statistics of mass balance simulations, such as the Coefficient of Variation (CV) as

proxy for inter-annual variability, differ from observations. Inhomogeneities were not only determined

by trend detection based on the modified Mann-Kendall, but also using the Pettitt and Wilcoxon-Rank

Sum Test (WRS). The Null Hypothesis of both methods is that the time series contain no change.

While the Spearman Correlation suggests a satisfying to good agreement in the monotonic relationship

between simulated and observed mass balance in all catchments, the models failed to represent the

trend detection results of the observations. Based on the modified Mann-Kendall test that takes serial

correlation into account, SWAT-GL was only in one catchment able to correctly classify the trend statistic.

The Sen’s slope estimator, used to represent trend magnitudes, differed especially for the outlier SCG

model where the sign was mismatched. In the WG and LCG models the simulated trend component

was underestimated, while it was overestimated for the WG. The CV, with generally large values mostly

above 1, was underestimated in two as well as overestimated in two cases. While it was general in an

acceptable range, the SCG again exhibited an outlier. The annual mass balance time series, which were

trend-corrected in the presence of a trend, have been further tested on inhomogeneities based on the

non-parametric Pettitt and Wilcoxon-Rank Sum Tests. In summary, the simulations agreed relatively

well with the observations at the 0.05 significance level. SWAT-GL was not capturing the shift in median
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detected in the observed time series of the WG (WRS) and further rejected the Null Hypothesis of the

Pettitt Test in case of the SCG. However, it must be noted that the poor simulations of the SCG affect

the meaningfulness of the test results.

Table 7.5: Summary of statistical results for the simulated and observed mass balance time series over
the whole ismulation period. The summary table consists of the Spearman Correlation (ρ), the modified
Mann-Kendall after Hamed and Ramachandra Rao (1998) considering autocorrelation (MMKH), the
Sen’s Slope estimator, the Coefficient of Variation (CV) as well as the Pettitt and Wilcoxon-Rank Sum
(WRS) Test.

Glacier Mass Balance
ρ MKH Sen’s Slope CV Pettitt WRS
- Sim Obs Sim Obs Sim Obs Sim Obs Sim Obs

Gulkana 0.67 0 1 -5.142e+4 -2.479e+5 1 1.30 0 0 0 1
Lemon Creek 0.62 0 1 -5.846e+4 -2.107e+5 0.88 1.21 0 0 0 0
South Cascade 0.79 1 0 3.281e+4 -1.113e+4 2.75 1.72 1 0 0 0
Wolverine 0.83 1 1 -5.311e+5 -3.931e+5 2.52 2.72 1 1 0 0

7.3.5 Cross-Validation of Discharge

Discharge in all catchments was cross-validated on the daily scale, assuming that a reasonable fit is achiev-

able when glacier and snow-related processes are well represented in the heavily glaciated catchments.

The performance, evaluated based on the KGE, can be found in Table 7.4. The temporal coverage of the

validation periods of each catchment is found in Tab. 7.2.

First, we see that the GG and WG models show no difference in the KGE values of the respective calibra-

tion and validation periods. Second, a significant drop in quality for the SCG model (from calibration to

validation) is found. Lastly, the LCG model acts as a strong outlier with KGE values <0.3. In contrast,

the other three catchments almost entirely show KGE values >0.6, results often considered satisfactory

in hydrological studies. Interestingly, the worst-performing glacier during the glacier-based optimization

(SCG) exhibits the best overall discharge performance. However, its good quality in the first validation

period stems mainly from an overestimated ablation that reduces the underestimation of available water

for discharge compared to the other glaciers. Given the large glacier influence in the catchment, the

good performance w.r.t. discharge is likely caused for wrong reasons. This stresses the fact that models

that are evaluated only for discharge are questionable for comprehensive hydrological investigations. The

other glaciers are characterized by a high PBIAS towards the observations (simulations have less water

than observations). Besides, the second validation phase of the SCG model, in contrast to the other

glaciers, does not cover the 2000s which are associated with even higher instationarities. Covering the

2000s would likely further reduce the performance metric. The large PBIAS is most significant in the

LCG model, where streamflow is underestimated by 45% or 51% in the calibration and validation phase,

respectively.

This behavior is emphasized when looking at Fig. 7.8, which illustrates mean annual discharge, together

with two separate periods of simulated mean daily discharge (averaged discharge for each day of the year

over the indicated periods). For the WG, LCG and GG models a distinct underestimation of annual flows

is present in the simulations. When we center (correct the time series by its mean) the annual discharge

time series (see Fig B.1), we find a good monotonic relationship for the WG model. For the SCG, the

deviation of observed and simulated annual discharge increases over time. This further indicates that a

temporal coverage of the 2000s of the SCG model would degrade its results. In general, simulated an-

nual flows of SCG show a decreasing tendency with time, which could be caused by the strong recession
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Figure 7.8: Simulation results for the cross-validation of discharge in all four catchments for mean annual
flows (Column 1) and average flows of each day of the year (Column 2) at the end of the optimization.
Mean daily flows over the year (from day to 366) are averaged for the earliest available slice of validation
period 1 (solid black line represents observation; solid blue line the best simulation) (see Tab. 7.2) and
the latest available slice of validation period 2 (dashed black line represents observation; dashed blue line
the best simulation). Blue lines (simulation) cover the same period as indicated for the corresponding
black lines.

initiated at an early stage of the simulation period as shown before (Sec. 7.3.3). This could then cause

a pronounced underestimation of glacier melt contribution especially at end of the simulations as the

actually contributing elevations disappeared already.

Evaluating mean daily discharge of the different periods further stresses the substantial undercatch of

flow in the simulations (Fig. 7.8 all glaciers). The periods were chosen so that they lie from each other

to highlight potential model deficiencies in the representation of nonstationarities. The LCG and GG

models do not show any significant change in the amount of discharge between the early and late period.

This points to relatively stable glacier conditions. In contrast, flows in the SCG basin essentially decrease

in the later period, which is in line with the aforementioned results. A similar, albeit not as pronounced,

pattern is found for the WG model. The model of the SCG shows the largest range of simulated flows
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over the year (grey shadings). The share of simulations with a positive mass balance for the WG (see

Section 7.3.3) is likely causing the very low simulation bound of discharge in the basin, with almost no

flow until August.

7.3.6 Comparison of Single-Objective and Multi-Objective Optimization Re-

sults of Discharge and Mass Balance

To illustrate the capabilities of SWAT-GL in terms of discharge and mass balance simulations, two SOOs

were conducted. One for each of the two variables. The SOO of discharge was based on KGE and that of

mass balance on NRMSE to be consistent with the MOO counterpart. The test case was conducted for the

WG only and should replicate a typical hydrological modelling case where people rather use discharge or

mass balance only than multiple objectives. It should be emphasized here that we are not saying that the

approach is desirable or good practice, but that despite known shortcomings of single-objective studies,

the approach is still common practice. For the SOO of the mass balance the parameter choice and ranges

are similar to Table 7.3. However, as we did not consider any lags for discharge in the MOO we added

SWAT’s SURLAG and CN2 parameter for the SOO of discharge to maximize SWAT-GL’s capabilities in

the representation of streamflow.

Fig. 7.9 illustrates the results. The first line of plots (a) and b), respectively) refers to the SOO model

of discharge and the second to the one of MB (c) and d)). The first column shows the SOO results for

the variable which was optimized (a) and c)) and the second column for the variable that was not used

in the respective SOO (MB in b), Q in d)). The SOO results clearly demonstrate the sharp increase in

KGE values when discharge is used directly as objective, compared to KGE values from the MOO. The

former best KGE of 0.64 (Tab. 7.4) is substituted by a relatively high upper bound of 0.92. The results

are reached after 40 generations already and lead to a median KGE shift from 0.5 to 0.9. Besides, the

median KGE of the MOO represents the lower bound of the SOO. While the simulated mean annual flow

of the MOO procedure showed a significant bias compared to the observed flow (see Fig. 7.8), the SOO

results in PBIAS values of -0.78% (not shown) and is capable to bring reasonable amounts of water in

the system. The SOO of discharge shows a substantial degradation in representing annual mass balance

compared to the MOO (b)). The best solution of the SOO of discharge exhibits has a NRMSE value

which is 0.37 above the MOO counterpart (or 78%).

When looking at annual mass balances, although we see a much better representation already after 20

generations, the "best" performing simulations smaller or equal to the 10% percentile are similar between

MOO and SOO. This even goes so far that the minimum NRMSE of 0.51 achieved in the MOO, is not

beaten by the SOO procedure after convergence. This indicates the appropriateness of the MOO using

SWAT-GL in complex glaciated and snow-fed catchments. However, the MOO shows slightly poorer

results for discharge compared to those resulting from the SOO for mass balance (d)). Above the 20th

percentile the performance of the SOO has on average a KGE approximately 0.05 above the one from

the MOO. Below the 20th percentile the performance of the MOO is largely degraded.

7.4 Discussion & Outlook

As a profound evaluation of SWAT-GL’s performance in different glaciated catchments was missing

so far the intention was to contribute to close this gap with our work. Note that further information

especially regarding technical details of SWAT-GL and future plans about model improvements are found

in Schaffhauser et al. (2024b).
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Figure 7.9: Cumulative distribution function (CDF) plot of the objective functions for the single-objective
optimization (SOO) and multi-objective optimization (MOO) results of daily discharge and annual mass
balance for the Wolverine Glacier. a) and b) compare the MOO results with the SOO model optimized
for discharge. c) and d) compare the MOO results with the SOO model optimized for mass balance. a)
and c) show the results for the optimized variable of the SOO, b) and d) show how the corresponding non-
optimized variable (MB for b) and Q for d)) perform. The CDF of the MOO refer to the last generation
(Generation = 100), while the selected SOO results refer to generations at a relatively early stage of the
optimization close to the point where convergence is reached. In detail, the selected generation of the
discharge optimized model refers to generation 40, and generation 20 for the mass balance optimized
model. Black indicates the CDF from the MOO, red the one from the discharge SOO model and blue the
mass balance SOO model. The subscripts Q and MB indicate discharge and mass balance, respectively.
The sample size N of the CDFs is 100 which refers to the general sample size in the optimization. Results
focus on the calibration period of the WG.

7.4.1 Glacier Parameterizations & Process Representation

We used the Method of Morris to identify (screen) and rank glacier and snow parameters in the four

basins (Song et al., 2015; Pianosi et al., 2016; Sarrazin et al., 2016).

In general, it was shown that lapse rates together with parameters controlling the maximum degree-day

factor for ice (and thus glacier melt) are among the most sensitive parameters in all catchments. The

strong temperature-dependence inherent in SWAT-GL is further emphasized through the relevance of

the threshold temperature that triggers glacier melt. An important role plays the SWE threshold that

determines when a (sub-)basin is fully snow-covered. The parameter links the old snow routine and the

newly integrated glacier routine, as glacier melt can only occur under snow-free conditions on the glacier.

SWAT’s snow cover received growing attention in multi-objective calibration studies that try to improve

model consistency (Tuo et al., 2018; Grusson et al., 2015). The fraction of snow cover is directly affecting

the amount of daily snow melt (lower fractions reduce the amount of snow melt) and indirectly glacier

melt. As any degree of snow cover can be achieved with any SWE, there is also the risk to accomplish
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good snow cover results with implausible amounts of snow. This circumstance is, contradictory to its

importance, rarely discussed in the literature. SWE measurements are, although seldom available, of

tremendous importance as they can be used for plausibility checks of snow amounts. Reanalysis or

remote sensing-based SWE product resolutions as well as a relative large spread in product comparison

studies are still an obstacle. Further, SWE would probably be more suitable to draw conclusions on

precipitation inputs compared to snow cover only. We want to further emphasize that the intermediate

sensitivity of precipitation lapse rates might be misleading. The objectives chosen might not be valid to

allow for precipitation-related conclusions as none of the three variables is based on absolute volumes (of

snow or ice). For example, a separate consideration of summer ablation and winter accumulation would

provide a more realistic picture of system in- and outputs.

As SWAT-GL is still in its early stages, the SA was conducted for diagnostic purposes, involving screening

and ranking among different catchments. This was done independently of the optimization purpose. In

future applications the dimensions of the parameter space should be reduced accordingly. The SA for

example suggested a reduction of the parameter space (by 6-8 dimensions) in the different catchments

of the study. The derived glacier parameter sets after optimization, are relatively well-spread in the

parameter space. However, in the demonstration catchments the maximum melt factor tends to group

at its defined lower bound. This indicates a potential reduction of the lower bound for an even better

representation of glacier mass balance. Physically our chosen values could be reduced, however, as SWAT-

GL internally makes a plausibility check between the estimated snow and ice degree-day factors, a further

reduction might make internal corrections of the degree-day factor more likely. Besides, further reducing

the lower bound of the parameter might exacerbate the strong underestimation of flow. The high values of

the glacier melt temperature imply that the models seem to compensate for other temperature-dependent

processes as the model seems to try to delay glacier melt. This indicates that glaciers are, despite the good

SC representation, snow free and exposed to melting too early. A lag factor similar to the temperature

lag factor of snow already present in SWAT could also give further control in the timing of glacier melt.

However, our study has shown that the snow lag factor is not very sensitive, although its lower bound

was chosen in a way to avoid abrupt and extreme snow melt events. We further propose that alternative

solutions concerning the lag of ice and snow melt might be explored and evaluated in order to decouple

them more clearly from the lag factor related to effective precipitation.

Overall, the standard deviation of the Elementary Effects indicate that glacier and snow processes behave

strongly non-linear and exhibit potential interacting effects which we see as a further indication of SWAT-

GL’s suitability. The moderate interaction ability for SNOCOVMX is considered to be unusual, as it

links snow and glacier processes which would suggest higher interaction and/or non-linearity. Future work

might put attention on Time-Varying Sensitivity Analysis (TVSA), such as DYNIA or also using EEs, to

obtain further insights in parameter dominance at different scales and periods over time (Chiogna et al.,

2024). Especially in the context of climate impact assessment, insights of a potential loss in model skill

due to a reduction in the dominance of (historically working) parameter sets in non-stationary systems

become crucial (Wagener, 2022).

7.4.2 SWAT-GL’s Performance in Representing Glaciated Catchments

The optimization procedure using NSGA-II for snow cover, glacier hypsometry and glacier mass balance

worked well for the highly glaciated catchments with the exception of the SCG. For the SCG an abrupt

change in the mass balance estimates in the middle of the simulation period causes implausible results.

However, snow cover estimates were very good in all catchments and we highly recommend to use snow

89



CHAPTER 7. MERITS AND LIMITS OF SWAT-GL: APPLICATION IN CONTRASTING GLACIATED

CATCHMENTS

cover as an objective function for an adequate representation of mountain hydrology when using SWAT-

GL. Especially due to the fact that MODIS (or other) snow cover data is relatively easy to access and

readily available, which is not the case for measurements of glacier mass balance estimates. In data-scarce

regions, predominantly the typical setting of high-mountainous areas, snow cover in combination with

downstream measured discharge might often be the only sources of data for calibration and validation.

While annual net mass balance was well represented, it was noticed that glacier melt tends to start too

early leading to an extended overlapping period where snow and glacier melt contribute equally to runoff

generation. The mass balance estimates are better represented for the bigger glaciers or catchments

respectively. However, SWAT-GL was introduced to provide a simple but efficient approach to represent

glacier dynamics on multiple scales. It is assumed that most application will generally be beyond the

scale of the example of the small SCG, which might also be one reason for the relatively bad performance.

Moreover, small-scale processes such as snow redistribution are equalized on larger scales (e.g., mesoscale)

and thus less dominant.

As hypsometry measurements were available, they were used in the optimization process. In future work

total glacier area might be a suitable alternative to the individual hypsometry time series. As the ∆h-

parameterization assumes upper parts of a glacier to be more stable we conclude that the approach might

fail to represent the dynamics of the upper elevation sections at the SCG and LCG while it seems more

appropriate for the WG and GG (see Fig. B.2). Using total area changes could therefore improve the

representation of the overall MOO, as it would circumvent the attempt to reproduce a pattern SWAT-GL

is structurally not able to. Similarly, if individual hypsometry time series are used one might consider to

put less weight on the upper parts of the glacier.

We have shown that, by using discharge as a single-objective, as done for the WG, the performance could

be substantially ameliorated (KGE >0.9). Using mass balance in the SOO (again WG) we have shown

that the best solutions of the MOO were comparable to the ones resulting from the SOO with respect to

the achieved NRMSE values. The statistical results of the mass balance estimates significantly dropped

using discharge for SOO and could not compete with the MOO mass balance results. In contrast, the

discharge performance as a result from the mass balance SOO was better than the discharge representation

of the MOO. Unlike mass balance, discharge was not part of the MOO objectives and partly constraints

the interpretability. Nevertheless, the difficulty to achieve model consistency in highly glaciated and

mountainous catchments became particularly visible in the LC catchment. The studied glaciers generally

have a high contribution to streamflow, as for example found in O’Neel et al. (2014) (for GG and WG).

Since we consistently overestimate ablation for the LCG, it is initially contradictory that we obtain

streamflow underestimations of up to about 50% (ablation in SWAT-GL mainly refers to glacier melt).

Potential reasons can be manifold. A wrong representation of snow amounts and distribution, despite

a good snow cover fit, or a simple underestimation of liquid precipitation (or a combination of the two)

might be potential reasons. Moreover, similarly to what is described in O’Neel et al. (2014) the model

could also underestimate summer ablation and winter accumulation which govern the mass balance,

which would again be related to precipitation. However, it seems that precipitation input might be

too low since the LCG meteorological data stems from a remote valley station and the model relies on

optimized lapse rates. Therefore future modelling work could also try to not only use net mass balance

but (if available) make further use of seasonal mass balance (winter accumulation & summer ablation)

derivations in the calibration strategy (Schaefli and Huss, 2011). The winter mass balances could also be

used to additionally validate the precipitation inputs from the stations and to adjust the precipitation

laps rates.

In general, it became evident that SWAT-GL has great capabilities to be applied in glaciated catchments,
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also for longer, non-stationary time scales. It is assumed that the simple degree-day approach integrated

in the mass balance module alone could cause significant improvements in glaciated catchments. The

simplicity of the approach also leads to high transferability with manageable effort.

7.4.3 Glacier Initialization

A further very sensitive factor that affects the simulation results, in particular under long simulation

periods which are likely subject to persistent climate change effects, is the initialization of the glacier

mass. Datasets such as from Farinotti et al. (2019) or Millan et al. (2022) provide valuable information on

glacier thickness and thus mass initialization. But attention should be paid when simulation periods start

decades ago before the considered thickness estimates. A comparison of the mass differences between

the Farinotti estimates and our own calculations based on GlabTop-2 for the earliest possible DEM and

outline (see Section 7.2.5) reveal substantial differences. The magnitudes are between -11% to +19%.

The contradictory signs are produced as the Randolph Glacier Inventory outlines for the different glaciers

stem from different acquisition years which are sometimes earlier than the outlines used for GlabTop-

2. This emphasizes the importance of the initialization assumptions. In greater detail, temperature

conditions back then might not be suitable to trigger glacier melt in an appropriate magnitude as lower

glacier bounds are simply located too high. Basically, there would be a mismatch between the link of

glacier elevation and runoff generation. This becomes evident when examining areal losses as fraction of

initial area of each glacier over the simulation period (see Appendix B.3), where fractional area losses

range from more than 10% (WG) to more than 40% (SCG).

The ∆h approach implemented in SWAT-GL does not consider glacier flow and does allow for glacier

area growth (not be confused with accumulation in ice water equivalent of a specific ES) in its current

version, which is relevant especially for long simulation periods with phases of growth.

7.5 Conclusions

The recently extended version of SWAT, called SWAT-GL, was tested in representing the hydrology of

four highly glaciated basins. The new SWAT-GL, which makes use of a physically-based glacier evolution

routine has proven to provide robust hydrological simulations of catchments that are characterized by

nivo-glacial processes. It thus serves its purpose and adds a valuable contribution to the hydrological

modelling community, and in particular, the SWAT community.

We have also identified traditional model consistency issues prevalent in hydrological modeling and demon-

strated their significance, even when multiple glacier and snow processes are included in the calibration

procedure. Although SWAT-GL substantially improves model consistency, such problems should receive

more attention. While we could show SWAT-GL’s applicability even under long transient conditions,

constraints remain and require further efforts to address. This is particularly true for climate impact

studies, where simulation periods can exceed 100 years. In such studies, we advocate a minimum require-

ment that assesses the suitability of model components for climate impact statements to avoid flawed

conclusions. Transient conditions, for example, could significantly affect degree-day factors, making ini-

tial choices inappropriate. A topic that is rarely addressed and discussed.

We identified parameter clustering at the edges of the initial parameter ranges, which indicate solutions

that could impair physical plausibility. Moreover, contradictory patterns in the representation of snow

and glacier processes (and discharge) were found. For example, a good representation of snow and glacier

processes partly resulted in an unsatisfying representation of streamflow. We demonstrated that an ad-
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equate to good snow cover simulation does not necessarily lead to an accurate representation of glacier

components. These basic insights, although partly recognized, go beyond SWAT-GL applications and

are of general importance for the modeling community. The sensitivity analysis of SWAT-GL emerged

a strong temperature-dependence of the model. This underpinned the importance and role of lapse rate

parameterizations, also as a major source of uncertainty, in high mountain catchments. In addition, it

was shown that the parameter space of glacier and snow-related parameters could be significantly reduced

across all basins, suggesting potential applicability to other study areas.

Even though SWAT-GL was tested in catchments that are unprecedented in terms of data availability,

the authors see no restrictions in its transferability to areas with poor data. Global datasets of ice thick-

ness estimates and glacier outline set a suitable baseline to apply SWAT-GL. Although relatively small

glaciated catchments were employed, the approach can be scaled up without imposing any substantial

additional computational demand or physical limitation on the approach.

In conclusion, the most significant merit we discovered with SWAT-GL was its ability to adequately rep-

resent glacier processes in contrasting catchments. This encourages its further use in modeling glaciated

and high-mountain catchments. However, there are technical limitations, including the requirement for

introducing supplementary concepts to enhance the model’s flexibility, along with structural limitations.
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Chapter 8

SWAT-GL: The Way Forward

8.1 Demonstration of SWAT-GL in the Upper Naryn

The following chapter aims to complement the SWAT-GL efforts described in the previous chapters and

therefore revisits the Naryn Basin in which the expanded SWAT version is further tested and evaluated

(Chapter 8.1). In addition, the test is followed by a discussion on potential future directions of SWAT-GL

(Chapter 8.2).

8.1.1 Background & Methodology

In addition to the extensive exploration of SWAT-GL presented in Chapter 6 and Chapter 7, SWAT-GL

was further tested in the rather data-scarce and large Upper Naryn. The focus of SWAT-GL’s expanded

evaluation was on the approximately 10,000 km² headwater part up to the gauge of Naryn City. The

investigation is based on the results presented in Chapter 4, in which clear limitations in the headwater

catchment were identified. In addition, a literature review is provided that covers and presents all avail-

able hydrological modeling results found in the literature for the Upper Naryn Basin. The results of the

hydrological modeling refer to the performance criteria found for different gauges in the literature. The

idea is to see whether SWAT-GL improves the representation of discharge in a large glaciated catchment

without any glaciological information. Thus, the evaluation iss focusing on streamflow only. Method-

ologically, a SWAT-GL model for the Upper Naryn was set up according to Chapter 4 (or Schaffhauser

et al. (2023)). For homogeneity reasons, the reference dataset from ISIMIP2 was used to force the model,

namely temperature and precipitation from EWEMBI to cover the 1970s and 1980s with relatively good

discharge data observations in the region. However, the expanded demonstration of SWAT-GL focuses

solely on discharge to additionally highlight potential model consistency problems when using discharge

as a single objective in glaciated catchments with SWAT-GL. The, study focuses on the three available

headwater gauges Big Naryn, Small Naryn and Naryn City. It should be noted that the model is opti-

mized for the outlet of the Upper Naryn, namely Naryn City. The Big and Small Naryn are not explicitly

considered in the optimization procedure, an approach that is widespread in the literature, despite po-

tential limitations. The results for the Big and Small Naryn are provided supplementary to demonstrate

the implications of the approach and to emphasize differences to 4.

Calibration and validation periods are identical as before (Chapter 4), using daily observations from

1974 - 1981 and 1982 - 1987 for calibration and validation, respectively. The SWAT-GL model was

initialized with data from publicly available sources to demonstrate a typical workflow in data-scarce
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Figure 8.1: Illustration of the Upper Naryn. Note that the gauges of the Big and Small Naryn share
nearly the same location whereby only one gauge symbol is shown.

catchments. Glacier outlines stem from the Randolph Glacier Inventory (RGI Consortium, 2017) and

glacier thickness estimates from the of Farinotti et al. (2019). Four optimizers were tested and compared

to identify potential differences in the final parameter sets and the representation of water balance com-

ponents, in particular with respect to the glaciological component. The four optimizers used are three

versions of Differential Evolution, namely DE/best/1, DE/rand/1 (Storn and Price, 1995) and JADE

(Zhang and Sanderson, 2009), as well as an adapted Particle Swarm Optimization (PSO), called Pyramid

PSO (Kennedy and Eberhart, 1995; Li et al., 2022). NSE was used as performance criteria during the

optimization, but further performance metrics are presented alongside. Overall, a typical workflow and

model application in a glaciated, data-scarce region is mimicked that solely relies on discharge and the

basin outlet. It is aimed to illustrate the capabilities of SWAT-GL when used for such an application,

however, to point to and discuss difficulties and limitations of such an approach in parallel to provide

recommendations for future applications. The catchment is illustrated in Fig. 8.1. The glaciation in

the Upper Naryn, according to data from the RGI, is around 7.5% and the minimum elevation of the

catchment is around 2,000 m. The Upper Naryn covers the Big and Small Naryn catchments in which

the two headwater streams originate. Annual precipitation ranges from 250 to 300 mm according to the

2 stations presented in Fig. 8.2. The rainy season shifts slightly from West to East with peaks in May,

June in the Western basin and a more homogeneous peak in the East from May to August. Streamflow at

the basin outlet (Naryn City) is subject to regime shifts, suggested by earlier onsets of the flood season,

as well as increased peak flows during that period (Fig. 8.2 c)). The short investigation focuses on the

three gauges Naryn City, Big Naryn and Small Naryn (see also Fig. 8.1).
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Figure 8.2: Overview of the climatology in the Upper Naryn for a) Naryn City and Tianshan b), the mean
daily discharge for every day of the year during two different periods c) and the elevation distribution of
the Upper Naryn (bin width around 31 m for the total basin elevation and around 16 m for the glacier
elevation) and the glaciers inside the Upper Naryn d). CV and Paa in the climatology plots refer to the
Coefficient of Variation and the mean annual precipitation sum within the indicated period. The shaded
area in c) indicates the range of discharge values for a specific day within the indicated periods.

Decomposition and Background of KGE & NSE

In the following, we will examine the evolution and current state of the two vastly used and discussed

performance metrics NSE and KGE. Despite their great potential and meaningfulness, modifications to

these metrics have not yet been widely adopted. The standard form of the NSE (Nash and Sutcliffe, 1970)

and KGE (Gupta et al., 2009) are presented in Eq. 8.1 and 8.2. Eq. 8.1 also illustrates the relationship

between MSE and NSE, as MSE-based metrics, such as NSE, are often referred to as MSE normalizations.

NSE = 1−

∑n
i=1(Oi − Si)

2

∑n
i=1(Oi −O)2

= 1−
MSE

σ2
o

(8.1)

KGE = 1−
√

(r − 1)2 + (α− 1)2 + (β − 1)2 (8.2)

where S is the simulated value, O is the observation, O represents the observed mean, MSE is the mean

square error, r refers to the Pearson Correlation, α to the error in flow variability and β to the bias term
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with:

MSE =
1

n

n
∑

i=1

(Oi − Si)
2

r =

∑n
i=1(Oi −O)(Si − S)

√

∑n
i=1(Oi −O)2

∑n
i=1(Si − S)2

α =
σs

σo

β =
µs

µo

where σ and µ refer to the standard deviation and mean, respectively.

General History of the NSE & KGE

The Kling-Gupta-Efficiency (Gupta et al., 2009), widely used in hydrological studies as one of the major

criteria to assess model performance, was originally developed as an alternative metric to overcome

limitations of the NSE and MSE. The latter two are based on squared error sums and the NSE uses

the observation variance as baseline (that normalizes the MSE). Discussions on the limitations of the

NSE have a long and enduring tradition and a variety of alternatives and improvements have developed

over time. Concerns on the use of the NSE, refer for example to its overemphasis on high flows (due

to its squared error type, also known as least square methods), the usage of the observation mean as

benchmark (NSE = 0 corresponds to the observation mean) (Gupta et al., 2009; Gupta and Kling, 2011)

or its sensitivity to outliers and time-offsets (McCuen et al., 2006). Problems also arise due to the

normalization inherent in NSE, which makes it a relative metric, although NSE values are often treated

(compared) in an absolute manner and therefore neglect individual hydrological conditions (Schaefli and

Gupta, 2007). Accordingly, a direct comparison of NSE values is at least questionable and should be

carried out with care. A strong seasonal cycle for example, is often associated with high NSE values

and, conversely, a model must perform better in less dynamic catchments (Schaefli et al., 2005; Krause

et al., 2005; McCuen et al., 2006). Additionally, Ehret and Zehe (2011) showed the sensitivity of least

square measures to time shifts and Fowler et al. (2016, 2018) indicate constraints in the robustness

of least square-derived parameter sets under changing climatic conditions (especially drier). The NSE

formulation already dates back to 1970 (Nash and Sutcliffe, 1970) and the discussions on its limitations,

interpretability and applications, which did not initially start with the development of the KGE but much

earlier, still last until today (Garrick et al., 1978; Martinec and Rango, 1989; Wȩglarczyk, 1998; Legates

and McCabe, 1999; Oudin et al., 2006; McCuen et al., 2006; Schaefli and Gupta, 2007; Jain and Sudheer,

2008; Ehret and Zehe, 2011; Willmott et al., 2011; Pushpalatha et al., 2012; Lin et al., 2017; Knoben

et al., 2019; Schwemmle et al., 2021; Mathevet et al., 2024). NSE modifications or improvements try to

resolve existing deficiencies of the original formulation and therefore usually focus on reducing effects from

the squared error and those stemming from the baseline model. Besides, data transformations or penalty

terms are often applied to overcome limitations. Lastly, multi-objective approaches are generally used to

consider a diverse set of performance criteria and to provide more balanced hydrological simulations. An

overview of NSE (and secondarily KGE) modifications are provided in Table 8.1.

Also the KGE, albeit less frequently, has been subject to modifications, which mainly focus on the α and

β terms of Eq. 8.2. The most prominent one, is likely the modification of the variability ratio α proposed
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by Kling et al. (2012), where α is replaced by γ:

γ =
σs/µs

σo/µo

=
CVs

CVo

where CV represents the coefficient of variation. The modification intends to remove cross-correlations

between the bias and variability terms. It is worth to mention that KGE values derived from Eq. 8.3

provide the lower limit of the three individual terms β, r and γ (Kling et al., 2012).

Table 8.1: Overview of NSE and KGE modifications.

Performance
Metric

Category Description Reference Equation

Logarithmic
NSE

Transformation • Log-transformed
variable

• Emphasizes low flows

Oudin et al.
(2006)

logNSE = 1−
∑n

i=1
(ln(Oi)−ln(Si))

2

∑
n
i=1

(ln(Oi)−ln(O))2

Baseline-
adjusted NSEs

Time-dependent
benchmark models

• Using alternative
benchmark model Oi

(e.g. mean of
calendar day, season,
year etc.)

• Reducing effects from
default benchmark
model (O)

Murphy (1988);
Martinec and
Rango (1989);
Schaefli and
Gupta (2007)

NSE′ = 1−
∑n

i=1
(Oi−Si)

2

∑
n
i=1

(Oi−Oi)2

Absolute NSE Absolute errors • Using absolute errors
• Less emphasize on

high flows

Legates and
McCabe (1999)

NSEabs = 1−
∑n

i=1
|Oi−Si|

j

∑
n
i=1|Oi−O|j

Baseline-
adjusted
absolute NSE

Absolute errors &
time-dependent
benchmark models

See Absolute NSE &

Baseline-adjusted NSEs

Legates and
McCabe (1999)

NSE′′ = 1−
∑n

i=1
|Oi−Si|

∑
n
i=1|Oi−Oi|

Relative NSE Transformation • Uses relative variable
values

Krause et al.
(2005)

NSErel = 1−
∑n

i=1
(
Oi−Si

Oi
)2

∑
n
i=1

(
Oi−O

O
)2

Split NSE Subperiod-based
computation

• Computes NSE for
subperiod (e.g. each
year)

• Takes mean/median
across all subperiods

• More balanced
weighting of dry and
wet years

Fowler et al.
(2018)

sNSE = NSEt

Square root
NSE

Transformation • Square
root-transformed
variable

• Emphasizes low flows

Chiew and
McMahon
(1994); Oudin
et al. (2006)

NSEsqrt = 1−
∑n

i=1
(
√

Oi−
√

Si)
2

∑
n
i=1

(
√

Oi−
√

O)2

5th-square
root NSE

Transformation • Fifth
root-transformed
variable

• Emphasizes low flows

Chiew et al.
(1993)

NSE5sqrt = 1−
∑n

i=1
( 5
√

Oi−
5
√

Si)
2

∑
n
i=1

( 5
√

Oi−
5
√

O)2

NSE w. Bias
penalty

Penalized NSE • Reduces high biases Viney et al.
(2009)

NSEbias = NSE− 5 · |ln(1 + BIAS)|2.5

Inverted NSE Transformation • Inverse-transformed
variable

• Emphasizes low flows

Le Moine (2008) NSEinv = 1−
∑n

i=1
( 1

Oi
− 1

Si
)2

∑
n
i=1

( 1

Oi
− 1

O
)2

Variability-
adjusted KGE

α-replacement • Used to avoid
problems from mean
values close to zero

Kling et al.
(2012)

KGE =
1−

√

(r − 1)2 + (β − 1)2 + (γ − 1)2

with γ = σs/µs

σo/µo
= CVs

CVo

Bias-adjusted
KGE

β-replacement • Used to avoid
cross-correlation of
bias and variability

Tang et al.
(2021)

KGE = 1−
√

(r − 1)2 + (α− 1)2 + β2

with β = (µs−µo)
σo

non-
parametric
KGE

β and
α-replacement

• Avoids parametric
assumptions on data

Pool et al.
(2018)

KGE = 1−
√

(r − 1)2 + (α− 1)2 + β2

with ρ =
∑n

i=1
(Oi−O)(Si−S)√∑

n
i=1

(Oi−O)2
√∑

n
i=1

(Si−S)2

αNP = 1− 1
2

∑n
k=1

(

S(I(k))

nS
− O(J(k))

nO

)

Split KGE Sub-period-based
computation

See split NSE Fowler et al.
(2018)

sKGE = KGEt
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Decomposing the NSE & KGE

The development of the KGE in 2009 illustrates how the NSE can be decomposed in different ways,

which served as the base for the construction of the related KGE. The different terms inherent in the

KGE formulation are ideally suited for model diagnostic purposes and to identify potential deficiencies.

Although the papers from Gupta et al. (2009) and Kling et al. (2012) are highly cited, the decomposition

of the KGE into its constituents for model diagnostics is rarely done. This is also true for the second

form of the KGE, originally provided in Gupta et al. (2009) and formulated as:

KGE = 1−
√

sr(r − 1)2 + sα(α− 1)2 + sβ(β − 1)2 (8.3)

in which sr,sα and sβ refer to weighting factors to put emphasis on specific components of the model.

However, they are seldom applied in hydrological studies.

The original NSE decomposition (or MSE-based criteria, see Murphy (1988); Wȩglarczyk (1998)), from

which the KGE was derived, divides the criterion in the Pearson Correlation, a conditional bias as well

as an unconditional bias. Mathematically the decomposition can be written as:

NSE = A−B − C (8.4)

where:

A = r2

B = (r − (σs

σo
))2

C =
(

(µs−µo)
σo

)2

with A measuring the linear relationship of simulation and observation, B represents the conditional

bias and C the unconditional bias. An important fact to consider when using multiple evaluation cri-

teria is their potential interdependence, which can cause flawed conclusions if disregarded, as shown by

Wȩglarczyk (1998). From Eq. 8.4 for example, the relationship of the correlation coefficient and NSE

becomes apparent (as the relationship between NSE and MSE was already explained). Wȩglarczyk (1998)

illustrates this with respect to the integral square error (more widely known as the relative root mean

square error) and the special correlation coefficient, which are both based on the MSE, however, using

them in combination violates their independence. Gupta et al. (2009) then provided an alternative NSE

decomposition:

NSE = 2 · α · r − α2 − βn
2 (8.5)

where:

α = σs

σo

βn = (µs−µo)
σo

with α representing a relative variability term (similar to Eq. 8.2) and βn being a normalized bias term

using the observed standard deviation (similar to the square root of C in Eq. 8.4). In detail, the terms

focus on representing the temporal behavior of the observations and on reproducing the first two moments

(mean and standard deviation) of the observed variable. It is desired to reach unity for r and α and zero

for β. Accordingly, the NSE already encompasses different aspects when used for model optimization.

Main concerns raised in the original work of Gupta et al. (2009) (similar to the literature provided above),

were given due to the: 1) bias (βn) normalization using the observed standard deviation, as well as 2)

the double-accounting of α. The latter somewhat relates to the interdependence problem when using

multiple objective functions as discussed in Wȩglarczyk (1998). α interacts with the linear relationship
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r between observation and simulation (Eq. 8.5). It is demonstrated that the NSE favors solutions that

underestimate simulated variability (by taking the first derivative of Eq. 8.5 with respect to α, resulting

in α = r as optimal solution, and as r never reaches unity). The βn normalization on the other hand,

leads to an undervaluation of the bias term when observed variability is high. Using βn = 0 and α = r

in Eq. 8.5, results in NSE = R2 as a potential maximum (given both other terms reach their optimum).

The example given in Fig. 1 of Gupta et al. (2009) demonstrates that NSE values can be lower when

α = 1 (ideal) for a fixed value of r (assuming β = 0), compared to the case when α = r (optimal). For

example, NSE would be 0.4 if α = 1 and r = 0.7 (assuming β = 0), however, it would be 0.49 when

α = r = 0.7. The problems also apply to the MSE. Besides, various combinations of the aforementioned

terms can result in similar NSE values and therefore constrain comparability even within the same model.

It should be noted that the underestimation of flow variability and high flows using the NSE seems to

contradict the general opinion that NSE optimization overemphasizes high flows. Gupta et al. (2009),

however, underlines that these two characteristics are disconnected.

For the actual decomposition, Gupta et al. (2009) used the MSE (Eq. 8.6), which was derived by

substituting Eq. 8.5 into Eq. 8.1:

MSE = 2 · σs · σo · (1− r) + (σs − σo)
2 + (µs − µo)

2 (8.6)

The fractions of the individual terms can be computed as:

Fi =
fi

∑3
j=1 fj

(8.7)

and we can define the individual three contributing terms as:

f1 = fr = 2 · σs · σo · (1− r)

f2 = fa = (σs − σo)
2

f3 = fb = (µs − µo)
2

where the subscripts indicate indicate the involved metric, namely the variability, bias and temporal

dynamic terms as defined before. The KGE intends to overcome aforementioned limitations while main-

taining the multi-objective character of the NSE, as well as its individual components that focus on:

temporal representation, variability and bias of the model. In fact, the KGE focuses on the bias term

β, which is based on observed and simulated means so that all terms reach their optimum at unity,

while it preserves the variability term α. As the KGE is based on an Euclidean Distance (as apparent

in Eq. 8.2), best solutions have the shortest distance to the ideal point (unity for all three terms). In

other words, the KGE optimization aims to find the closest point at the Pareto front to the ideal point.

Again, r provides the maximum value of KGE that can be achieved provided the variability and bias

terms reach unity. Gupta et al. (2009) also discussed limitations attached to the KGE, which applies for

any objective function used. The general underestimation of simulated variability and thus for example

runoff peaks associated with the NSE is not fully solved by introducing the KGE, albeit the impact is

less pronounced. A characteristic that is also valid for extreme low flows, yet, the tendency of KGE

(and NSE) is to overestimate these periods. Moreover, optimized models tend to be dominated by the

correlation term and the temporal dynamics accordingly (also the case for the NSE).

The actual KGE decomposition used by Gupta et al. (2009) is based on the three terms of the Euclidean

Distance and can be written as:

EC =
√

(r − 1)2 + (α− 1)2 + (β − 1)2 (8.8)
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where the relative contributions of the three terms can expressed as:

Gi =
gi

∑3
j=1 gj

(8.9)

and the three terms as:

g1 = gr = (r − 1)2

g2 = ga = (α− 1)2

g3 = gb = (β − 1)2

where the subscripts follow the same principle as in Eq. 8.7.

We use the KGE and NSE decomposition suggested in Eq. 8.7 and 8.9 for model diagnostic purposes

in the Upper Naryn. In detail, the relative contributions of the individual G and F terms to the total

sum of all three terms are examined. The idea is to identify potential shortcomings prevalent in SWAT

and SWAT-GL. The experiment also investigates to which degree the correlation coefficient dominates

the optimized models and how runoff peaks and flow variability are represented, given the assumption

that optimizing for NSE typically emphasizes high flows. We follow the approach of Gupta et al. (2009)

to highlight differences that become apparent from the decomposition.

8.1.2 Results & Discussion

General Model Performance

In Schaffhauser et al. (2023) the quality of representing the Upper Naryn (with the gauges Naryn City,

Big Naryn, Small Naryn) was diverse and indicated limitations. SWAT-GL is expected to significantly

improve the large PBIAS in the Big Naryn for example, which was mainly due to an underestimation

of discharge in the Summer period that is associated with a significant glacier melt contribution. The

results of the four different optimizers are overall comparable, however, a considerable drop between the

calibration and validation is noticed for some performance criteria. Statistical results are presented in

Table 8.2 and 8.3 for all three gauges. Although the four optimizers used NSE as objective functions,

the remaining performance metrics are supplementary provided for completeness. The split NSE (sNSE)

(Table 8.3) is the average of the individual NSE for each year. The sNSE gives a more balanced weight

to dry and wet years.

Focusing on Naryn City, the DE/rand/1 optimizer outperforms the other algorithms, which is true

not only for the NSE but for most statistical criteria. While in the calibration phase the optimizers are

extremely close to each other, the superiority gets particularly visible in the validation period (all criteria).

A small exception is the logarithmic NSE where the DE/best outperformed the other models, indicating a

better baseflow representation here.Notable is the drop between calibration and validation in the PBIAS

present in all optimized SWAT-GL models, except the DE/rand/1. For the PPSO, JADE and DE/best

the difference between calibration and validation is >15% up to approximately 20%. In addition, all

models experience a sign change in the PBIAS from a positive to a negative PBIAS, suggesting that the

model is underestimating discharge in the calibration phase and then significantly overestimating flows

during validation. This is interesting because the two other gauges (Big and Small Naryn) are strongly

characterized by a lack of water in the model (PBIAS >20%) in the solutions of all optimizers. Besides, it

is evident that for the outlet all optimizers produce very satisfying results with some reduced quality for

the PPSO. However, surprisingly the global parameter sets of the Upper Naryn do not work to produce

any baseflow in the Big Naryn subbasin (lNSE <-1 for all optimizers and all evaluation periods). A

clear sign of the negative effects of a missing regionalization and the attached problems of an outlet-only
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calibration, despite the very good results for the outlet. It is also interesting to see that the sNSE reflects

the balanced high flow and low flow representation of the DE/rand/1 model, as it has high sNSE values

in both the calibration and validation periods.

NSE & KGE Decomposition

In the following, results are presented for the NSE (MSE) and KGE decomposition of all models. The

decomposition is used for model diagnostic purposes of the four optimized SWAT-GL models as well as

the SWAT model from Schaffhauser et al. (2023). It is examined whether dominant terms within the

performance metrics can be determined (with respect to the individual components) and to which extent

the problems illustrated in Gupta et al. (2009) are present in the Upper Naryn models. Problems hereby

refer to the points described in Section 8.1.1. Results are provided in Fig. 8.3 and 8.4 for Naryn City

and the Big Naryn, respectively. Results are first discussed for Naryn City and then followed by those

for the Big Naryn.

From Fig. 8.3 substantial differences in the contributions of the individual components of NSE and KGE

Figure 8.3: Relative contribution of the individual performance metric components to the overall NSE
(MSE) and KGE at Naryn City. High contribution refers to strong negative impact on the performance.
Results refer the calibration, validation and the total evaluation period (combined column that consists
of the calibration and validation phase). The subscripts b, a and r indicate the source of the components,
namely, bias, variability and temporal behavior. Terms denoted with F refer to the NSE and terms
denoted with G to the KGE.

become apparent. A high contribution of a term indicates either that the component is far away from

its optimum, it generally has a high weight or the performance criterion is sensitive to this component.

Low contributions, on the other hand, can indicate values far from the optimum of the component.
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Figure 8.4: Same as Fig. 8.3 but for the Big Naryn.

For the NSE at Naryn City, it is evident that the temporal dynamics based on the Pearson correlation

(expressed in Fr) seems to be the critical component mainly responsible for the gap to the optimal NSE

value (true for calibration, validation and the combined period). Particularly in the calibration period,

the results suggest that the variability (Fa) and bias terms (Fb) are relatively close to their optimums.

In the validation period the influence of Fr drops slightly and the summed bias and variability can

contribute up to 20%. In general, the study from 2023 and all optimized SWAT-GL models do not show

significant differences in the individual contributions of the NSE. There is agreement that the models

lack some temporal dynamics. For the KGE at Gauge Naryn, a much more balance contribution of the

individual components is revealed (in particular for calibration and validation phase). Across all five

models, Gr is still the most dominant term in the old SWAT model from (Schaffhauser et al., 2023). In

contrast, the four optimized SWAT-GL models show variability deficiencies in the calibration and also

bias shortcomings in the validation period. The KGE decomposition therefore contradicts the results from

the NSE decomposition, where the bias and variability terms suggested a close to perfect representation.

Vice versa, the information content for model diagnostics seems higher in the KGE. Looking at the total

evaluation period for the KGE, the correlation-based term is becoming increasingly important. A pattern,

which seems contra-intuitive at first, as one might expect a reflection that somewhat matches the average

contributions of the calibration and validation period. However, this is not necessarily true, as we will

show for the example of the DE/Rand/1-optimized SWAT-GL model in the following. While in the

calibration and validation phase all three terms are of importance, the total evaluation period indicates

Gb and Ga close to unity and thus an overwhelming contribution stemming from Gr. All individual

components, as well as the standard deviations and means, are shown in Tab. 8.4. Results show that

the validation period is wetter (w.r.t. observed mean discharge) than the calibration phase with a stable
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Table 8.4: KGE Decomposition Example for SWAT-GL Optimization based on DE/Rand/1 at Naryn
City (see also Fig. 8.3). Equations for β and α can be found in Eq. 8.2. µ is the mean discharge, σ the
standard deviation and the subscripts s and o indicate simulation or observation, respectively.

Period r (-) α (-) β (-) σs (m³/s) σo (m³/s) µs (m³/s) µo (m³/s)

Calibration 0.9194 0.9288 0.9616 81.8697 88.1421 80.2695 83.4769
Validation 0.9251 1.0807 1.0528 95.9739 88.8067 92.2135 87.5920
Total 0.9187 0.9993 1.0017 88.3791 88.4423 85.3877 85.2403

variability over all periods (w.r.t. observed standard deviation). However, simulated discharge tends to

underestimate in the calibration and overestimate in the validation period, expressed as βcal < 1 and

βval > 1. Similarly, αcal < 1 and αval > 1 of the model suggest lower dynamics in the model in the

calibration and larger dynamics in the validation period. Again, the model first over- then underestimates

the flow dynamics, which is reflected in the significant contribution of α and β in the KGE decomposition,

as both terms are far from unity during calibration and validation. In contrast, taking the whole modeled

period for evaluation purposes, the two signals average each other out and results for both terms are close

to their ideal values. This points to several things, 1) it highlights the importance of a differentiated view

of the evaluation periods as contrasting patterns can be present, 2) also the KGE decomposition can be

subject to misleading conclusions and overestimated positive conclusions (w.r.t. α and β in our case),

and 3) splitting the evaluation period in further parts can give valuable insights, as averaging out effects

could hide potential deficiencies in the bias and variability terms. The last point underscores the value of

sub-period-based performance metrics, such as the split KGE (Tab. 8.1). Not to mention the fact that

contrasting combinations can results in similar values for α and β, and therefore different conclusions.

If only the total evaluation period would be used for model diagnostics, there wouldn’t be an indication

that drier periods are "too" dry and wetter periods "too" wet in the model, but a well captured bias and

variability would be inferred. Finally, we can see that in the NSE optimized model, α is very close to r

in the calibration, confirming the discussion in Gupta et al. (2009), namely that the variability term is

conditioned towards r rather than unity.

Results for the Big Naryn, shown in Fig. 8.4, are provided for comparability reasons. First, we see similar

patterns as for Naryn City with a Fr dominance for NSE that is not present in the KGE decomposition

(expressed as Gr). Furthermore, the KGE decomposition implies a relatively good representation of the

temporal behavior of all five models, while there seems to be a significant bias (Gb) in all models and time

periods, which contrasts the NSE results. However, in detail it becomes apparent that the bias is much

stronger in the four SWAT-GL models, while the old model from (Schaffhauser et al., 2023) is characterized

by a balanced contribution of Gr and Gb. Interestingly, the dominance of Fr that was revealed for Naryn

City is weaker for the Big Naryn, where we can see a significant contribution of the bias term even in

the NSE decomposition. Nevertheless, the major contributor remains Fr. Generally, the results highlight

the notable differences, which can be present across different gauges even on a small scale. It also

demonstrates the high information content that can be extracted by decomposing performance criteria in

their constituents. However, the notable differences between KGE and NSE underline the caution that

has to be paid when using NSE as performance metric and the decomposition for diagnostics. Besides,

users should be aware that KGE and NSE are already representing multi-objective criteria aggregated in

one metric.
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Figure 8.5: Hydrographs of observed flows (black), the old SWAT model (red) from Schaffhauser et al.
(2023) and SWAT-GL (blue) using DE/rand/1 for all three gauges. Note: SWAT-GL optimization was
performed only for Gauge Naryn, while the SWAT model from 2023 was regionalized. The right column
shows the mean flows for every day of the year over the total calibration and validation period. The
vertical black line in the left column of plots separates calibration and validation period.

SWAT-GL Optimization versus SWAT from Schaffhauser et al. (2023)

When comparing the SWAT-GL results of the four optimizers with the results of Schaffhauser et al. (2023)

in Table 8.2 and 8.3 (indicated as SWAT column), especially the DE/rand algorithm is highly superior

to the old model with respect to the NSE (both calibration and validation). The remaining algorithms

also reveal better NSE’s particularly in the calibration period. For the non-regionalized Small Naryn, the

old SWAT model shows the highest NSE values in the calibration period, while in the validation period

SWAT and all four optimizers are comparable. The good performance in the old SWAT model is likely

attributable to the fact that high precipitation lapse rates compensated the missing glacier component.

Interestingly, the KGE values of the old SWAT model at Naryn City are the second best in the validation

period. However, in the calibration period all SWAT-GL optimized model version perform better, albeit

all five model show KGE values >0.8. The poor representation of the Big Naryn in terms of NSE has

significantly improved in all SWAT-GL models, although no regionalized optimization was performed.

KGE values are surprisingly good for the Big Naryn and even better for the Small Naryn in the old

SWAT model, despite a strong underestimation of flow at the Big Naryn. Particularly for the Small
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Naryn, the old SWAT model shows superior results with respect to the KGE than the four SWAT-GL

versions. This is likely associated with the lower PBIAS values compared to the SWAT-GL models that

is somewhat reflected in the KGE through the β term, which is based on the simulated and observed

mean flows. However, low flows, indicated by the lNSE are poorer in the old SWAT compared to the

four optimizers at Naryn City as well as the Small Naryn. The overall more balanced representation

of the SWAT-GL models becomes apparent in the sNSE values. The old SWAT model only reached

sNSE values >0.7 in the calibration period of the Small Naryn, otherwise the model is consistently worse.

Overall, the four SWAT-GL models show superior performance compared to the old SWAT model used

in Schaffhauser et al. (2023), particularly for the optimized outlet, but in many cases also for the not-

regionalized Small and Big Naryn. The promising performance of SWAT-GL is exemplified in Figure 8.5

in which we show the hydrographs for all three gauges from Schaffhauser et al. (2023), the observations

and the best SWAT-GL model optimized with DE/rand/1. The hydrographs shows nicely how the whole

year is well represented at Gauge Naryn with SWAT-GL. While in the old SWAT model recession started

too early, was too slow and flow dynamics from July onward were not well represented the implemented

glacier routine improves these components. It is also clearly visible that the Big Naryn pattern of the

flood seasons is represented very well as well, especially compared to the old SWAT in which the flood

season was initiated too early in the model and the glacier melt dominated period had a significant

underestimation of flow. It is assumed that a regionalization of the Big Naryn with respect to baseflow

would likely increase the already satisfying quality even further.

It should be noted that a discussion with local experts raised doubts about the quality of the Small Naryn

discharge data. Accordingly, (future) optimization procedures should aim for trade-off solutions of the

Big Naryn and Naryn City, which seem more reliable. Quality concerns can be further supported by the

fact that realistic flow simulation at Naryn City coincide more with a realistic representation of either

the Big Naryn or the Small Naryn, but less with a reasonable representation of both of them.

Glacier Representation & Impact on Performance Differences

From the section before the question arises of how much the glacier routine actually contributed to the

improved performance or whether other factors played a more significant role. Therefore, we analyzed

the split NSE and split PBIAS as functions of the observed mean annual flow and simulated glacier melt

contribution to discharge. The investigation is presented for the DE/rand/1 optimized SWAT-GL model.

Additionally, a close up of year 1974 is provided which represents a very dry year (in terms of discharge,

∼-20% below average flow in calibration and validation period).

Results are shown in Fig. 8.6. It becomes apparent that the old SWAT model is largely overestimating

observed flows, while the SWAT-GL model represents the temporal dynamics and flow magnitudes quite

well. The SWAT model also shows pronounced issues in the second half of the year (falling limb) with

unrealistically high flows and slow recession. Besides, the glacier melt peak in July is only matched in

the SWAT-GL model. The overestimation of dry years gets even more visible when looking at the split

PBIAS versus observed annual mean flows, where a remarkable overestimation of the lowest annual flows

is evident (<-20%). In contrast, the SWAT-GL counterpart has a relatively balanced representation of

PBIAS values throughout the time series. Moreover, the higher mean annual flows are far better captured

in the SWAT model than the dry years. This is also reflected in the similar plot, but for split NSE rather

than split PBIAS. Here, we can a similar pattern where drier years are associate with much worse NSE

values (partly <0.5). Again, SWAT-GL has an equally weighted performance between dry and wet years.

The strength of SWAT-GL is further emphasized when the split NSE is compared with the simulated
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Figure 8.6: Zoom in of the very dry year 1974 (upper left), scatter plot of observed mean annual flow
versus the individual PBIAS values of each year (split PBIAS) (upper right), scatter plot of observed
mean annual flow versus the individual NSE values of each year (split NSE) (lower left) simulated annual
glacier melt fraction on discharge versus split NSE (lower right). All plots refer to Naryn City (basin
outlet).

glacier melt fraction of each year according to the DE/rand/1 optimized SWAT-GL model. Here it is

indicated that years with a relatively high glacier melt contribution based on SWAT-GL, have generally

lower NSE values in SWAT. In fact, it becomes clear that especially the dry years are those in which the

glacier melt contribution is likely higher (in a relative way) also highlighting the importance of glaciers

during water-scarce years in terms of precipitation. Moreover, the reason for the bad PBIAS in exactly

those year in SWAT is likely the precipitation lapse rate that is probably set too high and is feeding

discharge. In other words, streamflow receives too much rainfall in those years.

On the other hand, it is crucial to emphasize the clear limitations of the optimized models, which are

based solely on discharge. First, the glacier melt fractions of the individual years might be on average

too high, which is somewhat supported by the values provided by Saks et al. (2022) for the Big and

Small Naryn. The generally high melt contribution is also reflected in the absolute glacier melt values,

accompanied by a potential underestimation of accumulation, which leads to a strong negative net mass

balance rate (see Fig. 8.7). In the figure it can be noticed that the elevation-dependent pattern of glacier
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Figure 8.7: Glacier volume and area change over the simulation period per elevation section.

retreat looks realistic, yet, the glacier volume change is likely too high. The total simulated glacier

volume in the basin is reduced by ∼45%, a value which is unrealistic for a period of only 14 years. A

typical issue in hydro-glaciological modeling, when discharge is the only objective and relatively short

time series are used. The chosen calibration and validation period demonstrated the need of relatively

long evaluation periods in order to evaluate if the glacier response and balance is well captured. In fact,

an evaluation period of 10-15 years seems to be of limited use in highly sensitive alpine catchments. In

detail, the parameterization (of all optimizers) favors solutions that produce too much glacier melt and

are probably characterized by underestimated precipitation in higher elevation zones. This ultimately

leads to an undercatch of accumulation which would balance the net mass balance. In addition, the

model would not be suited for climate impact assessment, regardless of its good discharge representation

and thus again emphasizing the problem of single-objective optimization based on discharge only.

SWAT-GL Comparison With Other Studies

The Naryn Basin (and specifically the Upper Naryn) is regularly investigated and hydrologically modeled.

The modeling results from this study and (Schaffhauser et al., 2023) are therefore put in the context of

existing literature, to further evaluate how well SWAT-GL performs in comparison. The comparison

serves for demonstration purposes and aims to indicate how accurately different gauges in the Naryn

Basin are represented by various hydrological models. Results focus on Naryn City, which showed the

best coverage among hydrological modeling studies.

Apart from comparing different model structures and calibration methods, the approach has the follow-

ing limitations: first, different calibration and validation periods are used between the studies; second,

different time steps are used among the studies and daily data was only used in Schaffhauser et al. (2023)

and this study, while all other studies used monthly discharge data only; third, different performance

criteria are used and provided restricting direct comparisons between the studies; fourth, different forcing

datasets are used in the different studies to drive the models. In fact, since no other study used daily

data, we decided to generate monthly flow time series from daily data and calculate all performance

criteria additionally on a monthly base for comparison purposes. For example, the actual optimization

at Naryn City of this this study and (Schaffhauser et al., 2023), was based on daily discharge and the
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simulation results were upscaled to monthly time series in to calculate the performance metrics. However,

own results are shown for both, monthly and daily simulations. Results are provided in Figure 8.8 for

Naryn City with respect to the NSE and PBIAS that were available in most of the studies. The studies

used for comparison are Shannon et al. (2023); Gan et al. (2015); Huang et al. (2022). Models used in

these studies are SWAT (with an integrated Volume-Area Scaling for glacier mass balance estimates)

(Gan et al., 2015), VIC (Huang et al., 2022) and DECIPHeR (Shannon et al., 2023). The results of all

studies are in a comparable range, with slightly deteriorated results for the two daily models compared

to the monthly models. However, the daily SWAT-GL models even outperformed some of the monthly

models (with respect to NSE). The monthly SWAT-GL model in the calibration period also showed the

overall best NSE among all compared models. With respect to PBIAS, especially the old SWAT models

performed slightly worse than the other models. All in all, SWAT-GL is able to demonstrate a great

potential in the Upper Naryn.

Figure 8.8: Comparison of SWAT-GL DE/rand/1 with other studies at Naryn City. Blue refers calibration
results within studies conducted by other authors than the ones of this dissertation, cyan refers to the
validation counterpart of this studies, Black and grey belong to the calibration and validation results
from Schaffhauser et al. (2023) and SWAT-GL DE/rand/1, the non-filled results are the daily calibration
and validation results from before, while the filled symbols represent monthly results. The SWAT-GL
and SWAT2012 results were resampled to monthly values to calculate monthly performance criteria for
comparability.

8.2 SWAT-GL Current Status & the Way Forward

A detailed overview of SWAT-GL can be obtained from the corresponding GitLab repository (https:

//gitlab.com/lshm1/swat-g), which is frequently updated in the course of changes. Although it was

generally well-shown during this work (Chapters 4, 6, 7) that SWAT-GL provides great capabilities to

simulate the hydrology of glaciated high mountain environments, future versions will hopefully contain

further advances for the community. Besides, the goal is still to initiate the community to use SWAT-GL

as a starting point and to incorporate own modifications and developments to foster a community-driven
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development and exchange. The SWAT-GL publications presented in this dissertation have already gen-

erated a lively demand for applications within the community.

SWAT-GL modifications, at this day, can be assigned to either the snow or the glacier routine. An

overview of all modifications is provided in Table 8.5. Many modifications focus on extending the exist-

ing snow routine of SWAT and to provide alternative approaches to the users. Among the implemented

concepts are for example the widely acknowledged concepts, such as the temperature index approach from

Hock (1999) or Pellicciotti et al. (2005) that integrate different radiation terms (and the corresponding ra-

diation coefficients for calibration). Moreover, users can consider mixed precipitation to account for solid

and liquid precipitation fractions simultaneously during precipitation events (Magnusson et al., 2014).

With respect to rainfall, users also have the opportunity to consider rain on snow events, where they can

define a precipitation threshold above which additional melt is allowed to occur due to an energy input

from rainfall. If the threshold is reached, melt is increased based on an additional user-defined wet-day

degree day factor. Magnusson et al. (2014) also proposed an exponential temperature index approach,

which is introduced in SWAT-GL. However, while the glacier routine has been comprehensively evalu-

ated as shown in this dissertation, the expansion of the snow concepts are not verified and validated

yet and will need further time. Future steps involve several modifications for both, the snow and the

Table 8.5: Overview of concepts implemented in SWAT-GL. A detailed and regularly updated documen-
tation can be accessed via the SWAT-GL GitLab page: https://gitlab.com/lshm1/swat-g/-/blob/v
3/swat_664_glacier_martell_clean/Documentation/SWAT-GL_Documentation.md?ref_type=heads.
The table contains novelties available in SWAT-GL and which are not available in the standard version
of SWAT.

Concept Description Reference

Glacier

∆h-parameterization Glacier evolution based on ∆h-parameterization Huss et al. (2008,
2010)

Melt based on seasonal-varying
degree day factor

Glacier melt module similar to SWAT’s standard snow
melt calculation

Snow

Rain on snow correction Adjusts snow melt factor during rain on snow events to
account for extra energy available for melt. User define
precipitation threshold and wet degree day factor.

Gyawali and Bárdossy
(2022)

Temperature index model with
potential direct solar radiation

Alternative snow melt model extending temperature
index approach for potential direct solar radiation.
There is a snow and ice melt factor and a radiation
factor. Approach is often referred to as HTI (Hock
Temperature Index).

Hock (1999)

Enhanced temperature index
model based on shortwave
radiation

Alternative snow melt model extending temperature
index approach for shortwave radiation. There is a snow
and ice melt factor and a shortwave radiation factor.
Approach is often referred to as ETI (Enhanced
Temperature Index).

Pellicciotti et al.
(2005)

Exponential temperature index
model

Alternative snow melt model calculating a seasonally
varying degree day factor as in standard SWAT, but
snow melt is then further dependent on an exponential
adjustment of a user-defined threshold temperature and
smoothness factor.

Magnusson et al.
(2014)

Mixed precipitation Users can chose whether mixed (liquid/solid)
precipitation can occur. Mixed precipitation occurs
when temperature is between two user-defined
thresholds. The solid fraction is calculated based on an
exponential function that uses the temperature relative
to the two user-defined temperature thresholds when
precipitation is fully liquid or solid.

Magnusson et al.
(2014)

Snow redistribution In elevation bands snow towers are avoided by
redistributing snow to lower elevated layers when a
threshold value of snow water equivalent is reached.

Duethmann et al.
(2015)
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glacier component of SWAT-GL. With respect to the glacier representation, it is planned to addition-

ally incorporate the widely-used V-A (Volume-Area) scaling (Bahr et al., 1997, 2015), which provides

additional option for the evolution of the glacier. However, it has to be evaluated whether the current

spatial representation of glaciers in SWAT-GL is suitable for an appropriate V-A modeling. One major

aim for future developments is to stronger incorporate people from the glaciology field to receive valu-

able feedback, which considers latest developments in the glaciological community that could be directly

translated into further improvements of SWAT-GL. Furthermore, it is planned to implement alternatives

for sublimation and accumulation which are incorporated in a simple manner so far. Another component

for example, which lacks an appropriate representation not only in SWAT-GL but is generally challeng-

ing in glacio-hydrological modeling is the adequate representation of debris cover and the two associated

effects of insulation (decreases melt) and albedo decrease (increases melt). Especially the scale for which

SWAT-GL is intended, will likely limit the appropriate representation of small scale elements. Another

feature that is difficult to handle and likely beyond the scope of SWAT-GL, albeit often asked for, is the

generation of glacier lakes when topography allows. One of the next steps will focus on the implemen-

tation of glacier advance, so that elevation sections could get glaciated again after they became ice-free.

With respect to modification of SWAT-GL’s snow routine, it is planned to first perform a comprehensive

technical verification followed by a validation that ensures real-world alignment of the already imple-

mented concepts presented before. Subsequently, features such as a full energy-balance routine might be

considered. Besides, the currently implemented alternative approaches for snow melt computations for

example, can only be parameterized globally (basin-scale) rather than spatially-distributed.

It should be noted that all advancements of SWAT-GL will consider the trade-off between complexity

and the original usage and purpose of SWAT. It is not intended to add details that for example lead to a

significant additional computational demand or do not match the semi-distributed, physically-based idea

of SWAT. However, the most important and prioritized step is the transfer from SWAT-GL to SWAT-GL.

Due to the structural changes of SWAT+, SWAT-GL might not be transferred in the same way as it is

implemented so far. There are also other changes within SWAT+, such as only globally available lapse

rates or surface runoff lags that are currently unsuitable for SWAT-GL and would lead to major changes

in SWAT+, making an implementation even more difficult. Nevertheless, a SWAT+ version of SWAT-GL

is needed and will be developed soon.
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Chapter 9

Conclusions and Outlook

9.1 Concluding Remarks

The overall goal of the underlying dissertation is:

„Advancing the representation of high-mountain hydrology and demonstrating the implications of

evolving climate models on climate impact assessment“

from which four research questions were derived and addressed:

i) How does the evolution of climate model generations affect the impact assessment of the regional

hydrological cycle?

ii) To which extent do generations of climate models contribute to the total uncertainty in hydrological

projections?

iii) Does the introduction of a glacier-expanded version, called SWAT-GL, enhance the applicability and

credibility of SWAT in high mountain environments

iv) How robust is SWAT-GL in contrasting, heavily glaciated basins, and what is the sensitivity of

glacier parameters, including interactions with the existing snow routine?

The presented work leads to the following conclusions:

Conclusion 1: Although the general direction may be consistent, climate sen-

sitivity affects the magnitude of regional hydrological changes across climate

model generations

The investigations demonstrated both, the concordance between hydrological impacts caused by different

generations of climate models, as well as the substantial differences in their magnitudes that might

exist. In dry alpine catchments, which are strongly affected by nivo-glacial processes, small temperature

variations, as they are visible in the projections of different phases of climate models, can lead to amplified

signals in the hydrological response. Temperature differences are due, in particular, to different climate

sensitivities reflected in climate models as a result of advances across climate model generations. It has

to be emphasized that despite changes in the extent of hydrological impacts, there is a lot of consistency

in the directions of projected hydrological changes. Rather than focusing exclusively on distinctions,

tremendous importance lies in emphasizing similarities projected among models within a generation
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and across different generations of climate models. This approach facilitates the creation of robust

and confident statements about regional implications of the hydrological cycle. The clear distinction of

differences is particularly important in communication of uncertainties inherent to climate change studies.

This was demonstrated for a large high mountain catchment using the two most recent phases of climate

projections that are widely in use. The translation of different climate sensitivities into the catchment

response is of high importance for a better understanding of the hydrological system and its sensitivity

to climate variability.

Conclusion 2: The generation of climate models can significantly contribute

to total uncertainty

The sources of uncertainty throughout the modeling chain up to the final impact statement are undeniably

diverse and substantial. It was shown that the generation of climate models can be an essential source of

uncertainty in hydrological projections. Particularly with regard to the influence it has on the interactions

with different factors. In addition, the study revealed that the methodology offers insights into the

development of climate models within the same family, but across different generations.

Nevertheless, other factors contribute equally or similarly to the overall uncertainty, and results can

vary depending on the hydrological variable being investigated and the projected period. It is also

noteworthy that further contributions to the projected impacts of climate change can easily arise from

simple decisions, such as the choice of calibration dataset, which need to be explored at a minimum.

Conclusion 3: Advancements in process representation, like SWAT-GL, can

significantly enhance the robustness and applicability of SWAT and other

hydrological models

Model extensions and adaptations are essential to further advance hydrological modeling, even in the

age of AI. These not only improve the general applicability, but also make an essential contribution to

increasing the credibility of the modeling. For SWAT it was shown that the introduction of a glacier rou-

tine substantially affects SWAT’s robustness and usability in glaciated catchments. Moreover, technical

improvements such as SWAT-GL help to avoid misuse and to create a sound basis for climate impact

studies. To enable a versatile and flexible applicability not only of SWAT, but of hydrological models

in general, it is crucial to continue and foster research on process representation under different scales

and conditions. Here, the importance of reproducibility and accessibility, to name just two of the pillars

of the FAIR principles, is often underestimated. Open software code, as in the case of SWAT-GL, pro-

motes a community-driven approach of model development and favors the comprehensibility of technical

innovations. While SWAT-GL introduces a completely novel process and spatial unit, it is assumed that

there is also large potential for already existing processes.

Conclusion 4: SWAT-GL offers great opportunities for diverse glaciated catch-

ments and illustrates the sensitivity of process interactions within these envi-

ronments

It is demonstrated that SWAT-GL not only successfully complements the model structure of SWAT

technically, but also provides the necessary model improvement in glaciated catchments. SWAT-GL was

able to reflect the glacio-hydrological complexities of four different glaciated catchments. The diversity
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refers to the scale and topography of the catchments as well as to the prevailing hydro-meteorological

conditions. Besides, the shown sensitivity of process interactions, such as those involving snow and

glaciers, underlines the importance of representing them adequately. It’s worth emphasizing that the

extensive availability of multi-decadal data enabled to demonstrate SWAT-GL’s capability in accurately

depicting snow and glacier processes under transient climatic conditions. Conditions which often pose

one of the greatest challenges in hydrological modeling. Conversely, this indicates the importance of

having sufficiently long model evaluation periods under transient conditions to ensure an adequate process

representation that supports robust climate impact studies. Nevertheless, it was also noted that there is

still considerable scope to improve model consistency of SWAT-GL.

Conclusion 5: Novelties introduce new challenges

Despite any improvement in the general model consistency, it was shown that even in catchments driven

exclusively by snow and glacier dynamics, there can be a considerable disagreement in the representa-

tion of streamflow. Both in terms of time and scope. This underscores once again the importance of

adopting holistic views on the hydrological cycle. Although having a good representation of snow and

glacier processes, achieving realistic discharge simulations is not necessarily the case. While a consistent

representation of snow and glacier processes is likely a necessary condition, it is not sufficient on its own

for adequately capturing the highly dynamic nature of (sub-)daily discharge. Problems are likely less pro-

nounced on the monthly scale, however, capturing short-term (daily or sub-daily) dynamics of snow and

glacier processes poses great challenges and would involve an enormous data requirement, rarely given

in these environments. Vice versa, going the traditional way in which models are purely conditioned on

discharge comes at the expense of model consistency and ultimately their broader applicability. Holis-

tic approaches that take trade-offs into account are therefore essential for advancements in hydrological

modeling.

Besides, every technical novelty reveals further weaknesses and missing elements. In the case of SWAT-

GL, the need for seasonally varying lapse rates or radiation-based melt approaches represent only two of

such examples.

9.2 Final Discussion & Outlook

In the following outlook, the two main elements of this work, namely climate impact assessment and

hydrological modelling as a whole, will be revisited in order to conclude with possible future directions.

The term potential directions should be emphasized in particular, as both topics are neither black nor

white and recommendations as well as critical remarks are based on own observations and experiences

gained in the course of developing this work. However, critical examinations of the state of the art and

current practices is considered essential to further advance the field.

First, different aspects of climate impact assessment are discussed, followed by a discussion on broader

hydrological modelling. Overall, the following topics will be covered:

I) Future Directions in Climate Impact Assessment

i) The impact statement & its communication

ii) Hydrosphere feedbacks

iii) Catchment behavior under past and future climatic conditions

iv) Providing a global context
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v) Attributing trends

II) Hydrological Modeling - A Glimpse in the Future

i) Performance evaluation

ii) Performance criteria

iii) Underpinning the understanding of the process

iv) Holistic, interdisciplinary & human-centered hydrology

9.2.1 Future Directions in Climate Impact Assessment

The Impact Statement & its Communication

It was demonstrated that advances in climate modeling can significantly influence the impact statement

and ultimately conclusions for a specific region. The uncertainty inherent in climate model generations

should be taken into account, if possible. An easy yet efficient way for studies is to clearly indicate the

extent to which the impact statement differs from previous ones, highlighting potential advancements in

climate modeling. However, it might be even more relevant to stress similarities found in the evaluation

of impacts of climate change that are based on different climate model generations. It is precisely these

similarities that enhance trustworthiness and robustness of the impact analysis. This can be further

seen in the communication of uncertainties undeniably attached to climate change studies. However, an

adequate communication of these raises awareness and benefits the credibility of the study and field. The

IPCC language, regardless of its criticism and (justified) suggestions for improvement (Janzwood, 2020),

with its distinction between three uncertainty scales at least sets the right direction here. The scale of

agreement between impact statements is likely the most easy way to orient oneself, but at the same time

represents a fundamental necessity. Even if a classification of one’s own work in the existing literature

should be the standard, the reality in the field of climate impact research is often different. However,

especially in times of exponentially increasing publication numbers where the “publish or perish” principle

is booming (Fernandez-Cano, 2021), this is an important albeit time-consuming work. The concept of

using a common terminology, such as but not necessarily from the IPCC, could even be applied within

climate impact studies. In its most basic way, a hydrology model that reflects different physical variables

shows differences in the quality exactly those are represented. Quality differences occur, either for reasons

of model structure or due to calibration schemes that usually focus on a limited number of variables.

However, impact statements often cover a wide range of variables without any qualitative differentiation.

Once again, an easy approach could be to use the aforementioned but common (and partly comparable)

language of uncertainty, where the evidence scale would offer a quality-based robustness distinction

of simulated impacts of climate change. In its simplest form, a model which was not calibrated (nor

validated) for evapotranspiration, but only for discharge, is less likely to provide evapotranspiration

projections as robust as those for discharge. The latter should therefore be classified as more reliable, and

reflected as such in communication. Conversely, if model results are treated democratically regardless

of their background, undifferentiated statements about the effects of climate change can fuel climate

skepticism, especially in today’s world.

In any case, it would be advisable to conduct at least basic investigations into the robustness of the impact

statements, as demonstrated here using the example of parameter effectiveness under different forcing

datasets. A further example is to investigate the effects of the baseline period that can have considerable

implications on the impact statement, such as a sign reversal, as shown in Liersch et al. (2020).
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Hydrosphere Feedbacks

A common aim among climate impact studies in the field of hydrology is the identification of potential

shifts in different water balance components as a response to a change in climate. The significance

of these studies is unquestionable, and the increasing trends observed in climate impact literature will

hopefully continue to grow in the future. However, far fewer studies focus on mechanistic analyses,

a potential understudied topic that could therefore set the direction for future studies. Mechanistic

should hereby represent a more thorough exploration of driver and response mechanisms that involves

the evaluation of process dominance under potential future changes. A catchment, which is subject to

persistent climate change might face substantial modifications of the water and energy balance, and

process importance could change substantially. While, for instance, understanding the magnitude and

direction of changes in evapotranspiration is indeed crucial, there remains ample room for additional

explorations in the climate impact community. An example is to shift focus on the role of vegetation

functioning under climate change, which is directly associated with the partitioning of evapotranspiration

(into transpiration and soil evaporation). Although it is often neglected, regardless whether the underlying

model structure does not allow its inclusion at all or the full capabilities of a model are not exploited

(as for example in Schaffhauser et al. (2023)), the role of CO2 on the hydrological response is well

known. It is advisable for the community to pay more attention to these feedbacks, such as the effect

of elevated CO2 concentrations on plant activity and ultimately on the interaction of evapotranspiration

and soil moisture. Good examples exist, such as in Villani et al. (2024), but in the author’s opinion are,

they are not yet mainstream. The range of potential mechanistic investigation worthwhile to pay more

attention is long. High-mountain environments, as covered in this work, offer a large pool of possibilities.

Examples can range from elevation-dependent assessments of hydrological mechanisms to the role of

groundwater in the cryosphere. The latter, in particular glacier-groundwater connectivity, seems to

remain an understudied topic as just recently shown in van Tiel et al. (2024). Besides, hydrological

models are much less frequently used to investigate processes on a sub-daily scale, nevertheless future

precipitation partitioning significantly relies on how and when it falls, which in turn governs infiltration

rates. Aggregated daily and sub-daily projections might differ and cause diversions in groundwater storage

projections. With respect to SWAT, the Green & Ampt (Heber Green and Ampt, 1911) approach offers

the corresponding capabilities, however, is rarely used in the SWAT-based climate change studies (and

SWAT studies at all). A more mechanism-centered orientation within the impact community might

lead to interesting insights. E.g., the aforementioned study from Villani et al. (2024) highlighted the

importance of model representations of evapotranspiration that are valid for CO2 concentrations higher

than 660 ppm. Or to formulate it in a similar way as Vicente-Serrano et al. (2022) in the context of

Earth System Models, reliable representations of transpiration and CO2 effects, which improve climate

projections, are one of the most urgent and important research fields that need attention. Moreover,

as a side effect more process-oriented impact assessments could promote further model improvements in

physically-based models such as SWAT.

Catchment Behavior Under Past and Future Climatic Conditions

In our work we highlighted the importance of robustness assessments as proposed for example in Krysanova

et al. (2018, 2020), serving still as one of the most essential steps and requirements in impact assessment.

An intrinsic assumption, or hope, is that models that are able to represent the catchment behavior well

under past climatic conditions will also perform equally well under comparable future climate conditions.

Chosen calibration and validation periods are often relatively short. However, Stephens et al. (2020)
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have shown that even equal past and future climatic conditions can cause divergent catchment responses.

It was shown to be particularly true if short historical periods are used for model evaluation. Again,

vegetation dynamics (including increased CO2 concentrations) are shown to be one of the key drivers

for this effect. In detail, the varying response under persistent climate change. For example, if specific

climate conditions sustain for a specific amount of time, vegetation adapts and alters transpiration com-

pared to the historical phase, regardless of equal temperature and precipitation conditions. Similarly,

groundwater storages under decades of dry and hot conditions are barely comparable to those of a five

years period of similar dry and hot conditions. A legacy effect of catchments that is of particular impor-

tance when simulating long (transient) periods. Well acknowledged, but no less challenging for climate

impact modelers, is that in most cases the model is extrapolated to conditions largely deviating from

those in the historical period. Something which is especially true under the high-emission scenarios.

These modeling challenges are also addressed by Duethmann et al. (2020) in the case of Austria. But

this is exactly where the opportunity lies for the community. Despite the increasing trend of climate

impact studies there are more than enough challenges to be addressed. The potential of exploration

is huge. Based on the aforementioned points, studies could explore more structural uncertainties, e.g.

how different process-representations behave under future conditions or hydrological models could be

improved to represent longer periods subject to transient conditions. A further and specific example that

addresses model structure-related uncertainties might focus on the widely used Hargreaves method Har-

greaves and Samani (1985) to estimate reference evapotranspiration. The method, based on temperature

and extraterrestrial radiation only, builds on lysimeter data from the 1980s for Alta Fescue grass. 8 years

of data was used to create the empirical relationship. As in Schaffhauser et al. (2023), the method is

commonly used to extrapolate evapotranspiration until 2100. However, does the empirical relationship

between temperature, extraterrestrial radiation and the calibrated value of 0.0023 for KET hold under

extremely shifted climatic conditions along with varied plant feedbacks?

Providing a Global Context

As mentioned in the beginning of this work, 2023 was an impressive year of a frightening nature. This

was just recently confirmed in the report "State of the Climate in 2023" to which more than 590 scientists

contributed (Blunden and Boyer, 2024). The Paris Agreement defined the limits of 1.5°C and 2°C, two

distinct values barely found in climate impact studies. Although the Paris Agreement does not establish

a specific time frame, which may slow the implementation of measures in some areas, greater emphasis

might be placed on these figures in climate impact assessments. One could argue that, for this reason,

studies should be more closely aligned with global limits. Also regional climate impact studies could

aim to incorporate a global perspective rather than overlook it. In detail, climate impact studies could

shed light on how a warming of 1.5°C, 2°C or 3°C translates to local hydrological changes, rather than

focusing solely on projections for near or far future periods. Back in 2017, James et al. (2017) provided

valuable suggestions how the global context could be considered in studies. In public discourse, the

question often arises whether half a degree matters or not. These regional variations in the impacts

caused by global climate change could give important insights to decision makers and may serve as the

tipping point to initiate meaningful action. Besides, they provide a valuable link to the future direction

of climate impact-related research. As demonstrated in this work, it’s not only the generation of climate

models that matters, but significant differences can also exist between models within the same generation.

Therefore, it may be important not only to focus on the period when an ensemble mean (or median)

reaches global target values, but also to examine the trajectories of the individual climate models (James
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et al., 2017). The question, which is proposed can be stated as "Does the pathway how a global threshold

temperature is reached affect regional impacts on hydrology?".

Attributing Trends

Trend tests are widely applied in hydrological studies, including climate impact studies. It is also common

practice to assign present trends, mostly in the 20th Century, in hydrological variables to anthropogenic

climate change, at least as an indicator of it. Even if the evidence is overwhelming or even incontestable

that humans are responsible for the lion’s share of climate change, the outreach of determining the

actual contribution may be much greater. Attributing trends to man-made climate change helps to

underline its presence, to indicate its impact and to raise awareness on the consequences of our actions.

Comparative studies that show how past impacts might have been dampened, or even vanished, in absence

of anthropogenic climate change can be a promising way in to engage stakeholders. If we know to which

degree trends (or events) might be caused by human activities, the communication between science and

policy makers or various stakeholders could be facilitated. Since extreme events such as floods or droughts

in particular, are generally associated with monetary losses, information on the probability of these events

intensifying or increasing in frequency might have a decisive influence on action. Projecting impacts over

several decades offers important insights, but encountering those effects directly on our doorstep yesterday

presents a more immediate and tangible reality. While there is a lot of literature on climate attribution

(usually extreme event attribution), the field of attributing climate change (or specific events) to its

causes, there is less literature on climate impact attribution that addresses how observed impacts can be

attributed to climate change. Recent and promising examples, in which it was investigated whether and

how hydrological changes can be attributed to climate change are for example provided in Javed et al.

(2023); Didovets et al. (2024). A key aspect of the two examples is that both are based on ATTRICI

(ATTRIbuting Climate Impacts) data (Mengel et al., 2021), which provides counterfactual meteorological

data, a dataset that does not include long-term climate trends. The data is ready to use and easy to

access and hence serves as a fast and efficient approach to perform impact attribution studies within the

hydrological community. The benefits and potential of these (rapidly emerging) datasets are far from

being fully exploited. Although the data is only statistically detrended and not derived from climate

model runs that exclude human-induced emissions, it can provide valuable insights.

9.2.2 Hydrological Modeling - A Glimpse in the Future

Finally, we will take a last look at various aspects of hydrological modeling and its potential future to

close the circle started in the Introduction.

Taking again a brief Scopus analysis as a basis, hydrological modeling has gained increasing popularity

over the past few decades. Since 2000, the number of documents retrieved using the combined search term

"hydrological model" or "hydrology model" (as a proxy for hydrological model applications) has increased

roughly tenfold, rising from 146 documents in 2000 versus 1,450 documents in 2023. Nevertheless, despite

substantial progress in some respects, there remain challenges that the community needs to address. Some

of these issues are linked more to poor habits and practices rather than to fundamental process-based

hydrological problems or gaps in understanding, as illustrated by the well-known work of Blöschl et al.

(2019). As a result, many of these improvements can be easily implemented.
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Performance Evaluation

A key aspect in nearly all our hydrological model applications, regardless of the absolute model task, is

evaluation of the model performance. It is important to place achieved model skills during the calibration

and validation phases into context, providing the reader not only a numeric value but also with an estimate

whether this value can be considered good or not. A commonly used approach, as done for example in

Schaffhauser et al. (2023), is to categorize the chosen performance metrics, which is often based on

the widely recognized (and useful) classification system of Moriasi et al. (2007). The popularity and

implementation of the proposed classification scheme can be indirectly corroborated by a brief Scopus

review, which reveals that the number of citations of the referenced work has grown linearly with the

increase in studies related to hydrological modeling, rising from 4 citations in 2007 to 1,125 citations

in 2023. The small example is illustrated in Fig. 9.1. It is great that the community works towards

making model performances comparable. However, it often appears that modelers rely too heavily on the

Figure 9.1: Results of the Scopus based literature review. Black bars indicate how the number of studies
dealing with hydrological modeling have evolved, red bars illustrate how in parallel the citation of Moriasi
et al. (2007) evolved that provides guidance on model ratings.

classification scheme and results that may not be particularly robust or satisfactory, even if classified as

such. Especially results classified as "satisfactory", for example, are sometimes presented in a very positive

manner, suggesting that the model quality is adequate for the intended task. In reality, "satisfactory" is

the second lowest category out of four, with values between 0.5 and 0.65 for the NSE. Relying solely on

these predefined classes can be risky, as it may lead modelers to commit too early even when substantially

better results can be achieved. This can result in insufficient effort into an accurate representation of

hydrological processes, which can impact the study’s conclusions. For instance, it might cause a lack of

cross-validation of simulated processes, particularly when fully automatic optimizers are employed. This

can result in a poor understanding of the basin’s processes or a lack of insight into model limitations.

Addressing questions like "What doesn’t work well in the model and why?" is crucial for advancing

hydrological modeling. Not to mention how equifinality affects the representation of variables under

similar model performances. Although a thorough literature review of previous modeling activities within

the study area is one of the initial tasks that every modeler should ideally undertake, the specific results

of model performances are rarely visualized or summarized in tables in hydrological studies. Studies

often tend to cover this (incompletely) in the introduction, where it is noted whether previous work was
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done and what major conclusions were drawn. However, a more detailed and quantitative presentation

of actual model performance values of past studies could substantially increase comparability across

studies. This would aid the reader’s ability to evaluate the results. Moreover, solutions could make use

of existing and fair approaches that deal with this topic. The benchmark test proposed by Seibert et al.

(2018b), for example, provides a good way to fairly assess model performance. However, benchmarking

is not yet common practice and still remains the exception. Ideally, solutions should include both a clear

illustration of other groups modeling efforts and the integration of a benchmarking test. The latter is

especially important if a model is subject to a strong seasonal component, as for example in the tropics or

snow-dominated basins. As discussed in this work, good performance criteria might be achieved relatively

easily in these regions and potentially good performance values could be easily outperformed and thus

lowers the actual model skill.

Shifts towards a more open and self-demanding model evaluation would be desirable and positively impact

the quality of modeling studies. In turn, this could enhance the overall perspective on model evaluation,

which is often heavily focused on individual objective function values. Complete water balance results,

which are not yet commonly included in hydrological modeling studies, should become mandatory to give

readers a comprehensive view of the impact that a specific model evaluation strategy has had. Consistent

implementations would further enhance comparability between studies.

Performance Criteria

Somewhat attached to the aspects made concerning performance evaluation, is the performance criteria

itself. Widely acknowledged and followed nowadays, is the use of an ensemble of different performance

criteria. Although optimizers that only use one objective are, however, equally widespread. Despite

great efforts within the community to introduce novel and superior criteria, these are rarely adopted in

the practice of hydrological applications. Examples of developments refer to the relatively old and more

frequent used Index of Agreement that was continuously enhanced (Willmott, 1981; Willmott et al.,

1985, 2011), or deal with more balanced representations of specific inter-annual conditions reflected

in annually separated versions of the NSE or KGE (called split NSE or KGE) (Fowler et al., 2018),

as well as the usage of KMoments-based approaches as suggested in Pizarro and Jorquera (2024). A

more comprehensive overview and discussion was provided in this work. Recommendations frequently

emphasize the importance of considering transformation of the target variable prior to the calculation of

standard performance criteria. This is particularly true when least square approaches based on squared

errors are used. Among the most commonly used evaluation metrics are the NSE and KGE, both

of which minimize squared errors. Despite the discussion on their shortcomings that has a long history

dating already back to 1978 in Garrick et al. (1978), the metrics are relatively unrivaled in the community.

However, a welcomed tendency observed in the community is that more attempts being made to consider

low flow-focused metrics, such as the logNSE, to account for parts of the deficiencies inherent in metrics

such as the NSE. Nevertheless, especially under changing climatic conditions a careful evaluation of

the choice of the objective function is advisable. Improper selections might constrain the robustness of

interpretations or statements with respect to diverse aspects of the target variable. The choice should

suit the final goal of the study. Preliminary investigations of the current climate and, ideally, projected

future climate conditions can aid the choice as it allows to see if significant drying might justify moving

from squared-error approaches to methods based on absolute errors.
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Underpinning the Understanding of the Process

Hydrology is linked to a wide range of disciplines, and modelers can find themselves moving into unfa-

miliar, though related, areas as part of their work. Modeling therefore can rapidly become relevant to

or intersect with fields such as agriculture, forestry, ecology, meteorology (and climatology), glaciology,

limnology, or geology. Hence, it might be all the more important to continuously expand and improve

our process understanding. In fact, hydrology is highly interdisciplinary and increasingly involves ad-

vanced technical disciplines, such as remote sensing and artificial intelligence (AI), which influence the

methods used to investigate and represent the hydrological system. In the author’s view, programming

skills might have generally improved, although perhaps with great fluctuations, or technical innovations

have at least made programming considerably easier. However, interdisciplinarity and creating advanced

skills in these topics can occupy a significant amount of time. Time, a rare commodity, especially in

the scientific environment, which in the worst case has a negative impact on the actual scientific work

and is currently being discussed a lot, as in a recently published Nature Editorial (Nature, 2024). This

contrasts with the expectations that scientists should have a detailed understanding of modern techniques

across various fields, including not only hydrology but also remote sensing, handling diverse reanalysis

and remote sensing datasets, and AI, where such skills appear almost essential. It is easy to see that

this can happen at the expense of the understanding process hydrology. Thus, multifaceted opinions

exist on how much expertise should young scientists have already internalized in the subject itself at

the beginning of their career? Answers certainly depends strongly on where one draws the line in the

interface discipline of hydrology mentioned at the beginning, which in turn is very subjective. Therefore,

a practical example using the Priestley-Taylor (Priestley and Taylor, 1972) method for calculating poten-

tial evapotranspiration should be provided. While there is likely agreement that a hydrological modeler

should be familiar with the concept, there may be no consensus on whether a hydrologist should know

all background on the Priestley-Taylor coefficient αpet, also known as dryness coefficient. There might

be even more disagreement regarding whether the scientist should know the default value used in SWAT

(αpet = 1.28), which for example differs from HEC-HMS (αpet = 1.26). The divergence could become even

more pronounced when discussing the reasons behind these values and the conditions they represent.

It is thus important that our understanding of process hydrology is internalized, maintained and ex-

panded. This is fundamental to further improve our hydrological models. Many of the concepts we rely

on have been used for quite some time, underscoring how previous generations had to deal deeply with

these processes, potentially allowing them to build greater experience and expertise in process hydrology.

It might be dangerous if modelers in the scientific community view the core of their applications, the

model, merely as a tool or means to an end, thereby treating it as a black box. On the other hand, don’t

acknowledging the inherent uncertainties and blindly following a pure model-believing paradigm is equally

dangerous. It should be emphasized that we do not necessarily have less process-oriented knowledge than

in the past; instead, the focus might have shifted, and priorities are now aligned differently to meet the

demands of modern, fast-paced, and output-driven research. The latter is closely linked to the issue of

time and an additional ongoing topic of public debate. A recently published Editorial titled "Should we

publish fewer papers?" from Jin (2024) offers valuable insights into modern academic life. This suggests

that gaining a thorough hydrological understanding of the processes might be anything but easy.

Additionally, there is still a significant need for research that focuses on process-based hydrology. Just

recently Tarasova et al. (2024) published a comprehensive review, where they identified knowledge gaps

with respect to catchment characterization. The work demonstrates for instance that dry environments

are heavily understudied, as only 16% of the studies focus on these environments. However, those en-
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vironments cover 42% of our land surface. Although the results are not directly linked to hydrological

modeling studies, it is likely that similar conclusions could be drawn within the broader field of modeling

studies. A specific example of future directions for process-based modeling studies may lay in evaluat-

ing and potentially improving runoff generation processes under contrasting conditions, such as dry and

humid environments. Dry environments are typically characterized by infiltration excess, while humid

environments are usually driven by saturation excess. This raises the question of whether SWAT is

equally suitable across different catchments and runoff generation characteristics, especially given that

most studies use the empirical SCS-CN method, regardless of its environmental setup. An interesting

synthesis dealing with interflow, recently published by McGuire et al. (2024), provides valuable process-

related ideas that can be translated into the modeling domain. Interflow, a runoff process that might

often be overlooked, albeit its dominance in catchments with steeper slopes and underlying soils of limited

permeability. SWAT, which does not differentiate between lateral and vertical hydraulic conductivity,

can face challenges in accurately representing lateral flow, as such parameters end up controlling multiple

processes. Besides, if impermeable layers are implemented alongside crack flow, the latter outweighs

the impermeable layer. Studies that assess different catchment characteristics while evaluating process

representations (model structure) could be highly beneficial for the modeling community. However, cat-

egorizing catchments based on specific characteristics (climatic, topographic etc.), such as dry or humid,

might be too simplistic and incomplete as a feature, given the extensive variability in hydrological fea-

tures across different scales within dry regions alone. This highlights the importance of process-oriented

hydrology and underscores the need for a thorough understanding of the studied catchment. Hydrological

signatures, therefore, play a crucial role in effectively utilizing and improving our hydrological models.

Holistic, Interdisciplinary & Human-centered Hydrology

The above-mentioned role of hydrology as an interface discipline holds great potential. Even though

our projects have always been interdisciplinary, it is quite likely that interdisciplinarity will become even

more important in the future. The human fingerprint is already large, be it due to (anthropogenic)

climate change or socio-economic drivers that lead to human interventions and change our land and

water management, making unaffected hydrological systems rare. It is especially these areas in which

human intervention is already visible or will be influenced to a much greater extent in the future, where a

holistic view of water resources is essential to protect and manage it sustainably. Hydrological modeling

plays an important role, but on its own, does not constitute a holistic approach. Model coupling and

integration, yet not new, may become even more critical in the future to bridge disciplinary boundaries.

In particular, it is the feedback between different components that must be adequately represented -

something a hydrological model alone can hardly achieve. Feedbacks exist everywhere, whether between

water availability and demand, land cover and atmosphere, or the anthroposphere, which impacts all

aspects. It needs solutions, in particular in impact assessment, that try to integrate a human-centered

component. Challenging. But a continued focus on pure future hydrology without considering potential

new water infrastructure or regulations and policy changes that affect our hydrology, we can’t expect

big future steps in the field. As one now might think of digital twins of the Earth as advanced tool

that integrates many of these different components, that is right - however, the reflections published by

Saltelli et al. (2024) and titled "Bring digital twins back to Earth" contains interesting thoughts on the

strong focus on high resolution physical variables along with a lacking societal component. More studies

focusing on interactions between economy and hydrology may be indicative and helpful here, as many

human interventions are monetary driven. There is certainly still great potential to better integrate and
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utilize the knowledge of related disciplines such as agriculture or forestry. This is particularly important

in order to develop holistic modeling systems that go beyond piecemeal, where modeling groups from

different disciplines pursue individual tasks independently of each other and merge results in the end as a

post-processing task. Future holistic approaches may (and should) explore further ways. Something that

also applies for the interplay between hydrology and the rapidly emerged field of AI, where groups often

focus either on the AI approach or traditional process-based modeling but synergies and collaboration are

not yet fully exploited. The considerable progress and highly promising results achieved by AI models in

hydrology led to controversial discussions and mixed feelings in the community. An example from recent

years is the article from Nearing et al. (2021), which tackles the question what role hydrology in the age

of machine learning plays. A title that was probably deliberately chosen to challenge the community.

The Google group just published a global AI-based flood forecasting system with very promising results

(Nearing et al., 2024). In fact, hydrology should take greater advantage of the strengths offered by novel

technologies and remain open to alternatives, whether they complement or eventually replace established

approaches. New or improved understanding of the processes may emerge, which could ultimately be

reflected in the models we currently use.

Many of the points mentioned, along with this work itself, align with Aristotle’s famous phrase:

"The whole is greater than the sum of its parts."
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Appendix A

Appendix Chapter 4

Table A.1: Overview of the model parameters used in the calibration of the hydrological models driven
by the reference datasets of the two ISIMIP families, namely EWEMBI and W5E5. Parameter ranges
were individually set and fixed for each calibrated subbasin/gauge.

Category Parameter File Description

Water Balance PLAPS .sub Precipitation Lapse Rate [mm/km]
TLAPS .sub Temperature Lapse Rate [◦C/km]

Snow TIMP .sno Snowpack Temperature Lag Factor [-]
SMFMX .sno Melt Factor for Snow on 21st June [mm H20/(◦C*d)]
SMFMN .sno Melt Factor for Snow on 21st December [mm

H20/(◦C*d)]
SMTMP .sno Snowmelt Temperature [◦C]
SFTMP .sno Snowfall Temperature [◦C]

Groundwater ALPHA_BF .gw Baseflow Alpha Factor [days]
GWQMN .gw Shallow Aquifer Threshold for Baseflow to Occur

[mm]
GW_DELAY .gw Groundwater Delay [days]
RCHRG_DP .gw Fraction of Percolation for Deep Aquifer [-]
REVAPMN .gw Shallow Aquifer Threshold for Revap to occur [mm]

ETP & Runoff EPCO .hru Plant Uptake Compensation Factor [-]
ESCO .hru Soil Evaporation Compensation Factor [-]

SURLAG .hru Surface Runoff Lag Time [days]
CN2 .mgt Curve Number for Moisture Condition II [-]

Soil SOL_AWC .sol Available Water Capacity for the Soil Layer [-]
SOL_k .sol Available Water Capacity for the Soil Layer [mm/h]

SOL_BD .sol Soil Bulk Density [mg/m3]
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Figure A.1: Temperature and precipitation trajectories at the basin scale for the high and low emission
scenarios of ISIMIP2 and ISIMIP3 until 2099. The shaded area refers to the standard deviation of the
inter-model range. The straight lines represent the MMM. The historical period is indicated as grey.
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Figure A.2: Seasonal temperature and precipitation trajectories at the basin scale for the high and low
emission scenarios of ISIMIP2 and ISIMIP3 for the near and far future period. The shaded area refers to
the standard deviation of the inter-model range. The straight lines represent the MMM. The historical
period is indicated as grey. P refers to precipitation and T refers to temperature.
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Figure A.3: Seasonal snowmelt projections under ISIMIP2 and ISIMIP3. The meteorological seasons are
averages of: Spring - March, April, May; Summer - JJA; Autumn - SON. The vertical grey bar indicates
the warm-up season required in the hydrological model, where no data is available.
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Figure A.4: Sensitivity of evapotranspiration, soil moisture, discharge and snowmelt to temperature
variations under ISIMIP2 and ISIMIP3. Sensitivities are assessed for projected annual anomalies of each
variables and the respective projected temperature change. I2 refers to ISIMIP2 and I3 to ISIMIP3.
Grey markers correspond to the individual GCM results, color symbols represent the multi-model mean
(MMM). Results consider all projected values.
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Appendix Chapter 7

Table B.1: Parameter ranges and median values of all glaciers for the last generation of the optimization.
Note: only the glacier parameters are shown here, which is the main novelty and purpose of the article.

Glacier GLMLTMP GLMFMX GLMFMN f_frze f_accu
Min Max Median Min Max Median Min Max Median Min Max Median Min Max Median

GG 0 4.00 0.70 3.50 6.51 4.05 2.50 8.00 5.76 0.001 0.01 0.0092 0.01 0.70 0.09
LCG 1.56 4.62 3.75 3.50 12.00 3.70 2.50 8.00 2.95 0.001 0.01 0.0033 0.01 0.70 0.45
SCG 0 4.00 3.92 3.50 12.00 4.40 2.50 8.00 2.74 0.001 0.01 0.0059 0.01 0.70 0.01
Wol 1.88 5.00 4.49 3.50 9.53 7.13 2.50 8.00 3.30 0.001 0.01 0.001 0.01 0.70 0.03

130



APPENDIX B. APPENDIX CHAPTER 7

Figure B.1: Simulation results for centered mean annual discharge.
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Figure B.2: Annual glacier hypsometry observations for all four glaciers. Grey indicates each year where
data was available while black represents the first available year and the individual colors the last available
year of measurements.
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Figure B.3: Observed annual glacier area observations of all glaciers expressed as fraction of initial area.
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Figure B.4: Similar to cumulative mass balance plot of Fig. 7.7 but providing all individual solutions
of the final generation instead of the range. The boxplots provide an estimate of the distribution of the
cumulative mass balance at the end of simulation period. In detail, for example at the GG the boxplot
consists of the 100 individual cumulative mass balance estimates of year 2021. Blue crosses indicate the
results of the best annual mass balance representation in the optimization and black circle indicate the
final observed value.
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