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Abstract

The hostile radiation environment at the Large Hadron Collider (LHC) affects detectors, accelerator beamline elements
and electronic devices, requiring the careful characterisation of the radiation levels via both measurements and
simulations. This thesis aims to study the mixed radiation field along the LHC tunnel in a previously insufficiently
explored area: on one hand, via developing the FLUKA simulation model of the accelerator, benchmarked with
measured data, and on the other hand, via assessing the suitability of a Timepix3 detector technology for the new
application as a radiation monitor at the LHC and for its upgrade, the High Luminosity LHC (HL-LHC).

The radiation field at LHC is studied based on the role (collimation, collisions, etc.) of each insertion region (IR)
(straight region of the accelerator). At insertion region 4 (IR4), responsible for beam acceleration, a plethora of beam
instruments are hosted. It is now systematically studied for the first time, focusing on the operation of two beam gas
monitors, the Beam Gas Vertex (BGV) and the Beam Gas Curtain (BGC). Demonstrator instruments have been used
during Run 2 (3) for the BGV (BGC), allowing to to assess their performance for the radiation measurements at the
current LHC accelerator, as well as to predict the radiation levels at the future HL-LHC machine. Neither instrument
generates radiation levels that would impede the critical operation of the accelerator, but do exhibit radiation showers
that are significantly above background.

Furthermore, a novel radiation monitor based on the Timepix3 detector, a 300 µm thick silicon pixel sensor with
integrated readout electronics has been characterised in detail. Two test campaigns aimed to perform an energy
calibration, i.e. conversion of the measured time over threshold (ToT) signal into deposited energy Edep, carried out
using quasi-mono energetic hadron beams from 0.6 to 8.4 MeV. The calibration analysis at the energy deposition
cluster level indicates that the detector operates in a linear regime up to a particle energy of 2 MeV with ToT =
Edep · (993 ± 93) [25 ns/MeV] + N · (23.10 ± 2.14) [25 ns/pixel], with N being the number of pixels in the cluster, while
evidence of saturation effects is visible for higher particle energies. Two further test campaigns have been performed
using neutron in two different energy regimes: (i) a cold neutron beam (moderated from a nuclear fission reactor) with
6.67 meV peak energy, also using LiF conversion layers, and (ii) neutrons emitted by an americium-beryllium (AmBe)
source up to 10 MeV.

The Timepix3 radiation monitor has been deployed in 2023 at LHC IR4 to assess the radiation field during the nominal
LHC operation (considered as the background), and compared with the BGC measurements (considered as the signal).
The foreseen Timepix3 usages comprise of: (i) complementing the existing standard monitoring of the total ionizing
dose and the particle fluence, and (ii) providing new capabilities, such as locating the radiation source and functioning
as a linear energy transfer detector. The agreement between the simulated BGC signal and the Timepix3 measurements
are slightly undersimulated, but within errorbars.

In addition, the results of a transversal muon flux measurement campaign with the Timepix3 radiation monitor
during a luminosity run of the LHCb experiment are presented, yielding a muon rate around 8.6 counts/cm2/pb−1,
matching the normalized FLUKA simulation predictions with a counting rate (CR) ratio RCR = CRsim/CRmeas,tpx =
1.77 ± 26%.

In all cases, the main advantage of the Timepix3 radiation monitor is twofold: the good timing resolution and the low
energy threshold enable the prompt detection of beam losses even in low radiation areas such as the shielded alcoves
of the accelerator, where electronics are typically located. It outperforms many conventional detectors by providing
more precise measurements, faster real-time data, allowing to eventually classify the incident particles according to
their type, incident direction and energy, by measuring the radiation field on a particle by particle basis, which has
been demonstrated.
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Zusammenfassung

Die hohe Strahlenbelastung im Large Hadron Collider (LHC) beeinflusst die dort platzierten Detektoren, Beschleuni-
gerkomponenten und Elektronik negativ, was eine sorgfältige Charakterisierung der Strahlungsumgebung durch
Messungen und Simulationen verlangt. Das Ziel dieser Arbeit ist es, das gemischte Strahlungsfeld in insertion region
4 (IR4), einer bisher unzureichend erforschten Region des LHC, zu untersuchen: einerseits durch die Entwicklung
eines FLUKA-Simulationsmodells des Beschleunigers, andererseits durch die Evaluierung der Eignung der bekannten
Timepix3-Detektortechnologie für die neue Anwendung als Strahlungsmonitor am LHC und für dessen Erweiterung,
den High Luminosity LHC (HL-LHC).

Zum ersten Mal wird die Strahlungsumgebung in IR4 des LHC systematisch untersucht, eine Umgebung reich an
Strahlendiagnostikinstrumenten. Ein besonderer Fokus liegt auf der Verwendung von zwei bestimmten Instrumenten,
dem Beam Gas Vertex (BGV) und dem Beam Gas Curtain (BGC). Prototypen dieser Intrumente wurden während des
Run 2 bzw. Run 3 für den BGV bzw. BGC getestet. Mit diesen Daten können die Auswirkungen auf den derzeitigen
LHC Beschleuniger bestimmt werden und Prognosen für die Strahlungsniveaus an der HL-LHC Maschine erstellt
werden.

Des Weiteren wird ein neuartiger Strahlungsmonitor, der auf einem Timepix3-Detektor aus Silizium mit einer Dicke
von 300 µm basiert, im Detail charakterisiert. Zwei Testkampagnen zielten darauf ab eine Energiekalibrierung, das
heißt eine Umwandlung der gemessenen Zeit über dem Schwellenwert, time over threshold (ToT), in deponierte
Energie Edep, durchzuführen. Diese beiden Kampagnen verwendeten quasi-monoenergetischen Hadronenstrahlen
von 0.6 MeV bis zu 8.4 MeV. Die Analyse der Kalibrierung auf Clusterebene zeigt, dass der Detektor in einem linearen
Bereich mit ToTreg = Edep · (993 ± 93) [25 ns/MeV] + N · (23.10 ± 2.14) [25 ns/pixel] operiert, wobei N die Anzahl der
Pixel ist. Zwei weitere Testkampagnen wurden mit Neutronenstrahlen in unterschiedlichen Energiebereichen durchge-
führt: (i) mit kalten Neutronen mit einer durchschnittlichen Energie von 6.67 meV und LiF Konversionsschichten, und
(ii) mit einer americium-beryllium (AmBe)-Quelle, die Neutronen bis zu 10 MeV aussendet.

Mit den Erkenntnissen aus den vorher erwähnten Studien, wurde der Timepix3-Strahlungsmonitor im Jahr 2023 in der
IR4 eingesetzt, um das Strahlungsfeld während des nominalen LHC-Betriebs (Hintergrund) und des BGC-Betriebs (Sig-
nal) zu bewerten, wodurch die beiden neu entwickelten Instrumente zur Strahlungsüberwachung zusammengeführt
werden. Zu den vorgesehenen Anwendungen gehören sowohl (i) die Ergänzung der bestehenden Standardüber-
wachung von total ionizing dose und der Teilchenfluenz als auch (ii) neue Fähigkeiten, wie die Lokalisierung der
Strahlungsquelle und Durchführung einer linear energy transfer Analyse.

Außerdem werden die Studienergebnisse einer eigenständigen erfolgreichen Kampagne zur Messung des transversaler
Myonenfluss (8.6 counts/cm2/pb−1) am LHCb Experiment während der Luminositätsproduktion vorgestellt. Die
experimentellen Daten stimmen mit den normierten FLUKA Simulationsvorhersagen mit einem Verhältnis von
RCR = CRsim/CRmeas,tpx = 1.77 ± 26 überein.

In allen Fällen ist der Hauptvorteil des Timepix3-Strahlungsmonitors ein doppelter: Die gute zeitliche Auflösung und
die niedrige Energieschwelle des Timepix3-Detektors ermöglichen die sofortige Erkennung von Strahlenverlusten auch
in Bereichen mit geringerer Strahlung, wie z. B. in den abgeschirmten Nischen des Beschleunigerkomplexes, wo sich
normalerweise die Elektronik befindet. Darüber hinaus erlaubt der Timepix3-Strahlungsmonitor, das Strahlungsfeld
Teilchen für Teilchen zu messen und die einfallenden Teilchen nach ihrem Einfallswinkel und Energiebereich zu
klassifizieren.

vii





Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

Prologue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1 Introduction and motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Radiation to electronics impact at CERN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 The CERN accelerator complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Operational cycles of the LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 The radiation to electronics activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 LHC availability and radiation to electronics performance . . . . . . . . . . . . . . . . . . . . 12
2.6 Beam loss mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6.1 Luminosity burn-off . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6.2 Beam-residual gas interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.7 Insertion regions: classification based on radiation levels . . . . . . . . . . . . . . . . . . . . . 14

3 Characterization of the LHC radiation field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 The simulation approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 The FLUKA Monte Carlo code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Scored quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.1 Instantaneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1.1 Heat loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1.2 Power density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.2 R2E related quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3.2.1 Cumulative effects - total ionising dose . . . . . . . . . . . . . . . . . . . . . . 20
3.3.2.2 Stochastic - particle fluences causing single event effects in electronics . . . . 20

3.4 Radiation level monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.1 Beam loss monitors - dose rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.2 Data analysis chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.3 Annual measured levels at IR4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

The First Act - The radiation environment at LHC IR4 . . . . . . . . . . . . . . . . . . . . . . 27

4 Introduction to the LHC IR4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 IR4 geometry layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1.1 BGV instrument area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1.1.1 Distributor feed box (DFB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

ix



Contents

4.1.1.2 Lattice dipole magnets (MB) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1.1.3 Lattice quadrupole magnets (MQ) . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1.2 BGC instrument area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2.1 Transverse damper (ADT) system . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2.2 Accelerating superconducting cavities (ACSCA) . . . . . . . . . . . . . . . . 31
4.1.2.3 Dipole magnet for beam separation - single aperture (MBRS) . . . . . . . . . 32
4.1.2.4 Dipole magnet for beam separation - twin aperture (MBRB) . . . . . . . . . . 33
4.1.2.5 Beam screen radiation telescope (BSRT) . . . . . . . . . . . . . . . . . . . . . 33
4.1.2.6 Wider vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.2.7 Undulator magnet (MU) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.2.8 Beam quality Schottky (BQS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.2.9 Focusing quadrupole (MQY) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.2.10 Vacuum module (VMA) and valve gates (VVGS) . . . . . . . . . . . . . . . . 35

5 Source term: beam gas interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.1 Mechanism and normalization factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.1.1 Beam intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.1.2 Interaction cross section at LHC beam energies . . . . . . . . . . . . . . . . . . . . . . . 38

5.1.2.1 General theory on proton-nucleus interactions . . . . . . . . . . . . . . . . . 38
5.1.2.2 FLUKA implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.1.3 Gas density profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.1.4 Produced secondaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1.5 Beam phase space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2 Measured data - selected time periods of operation . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Ion operation radiation levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.4 Systematic errors and uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6 The Beam Gas Vertex (BGV) instrument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1 Instrument description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1.2 Injected gas profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2.1 Measured radiation Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2.2 FLUKA simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2.3 LHC BGV demonstrator benchmark in Run 2 . . . . . . . . . . . . . . . . . . . . . . . . 50

6.3 Radiation level specifications for HL-LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.4 Future BGV operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

7 The beam gas curtain (BGC) instrument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1 Instrument description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1.2 Injected gas profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
7.2.1 Measured radiation levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.2.1.1 Background subtraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.2.1.2 Analysis results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

x



Contents

7.2.2 FLUKA simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.2.3 LHC BGC demonstrator benchmark in Run 3 . . . . . . . . . . . . . . . . . . . . . . . . 64

7.3 Radiation levels specifications for HL-LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.3.1 Accelerator tunnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.3.2 UX45 Shielded alcove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.4 Future BGC operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

The first act - summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

The second act - The timepix3 radiation monitor and its characterisation . . . . . . . . . . 75

8 The Timepix3 radiation monitor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
8.1 The Timepix3 detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

8.1.1 Operational principle: signal formation . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
8.1.2 Clustering and charge difussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
8.1.3 Energy calibration principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.1.4 Pixel level energy calibration principles . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

8.1.4.1 Normal regular regime - regions A and B . . . . . . . . . . . . . . . . . . . . . 79
8.1.4.2 High energy regime: saturation effect - regions C and D . . . . . . . . . . . . 80
8.1.4.3 Very high energy regime: the volcano effect - regions E and F . . . . . . . . . 81

8.1.5 Cluster-level calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.1.6 Time measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

8.2 The Timepix3 radiation monitor setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2.1 Setup description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.2.2 Operating threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.2.3 Threshold dispersion and pixel equalisation . . . . . . . . . . . . . . . . . . . . . . . . 85
8.2.4 Bias voltage and depletion layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8.2.5 Pile-up limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.3 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.3.1 Cluster parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.3.2 Cluster types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

9 Test campaigns: energy calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9.1 CALLAB sources: 241Am and 60Co . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

9.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9.1.2 Facility description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9.1.3 Installation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
9.1.4 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.1.4.1 241Am - α particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
9.1.4.2 60Co - γ lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
9.1.4.3 Pile-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9.1.5 Test campaign summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
9.2 CNA: protons and alphas from 0.6 to 8.4 MeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

9.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
9.2.2 Facility description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

xi



Contents

9.2.3 Energy calibration and dead layer estimation strategy . . . . . . . . . . . . . . . . . . . 99
9.2.4 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

9.2.4.1 Event selection and cluster parameters . . . . . . . . . . . . . . . . . . . . . . 102
9.2.4.2 Proton and alpha cluster measurements . . . . . . . . . . . . . . . . . . . . . 103
9.2.4.3 Energy calibration and dead layer estimation . . . . . . . . . . . . . . . . . . 105
9.2.4.4 Saturation effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
9.2.4.5 Compensation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

9.2.5 Test campaign summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

10 Test campaigns: neutron detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.1 ILL: cold neutrons at 6.67 meV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

10.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.1.2 Facility description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.1.3 Installation and data taking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.1.4 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

10.1.4.1 Beam profile analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.1.4.2 Neutron detection device with 6LiF converter layer . . . . . . . . . . . . . . . 117

10.1.5 Test campaign summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
10.2 AmBe: neutrons up to 10 MeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

10.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
10.2.2 Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

10.2.2.1 Diode detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
10.2.2.2 Timepix3 detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

10.2.3 AmBe Neutron source and installation . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
10.2.4 Detector results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

10.2.4.1 Diode results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
10.2.4.2 Timepix3 results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

10.2.5 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
10.2.6 Detector comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
10.2.7 Test campaign summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

The second act - summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

The third act - Timepix3 as a radiation monitor at the LHC . . . . . . . . . . . . . . . . . . . 131

11 Timepix3 radiation monitor at the LHC IR4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
11.1 Timepix3 installation in US450 alcove . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
11.2 Measurements of the nominal LHC cycle operation . . . . . . . . . . . . . . . . . . . . . . . . 133

11.2.1 The typical LHC cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
11.2.1.1 Natural radiation background (no beam) . . . . . . . . . . . . . . . . . . . . . 134
11.2.1.2 Beam injection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
11.2.1.3 Energy ramp up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
11.2.1.4 Top energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

11.2.2 Count rate vs. dose rate measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

xii



Contents

12 Radiation field characterisation from the BGC operation using the Timepix3 radiation monitor . 139
12.1 Dose rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

12.1.1 Measured data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
12.1.2 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
12.1.3 Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

12.2 Particle count rate and discrimination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
12.2.1 Measured data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
12.2.2 Simulated data: second step simulation procedure . . . . . . . . . . . . . . . . . . . . . 146
12.2.3 Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

12.3 Other interaction regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
12.3.1 Interaction point 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

12.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

13 More capabilities of the Timepix3 radiation monitor at the LHC IR4 . . . . . . . . . . . . . . . . . . 155
13.1 Timepix3 as a radiation source locator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

13.1.1 Measured data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
13.1.2 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
13.1.3 Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

13.2 Timepix3 as a linear energy transfer detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
13.2.1 Measured data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
13.2.2 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
13.2.3 Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

13.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

The third act - summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Coda - Measurement of the transveral muon rate from LHCb at the proposed CODEXb
experiment location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

14 The CODEXb experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
14.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
14.2 R2E safe area: BatMon measurement campaign . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
14.3 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

14.3.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
14.3.2 Simulated muon rate and energy spectrum . . . . . . . . . . . . . . . . . . . . . . . . . 166

14.4 Timepix3 radiation monitor data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
14.4.1 Installation and data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
14.4.2 Signal and background selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

14.4.2.1 Clusters with 1 pixel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
14.4.2.2 Clusters with 2 pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
14.4.2.3 Clusters with 3 pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
14.4.2.4 Clusters with 4 pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
14.4.2.5 Clusters with 5 pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

14.4.3 Final hit rate as a function of transversal distance in the D1 shielded alcove . . . . . . 173
14.4.4 Total measured data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

xiii



Contents

14.5 Summary and prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

Epilogue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

15 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

I Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Radiation effects on electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
1 Cumulative effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

1.1 Total ionizing dose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
1.2 Displacement damage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

2 Single-event effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
2.1 Particle fluence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
2.2 High energy hadrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
2.3 Thermal energy neutrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
2.4 R-factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
2.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

FLUKA simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
1 FLUKA physics models and capabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
2 FLUKA usages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
3 Geometry construction tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Radiation monitors employed at the LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
1 Radiation monitors (RadMon) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
2 Radiophotoluminescence (RPL) dosimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
3 Distributed optical fibre for radiation sensing (DOFRS) . . . . . . . . . . . . . . . . . . . . . . 196

Sampling for the beam gas profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
1 Setting up a gas density profile along the beam trajectory . . . . . . . . . . . . . . . . . . . . . 197
2 Sampling of beam-gas interaction points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
3 Simulation of particle showers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

Fit procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

xiv



Prologue

Lasciate ogni speranza, voi ch’entrate.
Dante Alighieri - Divina Comedia
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1
Introduction and motivation

1.1 Motivation

The Large Hadron Collider (LHC) [1] is the last chain
of the accelerator complex at the European organ-
isation for nuclear research (CERN) and as well the
largest synchrotron in the world to date, which will
undergo a significant upgrade into its next high lu-
minosity era (HL-LHC) [2, 3]. This project aims to
boost the performance of the current LHC machine to
increase the potential for discoveries, by raising the
total number of collisions in the interaction points
by a factor of 10 beyond the LHC’s initial design
value, thereby providing more data to the experi-
ments, allowing them to observe increasingly rarer
processes.

The HL-LHC upgrade is applicable to almost all ma-
jor LHC experiments, and therefore has a wide phys-
ics programme [4, 5], summarized here briefly in five
main areas:

1) the study of known mechanisms in greater de-
tail, in particular the Higgs boson [6, 7], prob-
ing its connection to the electroweak symmetry
breaking.

2) flavor physics of heavy quarks and leptons,
as the two general purpose detectors (a tor-
oidal LHC apparatus (ATLAS) [8] and com-
pact muon solenoid (CMS) [9]) will measure the
properties of the top quark, the fermion with
the largest known mass and largest Yukawa
coupling, and together large hadron collider
beauty (LHCb) [10], they will test the unitarity
of the Cabibbo–Kobayashi–Maskawa matrix.

3) the studies of quantum chromo-dynamics
(QCD) matter at high density and temperature,
in particular at a large ion collider experiment

(ALICE) [11], as jet and photon production in
the heavy ion collisions forms the basis of QCD
perturbation theory probes.

4) improved standard model (SM) precision meas-
urements, as HL-LHC will advance the know-
ledge of parton distribution function (PDF) by
measuring several SM processes with the jets,
top quarks, photons and electroweak gauge bo-
sons in their final state;

5) owing to this high energy, there is also a possib-
ility for HL-LHC to detect beyond the standard
model (BSM) phenomena such as baryogenesis,
dark matter, answers to the flavour problem,
neutrino masses and insights into the strong
charge parity (CP) symmetry problem.

The HL-LHC project was announced as the top pri-
ority of the European strategy for particle physics in
2013 [12], approved by the CERN council in 2016 [2],
and it is planned to become operational from the be-
ginning of 2030 [13, 14]. Its development depends on
several new technological innovations, as well as ad-
apting existing strategies and designs to the increase
in accelerator performance. This thesis is a prime
example of the latter.

During the design phase of an accelerator and its ex-
periments, it is necessary to estimate the harshness of
the radiation environment and the associated adverse
effects, both on the nominal accelerator operation and
on the experiments [15–17]. One one hand, this is of
primary importance for the estimation of sensors and
electronic components lifetime and failure rates, as
well as the power and quench risks on the magnets;
on the other hand, the radiation field contributes to
the background in physics analysis.

Presently, a consistent knowledge of the radiation
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Chapter 1 Introduction and motivation

environment can be obtained using standard particle
transport codes, and the main tool used in this work
is the flukturiende kaskade (FLUKA) [18–20] Monte
Carlo code, CERN distributed.

During the accelerator operation, the radiation levels
in the entire accelerator complex are meticulously
monitored and compared to the simulations for dif-
ferent operational scenarios. Unfortunately, the sim-
ulations are affected by various sources of uncer-
tainty and can differ from actually measured radi-
ation levels (e.g. the new accelerators typically oper-
ate in new energy regimes that have not been avail-
able before, and there are only theoretical predictions
on expected values for the interaction cross sections).
At the LHC, the highest radiation levels are those in
the collimation region, and at the ATLAS and CMS
collision points, the two general purpose experiments
with the highest number of interactions.

Previously insufficiently explored in a systematic
manner, the long straight section responsible for ac-
celerating the beam via the radio frequency (RF) cav-
ities, region called insertion region 4 (IR4), hosts most
of the beam diagnostics instruments. The proposed
HL-LHC intensity increase leads to the need of a
more careful beam monitoring in this region, to avoid
unnecessary losses. Since the radiation levels in this
area generally scale with the beam intensity, this re-
gion comes now under rigorous scrutiny.

An exhaustive overview of the measured radiation
levels at an early stage is important to properly anti-
cipate radiation damages to the accelerator, while the
comparison of the simulations with measurements al-
lows to adjust and to improve upon the assumptions
that have been used into the predictions (e.g. the geo-
metry model). The first measured quantity of interest
is the total ionizing dose (TID), for which a beam loss
monitor (BLM) system [21] has been implemented.
Moreover, there are other detector technologies that
can measure particle fluences.

At the same time, new detector technologies have
been developed, and a novel Timepix3 radiation mon-
itor [22] is assessed for its suitability as an accelerator
beam loss monitor, both in terms of its operational
capabilities and limitations, as well as advantages in

the measured data compared to existing monitoring
devices. In addition to a dose measurement, by sum-
ming the energy deposited in its pixels, it can also
be used for charged particle flux measurements. Its
excellent time resolution (1.25 ns) and spatial resolu-
tion (provided by the pixel array with a pixel pitch
of 55 µm) make it an optimal instrument to promptly
detect radiation showers caused by localized beam
losses and, in some circumstances, to provide inform-
ation about their origin. The main practical advant-
age of the Timepix3 detector for this type of study is
its ability to measure the radiation field on a particle
by particle basis, and then to eventually classify the
incident particles according to their incidence and
energy range.

1.2 Thesis outline

This section provides an outline of the thesis: an
introductory prologue, followed by the main content
divided into the three main acts, culminating with the
prospects of the work in a coda chapter, and finally
concluding with the epilogue. These parts have been
written as standalone, i.e. with a brief introduction
and summary pages highlighting the impact of this
work. The individual chapters within these parts
have been written such that each chapter can be read
independently, insofar as possible.

The prologue discusses the motivation and why this
thesis is valuable and necessary in the accelerator
community. Furthermore, the impact of radiation to
electronics (R2E) at CERN is summarised, introdu-
cing as well the LHC accelerator together with the
operational parameters. The last chapter of this part
introduces the methods and tools, namely the Monte
Carlo simulation tool FLUKA and the available meas-
urements.

The first act focuses on the LHC radiation environ-
ment at insertion region 4 (IR4). Its first two chapters
are dedicated to introducing the scene, namely the
geometry of the accelerator and of the annual meas-
ured levels in the past, as well as the source term
for the radiation levels that are observed. The next
two chapters represent the first results of this thesis,
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namely the benchmark on the LHC operation and
the predictions for the future HL-LHC operation for
the two beam gas instruments that have been stud-
ied: the Beam Gas Vertex (BGV) and the Beam Gas
Curtain (BGC).

The second act deals with the characterisation of the
Timepix3 radiation monitor. Its first chapter intro-
duces the Timepix3 detector technology, the hard-
ware setup of the monitor, as well as the data analysis
steps. The second chapter deals with the energy cal-
ibration of the detector, for which two test campaigns
have been performed. Similarly, the third chapter
consists of two test campaigns, this time for neutron
detection.

The third act combines and expands on the previous
two acts. Having established the key features of the
Timepix3 radiation monitor in the second act, the
setup has been deployed in 2023 at IR4 in order to
assess the radiation field during nominal LHC oper-
ation (considered as background), and particularly,
by the BGC operation (considered as signal), as de-
scribed in detail via benchmarked simulations in the
first act. These results prove that the Timepix3 radi-
ation monitor is a suitable technology for the mon-
itoring of radiation levels at the CERN accelerator
complex, with a wide dynamic range and functional-
ities.

The coda chapter is meant to highlight the broad-
ness of the applications and usages that the Timepix3
radiation monitor can provide at the CERN acceler-
ator complex. Not just as a beam loss monitor as
presented in the third act, but also as a muon flux
detector, as it was used to measure signals relevant to
the experiments, e.g. at the location of the proposed
compact detector for exotics at LHCb (CODEXb) ex-
periment.

Lastly, an epilogue with concluding remarks is given,
highlighting how the observed performance of the
Timepix3 radiation monitor opens the door for its
usage for radiation field measurements at the CERN
accelerator complex in a variety of locations and radi-
ation sources. Moreover, it can be used to benchmark
simulations of the radiation environment in a differ-
ent way than traditionally done with other radiation

monitors (such as total ionizing dose or integrated
particle fluences), by looking also at directionality or
linear energy transfer.
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2
Radiation to electronics impact at CERN

High-energy particle accelerators are a prominent
source of radiation, to which the various nearby
electronics systems, critical to the accelerator opera-
tion, are exposed to. Hence, the radiation tolerance
of such systems needs to be accounted for during
their design phase, and validated experimentally. At
CERN, the radiation to electronics (R2E) [16] activ-
ity is responsible for providing the necessary sup-
port to ensure an adequate performance of its acceler-
ator infrastructure, with regards to radiation exposed
electronics. Such support comes mainly in the form
of:

1. radiation monitoring and calculation,

2. radiation effects mitigation at circuit and sys-
tem level,

3. operation of CERN irradiation facilities and,

4. radiation testing of electronic components and
systems.

2.1 The CERN accelerator complex

The CERN accelerator complex (shown in
fig. 2.1) [23] consists of a succession of experiments
and machines with increasing beam energies by a
factor of ≈ 30 at each step. To date, it is composed of
eight accelerators, two decelerators, the transfer lines
which interconnect them and various facilities host-
ing experiments covering topics within the fields of:
(i) particle physics, such as: a toroidal LHC apparatus
(ATLAS) [8], compact muon solenoid (CMS) [9], a
large ion collider experiment (ALICE) [11] and large
hadron collider beauty (LHCb) [10], as well as the
recent physics beyond colliders (PBC) initiative [24]),

(ii) nuclear physics, such as isotope mass separator
on-line device (ISOLDE) [25] and medical isotopes
collected from isolde (MEDICIS) [26], (iii) antimatter,
such as antiproton decelarator (AD) [27] and extra
low energy antiproton ring (ELENA) [28], and (iv)
radiation test facilities, such as CERN high energy
accelerator mixed-field (CHARM) [29, 30], CERN
linear electron accelerator for research (CLEAR) [31]
and neutron time of flight (nToF) [32–34]. Part of
them are built on the surface, but the largest ones
(from the proton synchrotron (PS) onwards) have
been constructed underground. While some of the
accelerators only supply particles to the experiments
(as is the LHC), others are used also as injectors,
accelerating particles for larger accelerators. Mostly,
the operation of the CERN accelerator complex
uses protons, albeit some runs are also dedicated to
ions [35–39] of: lead (Pb), argon (Ar), or xenon (Xe)
atoms.

To provide some key operational figures [40], a total
approximative number of 13 · 1020 protons were ac-
celerated in the LHC during Run 2 (2015-2018) and
already 40 · 1020 during Run 3 (2022-to date). How-
ever, the LHC represents less than 0.084% of the total
number of protons injected in the accelerator com-
plex, as most of these particles are delivered to the
ISOLDE (61.45%) and nToF [32] (14.30%) facilities.
Approximately 14% of the particles are used for op-
erating tests or are not suitable to be used (triggering
beam dumps, losses, etc.) [41, 42].

At such high energies, only the loss of a little fraction
of the beam particles could damage the accelerator or
the detector equipment. Safe operation of the accel-
erators requires correct operation of several systems
specially designed for machine protection. Some of
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them are aimed at monitoring the beam characterist-
ics, such as beam size or beam position.

2.2 The Large Hadron Collider

The largest accelerator in the world, the Large Had-
ron Collider (LHC) [1] accelerates particles in its two
beams circulating in opposite directions and collides
them at the four experimental interaction points (IPs).
The working principles of an accelerator are extens-
ively covered in literature [43], while here only the
concepts of interest for this thesis are summarised.
Luminosity and the center of mass energy are the two
key figures of merit at a particle collider. Firstly, in or-
der to explore new physics, one attempts to observe
rare events (i.e. with small cross sections and branch-
ing ratios) involving potentially new heavy particles.
Its delivered luminosity (proportional to the number
of collisions) recorded more than Lint= 270 fb−1 since
its operation to date (as shown in fig. 2.2 for each year
of its operation). Secondly, the higher the center of
mass energy

√
s, the more massive the secondary pro-

duced particles can be. The LHC has been designed
up to an energy of 14 TeV for protons (used at a nom-
inal energy of 13 TeV during Run 2 and 13.6 TeV dur-
ing Run 3).

The LHC accelerator layout (shown in fig. 2.3) can
be divided based on the 8 insertion regions (IR) into
octants [1]. An octant starts in the centre of an arc
and continues to the centre of the next arc clockwise.
Therefore, the IR corresponds to the middle of the
octant where it is located. IR1 lies within octant 1,
and it corresponds to the interaction point (IP) of the
ATLAS experiment. The rest of the IRs and octants
are numbered from 1 to 8 following the direction of
beam 1 (clockwise).

The octants can be further divided into: (i) the long-
straight-sections (LSS), which neighbour the inser-
tion region and is responsible of guiding the beam
into collision for the interaction points or to perform
momentum cleaning, acceleration or dump; (ii) the
dispersion suppressor (DS), that hosts the first curved
portion of the accelerator next to the LSS leading into
the (iii) ARCs, defined as the part of the ring occu-

pied by 23×2 regular beamline elements called arc
half-cells. The LHC arc cell has been designed to
optimize the maximum integrated dipole field along
the LHC arc using the minimum number of magnet
interconnections.

The main functions of the LHC are performed by the
following elements:
Injection from the super proton synchrotron (SPS) is
performed via two transmission lines.
Acceleration is done in IR4 with the utilisation of ra-
dio frequency (RF) cavities that provide longitudinal
focusing of the particles in bunches and acceleration.
Colliding is carried out at the centre of four exper-
iments: ATLAS (IP1), ALICE (IP2), CMS (IP5) and
LHCb (IP8).
Collimation is performed in both IR3 and IR7. In IR3
the beams are cleaned with respect to too large longit-
udinal oscillation amplitudes (momentum cleaning),
whereas in IR7 with respect to too large transverse
oscillation amplitudes (betatron cleaning).
Extraction is realised in IR6. Due to the amount of
energy stored in the beams, the LHC needs to have a
dedicated beam abort system in order to dispose the
beams in a safe manner. Each ring has their own ex-
traction system – fast rising extraction magnets direct
the beams into dedicated lines with massive dump
blocks at the end where the beams are absorbed.
Bending is achieved by 8.3 T superconducting di-
poles in the arcs and, in addition to just curving the
beam, it is also necessary to perform focusing by
quadrupoles, because protons are electrically charged
and the particle beam diverges if left on its own.
Higher order corrections are taken into account using
multipoles.

2.3 Operational cycles of the LHC

In order to accelerate and collide the bunches at such
high energies, the beam cycle (also called fill) time
of the LHC machine is rather long: the typical oper-
ational cycle of the LHC is illustrated in fig. 2.4. As
injection and collision energies differ, both acceler-
ator rings need to be filled at first, then the energy is
ramped up from the injection energy at 450 GeV to

8



2.3 Operational cycles of the LHC

Figure 2.1: CERN accelerator complex (fig. from ref. [23]).

top energy up to 7 TeV, and the beams are brought
into collisions at the interaction points. At the end
of the fill, they are finally extracted. The different
phases of each operational cycle are labelled as beam
modes [44]. There are in total 19 classified beam
modes, with experimental data taking at the inter-
action points (IP) signaled by the STABLE BEAMS
mode. However, the intensity driven losses such as
those in IR4 that are investigated in this thesis oc-

cur before declaring STABLE BEAMS, but as soon as
there is beam within the accelerator, i.e. starting from
the INJECTION beam mode, the losses gradually in-
crease as more particles are injected (and a fraction of
them are unavoidably lost). During the energy RAM-
PUP, the radiation levels increase more significantly,
as the lost particles become more and more capable
of powerful radiation showers. At peak energy and
intensity, the losses are highest, and then they typ-
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Figure 2.2: Cumulative delivered luminosity Lint to
ATLAS during stable beams and for high energy pp
collisions versus time since the start of LHC opera-
tion in 2011, to date.

Figure 2.3: The LHC layout: the collision points are
indicated with stars, while beam 1 (blue line) is in-
jected upstream of IP2 (TI2) and beam 2 (red line)
upstream of IP8 (TI8). [1]

ically decrease following the beam intensity via the
mechanisms described later in section 2.6.

Ultimately, a beam dump will either be programmed

by the operators at the designated end of a fill (due to
beam intensity being to low for efficient luminosity
production compared to starting the injection for a
new fill with a typical turnover time of 3 h [46]) or be
triggered by a machine protection element in case of
a technical problem. Once the decision to remove the
beam is made, the LHC beam dump system extracts
the beam within 3 turns [1].

The beams typically (and ideally) stay in collisions in
STABLE BEAMS for about 10 to 20 h, with a record
of 34 h [47]. However, unwanted premature dumps
may occur, thereby limiting the LHC performance.
The motivation for these dumps vary from radiation
to electronics (R2E) failures (the context of this work),
or to protecting the machine due to unwanted high
beam losses, since the immense amount of energy
stored in the LHC beams makes them highly destruct-
ive 1.

At top beam energy, even the loss of a small frac-
tion of the beam is capable of causing significant
energy depositions, large enough to generate a local
increase of the temperature. For example, for the
Nb3Sn quadrupoles, a local transient loss of just
4 · 107 protons (compared to the beam of 1011 pro-
tons) would produce heat depositions on the level
of 30 mW/cm3, capable of inducing quenches 2, for
which the limits depend on the magnet (for this ex-
ample, at 40 mW/cm3 [48, 49]). In order to protect
the accelerator, the beam dump is then triggered. In
the best case scenario, a quench of an LHC magnet
would cause a downtime in the order of hours, but in
case of damage, the downtime could be in the order
of months in order to replace the damaged magnet
[50, 51].

1The total energy in each beam at top energy (6.5 TeV) is ap-
proximately 300 MJ, which is approximately as energetic as a
400-ton train, like the German IC, travelling at 140 km/h.

2If the temperature increases in a super conducting element
beyond the critical temperature, the superconductor trans-
itions to a normal conductor (it quenches), and an ohmic
resistance (re)appears.
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Figure 2.4: The beam cycle of a nominal LHC fill (shown here, fill #7006). The intensity of beam 1 and beam
2 is represented in blue and orange, respectively, while the energy of the beams is represented in green. The
dashed black lines represent the moments of time in which the beam mode is changed. The name of each
beam mode is placed between two dashed black lines: it represents the period of time in which that beam
mode is present (fig. from ref. [45]).

2.4 The radiation to electronics activity

While the physics discoveries require larger integ-
rated luminosities for better statistics and higher
center-of-mass energies to probe experimentally un-
known territories, the entire LHC machine, in par-
ticular its electronics, are taking a toll. During the
operation of the accelerator, the beam loss mechan-
ism lead to a prompt radiation field along the LHC,
and this mixed radiation field consists of both electro-
magnetic components and hadrons with wide energy
spectra from thermal levels (in particular neutrons)
up to hundreds of GeV. The prompt radiation dam-
age is two-fold:

1. accelerated ageing of the exposed elements,
which results in a reduced lifetime,

2. single-event effects in the electronics, which
might lead to premature beam dumps

The interest for CERN is both to asses the current
radiation levels impacting the electronics for the ex-

isting machines in the CERN accelerator complex
and to estimate the future levels for the upcoming
accelerators, e.g. HL-LHC, as well as for feasibility
studies for potential new machines, such as the future
circular collider (FCC) [52], the muon collider [53]
or the compact linear collider (CLIC) [54]. The un-
derstanding and modelling of radiation effects in the
LHC was originally tested in irradiation facilities,
but these do not reproduce entirely the more com-
plex radiation reality of the accelerator environment,
and as such there is strong motivation to cross-check
and validate. Similarly, the study and design for
future machines that push either the energy or the
luminosity frontier are limited, either by the collision
energies that require extrapolation, or by the higher
collision rates, typically leading to harsher radiation
environemnts.

The main responsibilities of the radiation to electron-
ics (R2E) activity could be divided into two categor-
ies from an operational point of view: (i) to mitigate
the issue of premature beam dumps due to electron-
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ics failures caused by radiation, and (ii) to mitigate
possible lifetime degradation of the beamline com-
ponents and electronics. The R2E effort assists LHC
operations and equipment groups with assessments
of radiation-induced failures in electronics of accel-
erator components (shown in fig. 2.5), in order to
minimize all risks of radiation-induced failures at
CERN accelerators, starting with the LHC. Mitiga-
tion techniques can consist of the (re)placement of
shieldings [55] and repositioning of equipment, as
well as defining radiation hardness assurance (RHA)
procedures [17, 56] for electronics systems.

Modern high-energy hadron accelerators demand a
significant number of electronic components being
placed close to the beam-line and to the experiments.
The LHC requires superconducting technologies (at
low temperatures), efficient collimation systems as
well as precise and fast monitoring of the operational
parameters of the machine. This implies more com-
plex electronics for control, steering and powering,
which can contain up to thousands of commercial
off-the-shelf (COTS) units, such as power converters
(carrying the necessary currents from the external
supplies into the magnets), the quench protection
system (QPS), protecting the superconducting equip-
ment from incidents (quenches) caused by excessive
heat, or the vacuum and beam instrumentation, just
to name a few.

The LHC radiation showers that originate from a
primary nuclear interaction (e.g. proton on machine
element, like the collimators, or alternatively, proton
on gas atom) produce cascades of secondary particles,
predominantly hadrons (such as protons, neutrons,
kaons, pions, etc.). The shower then develops into
both: (i) an electromagnetic component (mainly from
fast π0 → γγ decay) and (ii) a hadronic component.
Decaying charged kaons and pions lead to weaker in-
teracting particles, such as muons and neutrinos. The
radiation profile (both in terms of intensity and com-
position) greatly varies based on several parameters:
the energy of the primary interaction, the distance
travelled and the amount of shielding material.

Figure 2.5: Radiation to electronics R2E related (single
event effect induced) dumps per fb−1 from Run 1 to
date, together with the HL-LHC target of 0.1 beam
dumps/fb−1.

2.5 LHC availability and radiation to
electronics performance

As previously described, a key figure of merit quanti-
fying the performance of the LHC is the integrated
luminosity Lint (proportional to the total number
of collisions, defined in eqn. 2.1) delivered to its
high-luminosity experiments ATLAS and CMS, ex-
pressed in inverse femtobarns (fb−1), proportional to
the number of collisions in the interaction points (IP).
As a consequence, it is useful to measure the R2E per-
formance by counting the number of R2E-induced
beam dumps per unit luminosity, where a smaller
figure corresponds to a milder impact on the produc-
tion of LHC collisions. Similarly, the performance
targets of the R2E project are defined by performing
modelling studies of the LHC availability [57] and de-
riving the maximum number of R2E-induced beam
dumps per unit luminosity (fb−1) that are compatible
with keeping the resulting loss of integrated luminos-
ity below a reference threshold (typically 1% of lost
luminosity out of the total delivered).

There have been several mitigation measures, im-
plemented during LHC Run 1 (2010-2012) and es-
pecially during long shutdown 1 (LS1, 2013-2014).
Consequently, radiation effects on electronics caus-
ing equipment failures leading to LHC beam dumps
and/or machine downtime have been sufficiently
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low to yield a minor impact on the accelerator per-
formance. During Run 2 (2015-2018) the R2E related
failures per unit luminosity have successfully stayed
below the target value of 0.5 events/fb−1, except for
the 2015 run dedicated to machine commissioning.
However, during 2018, a mild increase in the failure
rate has raised the attention of the R2E project. This
increase was linked to the increased radiation levels
in the dispersion suppressors (DS) of the ATLAS and
CMS experimental insertions, affecting the quench
protection system (QPS) located underneath the su-
perconducting magnets in the LHC tunnel (from 269
to 340 m) [58].

The number of beam dumps induced by R2E faults
is shown in fig. 2.5 as a function of the cumulative
integrated luminosity for the LHC in Run 1 (2011-
2012), with trend lines from ref. [59]), and in Run 2
(2015-2018), for which the single R2E-induced dumps
are shown individually. A similar R2E performance
is also targeted for the current LHC Run 3 (2022-to
date), during which the performance of the LHC
is expected to further improve compared to Run 2,
both in terms of beam intensity and annual integ-
rated luminosity. In addition, fig. 2.5 includes the
0.1 dumps/fb−1 target for the HL-LHC upgrade, de-
termined by means of machine availability simula-
tions as described above. To be able to meet this
ambitious target, the electronic systems are required
to follow a dedicated radiation hardness assurance
(RHA) procedure [17, 56], where the radiation en-
vironment is taken into account already in the early
phases of the system development.

2.6 Beam loss mechanisms

Various physical mechanisms can lead to beam losses
in particle accelerators [37] due to beam-machine
interactions, in addition to the scattering amongst
the beam particles or other beam instabilities. Those
relevant for this thesis are explained in more detail
below:

2.6.1 Luminosity burn-off

As observing more events per time increases the stat-
istical significance of rare events, the integrated lu-
minosity delivered to the experimental interaction
points is considered the key figure of merit for the per-
formance of a collider. The luminosity L is defined
as the ratio of the number of detected events N in a
certain time t to the interaction cross-section σ:

L =
1
σ

dN
dt

= f
I1 I2

4πσxσy
(2.1)

which can of course be translated into the accelerator
parameters, assumed here as head-on collisions of
two identical Gaussian shaped beams with dimen-
sions in terms of standard deviation σx and σy, yield-
ing a transverse size of 4πσxσy. They circulate in the
collider with a revolution frequency f, and I1 and I2
are the intensities of two colliding bunches.

Often an integrated luminosity is used, which is an
integral of the luminosity with respect to time:

Lint =
∫

Ldt (2.2)

Typically, the objective is to maximise integrated
luminosity Lint obtained at high energy, but there
might be exceptions depending on the physics pro-
gramme of the accelerator. The luminosity is meas-
ured in inverse barns (symbol: b−1). The barn b is a
metric unit of area equal to 10−28 m2 (100 fm2). It is
used in all fields of high energy physics to express
the cross sections of scaterring processes, and is best
understood as a measure of the probability of inter-
action between particles. A barn b is approximately
the cross-sectional area of a uranium nucleus. For
the case of LHC, the proton-proton cross section in
bunch collisions is estimated to be σppinel = 79.3 ± 0.6
(exp.) ±1.3 (lum.) ±2.5 (extrap.) mb [60]. For prac-
tical applications like this thesis, it is approximated
to 80 mb.

To further elaborate on the beam size σx and σy, the
beta function β describes optics (i.e. magnet config-
uration) of an accelerator. The beta function value at
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the collision point is denoted as β∗. The beam trans-
verse size σ is connected with the the beta function
via the beam emittance ϵ, that describes the spread
of particles in position-and-momentum phase space,
through the equation (in the simplest case):

σx,y =
√

ϵx,yβx,y (2.3)

According to this equation, the luminosity can be in-
creased by reducing the cross section of the beam (for
example, via decreasing the value of a beta function
at the collision point β∗

x,y. Alternatively, it is possible
to increase the number of particles in the beam or the
revolution frequency. In general, the luminosity of
an accelerator gradually increases over time, while
accelerator physicists learn how to operate the ma-
chine and to squeeze the beam size at the intersection
point.

As it can be seen in fig. 2.4, the instantaneous lumin-
osity L(t) is not constant over time during STABLE
BEAMS mode, owing to the collisions that lead to a
burn-off loss of particles:

k
dN1,2(t)

dt
= −σinelnipL(t) (2.4)

where σinel is the inelastic cross-section of the collid-
ing particle, k is the number of bunches and nip is the
number of collision points. Assuming momentarily
that the burn-off as the only mechanism that affects
the initial luminosity L0 (for an initial bunch intensity
N0), its time behaviour [61] is given by:

L(t) = L0(
1 + tσinelnip

L0

N0k

)2 =
L0

(1 + t/τ)2 (2.5)

where in addition τ has been introduced as the beam
lifetime. As a numerical example, consider a config-
uration close to the LHC with proton beams: the total
cross-section σburno f f = σinel =80 mb (as above), the
LHC frequency is f =11 245 Hz, N0 = 1.2 · 1011 pro-
tons, nip=2 equally eager experiments (interaction

points), which doubles the interaction rate, one can
obtains τburno f f = 15 h. This one of the reasons
why, as previously mention, the beam is intentionally
dumped after about 10 to 20 h.

2.6.2 Beam-residual gas interactions

The luminosity burn-off is not the only source of loss
of particles along the accelerator. The vacuum in
the LHC is not perfect and some residual gas mo-
lecules are present in the beam pipes. Some particles
in the beams interact with these molecules, resulting
in continuous loss of particles that is roughly con-
stant along the accelerator. It is expected that these
losses scale linearly with integrated intensity and re-
sidual gas density, leading to lower radiation losses
than those from collision debris, and as such, they are
most relevant in the arc regions where the contribu-
tions from the interaction regions are negligible. The
exact point where the IP losses become comparable
or negligible wrt. the arc background varies depend-
ing on the IP and on the instantaneous luminosity;
in ref. [43], some collisions losses can be measurable
even in cell 17.

The interaction mechanism and probability is given
later in chapter 5, but it follows the same principle
as for the luminosity burn-off. For the LHC proton
beam configuration, assuming a uniform residual
pressure of p =1 · 10−9 mbar, composed predomin-
antly of hydrogen (H2), at T =5 K, over the 27 km,
one obtains a beam life time due solely to residual
gas-beam interactions at τresidual,gas =47 h. Usually,
one will design the accelerating machine such that
τgas,residual is considerably larger than τburno f f . From
the real LHC operation, the beam-gas lifetime is ob-
served to bee much longer than this τgas,residual .

2.7 Insertion regions: classification
based on radiation levels

Collision debris are generated from inelastic col-
lisions at the interaction point (IP): either beam
particles that no longer conform with LHC require-
ments or very forward secondary products. These
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debris are lost downstream (up to hundreds of meters
away) of the experiments causing locally very high
radiation levels. These losses around the IP scale
with the total delivered integrated luminosity Lint
of the experiment [62] and are considered not to be
observed in the arc sections, but only in the long
straight section (LSS), from 0 up to 269 m and dis-
persion supressor (DS) [43], from 269 m to 348 m. As
such, one can classify the 8 insertion regions (IR) into
two categories based on the dominant source of in-
teraction:

1. At the four experimental interaction points
(IP1/2/5/8), the radiation is mainly dominated
by the collisions themselves [37, 43, 63].

2. At the other four insertion regions (IR3/4/6/7),
the radiation field is dominated by the beam in-
teractions with the machine elements (e.g. col-
limators) or the residual gas, and the relevant
scaling factor is generally taken to be the beam
intensity, combined with other parameters spe-
cific for each location and intercepting beam
element.

In the case of the latter IRs, more complex source
terms are present that depend on several operational
parameters of the accelerator. The particular scen-
ario of IR4, the host of a plethora of beam instru-
ments, rises several additional challenges, which
are explored systematically for the first time in this
thesis.

15





3
Characterization of the LHC radiation field

The analysis process leading to proposed radiation to
electronics (R2E) [16] mitigation techniques includes:
(i) calculations based on detailed Monte Carlo sim-
ulations, (ii) the monitoring of measured radiation
levels (where monitors are available), as well as (iii)
comparisons (here, called benchmarks) between the
two. Measured data are essential to ensure an ac-
curate description within the computational tools,
while the simulations are capable of predicting radi-
ation levels on sensitive equipment or in locations
where no measurements are available. For explicit
user support, the monitoring and calculation work-
ing group (MCWG) [64] within the radiation to elec-
tronics (R2E) activity provides to users or equipment
owners the radiation levels in their desired locations.
To address such requests, the aim is to understand
the complexity and heterogeneity of the CERN ac-
celerator complex and its radiation environment, as
well as to identify the regions which are most affected
by beam losses and should be followed up with the
help of radiation monitoring systems. There are sev-
eral detector technologies currently in operation, de-
scribed in detail in Appendix 3. In parallel, new or
improved technologies are under research and de-
velopment and tested to asses their suitability for
R2E applications at the CERN accelerator complex,
such as silicone diodes (monopixel) [65, 66] or the
Timepix3 radiation monitor (pixel array) [22] studied
in this thesis.

3.1 The simulation approach

In the CERN accelerator complex, highly energetic
particles are circulating, which, once lost, lead to a
hostile radiation environment that has to be assessed

and well understood for the reliable operation of the
accelerators.

Given the complexity and scale of the problem, it
must be tackled computationally/numerically, for
which well-suited is the Monte Carlo (MC) method, a
technique of numerical analysis, based on sequences
of random numbers used to obtain sample values for
the variables for a given problem. The calculation
process used in MC is an artificial construct, usually
a computer program that is mathematically equival-
ent to the problem being analysed [67]. Compared
to traditional methods with converging efficiency of
1/ d

√
N, MC converges with 1/

√
N, thereby being

more efficient when the dimension of the problem
is larger than 2. MC is now used routinely in many
different fields, from the simulation of complex phys-
ical phenomena such as radiation transport in the
earth atmosphere to the simulation of the esoteric
sub-nuclear processes in high-energy physics exper-
iments. The MC method benefits from the central
limit theorem, which states that for a large number of
random trials, N, the mean of the Gaussian distribu-
tion will move towards the actual expectation value,
with the standard variation evaluations decreasing
as ∼ 1/

√
N.

Particle transport is described analytically by the
Boltzmann equation, with a detailed description in
the Monte Carlo context given in ref. [68]. It can be
seen as a balance equation in phase space: the incre-
ment of particle phase-space-density is equal to the
sum of all production terms (such as particle produc-
tion, sources, decay and in-scattering) minus the sum
of all destruction terms (such as decay, out-scattering
and absorption), at any phase-space-point. The MC
method solves the radiation transport equation by

17



Chapter 3 Characterization of the LHC radiation field

numerically calculating the particle tracks and the
following energy deposition. As long as the cross
sections of the microscopic events are well known
and benchmarked, the MC method delivers reliable
results for the macroscopic effects.

There are several Monte Carlo codes, of which a
selection are geometry and tracking (GEANT4) [69],
Monte Carlo n-particle transport (MCNP) [70],
multi-dimensional analysis of reactor safety
(MARS) [71], particle and heavy ion transport
(PHITS) [72], Penelope [73] and flukturiende kaskade
(FLUKA) [18–20]. The last one, FLUKA version 4.3.3,
CERN distributed, has been used in the scope of this
thesis.

These Monte Carlo simulation tools use extended
cross section data bases, as well as particle interaction
models obtained from both experimental and phe-
nomenological studies. They have been developed
through several decades of experience, and are con-
tinuously updated in light of recent measurements
and/or theoretical advancements. Due to their im-
portance on physics goals and accelerator operation,
an extensive effort is usually dedicated to simula-
tions.

As such, Monte-Carlo-based radiation transport sim-
ulations are used to quantify the impact of the de-
sired beam-machine interactions, as well as of the
undesired beam losses:

(i) The primary question in radiation assessment
is the proper identification of the main radi-
ation source, of which several are present in the
accelerator operation [37]. Those of relevance
for this thesis are those in section 2.6.

(ii) Secondly, the radiation source interacts with
matter in the simulation, for which a dedicated
geometry modelling collective effort has been
carried out within the CERN SY-STI-BMI 1 sec-
tion covering vast proportions of the CERN
accelerator complex. Moreover, magnetic fields
can also be present, which heavily influence

1Accelerator SYstems department, Sources Target Interactions
group, Beam Machine Interactions section.

https://sy-dep-sti.web.cern.ch/bmi

the behaviour of charged particles, especially
of those who are not nominal beam particles.
The interactions between the source particles
and matter is done by employing suitable mod-
els for the various mechanisms of interaction.

(iii) Thirdly, the main scope of the simulations is
to provide an outcome in terms of radiation
that can quantified. Experimentally, there are
different quantities that can be measured and
then compared with the simulations, thereby
testing both the theoretical models and the im-
plemented geometry, as well as the assump-
tion on the radiation source. Within the simu-
lation, the equivalent of a measurement is the
so-called scoring feature, which, depending on
the problem, can take the form of deposited
energy, particle spectra, or other quantities re-
lated to material damage, biological effects and
activation of materials.

3.2 The FLUKA Monte Carlo code

FLUKA [18–20] (FLUktuierende KAskade) is a gen-
eral multi-purpose particle interaction and transport
Monte Carlo code that is capable to handle a wide
variety of radiation sources. It can produce and trans-
port neutrons from thermal energies and all other
particles from 1 keV upwards to cosmic ray energies.
It is applied in different fields, and in the context of
this thesis, it is employed to calculate the radiation
levels resulting from the proton-nucleus collisions at
LHC beam energies. Moreover, simulation method
presented in this work is employed in various studies
pertaining the present LHC machine [37], but also
for the HL-LHC upgrade [74]. Similar simulation
methods are also adopted for the design of future
machines, for example, within the future circular col-
lider (FCC) study [68] and the Muon Collider collab-
oration [53, 75–77]. In particular, the FLUKA Monte
Carlo code predicts several quantities for which no
measurements are available, e.g. the power depos-
ition in the superconducting magnets.

Regarding its physics models, it provides a de-
scription of the entire hadronic and electromagnetic
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particle cascade initiated by secondary particles from
TeV scale to thermal energies. The main assumptions
of the particle transport MC that allow it to be used
in the radiation-matter scenario are:

1. static, isotropic, homogeneous and amorphous
media (and geometry).

2. transported particles do not interact with each
other, as it is assumed to be negligible.

3. particles do interact with individual mo-
lecules/nuclei/atoms.

4. Markovian process: the fate of a particle de-
pends only on its actual properties, not on pre-
vious events or histories.

5. material properties are not affected by particle
reactions (no change of physical properties).

The accuracy and reliability of a MC code depends
on the models or data on which the probability dis-
tribution functions are based. Instead, the statistical
precision of the results depends on the number of
histories and its convergence can be accelerated by
biasing techniques.

3.3 Scored quantities

The radiation effects on the material are typically dif-
ferentiated into instantaneous and long-term effects.
In general, these effects have a negative impact on the
material and should be minimized as much as pos-
sible. The machine’s beam line elements and electron-
ics exhibit varied responses to the hard radiation field
they are exposed to. Elements employing supercon-
ducting devices face distinct limitations compared to
those operating at room temperature, because of the
risk that the instantaneous energy deposition would
heat the device and cause the component to lose its
superconducting properties (i.e. to quench).

3.3.1 Instantaneous

Not just the life time degradation is impactful to the
general feasibility of the components in the acceler-

ator, but also instantaneous effects that can alter their
nominal operation.

3.3.1.1 Heat loads

The heat load on the machine components is typically
given per beam line element, expressed in units of
watts (W). Depending on the beam power, compon-
ent size and type, and location, the absorbed power
can vary from a few mW to several hundred kW. The
heat load or absorbed power per component is es-
sential and helpful as the power distribution on the
whole setup is assessed. The absorbed power indic-
ates the amount of power directed towards a specific
region or component, yet it does not illustrate how
the power is distributed.

3.3.1.2 Power density

The power density, in units of W/cm3, is calculated to
understand the head load distribution. If the power
density has spikes for even a very short time, this
can even lead to component destruction, after which
the machine could possibly require a downtime of
several months. When the machine functions at low
temperatures, in a superconducting state, there’s a
potential risk of the superconducting magnets exper-
iencing a quench. Consequently, this results in the
machine being offline for several hours, requiring
the magnets to undergo re-cooling after a quench
occurs.

In the LHC accelerator, quenching can be critical, and
for low-temperature superconductors that are oper-
ated at liquid helium temperature, a quench limit2 of
the order of 10 mW/cm3 applies.

2This is a conservative lower limit, but it varies depending on
the magnet technology and operational conditions. A couple
of known limits are:

1. dipoles: 13 mW/cm3 [78].

2. quadrupoles: 40 mW/cm3 [48, 79]
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3.3.2 R2E related quantities

3.3.2.1 Cumulative effects - total ionising dose

When charged particles and photons penetrate a me-
dium, they interacts with electrons in the atomic
shells, possibly leading to ionisation, which in semi-
conductors can be considered as electron - hole pairs
creation. The total ionizing dose (TID) is a quant-
ity used to describe this cumulative ionisation effect.
The main issue with TID is the gradual performance
deterioration of the circuits that can potentially lead
to system failures. Presented in different units de-
pending on the application, the most common one is
the radiation absorbed dose (rad) and the one used
in this thesis is the international system unit (ISU),
gray (Gy), where 1 Gy = 100 rad = 1 J/kg.

The TID impacts the conductive properties of the ma-
terial, such as leakages or threshold voltage shifts. In
microelectronics, TID defects imply the accumulation
of trapped charges in the field oxides of the circuit.
As ionization occurs, electron-hole pairs are formed
in the material (e.g. silicon dioxide SiO2). Not all
of the pairs recombine, but some of them move due
to the applied electric field. Owing to their much
higher mobility, electrons can exit the oxide lead-
ing to trapped holes in defect centers in the oxide
volume. Furthermore, this process can activate other
defects at the oxide interfaces. TID causes device de-
gradation mainly via creation of defects and charge
buildup.

Other crucial components within the machine, con-
cerning radiation exposure, involve the electronic
parts. In terms of R2E, the TID causes cumulative
effects that accumulate over time. These effects mir-
ror, to a considerable extent, the processes observed
in organic materials. Generally, oxides tend to ac-
cumulate a charge, resulting in threshold shifts and
increased leakage currents, ultimately leading to com-
ponent failure. The acceptable dose thresholds vary
depending on the specific machine component un-
der consideration. For superconducting magnets, the
typical threshold is assumed to be at 30 MGy [78],
after which replacement becomes necessary. Typic-
ally, for R2E commercial electronics, the acceptable
thresholds remain significantly lower, at a few Gy

or more [80]. The strong recommendation is to qual-
ify the components before operation, to assess this
limit.

3.3.2.2 Stochastic - particle fluences causing
single event effects in electronics

Not only the beam line elements, but electronics
controlling them can suffer from radiation effects.
Stochastic events caused by energy deposition by
one highly energetic particle in a sensitive volume
(e.g. a memory cell) are called single event effects
(SEEs) [81]. As one example, in digital devices, in-
formation is sent/stored as bits; a type of SEE is
the single event upset (SEU), which can flip the bit
to its opposite value thereby altering the informa-
tion.

The SEE can be produced:

• via direct ionization, caused by particles with
high linear energy transfer (LET), e.g. heavy
ions. The SEE is generated by direct ionisation
along the particle path within the device. In this
case, the more convenient energy loss metric is
not particle energy but the LET, which is the
rate of energy loss per unit length on a material.
However, this scenario is not relevant for the
LHC as only a negligible amount of high-LET
ions actually reach electronic equipment.

• via indirect ionization following inelastic had-
ron collisions, the dominant source of SEEs
at the LHC, caused by neutral or low-LET
particles, predominantly hadrons.

3.4 Radiation level monitoring

It is of uttermost importance 3 to have measured data
in order to benchmark the simulation, and only in
doing so one can fully rely on the predictions that

3And that shows where Logic gets you, if uncorrected by observation
(senses or instruments). If we do not correct our Logic by comparing
it with experience, we may go on for centuries elaborating our most
ancient errors endlessly - Robert Anton Wilson, in Quantum
Psychology
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are computationally obtained. The above quantit-
ies are typically simulated within dedicated regions,
i.e. radiation monitors. If the measured signal is
not linear with the deposited energy, then their de-
tector response has to be taken into account differ-
ently, typically in a second simulation step. Amongst
the available radiation level data, in this thesis only
the beam loss monitor (BLM) data has been used.
For completion, the other monitors are described in
Appendix 3.

3.4.1 Beam loss monitors - dose rates

Machine protection has driven the design and imple-
mentation of the beam loss monitor (BLM) system
[21, 82], with approximately 4 000 detectors placed
along the accelerator. The BLMs are energy depos-
ition detectors, that detect particle showers caused
by the beam losses.

BLMs are capable of measuring total ionising dose
(TID) rates with a good time resolution, and they are
given as 12 different running sum (RS), ranging from
40 µs (one LHC turn is 89 µs) up to approximately
83.8 s. They trigger beam dumps for critical losses
using the 80 µs time window to protect the machine
equipment against unintended energy deposition,
thereby preventing magnet quenches and damage of
machine components. In addition to this protective
role, the BLM system is exploited (in offline analysis)
for measurements and optimization of the accelerator,
as they are employed to study the causes of the beam
losses, as is the scope of this thesis.

Simulations are performed to analyze the develop-
ment of the particle showers initiated by lost protons
in the most likely loss locations. They allow to de-
termine the most suitable number and positions of
the BLM detectors [83]. To summarise, there are BLM
detectors placed after each set of collimators, quad-
rupoles and dipole magnets. Other BLM detectors
are located in the injection and dump insertions to
monitor losses induced by system failures, or other
special cases.

The detectors are placed outside the element they
are protecting, approximately 1 m downstream of the

most likely loss locations, as it usually corresponds
to the location of the particle shower maxima. There-
fore, the signal given by the detectors is generated by
the energy deposition of the particle showers, which
is linear with the primary losses. This detector distri-
bution has proven to be the optimal one to localize
the losses as well as to distinguish between the two
beams [83].

The main detector type of the LHC BLM system is an
ionization chamber (IC), shown in fig. 3.1, of which
there are approximately 3 600 monitors. They are
made of a stainless steel cylindrical tube, 50 cm long,
and with a diameter of 9 cm, leading to an active
volume of 1.5 L filled with N2 at an overpressure of
100 mbar. The chamber contains parallel aluminium
electrodes plates with a thickness of 0.5 mm equally
spaced by 0.5 cm that are alternatively used as high
voltage and signal electrodes. A voltage of 1.5 kV is
applied between the electrodes, which generates an
electric field of 3 kV/cm inside the chamber.

The ICs convert the particle shower caused by mis-
lead protons into an electric current by the principle
of ionization. The charged shower particles ionize
the N2 gas inside the chamber as they traverse it.
The high electric field applied between the electrodes
causes the resulting electrons and ions to drift to the
corresponding electrode. This movement induces
a signal current with amplitude proportional to the
beam loss rate.

The experimental uncertainties considered in this
analysis on the BLM data for the radiation level meas-
urements, namely a 30% systematic error, are derived
from a similar benchmark study in the more con-
trolled CHARM facility [30], and also previously re-
ported for the LHC Run 1 (2011-2012) operation [37]
for a variety of radiation sources, as well as for the
LHC Run 2 (2015-2018) proton-proton pp collision
losses around the high luminosity experiments, AT-
LAS and CMS [43].

3.4.2 Data analysis chain

The LHC status is stored (in real-time, as well as for
offline purposes), in the logging database (LDB) [84].
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Figure 3.1: Internal part of an ionization chamber (IC)
beam loss monitor (BLM) showing the electrodes.
The cables to the read-out electronics are located on
the right part (fig. from ref. [45]).

Raw meta-data from the LHC detectors (and more
in general, for all the experiments) are available via
timeseries information mastering: browsing, extrac-
tion and rendering (TIMBER) [85] and can be ac-
cessed using the CERN accelerators logging service
(CALS), and recently with its upgrade, the new CALS
(NXCALS) [86]. This meta-data includes valuable
quantities such as the delivered luminosity or beam
intensity, as well as measurements for the radiation
monitors.

For the analysis done within this thesis described, the
radiation monitor and beam instrumentation data is
retrieved from TIMBER [85] and post-processed (data
filtering, curation, etc.) offline, as it is done for ex-
ample for the BLM dose rates in ref. [43]. To study the
instantaneous losses, the BLM running sum 09 (RS09)
is used as it corresponds to a time window of 1 s,
matching most of the beam instruments acquisition
window.

3.4.3 Annual measured levels at IR4

The cumulated radiation levels in insertion region
4 (IR4) are routinely monitored with the standard
fleet of monitors (descriped in appendix 3, consists of
beam loss monitors (BLMs), but also radiation monit-
ors (RadMons) and distributed optical fibre system
(DOFRS)) and presented as part of the updates on the
radiation level measurements in the LHC ring, in the
monitoring and calculation working group (MCWG)
meetings [87–89], with one example shown in fig. 3.2.
The presented levels are those from cell 14 left to cell
14 right (i.e. spanning more than 1.2 km) of the cen-
ter of the interaction, exhibiting a stable profile in

2023 compared to the year 2022, however with an
increase compared to the 2018 operation and assym-
metric with more TID measured on the right side of
IR4. This is consistent with the expectations from the
additional operation of the Beam Gas Curtain (BGC)
instrument in IR4, more precisely quantified in the
following sections.
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3.4 Radiation level monitoring

Figure 3.2: (Upper) Measured annual radiation levels in LSS4 during 2023, indicating the BLMs placed closer
to beam 1 (inner, circulating from left to right) or to beam 2 (outer, circulating from right to left) and (Lower)
their ratios with those measured in 2022 and 2018 (fig. from ref. [87]). The half cell limits are also shown in
the midle pannel.
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The first act - The radiation environment at
LHC IR4
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4
Introduction to the LHC IR4

The Large Hadron Collider (LHC) [1] is equipped
with a wide range of instrumentation to measure the
beam conditions and parameters. Instruments which
measure global properties of the beams (e.g. intensity,
emittance) are installed in one the 8 long straight sec-
tions of the LHC, namely in insertion region 4 (IR4),
while other instruments for local measurements (e.g.
beam position) and radiation monitors are distrib-
uted throughout the accelerator rings. The proposals
for devices measuring the beam size and profile1

for the LHC and the future HL-LHC [2] have been
reviewed in 2019 [90]. Among them are the wire scan-
ner (WS) [91], the beam screen radiation telescope
(BSRT) [92], the Beam Gas Ionisation (BGI) [93–95],
and the devices discussed in this thesis: the Beam
Gas Vertex (BGV) [96–98] and the Beam Gas Curtain
(BGC) [99–101] monitors. These two devices inten-
tionally inject gas into the beam pipe and measure
the interaction of the beam with this gas target, using
different methods.

This first act is divided into four chapters. Firstly, the
accelerator geometry and layout of IR4 is displayed,
as modelled in this work. Secondly, the general the-
ory behind beam gas interactions is described, as well
as the beam parameters that impact the generated
radiation levels. Then, the first results of this thesis

1A beam size measurement of the LHC beam is crucial for
the determination of the emittance, which in turn is vital
for understanding and modelling of the machine, as well
as optimising machine parameters to improve machine per-
formance. It is particular challenging in the LHC, due to its
high energy and high brightness beams, resulting in small
beam sizes. The performance specifications in terms of accur-
acy for emittance measurements of the LHC cannot be met
by any current LHC device. No single device is able to meas-
ure throughout the whole cycle. The current LHC beam size
measuring devices and their achieved performances during
previous runs are summarised in ref. [90]

are shown, as the particular scenarios are explained
in detail for the BGV and the BGC in chapters 6 and
7, respectively, with their differences summarized
in table 4.1. Demonstrator instruments have been
installed during Run 2 (3) for the BGV (BGC).

The beam intensity configurations used for the LHC
Run 2 (2015-2018), Run 3 (2022-to date, planned up
to 2026) and the best (meaning highest number of
charges) for HL-LHC (planned 2030 onwards) are
presented in table 4.2. The total number of charges Nt
is given by the number of bunches Nb times the num-
ber of charges per bunch nb. In turn, the beam current
I(t) (or intensity) is the total number of charges times
the revolution frequency f .

4.1 IR4 geometry layout

A systematic study of the radiation levels in the LHC
insertion region 4 (IR4) accelerator and adjacent shiel-
ded alcoves has not been previously performed. First,
a descriptive FLUKA geometry of the beam line con-
sisting of the beam pipe and all the relevant elements
(such as magnets, cavities, instruments and shield-
ings) has to be modelled in the simulation, and a
summary of the those used in this work is given in
tab. 4.3, mentioning also those implemented as part
of this thesis. A short summary of the most relevant
(in terms of their impact on the local/global radi-
ation levels) beam line elements is given here. The
discussion is separated for the two beam gas instru-
ments:
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Table 4.1: Differences between the Beam Gas Vertex (BGV) and the Beam Gas Curtain (BGC) demonstrator
instruments.

BGV BGC
operation Run 2 (2015-2018) Run 3 (2022-to date)
gas profile distributed curtain + distributed
image 3D vertex reconstruction 2D
distance to IR4 center [m] -220 -52
beam (shower direction) 2 (towards DS) 1 (towards IR)
measured data analysis averaged time periods instantaneous
resolution 1 h 1 min

Table 4.2: Reference values of the operational parameters of the machine and the beam gas monitors, for the
past LHC Run 2 and Run 3, and maximum expected for the HL-LHC operation [80].

LHC LHC HL-LHC
Run 2 Run 3

number of bunches Nb 2500 2760
protons per bunch [1011 charges] 1.2 2.3
total charges Nt [1014 charges] 3.00 6.35
intensity I(t) [1018 charges/s] 3.37 7.14
energy E [TeV] 6.5 6.8 7.0

Table 4.3: The beamline elements modelled in FLUKA element database (fedb), either already existing in the
database, implemented in this work or improved upon. In particular for the vacuumwarm module and valve
gates, more types and configurations (lengths, diameters, etc.) have been added.

Beamline element Acronym Status in fedb
beam gas vertex BGV implemented
distributor feed box DFB improved
lattice dipole magnet MB existing
lattice quadrupole magnet MQ existing
beam gas curtain BGC implemented (partially)
transverse damper ADT implemented
accelerating superconding cavities ACSCA existing
dipole magnet for beam separation - single aperture MBRS existing
dipole magnet for beam separation - twin aperture MBRB existing
beam screen radiation telescope BSRT implemented
wider vacuum chamber - improved
undulator magnet MU existing
beam quality Schottky BQS implemented
focusing quadrupole MQY existing
vacuum warm modules VMA added more types
vacuum valve gates VVGS added more types
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4.1 IR4 geometry layout

Figure 4.1: FLUKA insertion region 4 (IR4) geometry layout of the accelerator, downstream of the BGV
demonstrator, located on the right side, on beam 2.

Figure 4.2: FLUKA geometry of the BGV demonstrator, placed on beam 2. The beam is coming from the
right side passing through the BGV gas chamber (yellow tank), where it interacts with the injected gas
producing secondaries that are measured in the two detector stations downstream.

4.1.1 BGV instrument area

The location of the BGV demonstrator in the accel-
erator tunnel is at −220 m from the centre of IR4, on
beam 2 (outer, circulating counter-clockwise), there-
fore showering towards the exterior of the IR, as
shown in the IR4 layout of fig. 4.1. The curved part
of the accelerator starts at ±269 m, named the dis-
persion supressor (DS) and followed by the arc sec-
tions. This implies that the most impacted beam line
elements are the standard superconducting bending
dipoles and the quadrupoles, forming the typical
FODO lattice of the LHC, with one bending dipole
magnet, one focusing (FO) quadrupole and a second
bending dipole magnet and a defocusing (DO) quad-
rupole. Moreover, the BGV monitor has been imple-
mented in the FLUKA geometry (shown in fig. 4.2),
as its material budget downstream could impact the
radiation levels. The BGV is primarily based on the
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use of a gas chamber installed on one of the LHC
beam pipes.

4.1.1.1 Distributor feed box (DFB)

Before entering the curved section, one last element
exists at about −260 m wrt. the centre of IR4 in the
long straight section (LSS) that deals with deliver-
ing the cryogenic liquid (He) to the magnets, called
the distributor feed box (DFB), illustrated in fig. 4.3.
With an impact on the radiation levels, noteworthy
components of the DFB are:

1. Next to the beam pipes, there are multiple ver-
tical cylinders, full with the cryogenic liquid,
which actually act as a shielding for the tunnel
region downstream of them.

2. Towards the end of the module, a beam screen
compatible with the dipole exists, which repres-
ents an aperture restriction from R = 3.3 mm
to R = 2.2 mm. As such, this will trigger local
radiation losses from the beam secondaries that
are intercepted.

Figure 4.3: FLUKA geometry of the DFB module,
showcasing the cylinders containing the cryogenic
liquIds (brown) and the beam pipe and the shuffling
module (blue).

4.1.1.2 Lattice dipole magnets (MB)

The main budget item and a serious technological
challenge are the superconducting (1.9 K) main di-
poles (MB) which bend the beams via the Lorentz
force around the 27 km circumference of the LHC.
For the 7 TeV proton beam, these magnets have to
produce a vertical B field of 8.4 T at a current of
11.7 kA. The magnets have two apertures (2-in-1

magnet design), one for each of the counter-rotating
beams, as illustrated in fig. 4.4. Each magnet is 14.3 m
long and weights around 35 t. A total of 1232 mag-
nets are needed, each costing 0.5 million CHF.

The material budget for the magnets consists, from
the exterior to the interior, of:

1. the outer steel cylinder (cryostat) with a thick-
ness of 1.2 cm, and inner radius of R = 44.5 cm,

2. the aluminium thermal shield with a thickness
of 1 cm, and an inner radius of R = 38 cm,

3. the magnet yoke with an outer radius of
R = 28.5 cm,

4. the two magnet coils, with an inner radius of
R = 2.69 cm,

5. the beam screen, with an inner radius of
R = 2.325 cm, and with parallel horizontal
planes cutting the circular shape of the beam
pipe at y = ± 1.845 cm.

The other magnets typically follow a similar geo-
metry in terms of the beam pipe/screen and outer
cryostats, with different implementations for the
magnet coils and yokes.

4.1.1.3 Lattice quadrupole magnets (MQ)

In addition to bending the beam, it is also required
to focus it, or at least control its divergence. Since the
protons are electrically charged, the particle beam di-
verges on its own, and one needs to focus the beam,
such that its width and height are constrained to
the vacuum chamber. The focusing is achieved us-
ing quadrupole magnets, which act on the charged
particle beam similarly as a lens would act on a beam
of light. Two quadrupoles are working together to
keep the protons tightly bunched: the first quadru-
pole (QF) takes control of the beam width in the ho-
rizontal plane, while the second (QD) one does the
same with the beam height in the vertical plane; sim-
ilarly, the magnetic field of the quadrupoles can be
inverted to first defocus and the nfocus. The lattice
of the machine consists of alternatively both QF and
QD in the arcs, therefore the overall effect is to keep
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Figure 4.4: FLUKA geometry of the cryogenic bend-
ing magnet (MB), showcasing the outer cryostat, and
the inner geometry: the magnet yoke (dark purple)
and the 2-in-1 magnet technology for the 2 circulating
beams.

the beam focused. There is a total of 858 quadrupole
magnets in the LHC.

4.1.2 BGC instrument area

The BGC demonstrator, placed at −42 m from the
centre of the IR4 on beam 1 (inner, circulation clock-
wise), showers towards the centre of IR4, as shown
in the IR4 layout of fig. 4.6. There are multiple instru-
ments, some that are essential for the accelerator op-
eration (e.g. the RF accelerating cavities), and other
used for beam monitoring or machine development
purposes; some of them play a significant role in the
local and/or global radiation levels; starting from the
BGC and proceeding downstream of it on beam 1,
these beam line elements are:

4.1.2.1 Transverse damper (ADT) system

The LHC transverse damper (ADT) system [102] has
become indispensable not only for beam stability, but

Figure 4.5: FLUKA geometry of the cryogenic quad-
ropole magnet (MQ), showcasing the outer cryostat,
and the inner magnet geometry.

also as a tool to excite beam oscillations, and to ob-
serve instabilities with its turn-by-turn and bunch-by-
bunch observation capabilities. The system consists
of two kickers (ADTK) and two amplifiers (ADTA),
for each beam, and on each side of IR4, in the range
±24 m to ±33 m.

Relevant to radiation losses, the implemented
FLUKA geometry shown in fig. 4.7 consists of:

1. a wider beam pipe with radius R = 50 mm,

2. two quarter of circle elements, on the horizontal
plane, with an inner radius of R = 26 mm and
a thickness of 2 mm,

3. mechanical supports with a radius of
R = 38 mm and a thickness of 3.6 mm.

4.1.2.2 Accelerating superconducting cavities
(ACSCA)

Each radio frequency (RF) system is composed of
eight cavities, each delivering up to 2 MV at top en-
ergy, equivalent to an accelerating field of 5 MV/m.
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Figure 4.6: FLUKA IR4 geometry layout (not to scale) downstream of the BGC demonstrator in Run 3.

Figure 4.7: FLUKA geometry of the ADT system.

With each passage through the RF cavities, each
particle gains an energy of 485 keV. The electromag-
netic field formed in the cavities in the LHC is tuned
to oscillate at 400 MHz. For injection energy each RF
system has to provide approximately 8 MV, while at
top energy up to 16 MV are required. The 450 GeV
injection energy of the particles rises to 6.5 TeV in ap-
proximately 20 min, bunches having passed through
the RF cavities more than 10 million times. Dur-
ing acceleration to the top energy, the field in the
LHC magnets increases as the energy of the particles
does. Once the top energy is reached, the main role
of the LHC RF cavities is to keep the approximately
2 556 proton bunches tight, controlling the bunch

length (about 13 cm at injection and 7.5 cm in colli-
sions).

Figure 4.8: FLUKA geometry of one RF cavity, as a
2D section.

4.1.2.3 Dipole magnet for beam separation - single
aperture (MBRS)

The standard separation between the two circulating
beams at the LHC is of 2× 9.7 cm, which is preserved
in the curved sections of the LHC (the arcs). At the
interaction regions, this distance varies depending
on the different needs and goals. At the interaction
point (IP)s, where the two beams collide, the two
beams are actually bent to share a common beam
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pipe. At IR4, the two beams are further separated
to a distance of 2× 21 cm to pass through the radio-
frequency cavities, and this is done by the single
aperture separation dipole (MBRS), with one magnet
on each beam in one cryostat (D3 in IR4), as shown
in fig. 4.9. There are total of four magnets, paired in
two, symmetrically placed wrt. to the centre of IR4
at ±50 m.

Figure 4.9: FLUKA geometry of the MBRS magnet,
showcasing the outer cryostat (green) and the two
separated magnet yokes (dark purple).

4.1.2.4 Dipole magnet for beam separation - twin
aperture (MBRB)

The MBRS bends the beam and after about 70 m an-
other magnet has to correct this bend to make the two
beams parallel again at 9.7 cm to circulate through the
arcs of the accelerator. The latter is done by the twin
aperture separation dipole (MBRB), out of which
there are two symmetrically wrt. the centre of IR4 at
120 m.

4.1.2.5 Beam screen radiation telescope (BSRT)

The beam screen radiation telescope (BSRT) [103, 104]
is an instrument that aims to measure the emittance

Figure 4.10: FLUKA geometry of the MBRB magnet,
showcasing the common yoke (2-in-1 magnet tech-
nolgy).

of the beam using synchrotron radiation, emitted by
charged particles when their trajectory is deflected,
as by the LHC bending magnets, e.g. the MBRS,
illustrated in fig. 4.11, and located on both sides of
IR4, on the outgoing beam at about 44 m and on the
ingoing beam at about 144 m wrt. to the centre of IR4.
The BSRT itself does not interact with the beam, but
with the secondary synchrotron radiation, as such
there are no a priori considerations on their impact
on the radiation levels, with the exception of the main
modification required for the measurement, namely
a wider vacuum chamber.

4.1.2.6 Wider vacuum chamber

The measurement for the BSRT requires a wider beam
pipe with an inner radius of R = 10.635 cm and a
couple of mirrors, placed adjacent to the beam pipe.
In fig. 4.12, the BSRT and the shieldings for its elec-
tronics, and the wider beam pipe are shown.

4.1.2.7 Undulator magnet (MU)

In the LHC, the radiation from the bending dipole
is not sufficient to yield a signal powerful enough
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Figure 4.11: BSRT working principle at the LHC (fig.
from ref. [103]).

Figure 4.12: FLUKA geometry of the BSRT region.
The significantly wider tube to the right is the cryo-
genic distribution line (QRL), at the same height as
the BSRT shieldings, meant to protect electronics
placed beneath them. The slightly wider beam pipe
to the left is the vacuum chamber of beam 1, while
the smaller one in between the wider ones is the va-
cuum chamber of beam 2.

to be measured by the BSRT. For this reason, a spe-
cial magnet is used: namely, a short undulator mag-

net (MU) [105] forces an harmonic oscillation of the
particles, thereby stimulating the emission of syn-
chrotron radiation. The model of the magnet is
shown in fig. 4.13. There are a total of 8 magnets,
placed upstream the MBRB and downstream the
MBRS, for both beams.

Figure 4.13: FLUKA geometry of the MU magnet.

4.1.2.8 Beam quality Schottky (BQS)

The LHC beam quality Schottky (BQS) [106, 107]
beam diagnostics system was designed with the in-
tent of measuring important beam parameters such
as tune, chromaticity, synchrotron frequency, mo-
mentum spread, etc. Compared to the presently
available invasive methods that can cause significant
particle losses, the LHC Schottky system is able to
measure in a passive way. It does so by detecting
internal statistical fluctuations of the beam particles
passing through it, as indicated in fig. 4.14. These
fluctuations are the so-called Schottky noise, and one
extracts the information that is encoded in the fre-
quency spectrum.
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4.1 IR4 geometry layout

Figure 4.14: BQS working principle at the LHC (fig.
from ref. [108]).

4.1.2.9 Focusing quadrupole (MQY)

Before increasing the separation of the beam through
the MBRB, there are two focusing quadrupoles
(MQY) in cell 5 and 6. These are wide aperture quad-
rupole in the insertions, with twin aperture, as shown
in fig. 4.15.

Figure 4.15: FLUKA geometry of the MQY magnet.

4.1.2.10 Vacuum module (VMA) and valve gates
(VVGS)

In the arc sections, the beam pipe has a nominal
circular shape, with a diameter of 80 mm, but dif-
ferent magnets may have a different (usually re-
duced) beam screen diameter, with non-circular
shapes. Typically, there are special beam pipe trans-
itions for every change of diameters: 66, 68, 80 and
100 mm. Moreover, due to the thermal fluctuations,
the vacuum sector requires flexible portions of the
beampipe that can stretch/contract depending on
the dilatation. For this, Vacuum Modules (VMAs) are
used, with a typical geometry shown in fig. 4.16, as
well as vacuum valve gates (VVGS).

Figure 4.16: FLUKA geometry of the VMA module
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5
Source term: beam gas interactions

The Large Hadron Collider (LHC) [1] radiation field
includes different kinds of particles with broad en-
ergy spectra, all originating from the interaction
of TeV-scale beam particles or secondary collision
products, as shown with the FLUKA Monte Carlo
code [18, 109]. In the context of this work, the
beam-gas collisions are studied. The vacuum of the
LHC is not perfect (estimated to be at most 10−9

mbar, but with local peaks reaching even 10−7 [110,
111]), and thus the particle beam in the accelerator
passing through the residual gas will interact with it,
either elastically, in which case the beam particles are
slightly off trajectory, or inelastically, causing both
local radiation showers and perturbing the quality of
the beam profile. The latter mechanism is exploited at
insertion region 4 (IR4), where there are several beam
instruments that intentionally inject gas (e.g. Neon)
in the beam pipe to characterise the 2D transverse
beam profile, such as the Beam Gas Vertex (BGV) and
the Beam Gas Curtain (BGC).

5.1 Mechanism and normalization
factors

Since the radiation shower originate from collisions
between the beam protons and the gas targets, the in-
stantaneous radiation level rates dR/dt are assumed
to be proportional to the interaction rate Icollision of
inelastic beam-gas collisions, which can then be in-
tegrated to cumulative quantities assuming different
operational scenarios. The parameters can be divided
into two categories, those those that depend on the
specific element operation/usage and those that de-
pend on the accelerator operation:

dR
dt

∝ Icollision = Θ(t; sa, sb) · σj︸ ︷︷ ︸
P(element)

(E) · f · N(t)︸ ︷︷ ︸
P(machine)

(5.1)

with the integrated gas density profile Θ(t; sa, sb)
along the s-coordinate in the accelerator region [sa, sb]
at time t, the (inelastic) cross section for the proton
collision on the gas atom, the beam energy E, the
LHC revolution frequency f = 11 245 Hz and the
number of charges N(t) passing through the gas,
Each of these parameters is discussed in the follow-
ing sections, starting from the last.

5.1.1 Beam intensity

The (HL-)LHC beam is structured time-wise as a
bunched beam consisting of (2760) 2500 bunches,
with 1.20 · 1011 (2.3 · 1011) protons per bunch on av-
erage, and with a constant revolution frequency of
f =11 245 Hz.1 The reference intensity measure-
ment at the LHC is given by the beam current trans-
former (BCT) instruments [112], providing data with
a time resolution of ∆t =1 s. The direct beam cur-
rent transformer (DBCT) provides a measurement of
the total number of charges Nt per beam (summed
over all circulating bunches) with an uncertainty of
∆Nrel,DCBCT =0.5% for high-intensity beams [113].
The bunch-by-bunch intensity sharing is measured
by the fast beam current transformer (FBCT), with

1At these ultra-relativistic TeV energy scales, increasing the
energy even further translates into an increase in mass rather
than in the velocity, and thus one can assume that the revolu-
tion frequency remains constant over the energy range at the
LHC from injection at 450 GeV up to collisions at 7 TeV
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Chapter 5 Source term: beam gas interactions

the total intensity measured by the FBCT calibrated
against the DBCT measurement. Depending on how
well the recalibration is done, the error on the intens-
ity is typically ∆Nrel,FBCT =0.5-2%.

When a particle beam (protons or heavy ions in the
case of the LHC) is circulating in the accelerator, it
continuously interacts via several mechanisms lead-
ing to a decrease in the initial beam intensity N0 (for
the LHC, no subsequent injections happen during
one fill after ramp up). The time t evolution of the
intensity N(t) in a fill then typically follows an expo-
nential behaviour, as:

N(t) = N0 · exp(−t/τ) (5.2)

where τ would be a fittable parameter for each fill,
related to the beam life time described in section 2.6.1,
depending on the operational conditions of the LHC.
The contributions to the beam intensity reduction
comes from the following sources, in order of import-
ance:

1. luminosity burn-off, due to the collisions at the
experimental interaction regions, as described
upon in section 2.6.1,

2. collimation (betatron losses) in IR7, responsible
with cleaning the beam, in particular remov-
ing the particles in the tails of its spatial distri-
bution; similarly in IR3, but with significantly
lower losses,

3. beam-gas collisions across the entire acceler-
ator, as described in section 2.6.2, but also in
the beam gas monitors via their respective in-
jections. This could constrain the beam life
time, but for the example of the Beam Gas Ver-
tex (BGV), the probability of interaction corres-
ponds to one interaction (elastic or inelastic)
every 11 turns on average, or to a beam life
time in the order of 6 years, if considering that
all elastic and inelastic interactions lead to a
loss of the interacting proton.

Moreover, a secondary effects is that the beam-
residual gas collisions leads to an improvement in
the vacuum quality, over time. Given the already

very good vacuum in the LHC accelerator beam
pipe, the inelastic interaction between the beam pro-
tons and the rest gas will lead to a slow decrease
of the gas density, that can actually be observed
over the time-span of one year of operation, if the
vacuum is maintained (i.e. no significant faults oc-
curred that required intervention and removing the
vacuum).

5.1.2 Interaction cross section at LHC beam
energies

The total cross-section of the interactions is com-
prised of the elastic and inelastic components, which
depend heavily on the gas constituent (whether had-
ronic or leptonic) and the center of mass energy

√
s

as:

σtot
AB(

√
s) = σel

AB(
√

s) + σinel
AB (

√
s) (5.3)

• Elastic σel : If the interaction is electromagnetic,
the most likely scenario is Coulomb scattering,
which changes the trajectory of one or more
protons in the bunch causing them to devi-
ated from the ideal trajectory of the accelerator.
Thus, their behaviour becomes unpredictable
and they are lost somewhere along the path of
the accelerator, typically in the collimators of
IR7.

• Inelastic σinel : If the interaction is a due to
the strong force, then a shower of secondary
particles is generated around the interaction
vertex leading to local losses.

For the case of LHC proton-proton collisions,
the hadronic pp inelastic cross section has
been measured extensively [114], yielding
σpp(

√
s=13 TeV)=80 mb.

5.1.2.1 General theory on proton-nucleus
interactions

Experimental data points for all energies and gas con-
stituents of interest are not available, but ref. [115,
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116] provides a cross section σpA extrapolation consid-
ering a fixed target experiment of proton on proton,
and then scaled up to the number of nucleons A of
the actual gas target as follows:

σp+A ≈ σp+p · Aα (5.4)

with the exponent α close to 2/3 (the surface of the
nucleus considered as a sphere, projected on a 2D
plane). Measurements at this energy regime of in-
terest for this thesis have been performed before at
the HERA [115] experiment, yielding numerical val-
ues for α as:

σtot
pA ≈ σtot

pp · A0.7694±0.0012 (5.5)

σinel
pA ≈ σinel

pp · A0.7111±0.0011 (5.6)

where A is the mass number of the target (20 for
Neon). In case of molecules, the sum of the con-
stituents’ atomic numbers of the molecule is con-
sidered.

For a collision of a particle with mass m1 and mo-
mentum p1 with another particle with mass m2 and
momentum p2, the energy in the laboratory frame is
given by:

EL =
√

p2
1c2 + m2

1c4 +
√

p2
2c2 + m2

2c4 (5.7)

|pL| = |p1 + p2| (5.8)
√

s = E∗ =
√

E2
L − p2

Lc2 (5.9)

The high energy protons impacting the gas (assumed
at rest, as their thermal energy of 0.025 eV at room
temperature is negligible) in the LHC beam pipe or
in the instruments’ vacuum chambers can be seen as
a fixed target experiment. To calculate the center of
mass energy, one considers that the impinging proton
interacts principally with just a single nucleon inside
the nucleus, leading to:

√
sNN ≈

√
2mc2cplab (5.10)

where m could be either the neutron or the proton
mass. At the LHC, for a 6.5 TeV proton, the center
of mass energy becomes

√
s = 110 GeV, for which

the proton-proton cross section is σp+p,inel ≈ 40 mb.
According to eqn. 5.6, this yields an estimate of
σp+Ne,inel = 320 mb.

During LHC Run 2, the top energy was 6.5 TeV
TeV, but during HL-LHC it will increase to 7 TeV
(the beam parameters are summarised in Table 4.2).
Moreover, there is interest in using some of the beam
instruments during energy ramp from 450 GeV (in-
jection) to top energy, as is the case for both the BGV
and the BGC.

Figure 5.1 shows the FLUKA estimates of the cross
section in the energy range of interest, showing a
slight increase of 8% (0.5%) from 450 GeV (6.5 TeV)
to 7 TeV. This leads to an increase in the interaction
probability. Additionally, with the higher beam ener-
gies, the secondary showers will be larger and more
powerful, leading to higher radiation levels.

5.1.2.2 FLUKA implementation

The above section represent the current state of the
theory and of the available measured data on the pA
interaction cross sections. In order to handle this type
of interaction, the FLUKA model was implemented
in 1983 [118] with the following parametrization as a
function of energy:

σ
pA
tot (s) = a + b · ln2 s

s0
(5.11)

where a and b are fitted parameters on the meas-
ured data for various center of mass energies

√
s.

Concerning the dependence on the atomic mass A,
cross-section tables are constructed for a given set of
momenta and materials, given in fig. 5.2 for FLUKA.
From these table the actual cross-section for a given
material is obtained by interpolating according to
eqn. 5.4, as follows for A1 < A < A2:
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Chapter 5 Source term: beam gas interactions

Figure 5.1: Total and inelastic cross section σpNe of the
proton beam hitting the Neon gas target at rest, as
function of the beam energy (and center of mass en-
ergy computed according to equation 5.10), as scaled
via via equation 5.6 on the measured data pp from
ref. [117], and the inelastic cross section estimated by
FLUKA (blue line). The knee present in the FLUKA
estimate at 1 TeV stems from patching different the-
oretical models. The vertical dashed green line rep-
resents the beam-gas collision energy.

α = ln
σpA1

σpA2

/ ln
A1

A2
(5.12)

σ0 = (σpA)/Aα (5.13)

Numerically, the values mostly used in this work are
based on the beam energies during Run 2 (3), for
the time period 2015-2018 (2022-to date) for the BGV
(BGC) demonstrator, at 6.5 TeV (6.8 TeV), for which
the cross section is σpNe,inel = 381.99 (383.03) mb. The
difference that can be observed in fig. 5.1 between
the FLUKA estimated cross section described in this
section and the values suggested by the theory of
the previous section is considered acceptable (within

the expected accuracy; in the absence of more meas-
ured data points). Until future measured data or
theoretical models appear that provide a better de-
scription of the proton-nucleus interaction at such
high energies, there is also no urgent need to up-
date the FLUKA description that models this interac-
tion.

Figure 5.2: FLUKA data for the parametrization of the
inelastic pA interactions, valid only above 1 GeV, and
for different atomic masses A. Neon has an atomic
number of A = 10.

5.1.3 Gas density profiles

Each beam gas instrument under study here injects
gas inside the beam pipe vacuum to increase the local
density of atoms in order to enhance the collision rate.
At the LHC, the vacuum system is capable of achiev-
ing a very low pressure in the beam pipes, in the
order of p =1 · 10−9 Pa (or 1 · 10−11 mbar ), roughly
equivalent to the lunar surface atmosphere. This cor-
responds to a density of ρ = 105 particles/cm3, per
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5.1 Mechanism and normalization factors

the ideal gas law2, assuming room temperature of
T = 300 K:

pV = NkBT → ρ =
N
V

=
p

kbT
(5.15)

where N is the number of atoms or molecules of
the gas, kb is the Boltzmann constant, and V is the
volume of the gas.

Generally, the residual gas in the LHC is a mixture
of N different gas constituents, such as H, C, O, and
other species. In this case, each constituent will con-
tribute to the total beam-gas interaction according to
their density ρj (in number of atoms of species j per
volume) and interaction cross section σj, as:

Θ(s, sa, sb) =
∫ N

∑
j=1

σjρj(s)ds (5.16)

In the case of the beam gas instruments, the inten-
tional injections of neon at orders of magnitude above
the background pressure simplifies the analysis to
just one gas species:

P(element) = ΘNe(s; sa, sb) = σNe ·
s∫

sa

ρ(s)ds (5.17)

The interaction probability per proton given via
eqn. 5.17 in this work yields values of the order
of 10−10, meaning that for each 1010 protons only
one would collide with the gas generating particle
showers. To increase computational efficiency for
the FLUKA simulations, a method for simulating
the beam-gas interactions has been developed based
on random sampling of a cumulative distribution

2One could also consider the Van der Waals equation:

(p + ρ2a′)(
1
ρ
− b′) = kBT → p =

kbT
1
ρ − b′

− ρ2a′ (5.14)

However, for the use case of this work, of Neon with a =
0.2135 L2/bar/mol2 = 5.89 · 10−52 m6/mbar and b = 0.01709
L/mol = 4.71 · 10−53 m3, the difference between eqn. 5.15
and 5.14 is of 3.68 · 10−8 %.

function (CDF), generated from a given gas density
profile within the beam pipe. This simulation proced-
ure has been previously used to study the Beam Gas
Ionisation (BGI) element [119], and as it is described
in further detail in Appendix 3.

From a measurement perspective, one employs pres-
sure gauges from various producers and of several
designs, which at CERN are typically calibrated in-
house [120], albeit for N2, but other gas species ex-
hibit different sensitivities [121]. The raw values
measured by the pressure gauge have to be scaled
up by a factor of 4, to take into account the Ne to N2
sensitivity. The measurement uncertainty for these
pressure measurement devices vary depending on
the pressure range (typically, the higher the pressure,
the more molecules reach the pressure gauge, thereby
increasing the statistics of the measurement process).
Moreover, the gauges are calibrated in the lab, but
when installed at the LHC, several more effects can
occur that perturb the calibration: aging effects due to
radiation, temperature dependencies, etc. As a global
systematic uncertainty, a value of ∆pmeas = 30% is
considered [122].

5.1.4 Produced secondaries

The inelastic collision between the beam proton and
the gas generates secondary products, by definition.
Figure 5.3 shows the energy and the angular distri-
butions of the products, averaged per interaction, for
four categories of particles. There is a large propor-
tion of forward scattered products, namely protons p
and neutrons n, with some of them retaining almost
the full beam energy close to 7 TeV. Anti-protons p̄
and anti-neutrons n̄ are also produced, albeit with
smaller energy. Heavier fragments, such as alpha
particle α, deuterons d and triton t are produced,
with significantly smaller energy and larger scatter-
ing angle. However, most of the generated particles
are pions (π±,π0) and a smaller proportion of kaons
(k±); for this reason the detector modules for the BGV
instrument were actually aiming to measure pions.
Depending on the decay channel, the inelastic proton-
nucleon collision can generate more exotic particle
states (Σ, Ξ, Λ), with lower probability. Members
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Chapter 5 Source term: beam gas interactions

Figure 5.3: Secondary products from the pNe collision, with their (Left) energy and (Right) angular distribu-
tions.

of the lepton family (e, µ, τ and their anti-particles,
as well as neutrinos) are also generated, however
with a very low probability. Figure 5.4 additionally

displays the correlation between the energy and the
angle of the secondary particles, for the most abund-
ant particle species: protons p, neutrons n, gammas
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5.2 Measured data - selected time periods of operation

γ and neutral pions π0. It indicates that the very
forward peaked particles also retain most the beam
energy.

5.1.5 Beam phase space

The beam does not maintain a constant phase space
(momentum and position distribution), but it var-
ies along the accelerator depending on the beam op-
tics, with the priority to have the smallest beam sizes
at the interaction points to maximise the collision
rates. The beam shift, divergence and size are given
in fig. 5.5, together with the 2023 BGC measurements
on the beam size.

One typically assumes that the gas is uniformly dis-
tributed in the transversal plane, implying that the
beam size would not play a role in the interaction
rate. This is the reason why the gas density pro-
files take into account just the longitudinal z distri-
bution. However, the Beam Gas Curtain (BGC) gas
target (jet) is about 1-2 cm in width, implying that
the beam might completely miss the gas target, if
not aligned correctly. Not only the beam size, but
also the beam divergence could a priori play a role.
However, the expected beam divergence shown in
fig. 5.5 is at the order at most 6 µrad (or 3 · 10−4◦),
one order of magnitude lower than the expected min-
imum angular distribution values from the inelastic
proton-nucleus pNe interaction, at a value of 60 µrad
(or 3 · 10−3◦. Nevertheless, one simulation has also
been performed using the twiss beam values for the
beam size and divergence, revealing no differences
compared to when the beam properties are not taken
into consideration.

5.2 Measured data - selected time
periods of operation

Amongst the several measurable accelerator para-
meters that are of relevance when studying intensity
driven losses at the LHC, which affect the radiation
levels in the subsequent regions of the tunnel at IR4,
there are the beam intensities and the measurements

from the pressure gauges in the beam pipe. The start-
ing point of the present analysis is to select periods
of the LHC operation with stable operational para-
meters, such that their radiation level data can be
compared to a corresponding FLUKA simulation that
represents as accurately as possible the LHC config-
uration under examination. Subsequently, within a
single LHC fill, some parameters, such as the gas
pressure or the beam intensity, change. When gas is
injected in the beam instruments, one typically ex-
pects the beam loss monitor (BLM) total ionizing dose
(TID) rate signal to be proportional to the product of
intensity and pressure, as described in eqn. 5.1.

5.3 Ion operation radiation levels

In terms of cumulated radiation levels, the ion op-
eration is scheduled to run for about a month per
year [13], and thus the focus has been on the proton
runs which consists of several months. There are
several notable changes in terms of radiation levels
when using a heavy ion beam. Again, following the
parameters from eqn. 5.1, the discussion can be di-
vided into three pillars:

1. The beam intensity in number of charges is ap-
proximatively a factor of 4 lower, from a nom-
inal proton intensity of 10 · 1013 charges down
to 1.4 · 1013 charges.

2. For a value of the beam momentum plab, the
fraction of plab carried by each nucleon of the
heavy ion nucleus A can be approximated to:

p ≈ plab

A
(5.18)

implying that the energy per nucleon for ion
operation is foreseen to reach pn = 2.76 TeV,
compared to the proton plab=7 TeV. This leads
to a center of mass energy when the heavy ion
MA = A · m impinges on a rest gas nucleus B
as:
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Chapter 5 Source term: beam gas interactions

Figure 5.4: Secondary products from the pNe collision, shown as 2D distributions, for individual particles
species: (top left) protons p, (top right) neutrons n, (bottom left) gammas γ and (bottom right) neutral
pions π0.

√
sNN ≈

√
(2Mc2cp) =

√(
2Amc2 cplab

A

)
(5.19)

independent of the target type B. For the LHC
lead beam, this leads to

√
sNN ≈ 61 GeV, al-
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5.4 Systematic errors and uncertainties

Figure 5.5: insertion region 4 (IR4) beam optics, showing the (top) beam coordinate/position within the
beam pipe within µm distance, (centre) beam angular divergence in the µrad range, and (bottom) the
beam size as full width at half maximum (FHWM), together with the beam size Beam Gas Curtain (BGC)
measurements from 2023 [123].

most a factor of two lower than the proton
beam

√
s = 110 GeV.

3. The cross-section σpA for an ion beam A
impinging on hydrogen nuclei, i.e., protons
p, is easily obtained from the reversed case,
where the proton beam impinges on the ion at
rest. For gases other than hydrogen, a naive
formula for an order-of-magnitude estimate
of the inelastic cross-section at high energy
is [116]:

σAB = σpp ·
(

A1/3 + B1/3
)2

(5.20)

where A and B are the atomic masses of the
ions. For the LHC 208

82 Pb ion beam hitting the
20
10Ne gas target, this leads to an estimate on the
cross section that is scaled up by ≈ 75 times.

To conclude this section, with a Pb ion beam instead

of protons, the inelastic interactions leading to local
radiation levels from the operation of beam gas in-
struments will be almost two order of magnitudes
more probable, but at half the center of mass energy
and four times lower beam intensity.

5.4 Systematic errors and
uncertainties

The considered systematic uncertainties are summar-
ised for the measurements in Table 5.2 and for the
theoretical assumptions in Table 5.1. Moreover, there
are a number of errors and uncertainties associated
with the Monte Carlo method and computational
physics. Within the scope of this thesis based on
FLUKA calculations, the main contributing factor is
the accuracy of the geometry. This is in term of posi-
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Table 5.1: Uncertainties stemming from theory
Source Uncertainty ∆rel [%] Reference/Description
Cross section estimation 14 section 5.1.2, fig. 5.1
Pressure equation O(10−8) eqn. 5.14 in Footnote
CDF Taylor approximation O(10−8) appendix 3

Table 5.2: Uncertainties stemming from measurements
Source Uncertainty ∆rel [%] Reference/Description
Pressure measurement 30 section 5.1.3
Dose rate (BLM) 20 ref. [30]
Beam intensity (BCT) 0.5-2 section 5.1.1
Beam energy 0.1 ref. [124]

tion of objects inside the main simulation geometry,
materials and dimensions.
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6
The Beam Gas Vertex (BGV) instrument

The radiation levels in the tunnel and on the down-
stream equipment caused by the secondary products
from the beam gas collisions in the Beam Gas Vertex
(BGV) [96, 97, 121] on beam 2 are non negligible, as
the radiation shower is directed towards cryogenic
magnets in the dispersion supressor (DS), ahead of
the Large Hadron Collider (LHC) arcs [1]. Based
on the BGV demonstrator operation in Run 2 (2015-
2018), the radiation levels measured by the beam loss
monitor (BLM) system [21] are compared with dedic-
ated FLUKA [18–20] simulations to quantify the the
systematic uncertainties on this type of analysis. The
discussion is restricted to proton operation. Finally,
predictions of the expected radiation showers during
the operation of the BGV in the HL-LHC [2] era are
discussed.

This chapter summarises the new results done as part
of the work for this thesis, presented both internally
at CERN, regularly within the BGV collaboration [96]
and at the 150th and 193rd technical coordination
committee (TCC) of the LHC [125, 126], as well as ex-
ternally at the 14th international particle accelerator
conference (IPAC) [127].

6.1 Instrument description

6.1.1 Introduction

The Beam Gas Vertex (BGV) is a non-invasive trans-
verse beam size and profile monitor designed for
the High Luminosity LHC (HL-LHC). It is based on
the reconstruction of vertices of inelastic hadronic
beam-gas interactions, and aims at providing a con-
tinuous emittance and beam profile measurement
throughout the LHC accelerator cycle. The principle

of the BGV is illustrated in fig. 6.1: the LHC beam
passes a gas target that is installed in its pathway,
where a low pressure gas is injected. Some of the
beam protons collide inelastically with the injected
gas (Neon), leading to secondaries that are detec-
ted by the detector modules positioned downstream,
outside the vacuum beam pipe. With these detect-
ors, the secondary tracks can then be reconstructed,
and subsequent interaction vertices are determined.
The beam profile is then inferred from the spatial
distribution of the reconstructed vertices. The BGV
measures the beam profile in two dimensions, there-
fore one device per beam would be foreseen for nom-
inal operation. The feasibility of the method was
demonstrated during Run 2 (2015-2018) with a BGV
demonstrator device [98, 128], and its performance re-
viewed, among other devices, after Run 2 [90].

6.1.2 Injected gas profile

In addition to the gas target of the BGV meant to
produce the secondaries for vertex reconstruction,
the residual gas profile and the tails of the gas target
contribute as well to the radiation levels downstream
of the BGV. The integrated gas density Θ(z) along z
is given as:

Θ(t; sa, sb) = ρmax ·
sb∫

sa

ρ(s)
ρmax

ds (6.1)

where ρ(s) is the number density of gas atoms and
ρmax is the peak value of the profile. From a meas-
urement perspective, just one data point is available
at the BGV via a pressure gauge located at the as-
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Figure 6.1: Sketch of the BGV instrument and its working principle (fig. from ref. [129]). A gas target is
injected in the gas tank, thereby increasing the local gas density and the interaction rate for inelastic hadron
beam-gas collisions. The secondary products from the interaction are then detected via three tracking
detector planes, whose measurements can be used to reconstruct a 2D transverse beam profile.

Figure 6.2: MOLFLOW [130] simulated gas profiles
used for the FLUKA simulations, and their cumulat-
ive distribution function (CDF) for three scenarios:
the BGV demonstrator injected gas profile during
Run 2, (i) without, and (ii) with the vacuum sector
residual gas profile, and (iii) the planned BGV profile
for HL-LHC operation.

sumed peak ρmax, but no measured information is
available on the distribution width. Nevertheless,

the gas density profile used for the BGV demon-
strator in FLUKA (shown in fig. 6.2 and exhaustively
described in Ref. [131]) has been simulated using
the molecular flow (MOLFLOW)+ simulation pack-
age [130]. Moreover, the amount of injected gas is
not constant throughout a single fill (as shown later
in fig. 6.3), yielding a time dependent gas profile
whose shape might not always be the one shown in
fig. 6.2.

6.2 Results

6.2.1 Measured radiation Levels

The available radiation level measured data con-
sists of one data set, the total ionizing dose (TID)
as measured by beam loss monitor (BLM). Figure 6.3
showcases that when gas is injected in the BGV, the
BLM TID rate signal increases proportionally to the
product of pressure and intensity. To improve the
robustness of the analysis, the fill duration of 10 h
was divided into multiple time periods of roughly
1h, such that the gas pressure is rather constant, and
within different beam modes (PRERAMP, FLATTOP,
STABLEBEAMS). Considering all such time periods,
one can quantify the radiation levels in relation to
the beam parameters as shown in eqn. 5.1, e.g. by
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Figure 6.3: The total ionizing dose (TID) rate measured by the first three beam loss monitor (BLM) down-
stream of the Beam Gas Vertex (BGV) during LHC fill number 7321, together with the beam intensity Np
(red) as measured by the beam current transformer (BCT) instruments for beam 2 and the raw BGV pressure
gauge reading pBGV (purple). For the analysis of the BGV radiation levels, the duration of the fill is divided
into time periods with roughly constant pressure levels.

plotting the measured TID normalized by the num-
ber of passing charges as measured by the beam
current transformer (BCT) instruments, to the in-
jected BGV pressure gauge reading pBGV , shown in
fig. 6.4. One observes that when there is significant
(pBGV > 2 · 10−8 mbar) gas injected in the BGV gas
chamber, the radiation levels downstream of the in-
strument correlate very well with the beam intensity
and the gas pressure, indicating that the BGV is the
main source of prompt radiation where the presented
BLMs are located. For each BLM, we hence defined
signal time periods as the windows of operation dur-
ing which the peak BGV pressure was at least 3 · 10−8

mbar. In total, 169 hours of operation with an average
pressure of pBGV,operation = 7.89 · 10−8 have been re-
corded. Similarly, one can identify background time
periods with pBGV < 1 · 10−9 mbar, where the meas-
ured radiation levels can come from the residual gas
along the accelerator or other less relevant sources,
and this is designated as the background, summing
up to 116 hours.

The LHC accelerator tunnel is divided into cells (as

described in ref. [1]), and by examining all BLMs up
to cell 13 in the dispersion supressor (DS), visible cor-
relations between the TID per unit intensity and the
peak pressure in signal time periods can be observed
up to cell 9, indicating that the BGV is a dominant
(or, at least, non-negligible) source of radiation in the
tunnel for more than four half-cells downstream of
it.

6.2.2 FLUKA simulation

The FLUKA Monte Carlo code is capable of simu-
lating the radiation shower caused by the beam-gas
interactions. To improve the computational conver-
gence time, the gas density profile is used to compute
a cumulative distribution function (CDF) as shown in
fig. 6.2 to sample the location and explicitly force the
occurrence of the inelastic collision as describen in
Appendix 3. The secondaries thus produced are then
propagated in the geometry of the BGV encapsulated
in the LHC IR4 tunnel, as shown in the advanced
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Figure 6.4: Cumulated total ionizing dose
(TID) per time period measured by the BLM
BLMQI.07L4.B2E10_MQM (first one downstream of
the BGV instrument) divided by the beam intensity
measured in charges Np, plotted against the BGV
pressure gauge reading pBGV for all the time periods
under consideration, for each year of Run 2 operation
(2015-2018).

graphical user interface for particle simulation pro-
grams (FLAIR) [132, 133] view of fig. 4.2.

Figure 6.5 displays a top (ZX) view of the TID at
beam height due to the radiation shower caused by
the beam-gas collisions, which extends longitudin-
ally over several tens of meters. In addition to the
TID, the FLUKA simulation can be used to compute
different radiation level quantities in the tunnel that
are relevant for R2E applications and beyond, as well
as energy deposition and heat loads in the inner lay-
ers of the exposed magnets.

The radiation levels obtained from the FLUKA sim-
ulation are given normalized per nuclear inelastic
interaction. In order to obtain the same paramet-
ers as in eqn. 5.1, one has to multiply by the lon-
gitudinal integrated gas density ΘBGV,LHC,demo =
3.35 · 10−6 1/cm (with the distribution shown in
fig. 6.2) and the beam intensity, thereby yielding the
radiation levels as a rate per second. These values
can now be linearly scaled to the desired time of BGV
operation.

6.2.3 LHC BGV demonstrator benchmark in
Run 2

The radiation levels as simulated by FLUKA are com-
pared to the radiation monitor measurements taken
during the operation of the BGV demonstrator in
Run 2, in fig. 6.6, where the shape of the BLM TID
profile is well reproduced in the simulation, with just
one outlier (the BLM at about −285 m from IR4). The
global agreement between the simulated to meas-
ured data is given as the average (weighted on the
measured data) ratio as:

R = 1.09 ± 29% (6.2)
Rw = 0.74 ± 0.43% (6.3)

where the error is the standard deviation from the
mean. Usually, a few ten percent agreement can
be achieved in the complex accelerator scenario [37,
43].

Moreover, the BGV was the main contributor for in-
tegrated yearly radiation levels in cell 7 and for se-
lected BLMs in the next two cells downstream. The
analysis shown here stops at −360 m from the center
of IR4 (or 150 m downstream of the BGV on beam
2), because the measured radiation levels induced so
far away by the BGV operation generally fall below
other sources of radiation.

A good level of agreement can be observed from the
comparison of the measured BLM data and the simu-
lation results for Run 2. This gives confidence in the
HL-LHC predictions that are made in the following
sections based solely on FLUKA simulations.

6.3 Radiation level specifications for
HL-LHC

The annual radiation levels depend additionally on
the total operational time, for which it is estimated
at a minimum of 200 h per year during HL-LHC
operation, compared to approx. 170 h in total during
Run 2 (2015-2018) when the gas was injected above
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Figure 6.5: FLUKA simulated radiation shower caused by the BGV demonstrator, positioned on beam 2 at
-224 m, for LHC operation, as ZX view, displaying how the shower extends over several tens of meters. The
TID is provided at beam height, for a beam at Ep = 6.5 TeV with an intensity of Nt = 3 · 1014 charges, and
normalized to 1 operational hour, for a gas pressure profile peak at 0.73 · 10−7 mbar, corresponding to the
averaged measured maxima during Run 2 (2015-2018).

pBGV > 2 · 10−8 mbar. Together with the larger beam
intensity and energy (shown in Table 4.2), this could
result in the radiation levels that could represent a
threat to the accelerator operation.

There is also interest in operating the BGV during
energy ramp up (i.e. from injection to top energy).
Although the increase in the cross section over the
investigated energy range is small, with higher beam
energies, the secondary showers will be larger, lead-
ing to higher radiation levels. In the absence of BGV
injections during ramp up, several data points dur-
ing the energy increase have been simulated. The
TID levels thus obtained in the BLM downstream
of the BGV are shown in fig. 6.7, indicating a linear
increase in the radiation levels with the beam energy
at the location of the BLM under exam, with a slope
of approx. 10 mGy/(h TeV). Similar behaviour is ex-
pected also for the other BLMs.

From a machine protection point of view, the simu-
lated radiation levels are not an issue for what con-
cerns the heat loads on the magnets, both as max-
imum power density as shown in fig. 6.8 or as total
power dissipated on the entire magnet as summar-
ised in tab. 6.1. For the assumed gas density profile
with a peak pressure of pBGV,max = 10−7 mbar and
the max HL-LHC intensity of Nt,max = 6.35 · 1014 pro-
tons at 7 TeV, there is no risk of quenching in the mag-
nets, if compared to the studied magnet limits [48]
that are a factor of 100 higher:

• Dipoles: at 0.85 mW/cm3, below the
13 mW/cm3 quench limit [49].

• Quadrupoles: at 0.45 mW/cm3, below the
40 mW/cm3 quench limit [78].

Similarly, the TID levels shown do not rise any con-
cerns in terms of cumulated damage, as the limit is
reported at 25 MGy [48].

Table 6.1: FLUKA simulated total power deposition
in the inner coils of the magnets for the Beam Gas
Vertex (BGV) demonstrator, placed on beam 2, for

the LHC Run 2 operation, as well as for the foreseen
HL-LHC era. The distance from the magnets to the

centre of insertion region 4 (IR4) and to the BGV
instrument are also provided.

LHC HL-LHC
Magnets d IR4 d BGV Total Power

[m] [m] [mW]
QM7 −265.27 40.270 110 286
BA8 −276.15 51.15 539 1223
BB8 −291.81 66.81 81 202

QM8 −303.77 78.77 4 15
BA9 −315.21 90.21 6 20
BB9 −330.87 105.87 4 10

QM9 −342.13 117.13 2 2
QMC9 −346.49 121.49 1 1

The radial distribution of the inner coils of the mag-
nets, e.g. the quadrupole in cell 7 (Q7) shown in
fig. 6.9 (left) is consistent with expectations. For the
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Figure 6.6: Benchmark on the beam loss monitor (BLM) for the Beam Gas Vertex (BGV) demonstrator
operation at flattop (6.5 TeV). Top panel: BLM pattern downstream the BGV placed on beam 2 as measured
over the Run 2 (2015-2018) proton runs (blue points) and as calculated by FLUKA (red points), together
with the gas target. Mid panel: The cumulative distribution function (CDF) used to sample the interaction
point of the beam-gas collision, as well as the ratio between simulation values and measured data. Bottom
panel: The LHC machine layout and the BLM locations.

beam 2 magnet (where the BGV is placed on), the
(de)focusing magnetic fields create four hot spots on
the magnet coils. On the other hand, the beam 1
magnet is affected asymmetrically, with more TID
deposited on the side closer to the other beam, but
nevertheless with a factor of 100 lower than for the
beam the BGV is placed on.

The TID distribution in the bending magnets shown
in fig. 6.9 (right) display an interesting behaviour,
that can be explained longitudinally. At the start of
the magnet (side towards the BGV), the magnetic
field strongly deflects the collision products that are
different than the nominal beam protons, namely
the pions, muons and positrons, creating a hot spot
on the inner side of the accelerator. At the end of
the magnet, a second peak is visible, which corres-
ponds to the impact of the neutrally charged sec-
ondary products (neutrons and gammas) which are
not deflected by the magnetic field and travel on

a straight line, thereby directly hitting the magnet
coils.

The complete map of the TID induced by the BGV
operation in the tunnel is available, shown here as
the 2D projections in fig. 6.5. In order to compare
the expected levels solely from the BGV operation,
it is visually easier to look at the BLM profile of
fig. 6.10, where the annual levels scaled for HL-LHC
are shown as well, assuming the same BLM place-
ment. The main conclusion is that even without con-
sidering the extra radiation sources, the HL-LHC
BGV operation will lead to higher TID levels com-
pared to Run 2 (2015-2018).

Further R2E related concerns arise from the high en-
ergy hadron equivalent (HEHeq) fluence that could
cause single event effects (SEE) in the electronics,
for which the 1D profile at floor level shown re-
veals a plateau of 1010 cm−2/year from the BGV
to the second DS dipole. From an R2E perspective,
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Figure 6.7: Simulated TID deposited in the most ir-
radiated BLM BLMQI.07L4.B2E10_MQM during en-
ergy ramp from INJECTION at 450 GeV to FLATTOP
at 7 TeV, revealing a linear increase.

levels of 10 Gy/year are a threat in terms of TID
lifetime of electronic systems and HEHeq fluences of
3 · 1010 cm−2/year may lead to stochastic electronic
failures. Both are significantly (i.e. orders of mag-
nitude) larger than the arc level “baseline” [134], but
lower than the levels near the high luminosity exper-
iments at IP1/5 [43, 135, 136].

6.4 Future BGV operation

Based on the previous work performed during
the workshop on non-invasive beam size measure-
ments for high intensity and high energy hadrons
in 2013 [137] and the more recent LHC beam size
review organised at CERN in 2019 [138], the final
recommendations were to study both BGV and
BGI. In October 2022, the HL-LHC BGV-BGI review
indicated in their final report [129] that:

Based on the previous work performed during the work-
shop on non-invasive beam size measurements for high
intensity and high energy hadrons in 2013 [137] and the
more recent LHC beam size review organised at CERN in
2019 [138], the final recommendations were to study both
BGV and BGI. As both budget and resources favour the
BGI the recommendation from the review panel is to select
the BGI as the baseline instrument for HL-LHC.
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Chapter 6 The Beam Gas Vertex (BGV) instrument

Figure 6.8: Top pannel: FLUKA simulated heat loads in the inner coils downstream of the BGV on beam 2, as
max power density. The red curve corresponds to the LHC Run 2 operation at Ep = 6.5 TeV and total number
of protons at Nt = 3 · 1014 charges, while the blue one corresponds to the foreseen HL-LHC operation at
Ep = 7 TeV and Nt = 6.35 · 1014 charges. Bottom pannel: The machine, showcasing the standard dipole and
quadrupoles, and the DFBA module.
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Figure 6.9: The two types of magnets affected by the radiation from the Beam Gas Vertex (BGV) instrument,
normalzied to the HL-LHC era operation, taking as example (left) the first quadrupole (MQ) downstream of
the BGV (in Cell 7) and (right) the first bending dipole magnet (MB) downstream of the BGV (in Cell 8).
The top pannels showcase the implemented FLUKA geometry, while the lower ones display the FLUKA
simulated TID deposition in the inner coils of the magnets. For the quadrupole, (center left) displays the
coil on beam 2, indicating that the losses are along the vertical and horizontal directions, as expected from
the magnetic fields, while (bottom left) displays the coil on beam 1, indicating how the radiation originated
from beam 1 (i.e. the right side). For the dipole magnet, (center right) displays the coil on beam 2 at the
beginning of the magnet, indicating how the radiation comes from secondary products that are over-bent
into the magnet, while (bottom right) displays the coil on beam 2 at the end of the magnet, indicating a
secondary hot stop given by the neutral particles that are not bent on the accelerator trajectory, thereby
hitting the magnet directly.
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Figure 6.10: Top panel: Distribution of TID measured by the BLM system during 2016 proton operation,
rescaled to the reference year of HL-LHC operation via integrated beam intensity scaling, together with
the BLM pattern downstream the BGV placed on beam 2 as measured over the Run 2 (2015-2018) proton
run, scaled to HL-LHC operation via instantaneous beam intensity scaling and BGC operational time. The
BGV gas profile is also displayed. Mid panel: The ratio between the BGV induced signal and the 2016, both
scaled to HL-LHC operation. Bottom panel: The machine layout and the BLM locations, assumed the same
for the HL-LHC machine as for the LHC.
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7
The beam gas curtain (BGC) instrument

Similarly to the Beam Gas Vertex (BGV) [96, 97,
121] instrument described in chapter 6, the radi-
ation levels in the tunnel and on the downstream
equipment caused by the secondary products from
the beam gas collisions in the Beam Gas Curtain
(BGC) [99–101] on beam 1 are non negligible, espe-
cially because the shower is directed towards the
radio frequency cavities in the center of IR4 and the
super conducting bending magnets on the right side.
Based on the BGC demonstrator operation in the
Large Hadron Collider (LHC) during Run 3 (2022-to
date), the radiation levels measured by the beam loss
monitor (BLM) system [21] are compared with ded-
icated FLUKA [18–20] simulations to quantify the
systematic uncertainties on this type of analysis. The
discussion is restricted to proton operation. Finally,
predictions of the expected radiation showers during
the operation of the BGC in the HL-LHC [2] era are
discussed.

This chapter summarises the new results done as
part of the work for this thesis, presented both in-
ternally at CERN, regularly within the BGC collabor-
ation, at the 9th [139] and 10th [140] meetings, and
at 193rd technical coordination committee (TCC) of
the LHC [126], as well as externally at the 15th inter-
national particle accelerator conference (IPAC) [141].
Together with the full results of Run 2 (2015-2018)
of the Beam Gas Vertex (BGV) and after the comple-
tion of Run 3 (2022-scheduled 2026), a benchmark
paper of the operation of beam gas demonstrator at
the LHC is envisaged.

7.1 Instrument description

7.1.1 Introduction

The High-Luminosity LHC (HL-LHC) upgrade of
the LHC is under construction [3] and planned for
commissioning from 2026, during long shutdown 3
(LS3). The HL-LHC aims to increase the integrated
luminosity of the LHC by a factor of 10, for which
an active beam halo control will be required for the
upgrade due to the increased beam intensity. Even
the small amount expected to appear as a beam halo
will contain considerable energy, which must be con-
stantly cleaned to avoid unacceptable losses on the
collimation system or elsewhere along the accelerator.
The baseline technical proposal used to be1 a hollow
electron lens (HEL) instrument [142–146], which uses
a hollow cylindrical electron beam, constrained by a
superconducting solenoid which is passed concent-
rically around the circulating proton beam over about
3 m of beamline, assuming that the proton beam and
hollow electron beam can be kept well aligned in
such a device.

Monitoring the concentricity of these two beams dur-
ing operation will require simultaneous, minimally-
invasive, transverse profile measurement of both pro-
ton and hollow electron beams. In addition, this
measurement must be in close proximity to the solen-
oid field constraining the electron beam. An instru-
ment is being developed to image fluorescence gen-
erated by the interaction between these beams and
a thin, supersonic, gas curtain [100, 101]. By tilt-
ing this Beam Gas Curtain (BGC) with respect to
the beam axis, a 2-D image of both beams can be

1However, descoped after 2022.
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obtained in much the same way as for a traditional
solid screen beam observation system, as illustrated
in fig. 7.1.

Figure 7.1: Working principle of the Beam Gas Cur-
tain (BGC) instrument (fig. from ref. [100]). The
particle beam travels horizontally, and a molecular
beam curtain jet is shot at a 45◦ angle wrt. the beam.
The particle beam ionises a fraction of the gas atoms,
generation charged ions, electrons or photons that
are then detected (e.g. with a camera).

A BGC demonstrator was installed at the LHC at
CERN to provide 2D images of the beam during the
ongoing Run 3 (2022-to date) and in view of the HL-
LHC upgrade. By design, the BGC operation gen-
erates collisions between the beam particles and an
injected gas target proportionally to the beam intens-
ity and the gas density, possibly causing radiation-
induced damage to the downstream LHC equip-
ment.

The BGC monitor consists of a sequence of vacuum
chambers of different diameters, with the readout
systems adjacent to them. That is to say, that the ma-
terial budget that would impact the radiation shower
downstream consists of just the beam pipe transitions
(reductions/enlargements), and only these have been
implemented in the FLUKA model.

The location of the BGC demonstrator in the acceler-
ator tunnel is at −42 m from the centre of insertion
region 4 (IR4), on beam 1 (inner), therefore shower-
ing towards the centre of the IR, as indicated in the

layout of fig. 4.6. The most important beam line ele-
ments that could be affected by the BGC operation,
are thus, in order: (i) the superconducting accelerat-
ing radio frequency cavities, (ii) the cryogenic bend-
ing dipoles that decrease the beam separation from 21
to 9.7 cm. Furthermore, there are several instruments
along the beam line for beam diagnostics whose op-
eration could be impacted as well.

Figure 7.2: MOLFLOW [130] simulated gas profiles
used for the FLUKA simulations, and their cumulat-
ive distribution function (CDF) for two scenarios of
the BGC demonstrator operated in Run 3: (i) distrib-
uted gas profile, in 2022, and (ii) gas curtain, in 2023.

7.1.2 Injected gas profile

During the Run 3 operation of the BGC demonstrator,
two gas profiles have been used, as shown in the mo-
lecular flow (MOLFLOW) [130] simulated gas pro-
files in fig. 7.2. More description about how these
profiles are obtained can be found in ref. [147]. In
2022, a distributed injection, similar to the BGV, has
been used, while in 2023, the actual gas curtain has
been used. From a measurement point of view, there
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Figure 7.3: The total ionizing dose (TID) rate (gray) downstream of the BGC, measured by the most irradiated
beam loss monitor (BLM) BLMEI.05R4.B1I10_BSRTM, plotted with with the beam intensity Np (red) as
measured by the beam current transformer (BCT) instruments for beam 1 and the raw BGC pressure gauge
reading pBGC (purple), during LHC fill number #8067, which is divided into one signal time period between
the BGC gas injection timestamps (light purple shaded area) and two background time periods (gray shaded
areas), before and after the gas injection. In addition to the absolute BLM TID rate and BGC pressure
reading, the fitted function on the background time periods data is shown (dotted line), as well as the signal
obtained after the subtraction of the fitted background (black line). The background has been fitted with an
exponential decaying curve (eqn. 7.1) or a constant value (eqn. 7.2). The shown BLM is located at a distance
of 115 m from the BGC, just downstream the beam screen radiation telescope (BSRT) instrument, in LHC
cell 5, right of IR4.

are two data points available via two vacuum pres-
sure gauges on the beam pipe (VGPB)2:

1. VGPB.443 - located 2.3 m upstream wrt. the
BGC,

2. VGPB.368 - located 5.2 m downstream wrt. the
BGC.

2To obtain the timeseries information mastering: browsing,
extraction and rendering (TIMBER) variable, one just needs
to append .5L4.B.PR to the pressure gauge name, thereby
indicating the cell (5), the side (left) with respect to which
insertion region (4), for which of the two beams (B), and that
it is a pressure reading (PR).

7.2 Results

7.2.1 Measured radiation levels

The available radiation level measured data for
benchmarking purposes consists of the total ioniz-
ing dose (TID) data set, as measured by BLMs. Ex-
emplarily, the TID rate of the most irradiated (the
BLM with the highest increase during BGC opera-
tion) BLM downstream of the BGC in a typical fill
with gas injection in the BGC is used to showcase the
analysis (e.g. fill #8067), shown in fig. 7.3. There are
a couple of behaviours to be noted:

• The TID rate increases at the beginning of the
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Figure 7.4: The dose rate measured by the the most irradiated beam loss monitor (BLM)
BLMEI.05R4.B1I10_BSRTM, divided by the number of charges Np as measured by the beam current trans-
former (BCT), plotted against the BGC pressure gauge reading pBGC (for the downstream pressure gauge
#368), for all the timestamps and for four selected time periods with gas injection in 2022 and 2023, high-
lighting the impact of the background subtraction procedures shown in fig. 7.3. Subfigure (top left) shows
the data without any background subtraction (i.e. using the full curves from fig. 7.3); in subfig. (top right),
only the TID background subtraction is applied, using the dashed black curve from fig. 7.3 for the TID rate;
in subfig. (bottom left), only the pressure background subtraction is applied, using the dashed purple curve
from fig. 7.3 for the pressure reading, and in subfig. (bottom right), both TID and pressure background
subtraction area applied.
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Figure 7.5: Top pannel: Correlation parameter R2 obtained from fitting the TID rate normalized to unit
beam intensity, against the measured pressure gauge. A threshold at R2 = 0.3 is used to filter the BLMs
used for comparison with the simulated data. Additionally, the simulated BGC Neon gas density and the
beam direction are shown. Bottom pannel: The LHC machine layout and the BLM locations.

fill, regardless of the BGC operation. This be-
haviour is deemed to outgasing effects in the
beam pipe generating local increases in the re-
sidual gas density that will produce radiation
showers. As it can be observed, this effect very
rapidly decreases after the beginning of the fill
leading to a stable gas density inside the beam
pipe.

• Most importantly for this work, when gas is
injected in the BGC, the TID rate signal of the
BLMs downstream increases, assumed propor-
tionally to the product of pressure and intensity.

• Not visible in fig. 7.3, which shows just one
BLM, but the increase is uneven across the
BLMs, and the correlations are quantified for
each monitor, both in terms of the correlation
parameter R2 obtained from a linear fit (shown
in fig. 7.5), as well as the slope, represeinting
the extracted measured signal.
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Table 7.1: Operation of the BGC demonstrator instru-
ment in Run 3 (2022 and 2023), with the used profile
in each year, and the number of injections (at top en-
ergy) and hours for proton and ion beams.

year profile No. injections protons
(top energy) (ions) [hours]

2022 distributed 15 (15) 71 (38)
2023 curtain 4 (2) 10 (>70)

Unlike the case of the BGV for which 4 years of op-
erational data with numerous gas injections were
available, for the BGC fewer injections were made,
as summarised in tab. 7.1: only 15 injections were
done in 2022 with a distributed gas profile and 4 (2
at injection, 2 at flattop) in 2023 with a gas curtain
profile. The same analysis procedure as for the BGV
(described in chapter 6) has been applied on the BGC,
leading to poor results. As such, a different ana-
lysis procedure was needed to cope with the lower
statistics, but also to the lower signal-to-noise ratio
(SNR).

7.2.1.1 Background subtraction

As noticeable in fig. 7.3, the BLM TID rates during
the nominal operation of the accelerator (i.e. outside
BGC gas injections) are in the same order of mag-
nitude as those during gas injection, meaning that the
background is not negligible, but has to be quantified.
The background radiation levels stem either from un-
avoidable beam losses, in a more systematic way that
are expected to be very similar across the fills, or from
fluctuations in the beam size or divergence, leading
to stochastic losses that may vary significantly from
fill to fill. Therefore, a fill-by-fill background TID rate
has to be taken into account and subtracted from the
measurement for each BLM.

Similar considerations can be done about the pres-
sure gauge measurements. Typically maintained at
a level of about 10−11 to 1 · 10−9 mbar [110, 111], the
vacuum of the LHC is not uniform across the entire
27 km long accelerator, nor constant in time through-
out the fill. Therefore, a fill-by-fill value for the resid-

ual gas pressure (background) also has to be taken
into account and subtracted from the BGC injected
gas pressure.

For the above reasons, the fill duration is divided into
two:

• Signal time periods: given by the timestamps
of the gas injection system. Nevertheless, it
can be identified in the measured data with
plateaus in the pressure gauge reading at about
1 · 10−8 mbar.

• Background time periods: outside the gas injec-
tion, time periods are manually selected such
that they are close enough to injection to be a
representative background, but also far enough
not to overlap with residual effects (e.g. rem-
nant gas after the injection). Moreover, the
highly non-linear TID rates and pressure read-
ings (due to outgassing) at the beginning of the
fill are discarded. Ideally, two background time
periods, one before and one after the injection,
are considered, but this is not always possible
as the gas injection could have been done dur-
ing injection or a beam dump could have been
triggered.

A functional model is fitted on the background time
periods according to an exponential decay function
following the beam intensity as:

TIDbkg,exp(t) = A0 · exp−t/τ (7.1)

where the parameters obtained from the fitting are
A0, the initial amplitude of the dose rate, and τ, the
decay rate of the beam intensity, related to the beam
life time described in section 5.1.1. When the fitting
is not possible (e.g. if the second background time
period has a higher amplitude than the first one), a
constant function is used as:

TIDbkg,const(t) = TIDbkg,const (7.2)

In the absence of the injected gas profile, it is as-
sumed that the losses scale globally with the beam
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intensity, but locally residual gas peaks can introduce
additional sources of uncertainty.

7.2.1.2 Analysis results

If for the BGV, the typical fill duration of about 10 h
was divided into multiple time periods of roughly 1 h,
for the BGC each timestamp of the pressure gauge
measurement (about 1 per minute) has been con-
sidered as a data point. As such, one can plot the
measured TID normalized by the number of passing
charges as measured by the beam current transformer
(BCT) instruments to the injected BGC pressure read-
ing for the two gauges. Again, exemplarily, the most
irradiated BLM is shown, where the dose rate val-
ues correlate very well with the beam intensity and
the gas pressure, indicating that the BGC is the main
source of prompt radiation where this BLM is located.
The results are presented incrementally to showcase
the impact of each background subtraction proced-
ure:

a) The raw results (without any background sub-
traction procedure) are shown in fig. 7.4 (top
left). An artefact from the pressure gauge meas-
urement is present, namely the values above 1 ·
10−9 mbar exhibit an oscillatory behaviour with
defined increments of 0.1 · 10−9 mbar, while the
readings below showcase a more continuous
behaviour.

b) The (partial) results where one fits the back-
ground TID rate (dotted gray curve in fig. 7.3)
and subtracts it from the full signal (full gray
curve) to obtain just the BGC induced signal
(dashed black curve) are shown in fig. 7.4 (top
right), practically setting the y-intercept to 0.

c) The (partial) results where one fits the back-
ground pressure gauge reading (dotted purple
curve in fig. 7.3) to obtain just the BGC injec-
ted gas (dashed purple curve) are shown in
fig. 7.4 (bottom left), slightly removing the dis-
continuities from the pressure gauge measure-
ment from fig. 7.4 (top left).

d) The full results, with both backgrounds subtrac-

ted (from the TID and the pressure gauge), are
shown in fig. 7.4 (bottom right), showcasing a
better linear behaviour. The few outliers could
be linked to more subtle instantaneous effects.

Similarly to the BGV, the question that arises is to
quantify the measured radiation levels generated by
the BGC operation, and to identify the most impacted
region(s) of the accelerator. The BGC induces addi-
tional radiation levels that can be measured by down-
stream BLMs, however they become comparable in
order of magnitude to other sources of radiation (e.g.
outgassing effects at the beginning of the fill), thereby
disturbing the linearity shown in fig. 7.4. Moreover,
it is possible to compute the correlation parameter R2

from the fitted line, which is plotted in fig. 7.5 over
distance. For the comparison with measured data,
only the BLMs that exhibit a correlation stronger than
R2

thres = 0.3 are used for the benchmark with the
measured data.

7.2.2 FLUKA simulation

The FLUKA Monte Carlo code is capable of simu-
lating the radiation shower caused by the beam-gas
interactions. To improve the computational conver-
gence time, the gas density profile is used to compute
a cumulative distribution function (CDF) as shown
in fig. 7.2 to sample the location and explicitly force
the occurrence of the inelastic collision. The second-
aries thus produced are then propagated in the LHC
IR4 tunnel, towards the centre of the interaction re-
gion.

Figure 7.6 displays a top (ZX) view of the TID at
beam height due to the radiation shower caused by
the beam-gas collisions, which extends longitudin-
ally over several tens of meters. In addition to the
TID, the FLUKA simulation can be used to compute
different radiation level quantities in the tunnel that
are relevant for radiation to electronics (R2E) applica-
tions and beyond, as well as energy deposition and
heat loads in the inner layers of the exposed mag-
nets.

The simulation predictions reveal some interesting
features that are pointed out here. The radiation
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Chapter 7 The beam gas curtain (BGC) instrument

Figure 7.6: FLUKA simulated radiation shower caused by the Beam Gas Curtain (BGC) demonstrator,
positioned on beam 1 at −42 m, for LHC operation, as ZX view, displaying how the shower extends over
several tens of meters. The TID is provided at beam height, for a beam at E = 6.8 TeV with an intensity of
Nt = 3 · 1014 charges, and normalized to 1 operational hour.

levels do not spatially originate from the collision
point inside the BGC gas chamber, but the second-
ary collision products propagate downstream of the
instrument, through the vacuum of the beam pipe
until subsequently interacting with the beam line ele-
ments (typically, correlated with beam-pipe aperture
restrictions. Thus, one can define several radiation
regions/patterns:

• the radio frequency (RF) cavities: in the centre
of the IR, are the first beam elements hit by
the showers, but do not receive most of the
radiation. The radiation levels are similar in
the region from -10 to 50 m.

• the first bending dipole magnet (D1), which
reduces the beam separation from 21 cm to the
nominal 9.7 cm: all secondary products that
are not nominal protons in the accelerator will
suffer deflections that cause them to hit the
beam pipe, thereby causing the highest radi-
ation levels in a region from 50 to 120 m.

• the second bending dipole magnet, which de-
flects the beams back parallel to each other, and
the quadrupole in cell 5 (Q5): similarly, radi-
ation levels are generated peaking between 130
and 170 m.

• the subsequent radiation levels become milder,
below other sources of radiation.

The radiation levels obtained from the FLUKA sim-
ulation are given normalized per nuclear inelastic
interaction. In order to obtain the same parameters

as in eqn. 5.1, one has to multiply by the longitud-
inal integrated gas density ΘBGC = 5.27 · 10−6 1/cm2

(with the entire profile shown in fig. 7.2) and the
beam intensity, thereby yielding the radiation levels
as a rate per second. These values can now be linearly
scaled to the desired time of BGC operation.

7.2.3 LHC BGC demonstrator benchmark in
Run 3

The radiation levels as simulated by FLUKA are com-
pared to the radiation monitor measurements taken
during the operation of the BGC demonstrator in
Run 3, in fig. 7.7, where the shape of the BLM TID
profile is well reproduced in the simulation. The
global agreement between the simulated to meas-
ured data is given as the average (weighted on the
measured data) ratio as:

R = 2.19 ± 80% (7.3)
Rw = 2.19 ± 115% (7.4)

where the error is the standard deviation from the
mean. Usually, a few ten percent agreement can
be achieved in the complex accelerator scenario [37,
43].

Moreover, the BGC was the main contributor (com-
pared to background or other identifiable sources
of radiation) when gas is injected within the instru-
ment. The analysis shown here stops at 170 m from
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Figure 7.7: BLM benchmark for the BGC demonstrator operation at top beam energy (6.8 TeV). Top panel:
Gas density of the BGC target, with the BLM pattern downstream the BGC placed on beam 1 as measured
over the Run 3 (2022 and 2023) proton runs (blue points) and as estimated by FLUKA (red points). Mid
panel: The cumulative distribution function (CDF) used to sample the interaction point of the beam-gas
collision, as well as the ratio between simulation values and measured data. Bottom panel: The LHC
machine layout and the BLM locations.

the center of IR4 (or 220 m downstream of the BGC
on beam 1), because the measured radiation levels
induced so far away by the BGC operation generally
fall below other sources of radiation. Moreover, the
further away from the radiation source, the more the
geometric modelling uncertainties stack up, leading
to worse agreements, as is this case as well: at 170 m
right of IR4, there is visible simulated overestima-
tion of the dose rate. Nevertheless, the good level of
agreement gives confidence in the HL-LHC predic-
tions that are made in the following sections based
solely on FLUKA simulations.

7.3 Radiation levels specifications for
HL-LHC

The HL-LHC radiation level specifications are typ-
ically given per annum, as outlined in ref. [80]. As
already mentioned in section 2.7, the radiation levels
in IR4 are assumed to scale with integrated beam in-
tensity, for which the past (foreseen) values for LHC
(HL-LHC) are given in tab. 7.2.

7.3.1 Accelerator tunnel

To put the BGC impact into perspective, the total
integrated TID per year in the tunnel is plotted in
fig. 7.8, divided in 2 components. The background
level is given for 2016, as a baseline year (and as
done in the HL-LHC radiation levels specifications
document [80]) without any BGC operation, whose
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Table 7.2: Annual integrated beam intensity for pro-
ton operation for the sum of the two beams in
Run 2 [87], the on-going Run 3 [40] and planned
for HL-LHC [80].

Integrated beam intensity
year (beam 1 + beam 2)

[1021 p s/year]
2015 0.71
2016 2.6
2017 2.5
2018 3.1
2022 1.87
2023 1.21
2024 3.25

HL-LHC 8.0

measured radiation levels are scaled up via integ-
rated beam intensity to HL-LHC parameters. The
BGC induced only signal, as measured during Run 3
operation (2022 and 2023) for the BLMs downstream
of the BGC, and scaled up via instantaneous beam
intensity scaling (from 3.0 · 1014 charges for LHC to
6.35 · 1014 charges for HL-LHC) and a BGC opera-
tional time of 200 h per year.

From an instantaneous radiation effects perspective,
it is instructive to look at the ratio of the BGC induced
TID rate over the interpolated background TID rate
without the BGC gas injection, for each BLM, and for
each fill, shown in fig. 7.9. Although the instantan-
eous TID rate can be as much as 3.5 times larger than
the background (for the closest BLMs downstream
of the BGC), these BLMs around the radio frequency
(RF) cavities also correspond to the the lowest cumu-
lated yearly TID levels in IR4.

From a machine protection point of view, the simu-
lated radiation levels are not an issue for what con-
cerns the heat loads on the magnets, both as max-
imum power density as shown in fig. 7.10 or as total
power dissipated on the entire magnet as summar-
ised in tab. 7.3. For the assumed gas density profile
with a distributed peak pressure of pBGC,distributed =
10−9 mbar and a 1-2 cm long gas curtain peaked at
pBGC,curtain = 10−5 mbar, as well as the max HL-LHC

intensity of Nt,max = 6.35 · 1014 protons at 7 TeV, there
is no risk of quenching in the magnets, if compared
to the studied magnet limits [48] that are a factor of
100 higher:

• Dipoles: at 0.10 mW/cm3, below the
13 mW/cm3 quench limit [49].

• Quadrupoles: at 0.03 mW/cm3, below the
40 mW/cm3 quench limit [78].

Similarly, the TID levels shown do not rise any con-
cerns in terms of cumulated damage, as the limit is
reported at 25 MGy [48].

Table 7.3: FLUKA simulated total power deposition
in the inner coils of the magnets for the BGC demon-
strator, placed on beam 1, for the LHC Run 3 oper-
ations, as well as for the foreseen HL-LHC era. The
distance from the magnets to the centre of IR4 and to
the BGC instrument are also provided.

LHC HL-LHC
Magnets d IR4 d BGC Total Power

[m] [m] [mW]
MBRS5L -56.7 -14.2 0 0

ACSCA2L -15.4 27.1 27.5 60.2
ACSCA1L -7.6 34.9 56.6 121.9
ACSCA1R 0.7 43.2 60.9 133.1
ACSCA2R 8.7 51.2 30.6 68.4
MBRS5R 56.7 99.2 248.4 542.8
MBRB5R 118.8 161.3 172.8 336.1

QY5 130.8 173.3 4.4 15.4
QY6 167.8 210.3 15.8 16.1
QM7 264.6 307.1 24.7 69.2

MBA8 270.4 312.9 11.8 32.3

7.3.2 UX45 Shielded alcove

Not only in the accelerator tunnel, the radiation levels
in the adjacent alcoves and galleries are of partic-
ular importance for the impact on electronics and
their operation. Annual HL-LHC specifications were
previously defined for the UX45 alcove, based on
both RadMon measurements in 2016 from ref. [148]
scaled with integrated beam intensity, as described in
tab. 7.2. Since the radiation levels are relatively low in
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Figure 7.8: Top panel: Distribution of TID measured by the BLM system during 2016 proton operation,
rescaled to the reference year of HL-LHC operation via integrated beam intensity scaling, together with the
BLM pattern downstream the BGC placed on beam 1 as measured over the Run 3 (2022 and 2023) proton
run, scaled to HL-LHC operation via instantaneous beam intensity scaling and BGC operational time. The
gas densitz profile fo the BGC target is shown as well. Mid panel: The ratio between the BGC induced
signal and the 2016, both scaled to HL-LHC operation. Bottom panel: The machine layout and the BLM
locations, assumed the same for the HL-LHC machine as for the LHC.

this area, one employs a conservative approach and
selects the RadMon that measured the highest levels
in 2016 as representative of the whole alcove. These
background values from the nominal LHC operation
are scaled up to the HL-LHC beam intensity and com-
pared to the BGC only values, resulting in tab. 7.4.
Moreover, the radiation level specifications typically
include four quantities: TID, 1-MeV neutron equival-
ent fluence and thermal neutron fluence, obtained
from the HEH fluence specifications by applying the
same standard conversion coefficients used for the
definitions of radiation level categories in the DS as:
1 Gy ∼ 1·109 HEH/cm2 ∼ 1·1010 1MeVn-eq/cm2 ∼
1 ·1010 THN/cm2. The BGC values are obtained ir-
ectly from the simulation, and all these values are
summarised in tab. 7.5.

7.4 Future BGC operation

The new monitor will be important to give a precise
measurement of the detailed beam properties, to be
used either as a standalone even during injection and
rampup, or together with another proposed instru-
ment, the hollow electron lens (HEL). This will help
ensure safe operation of the accelerator, further im-
proving our understanding of the beam dynamics,
and ultimately allows to optimize the physics out-
put. Moreover, there is current interest in installing
one BGC instrument on beam 2 for the the HL-LHC
operation, for which several locations are under in-
vestigation and a similar study for its impact is also
planned. The instrument was designed as part of
a collaboration between CERN’s beam instrumenta-
tion (BI) group, Liverpool university, the Cockcroft
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Figure 7.9: Top panel: The ratio of the BGC induced TID rate, as extracted for each fill, to the fitted
background TID rate stemming from the nominal LHC operation. The average value for all the fills is
shown, as well as the maximum amongst the fills. The simulated BGC Neon gas pressure is also shown on
the left side. Bottom panel: The machine layout, showcasing the superconducting cavities (ACSCA), as well
as the cryogenic dipoles and quadrupoles.

Table 7.4: HL-LHC radiation level specifications of HEH fluence in the UX45 shielded area in IR4, obtained
from 2016 radiation monitor (RadMon) measurements scaled with the integrated beam intensities in
tables 7.2, as well as the BGC induced FLUKA simulated fluence. The highest RadMon measurement is
used as reference for the entire alcove.

2016 HL-LHC BGC induced
measured scaled FLUKA simulated

RadMon HEH [cm−2] HEH [cm−2] HEH [cm−2]
UX45 SIMA.UX45.4RM01S 3 · 107 8.0 · 107 2.5 · 108

institute and Gesellschaft für Schwerionenforschung
(GSI).
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Figure 7.10: Top panel: FLUKA simulated heat loads in the inner coils downstream of the Beam Gas Curtain
(BGC) on beam 1, as max power density. The red curve corresponds to the LHC Run 3 operation at beam
energy Ep =6.8 TeV and total number of charges of Nt = 3 · 1014 charges, while the blue one corresponds
to the foreseen HL-LHC operation at Ep = 7 TeVand Nt = 6.35 · 1014 charges. The horizontal dashed line
corresponds to 1/100 of the estimated quench limit of 10 mW/cm3. The simulated BGC Neon gas pressure
is also shown on the left side. Bottom panel: The machine layout, showcasing the superconducting cavities
(ACSCA), as well as the cryogenic dipoles and quadrupoles.

Table 7.5: Annual HL-LHC radiation level specifications of TID, HEHeq fluence, 1-MeV neutron equivalent
fluence and thermal neutron fluence in the UX45 shielded area in IR4. The HEHeq fluence specification is
obtained from rescaled RadMon measurement, while the others are derived by applying the same standard
conversion coefficients used for the definitions of radiation level categories in the categories in the DS (1 Gy
∼ 1·109 HEHeq/cm2 ∼ 1·1010 1MeVn-eq/cm2 ∼ 1 ·1010 THNeq/cm2, with an extra safety margin of a factor
2 and with result rounded by excess). The BGC induced levels are obtained from FLUKA simulations, scaled
to HL-LHC operation. The FLUKA simulated values have an associated statistical error of ∆sim,stat = 5%,
and a systematic error estimated at ∆sim,syst = 14% (described in tab. 5.1).

RadMon HEHeq TID 1MeVn-eq THNeq
[107 cm−2] [mGy] [108 cm−2] [108 cm−2]

HL-LHC background
(scaled measurements)

8.0 200 20 20

BGC induced
(FLUKA simulated)

3.1 3.49 2 0.8
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The first act - summary

The main result of these studies on the radiation
levels generated by the Beam Gas Vertex (BGV) and
the Beam Gas Curtain (BGC) instruments is the ob-
served proportionality between the total ionizing
dose (TID) rate measured by the beam loss monitor
(BLM)s, normalized to the beam intensity as meas-
ured by the beam current transformer (BCT)s, and
the pressure gauge values measuring the injected gas
profiles. This proportionality confirms the good un-
derstanding of the source of radiation and its scaling
factors. The instruments lead to losses that are quan-
tifiable even hundreds of meter downstream of their
location, indicating that they are indeed a measurable
and locally the dominant source of radiation.

The BGV demonstrator, operated in Run 2 (2015-
2018) and placed at −220 m on beam 2, showered
towards the dispersion supressor (DS) part of the
accelerator, where the main beamline elements that
could be impacted consists of the LHC arc FODO
lattice, namely the standard 8.3 T dipoles and the
focusing/defocusing quadrupoles. The BGC demon-
strator, operated in Run 3 (2022-to date) and placed
at −42 m on beam 1, showers towards the center of
the insertion region (IR), where a more variety of crit-
ical beam line elements are located, amongst which
the accelerating superconducting radio frequency
(RF) cavities, as well as the beam separation/recom-
bination cryogenic dipoles. Both beam-gas instru-
ments were planned with an estimated total opera-
tional time of 200 h per annum during the HL-LHC
era.

The comparison between the Run 2 (3) measurements
for the BGV (BGC) and the FLUKA simulation re-
veals a good agreement, typically within a factor of 2,
which is a further confirmation that the origin of the
radiation levels is well understood, thereby serving
as a reliable basis for predicting the radiation levels
for the HL-LHC era.

The instantaneous power deposition on the magnets
are estimated to be more than two orders of mag-

nitude below the quench levels, and the cumulated
dose lifetime degradation does not pose any critical
issues regarding the nominal operation of the accel-
erator. Nevertheless, the levels are above the typical
arc level "baseline" for the LHC, hence the high en-
ergy hadron (HEH) could pose single event effects
(SEE) related availability issues; however, in this case,
it would only affect a small portion of the machine,
and hence limited number of units. Similarly, the
TID levels of about 10 Gy per year are not radiation
to electronics (R2E) safe for commercial off-the-shelf
(COTS) electronics.
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The second act - The Timepix3 radiation
monitor and its characterisation

73





8
The Timepix3 radiation monitor

The characterization of the radiation field generated
by the accelerators at the European organisation for
nuclear research (CERN) is an essential task to en-
sure their smooth and reliable operation, preventing
radiation-induced failures of critical equipment and
electronics. For this purpose, the radiation to elec-
tronics (R2E) [16, 17] effort at CERN employs differ-
ent types of radiation monitors distributed through-
out the accelerator complex, including the beam loss
monitor (BLM) system [149], the radiation monitor
(RadMon) system [150, 151] and its battery-powered
version (BatMon) [152], the distributed optical fibre
system (DOFRS) [153], and passive HLD [154], all
capable of measuring the total ionizing dose (TID)
via different technical solutions. Additionally, the
RadMon system can also measure single event effects
(SEE) and silicon 1-MeV neutron equivalent fluence.
A detailed description of these detectors is given in
apendix 3.

In addition to the above detectors, this work presents
a recently developed Timepix3 radiation monitor
setup, of which the suitability to be used in the scope
of R2E radiation level monitoring activities at CERN
is being assessed. Timepix detectors have been suc-
cessfully applied for a wide range of activities: med-
ical radiotherapy [155], high-resolution photon count-
ing [156], radiation monitoring on the international
space station (ISS) [157], 3D color X-ray [158], radi-
ation imaging [159], luminosity measurements and
radiation field characterization in the a toroidal LHC
apparatus (ATLAS) detector [160].

This second act is divided into three chapters. Firstly,
a description of the Timepix3 radiation monitor takes
the reader through the entire analysis chain: from
explaining the charge deposition in the sensor and its
conversion into the digital signal based on literature

review about the Timepix3 technology, to the data
post-processing using a clustering framework and
cluster classification algorithm developed within the
scope of this thesis. Secondly, two energy calibra-
tion campaigns have been performed with charged
particles, which allow to retrieve not only the ToT to
energy conversion parameters, but also include satur-
ation effects that could be mitigated. The calibration
efforts lead to the publication of ref. [22]. Thirdly,
two neutron irradiation campaigns at meV and up
to MeV energies have been carried out, thereby test-
ing the radiation hardness of the setup, but also tech-
niques to increase the detection efficiency of neutrons.
These results are soon to be submitted to the radi-
ation effects on components and systems (RADECS)
conference.

8.1 The Timepix3 detector

The Timepix3 detector [161] is part of the Timepix
detector family [162], designed by the Medipix collab-
oration [163]. The Timepix is a hybrid semiconductor
pixel detector consisting of a sensor chip with a mat-
rix of 256 × 256 pixels, 55 × 55 µm2 each, which is
bump-bonded to the Timepix3 readout application
specific integrated circuit (ASIC) chip. A full descrip-
tion of the Timepix3 [161, 162], and more general of
semiconductor devices and detectors [164], can be
found in literature, and the focus here shall only be
on the features of relevance (as in tab. 8.1) for physics
analysis within radiation to electronics (R2E).

The detection layer for the Medipix detector family
can be made of different semiconducting or semi-
insulating materials (such as Si, GaAs, CdTe, CZT,
etc.), in combination with the same application spe-
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Table 8.1: Summary of Timepix3 detector features.
Feature Value
Total Area [cm2 2.12
Number of pixels 256 x 256
Pixel pitch [µm] 55
Thickness [µm] 300
Type p-in-n
Frequency (Timing resolution) 40 MHz (25 ns) for ToT and general ToA

640 MHz (1.5625 ns) for fToA
Dead time per pixel [ns] ToT Pulse time + 475
Readout Type Data-driven or frame-based

cific integrated circuit (ASIC) chip owing to its hybrid
structure. The monolithic sensing layer can have vari-
ous thicknesses, ranging from 100 to 2000 µm. The
Timepix3 radiation monitor has a 300 µm-thick sil-
icon layer (typically the minimum thickness required
to obtain PID capabilities), with metalization and
dead layers both on the top and on the bottom due
to the manufacturing process.

The Timepix3 nominal clock time (frequency) is
of 25 ns (40 MHz), matching the LHC bunch spa-
cing, which could allow a bunch-by-bunch char-
acterization of the radiation environment. This
good timing resolution allows the detector to
separate individual particle hits with moderately
high flux rate, in this work, up to approximately
108 particles/(cm2·s).

The Timepix3 radiation monitor uses a p-doped sil-
icon sensor, and as such the charge carriers are holes.
Moreover, the module is operated with a partial bias
voltage of Vbias=50 V, leading to a partially depleted
sensor thickness of approximately 250 µm, computed
with the method described in ref. [95]. Both these
choices lead to a relatively long signal collection time,
because holes have relatively lower mobility com-
pared to electrons, and the partial bias voltage leads
to a lower electric field in the depleted region. Quant-
itatively, while the charge collection time can typic-
ally be around O(10 ns), for the Timepix3 radiation
monitor it is expected to rise to O(100 ns). In oper-
ation, The Timepix3 radiation monitor reads all the
65 536 pixels independently of each other. For the

Figure 8.1: Timing diagram for the Timepix3 pixel cell
in data driven mode, showing the amplifier output
signal, the threshold, and the combined work of the
40 MHz and 640 MHz clocks measuring the time over
threshold (ToT) and the time of arrival (ToA) of the
hit.

applications described in this paper, it is operated in
data-driven readout mode, acquiring both the ToT
and the ToA for all hits, i.e., each time the pixel out-
put signals exceed the threshold.

8.1.1 Operational principle: signal formation

When traversed by ionising particles, the silicon
sensor of the Timepix3 radiation monitor generates
output current pulses by collecting the free charge
carriers (electrons and holes) released in each pixel,
according to the Shockley-Ramo theorem [165–167].
In particular, the charge carriers collected by the pixel
electrodes are those released in the active portion of
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the detector, defined as the region where an electric
field is maintained via the application of the bias
voltage.

The operational principle of the Timepix3 is shown
schematically in fig. 8.1, along with its timing struc-
ture. The energy deposited in the pixel is propor-
tional to the number of charge carriers collected by
the electrodes and moreover amplified. The charges
that arrive at the electrode is are then discharged via
a constant current Ikrum (Krumenacher current) [168].
It is a discharge current in the preamplifier feedback
loop, which drives the speed of the preamplifier sig-
nal return to the baseline, and it can also be con-
sidered as the fall time of the signal. Therefore, it
directly sets the ToT for a given amount of charge, as
shown in fig. 8.2.

Figure 8.2: Illustration of the influence of the dis-
charge current Ikrum on the signal shape at the output
of the preamplifier and on the corresponding ToT (fig.
from ref. [169]).

When the output signal exceeds a pre-set threshold,
a global 40 MHz clock measures the time that it takes
for the signal to return below it, i.e. the time over
threshold (ToT), expressed in clock units (where one
time unit corresponds to 25 ns, as determined by the
clock frequency). Asynchronously, a local 640 MHz
clock starts when the signal exceeds the threshold,
thereby defining the fast time of arrival (fToA). The

clock is stopped by the rising edge of the 40 MHz
MHz clock, at which moment the time of arrival
(ToA) is registered.

In hybrid pixel detectors, only the segmented elec-
trode is connected to the readout electronics, there-
fore only one type of carrier is collected. For the
p-doped Timepix3 radiation monitor, holes are collec-
ted and the resulting signal is a positive pulse. Since
the mobility of electrons is three times higher than
the mobility of holes, this implies a slower collec-
tion of the signal (or, as described later, of the cluster
time evolution) that could allow more discrimination
power between the incident particles.

In the data-driven mode, after a hit is processed
by the pixel, a data packet containing the TOT and
the TOA information is immediately sent off the
chip. This reduces significantly the dead time of
the pixels hit while the other pixels stay active and
allows to reach very high readout rates of up to
40 Mhits/(s cm2). The different settings of the chip
are controlled using programmable digital to ana-
logue converter (DAC)s, such as the Krumenacher
current Ikrum [168], threshold level Vthl , sensor polar-
ity, clock speed, etc.

8.1.2 Clustering and charge difussion

The interaction of a single particle with the Timepix3
radiation monitor typically results in a multi-pixel
experimental signature, i.e., in more than just one
pixel measuring a non-zero ToT. This can be due to
(i) particles arriving with a diagonal trajectory with
respect to the module, hence crossing more than just
one pixel, or (ii) charge carriers released by the in-
cident particle drifting to nearby pixels before being
collected by the electrodes [170–172]. In both cases,
the clusters of pixels from the particle hit must be
reconstructed by combining time and space inform-
ation via dedicated clustering algorithms [173–175].
For the analysis presented in this thesis, several clus-
tering algorithms have been used:

1. the data processing engine (DPE) al-
gorithm [175] developed by Advacam [176]
within an European space agency (ESA) project
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has been used, owing to its computational effi-
ciency for the large data sets collected (millions
of particles per configuration).

2. in-house R2E, which exploits the field program-
mable gate array (FPGA) timestamps as screen-
shots of chip, and then performs a density-
based spatial clustering of applications with
noise (DBSCAN) procedure [177] on the pixel
array to identify the clusters.

Figure 8.3 illustrates the time evolution of two
clusters, formed by the orthogonal hit of an 5.6 and
8.4 MeV alpha particle, respectively, on the Timepix3
sensor. At first (i.e., ToA = 0 ns), the charge is released
exclusively in the pixel hit by the particle (unless
the hit occurs at pixel boundaries, in which case it
can be distributed among a maximum of four). Sub-
sequently, due to the charge diffusion process, the
nearby pixels begin to collect a portion of the released
charge, expanding the dimension of the cluster until
the full size is reached (with the external pixel hav-
ing a ToA that exceeds 100 ns in the case shown).
The extent of this effect is determined by the charge
collection time, which in turn is determined by the
applied sensor bias and by the depth of the energy
deposition [178, 179].

Moreover, if the sensor is partially depleted (as is the
case for the Timepix3 radiation monitor presented
in this work), then the charge collection process is
slow and the diffusion effects are enhanced, leading
to clusters with more pixels. This feature is exploited
in this work to reduce the collected energy per pixel
in order to operate in the linear regime of the sensor
for the large majority of incoming particles.

When tilted at an angle, the particle tracks inside
the detector cross over several pixels. In such cases,
the combined effect of the diagonal trajectory of
the particle and the charge diffusion process lead
to the formation of elongated clusters, that can be
exploited to extract information about the direction
of the hit.

8.1.3 Energy calibration principles

In order to retrieve an energy value, a calibration
procedure of the Timepix3 radiation monitor must be
performed, deriving the relation between the meas-
ured output ToT value in each pixel and the corres-
ponding deposited energy Edep

1 [170, 180]. There-
fore, the aim of the calibration is to compare the
measurements done by the readout chip with the
known values of the deposited energy from the beam
particles.

In the absence of test beams, the threshold DAC and
ToT calibration can be achieved using two methods.
The first one consists of the use of photons with a
well-defined energy. These photons can either come
from radioactive sources with a characteristic decay
energy or from X-ray fluorescence (XRF) with a char-
acteristic emission energy [181]. The photon being
stopped in the sensor, it deposits its full energy. Since
the energy of the photon is known, its relation to the
threshold DAC or ToT can be characterised.

The second method consists of the use of an internal
analogue test pulse generator. The Timepix3 readout
ASICs provide an internal test pulse generator which
can be used for calibration. In each pixel, a capacitor
allows for injecting a charge by applying a voltage
step over it. The injected charge is given by:

Q = C · ∆V (8.1)

where Q is the injected charge, C the injection capa-
citance and ∆V the voltage difference applied.

The injection capacitance can vary from pixel to pixel
and also from chip to chip. From chip design sim-
ulations, the metal-to-metal capacitance (assuming
the parallel plate capacitor model) can be extracted.

1The energy deposited in the sensor can be expressed directly in
keV or in the number of electron-hole pairs produced know-
ing that the average energy required to produce an electron-
hole pair in silicon is ∼3.6 eV. In Silicon, the bandgap energy
Eg is 1.12 eV and the ionisation energy (or the average en-
ergy deposition required to produce an electron-hole pair)
is about 3.6 eV. The ionisation energy is higher than the
bandgap. Only a fraction of the absorbed energy creates the
signal charge and the rest goes into phonon excitation which
will be dissipated as thermal energy.
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8.1 The Timepix3 detector

(a) t=3.125 ns (b) t=25.000 ns (c) t=53.125 ns (d) t=96.875 ns

(e) t = 0.00 ns (f) t = 17.1875 ns (g) t = 40.625 ns (h) t = 112.5 ns

Figure 8.3: Example of two full (top row) 5.6 MeV and (top row) 8.4 MeV alpha clusters evolution. The
particle hits just one pixel at perpendicular incidence in pixel (x, y)=(157,229) and (157, 181) for the 5.6 MeV
and 8.4 MeV alpha particle, respectively. The charges diffuse to adjacent pixels over time leading to clusters
with more pixels. The timing information refers to the combined ToA (40 MHz, or 25 ns) and fToA (640 MHz,
or 1.5625 ns) counters, when the charge first exceeds the threshold (as shown in fig. 8.1), and it is uncorrelated
with the ToT that is read at the end, when the signal falls below the threshold.

For the Timepix3 readout chip a capacitance of 20.2
e−/mV (or about 3.2 fF) is expected. This value has
also been cross-checked with X-ray sources and the
expected value has been validated [162]. For calib-
ration with the chip bump-bonded to a sensor, the
sensor has to be biased to full depletion to reduce
the capacitive noise. However, the Timepix3 radi-
ation monitor was used with a partial bias to increase
charge diffusion and reduce the known saturation
effects (explained later in section 8.1.4).

Moreover, the test pulse procedure has to be valid-
ated against test beams, and for the Timepix3 radi-
ation monitor, the setup calibration has been per-
formed with a variety of test beams and radiation
sources (isotopes), to study the ToT response of de-
tector, which were later correlated with the energy
deposition results obtained with simulations in fluk-
turiende kaskade (FLUKA) [18–20] and geometry
and tracking (GEANT)4 [182–184].

8.1.4 Pixel level energy calibration principles

The general features of the pixel-level ToT vs energy
calibration have been identified in the literature [170],
as illustrated qualitatively in fig. 8.4, where different
regions with distinct features can be isolated.

8.1.4.1 Normal regular regime - regions A and B

The range for the ToT and the boundary between
low energy response and the normal regular region
(A and B, for E < Esat) can be modelled using a
surrogate function [185] for t = Ethres < Edep < Esat
as:

f (Edep) = ToT(Edep) =

a · Edep + b − c
Edep − t

(8.2)

where this nonlinear region is parametrized by cToT,
which defines the curvature, and Ethres = t is the
threshold parameter that defines the lower limit of
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Figure 8.4: Illustration of the pixel-level spectral response of the Timepix, with regions of distinct depend-
ency [170]. The maximum ToT response is limited by the 10 bit registry at 1024 ADC units (here, at 25 ns),
while the lower detection limit is operationally set (here, at Ethres = 5.3 keV).

detection (below the threshold no charge can be de-
tected). It is given by the operational voltage of the
detector threshold, set here at 0.57 mV (correspond-
ing to a 5.3 keV energy deposition). The measured
response is linear if the input charge is 3-4 ke− above
this threshold (corresponding to about a 2.2 keV en-
ergy deposition) [162]. Moreover, the relative energy
resolution increases with larger ToT. For these reas-
ons and for the high energy calibration scope of this
work, the low energy regime is neglected by filter-
ing out the clusters with pixels measuring less than
8 keV, and as such only the linear parametrization is
kept.

The range for the ToT and the boundary between low
energy (non-linear response) and intermediate en-
ergy (linear response) depend on the clock frequency,
the applied threshold and the Ikrum value. An asymp-
tote occurs at E = t = Ethres. The point at which
the fit crosses the x-axis (ToT = 0) corresponds to
the threshold: below the threshold no charge can be
detected.

The energy calibration is slightly different for each
pixel. After performing the pixel equalisation proced-
ure (described in section 8.2.3), one assumes that the
energy calibration is practically identical for each
pixel, and thus valid for the entire Timepix3 de-
tector.

Conversely, one is interested to convert from ToT to
energy. The inverse function of Eqn.8.2 in a more
intuitive format is:

E(ToT) = ToT−1(E) =
1
2a

ToT · [1+ (8.3)√
1 − 2

at + b
ToT

+

(
at + b
ToT

)2 [
1 +

4ac
(at + b)2

]
]

+
at − b

2a
(8.4)

where for large ToT values, the square root can be
expanded using its Taylor series. Neglecting the
second order term for large ToT values, and using√

1 − x ≈ 1 − x/2, one retrieves the linear relation-
ship:

E(ToT) =
ToT

a
− b

a
(8.5)

8.1.4.2 High energy regime: saturation effect -
regions C and D

Considering the TeV scale of the accelerator beams
at the LHC, the radiation showers of interest for the
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Timepix3 radiation monitor are highly energetic, pos-
sibly containing particles with high linear energy
transfer (LET), and the high energy calibration is also
of interest. Above a certain number of charges collec-
ted per pixel, the pixel-level spectral response of the
Timepix3 gets distorted [170, 180, 186–191], initially
as a saturation effect at high energies leading to lower
ToT measurements at very high energies (region C),
followed by non-linear effects. For example, pre-
vious measurements [180, 188] indicate that above
O(800 keV) the Timepix3 preamplifier exhibits an
unexpected saturation effect, whereby the triangu-
lar pulse is shortly followed by a second pulse. The
additional second pulse is associated with a slow ex-
ponentially shaped decay of the preamplifier signal,
which can cause extra counts leading to overshoot-
ing (erroneously high energy) measurements (region
D).

8.1.4.3 Very high energy regime: the volcano effect
- regions E and F

The volcano effect named after its visible manifesta-
tion is a saturation-like effect that causes substantially
lowered measurement of ToT in pixels above a cer-
tain energy deposition. It is a caldera like hollowing
out of the measured energy deposition in the center
of a cluster and a net loss of total measured energy de-
position with respect to what would be theoretically
expected.

It has been observed only in silicon Timepix3 hy-
brid pixel detectors operating in hole collection mode,
while Timepix3 detectors collecting electrons seem-
ing to instead exhibit clusters with a ‘flat top’ [192].
The manifestation of “volcano effect” is compat-
ible with the fact that the Timepix3 readout chip is
equipped with an internal protection circuit for very
high input charges that is active only for hole col-
lection mode (for electron collection mode internal
protection circuit is not provided). As such, very
high energy deposits leading to a large number of
generated carriers trigger the chip overload protec-
tion system to limit the portion of the signal that
exceeds the predetermined threshold (especially in
the center of cluster).

Owing to its linearity, region B represents an ideal
range of operation for the Timepix3 radiation mon-
itor, whereas all regions below or above it are in-
troducing non-linear or multiple-valued effects, par-
ticularly when going beyond region D. In fact, an
essential question to be answered by this work is
whether the mixed radiation field of CERN accel-
erators, for which the detector is envisaged, yields
energy depositions per pixel that fall (at least for the
overwhelming part of the radiation field composi-
tion) within the boundaries of region B. For now, it is
anticipated that this is mostly the case, therefore the
calibration campaign presented in this paper was spe-
cifically targeted at the linear region B and at possibly
at the first saturation effects (region C), neglecting
the higher-energy regions as well as the low-energy
one (region A).

8.1.5 Cluster-level calibration

Ideally, the calibration curve of the Timepix3 chip
would be obtained by depositing a known amount
of energy in a single pixel, and measuring the cor-
responding ToT response. However, as illustrated
in fig. 8.3 for the case of alphas, single particle hits
on the sensor lead to the formation of multi-pixel
clusters, spreading the deposited energy over several
adjacent pixels. This is particularly relevant when the
deposited energy is of the order of hundreds of keV
or more (i.e., when performing the calibration for
relatively high energies), as the number of pixels per
clusters increases with the deposited energy.

In the present paper, the calibration of the Timepix3
radiation monitor is performed using clusters formed
by protons and alphas with known energy that are
stopping within the sensors, thereby depositing all
their energy in the depleted region, with a fraction
lost in the passive layers in front. To perform the
pixel-level calibration from multi-pixel clusters, one
has to work under the assumption that all pixels are
operating within the same linear response (i.e. region
B), by summing the ToTs for all the N pixels:
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ToTcl =
N

∑
i

ToTi =
N

∑
i

f (Ei) =
N

∑
i
(a · Edep,i + b)

= a ·
N

∑
i

Edep,i +
N

∑
i

b = a · Edep + N · b (8.6)

where ToTi (Ei) is the per pixel ToT (energy) value, a
and b are the linear coefficients parametrising the ToT
vs energy curve in region B, Edep is the total energy
deposited (the known beam energy minus the energy
lost in the top layers), and N is the total number of
pixels per cluster (which increases with Edep). The
assumption of having the same linear response for all
pixels is tested in section 9.2.4.3, especially for high-
energy hits, for which saturation effects can occur. In
fact, the choice of operating the Timepix3 radiation
monitor with partial bias is intended to prevent the
deposition of too much energy in the center of the
clusters by enhancing the charge sharing, thus ensur-
ing that the conditions of region B can be met in most
(if not all) pixels in the cluster. If these conditions are
not met, deviations of the measured calibration curve
from ref. 8.6 can be expected, especially for high Edep
per pixel.

Finally, once the calibration curve parameters are
established, the Timepix3 radiation monitor can be
used to obtain energy deposition measurements
simply by inverting the expression in 8.6.

8.1.6 Time measurement

The signal rise time is independent of the signal
height [193]. Therefore, a signal with a larger amp-
litude crosses the constant threshold value earlier
than a signal with a smaller amplitude (as depicted
in fig. 8.5a). This phenomenon is commonly called
timewalk, and leads to a time shift in the ToA and to
non-linearity at signal values close to the pre-defined
threshold.

The shift in time with amplitude x can be modelled
with a surrogate function, motivated by geometric
considerations [193]:

fToA(x) =
cToA

x − tToA
+ dToA (8.7)

The three free parameters cToA, tToA and dToA corres-
pond to the curvature, the asymptote and the offset
of the response function. It is possible to perform a
time calibration [193] in two steps by a combination
of test pulses for the non-linear timewalk and beam
data to calibrate the delay.

8.2 The Timepix3 radiation monitor
setup

While the previous chapter focused on the detection
principles of the pixel silicon detector, in particular of
the Timepix3 technology, this chapter describes the
technical implementation of the chip within a detec-
tion setup capable of deployment across the CERN
accelerator complex, henceforth called the Timepix3
radiation monitor.

8.2.1 Setup description

The Timepix3 radiation monitor setup has been con-
ceptually designed in three parts:

1. the detector module hosting the Timepix3 chip
and sensor, operating in the radiation field to
be measured

2. the front-end crate, designed as radiation toler-
ant in order to operate in the proximity (about
5 m away) of the detector module

3. back-end crate, the data acquisition computer
and the power supplies, to be placed far
enough from the measurement area to be con-
sidered safe for electronics and/or human op-
eration

The full block diagram of the setup is presented
in fig. 8.6. The Timepix3 detector module hosts the
Timepix3 hybrid pixel detector mounted on a dedic-
ated board and the power regulators for its operation
(2 x FEASTMP 1.5 V). The board can be powered
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Figure 8.5: The timewalk effect: (a) - amplitude-dependant time of threshold crossing; (b) - the dependency
of ToA shift on the pulse amplitude; (c) - the dependency of ToT on the pulse amplitude.

by a single 8 V (5-12 V) power supply, and the ex-
pected current consumption at this voltage is about
190 mA. For the data and control signal transmission,
the Timepix3 chip uses x and y low-voltage differ-
ential signaling (LVDS) lines respectively, that are
routed directly on the Timepix3 carrier board to six
RJ-45 connectors at the front panel of the detector
module. To ensure the proper signal quality, category
6a Ethernet cables (double-shielded) are then used
for the connections between the detector module and
the front-end crate. The module has a dedicated de-
tector power supply input, which is a LEMO 00 type
connector and is located at the front panel. The re-
quired power supply depends on the detector type,
and for the 300 µm p-in-n type detector a 50 V supply
is used, leading to a partial depletion of the silicon
sensor. The expected current consumption is depend-
ent on the detector illumination, but it should not
exceed several mA at 50 V (with the detector covered,
it oscillates around 0.1 µA).

The front-end system consists of a single metal crate,
responsible for interfacing with the Timepix3 detector
module and for the data transmission to the back-end
system through optical fibers. Both front-end and
back-end use LC type SFP transceivers. Single-mode
optical fibers are used. The system uses FEASTMP
power regulators with the allowable input voltage
range between 5 V and 12 V. An 8 V power supply
with at least 30 W of output power is used, as the ex-
pected current consumption at this voltage is roughly

Figure 8.6: Timepix3 setup layout diagram, show-
casing the intended operation with the the laptop,
backend and power supplies in a no radiation area,
the front-end crate that should be radiation tolerant,
and the in-beam detector module.

2 A, but can slightly increase for prolonged usage.
The same connector with an identical pinout as in
the case of the detector module is used (male DB-9).
Neither the front-end system nor the detector module
have reverse voltage or overvoltage protection.

The main element of the back-end system is the
VC707 development board from Xilinx, hosting the
Virtex-7 FPGA. An FPGA mezzanine card (FMC)
with ten optical fiber transceivers (SFP) is attached
to the board and is used for communication with the
front-end system. The transceivers’ output power
is sufficient to operate at distances up to 10 km, but
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Figure 8.7: Timepix3 detector module, hosting the
chip and its DAQ.

Figure 8.8: Timepix3 chip (fig. from ref. [162]).

when (as in most cases) the distance is substantially
lower, the receivers at the front-end side are satur-
ated since the signal from the front-end does not
face enough attenuation. For this reason, attenuat-
ors in the range of 3-5 dB are attached to two of the
transceivers, where the signal is transmitted in the
direction of the front-end crate. The back-end crate
has a dedicated firmware. The power delivery to
the system is realized via a dedicated 12 V AC/DC

power converter. The Ethernet interface is used for
device communication with the host PC. The readout
and processing software on the host PC are based on
the PANDA graphical user interface (GUI), allowing
the setting of the operational parameters as well as
data acquisition.

8.2.2 Operating threshold

The electronic noise (parametrized by its σRMS) and
the threshold dispersion amongst pixels are import-
ant parameters to determine the operating threshold
of the readout application specific integrated circuit
(ASIC). For the Timepix3 chip, the suggested operat-
ing threshold should be set to 6 times the σRMS ad-
ded in quadrature to the threshold dispersion. This
threshold level assures the significant reduction of
the probability of pixel triggering by the voltage
noise. The very low noise of the Timepix3 chip allows
for operating the chip at a low threshold of approx-
imately 500 electrons (charge carriers) and thereby
the detection of small signals.

One one hand, at such a low threshold a few pixels
might show a high rate of hits in absence of incident
radiation due to the excessive output noise. Such
pixels are manually masked to be able to operate
the chip at the lowest possible threshold. On the
other hand, some pixels never fire, and these are
called dead pixels. The pixels are usually masked
either after the equalisation due to their comprom-
ised threshold setting which was significantly differ-
ent from other pixels or manually since they were
deemed to be non-functional (overly noisy, unre-
sponsive or stuck at certain value) at the nominal
operating threshold. In total, the number of unusable
pixels for the Timepix3 radiation monitor has been
less than 0.1% of the matrix.

The operating threshold affects significantly the spa-
tial resolution of the device. Usually, the incid-
ent particle triggers multiple pixels on its trajectory,
hence for its reconstruction and precise deposited
energy calculation it is necessary to capture all such
pixels. A lower threshold therefore allows for de-
tecting more events associated with a single particle
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hit. For this reason, it is important to minimise the
electronic noise and the threshold dispersion.

8.2.3 Threshold dispersion and pixel
equalisation

In semiconductor electronics, manufacturing imper-
fections cause variations in the performance of the
devices within the same chip. In this regard, the
programmable global threshold of the chip is one
of the most affected parameters. A global threshold
voltage generated by a programmable digital to ana-
logue converter (DAC) in the periphery of the chip is
applied to the discriminators of each of the pixels.
However, the effective threshold of each discrim-
inator varies from one pixel to another due to the
discrepancy of reference voltage value introduced
during the chip manufacturing process. To overcome
this dispersion, a 4-bit local threshold adjustment is
applied to each pixel in order to achieve a uniform
global threshold. The equalisation consists of adjust-
ing this local threshold using an additional trimmer
DAC, present in each one of the pixels. Figure 8.9
shows the spread of the threshold before and after
equalisation of the R2E Timepix detector.

The chip is operated in a photon counting mode in
the procedure. First, the local threshold adjustment
(trimmer DAC) is set to its minimum value (mask
0000). For each pixel, the global threshold DAC
(THL) is scanned from a level of no counts (threshold
above the noise of the pixel front-end circuits) to
a level where all the pixels start to be triggered
(threshold close to the noise level). As the result
of this procedure, the dependency of occupancy (the
percentage of time when pixel is triggered) on the
global threshold setting is achieved for each one of
the pixels. Due to their shape, these dependencies
are called S-curves. The middle of this curve, where
the occupancy value is equal to 50%, corresponds to
the mean value of the noise. The same measurement
is then repeated by setting the threshold adjustments
to their maximum values (mask 1111) and THL is
scanned again.

For each pixel, the operation range is thus known. As-

Figure 8.9: Spread of pixel responses for the R2E
Timepix3 radiation monitor during equalisation for
the local threshold set at its minimum value, to its
maximum value and after equalisation.

suming a linear relationship between the two points,
the adjustment threshold is set in such a way that the
global threshold will remain uniform across the mat-
rix. After equalisation, the ToT response of the chip
becomes more uniform even though some dispersion
remains (∼ 40 electrons).

8.2.4 Bias voltage and depletion layer

By applying an external voltage across the p-in-n
junction we can create an electric field in the same
direction as the intrinsic field created by the junction
space charge, which will further extend the depletion
region. A positive voltage applied to the cathode side
relative to the anode side will create this condition
and is called reverse biasing of the p-in-n junction.
In the high-purity silicon, the width of the deple-
tion region can be increased until it covers the whole
volume of the semiconductor, which is also known
as the full depletion operation. The voltage could
be further brought up to a point of the junction ava-
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lanche breakdown, which is not considered in this
project as the used detector bias voltages are much
lower. The depletion region width can be approxim-
ated (according to ref. [95] eqn. 2.27) as:

W ≈
√

2ϵ0ϵSi

eND
Vbias ≈ 253.42 µm at Vbias =50 V

(8.8)

where ϵ0 =8.8 · 10−12 C/(V m) is the permittivity of
free space, ϵSi = 11.68 is the relative permittivity
of silicon, e = 1.6 · 10−19 C is the elementary charge,
ND = 1× 1018 1/cm3 is the assumed concentration of
donor atoms in the silicon chip and Vbias is the extern-
ally applied voltage across the junction (bias).

8.2.5 Pile-up limit

Data are shifted from a selected pixel and written
into a buffer for readout. This buffer has storage ca-
pacity for two events of data to reduce the dead time
of the digital pixel front-end, allowing for continuous
acquisition and readout with a relatively small dead
time of 475 ns per pixel for the Timepix3 chip (com-
pared to 300 µs in the Timepix chip). This dead time
increases however when the chip is operating very
close to its maximum hit rate, at larger ToT values,
or when the data rate exceeds the available band-
width.

Each Timepix3 pixel provides information about the
energy deposition and time of arrival with a time
binning of ∆ToA=1.5625 ns, yielding a frequency of
fToA = 640 MHz/pixel for distinguishing events in
different pixels. However, two additional contribu-
tions have be considered as well: i) the per pixel
dead-time quantified at ∆Tdead = 475 ns, and ii) the
ToT signal itself since it is a time measurement. From
the experimental data in this report, one can have ToT
values per pixel as high as (800 · 25) ns, limiting the
maximum rate per pixel to fmax,ToT = 50 kHz.

8.3 Data analysis

As a novel radiation monitor, one unique capabil-
ity and long term goal for the Timepix3 detector is
to be able to differentiate amongst several particles
species in a mixed radiation-field, for which several
classifications algorithms already exist that rely on
the energy deposition patterns and the geometry of
the clusters [170, 174, 194]. Typically, particle identi-
fication (PID) procedures cannot distinguish between
charged particles in the absence of magnetic fields
that would help retrieve information about the mass
and/or charge of the particles. The advantage of
having the pixel matrix is that the different particle
interaction mechanisms leave a different track inside
the detector. Moreover, the Timepix3 detector con-
tains precise (1.5625 ns) information about arrival
time of the charge at the pixels within clusters, that
could potentially be used to enhance its PID capabil-
ities.

The first step of the analysis of data from the
Timepix3 Radiation Monitor irradiations is the
pixel clustering procedure described in Section 8.1.2,
aimed at identifying the results of single-particle
hits. secondly, several parameters are computed for
each cluster, in particular, the cluster ToT volume,
given by the sum of the individual pixel ToT values,
used for calibration purposes and as a dose rate
monitor. Moreover, the cluster shapes are analyzed
to define morphological parameters that could allow
to distinguish the signal from the background.

8.3.1 Cluster parameters

At this stage, it is beneficial to define the cluster para-
meters used in this study, and their values for differ-
ent types of clusters, as shown exemplary for three ar-
tificial cluster in fig. 8.10. The cluster parameters are
loosely based on the definitions from ref. [194]:

• Cluster size/area A: The number of pixels
within the cluster.

• Cluster volume V: The sum of the pixel’s ToT,
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as:

V =
A

∑
i

ToTi (8.9)

• Cluster centre of geometry Cgeo = (cx, cy): The
centre of the cluster, computed as the average
point amongst the rows and columns, divided
by the cluster area.

• Cluster centre of gravity Cgrav = (cx, cy): Simil-
arly to the centre of geometry, but each pixel is
weighted by its ToT.

• Cluster radius R: The maximum distance
between each pixel pi and the cluster centre
of geometry.

R = max(d(pi, (cx, cy))) + 0.25 (8.10)

The extra 0.25 takes ensures that the density is
constrained to at most a value of 1.

• Cluster density ρ: Defined as the cluster area
divided by the area of a circle:

ρ = A/πR2 (8.11)

Therefore, circular clusters will have a density
close to unity.

• Cluster extension along rows CEr (columns
CEc): Defined as the difference between the
maximum pixel row (column) index and the
minimum:

CEr = Ymax − Ymin (8.12)
CEc = Xmax − Xmin (8.13)

• Cluster linearity L: Computed by fitting a line
to the cluster pixels (optionally, weighted on
the ToT). Then, calculate the distance of each
point in the cluster to the fitted line and com-
pute the least squares parameter R2, as:

R2 = 1 − RSS
TSS

(8.14)

where RSS is the sum of squares of residuals
and TSS is the total sum of squares. In order to
have this parameter close to 1 for lines/tracks,
the cluster linearity is then computed as:

L = 1 − R2 (8.15)

• Cluster width W (different compared to the
cluster extensions): Computed based on the
fitted line mentioned above. First, one com-
putes the maximum distance between the line
and the left- (dW,L) and right-most (dW,R) points,
then the width is simply:

W = 1 + dL,L + dL,R (8.16)

• Cluster length L: Similarly to the width W,
based on the perpendicular line to the fitted
one for the cluster linearity. Then, one com-
putes the maximum distance between the line
and the left- (dL) and right-most (dR) points,
then the width is simply:

L = 1 + dL + dR (8.17)

This would be a 2D length on the pixel matrix.
Additionally, one could compute the cluster
length in 3D by considering also the sensor
thickness. By definition, the length should al-
ways be larger than the width L ≥ W.

• Cluster azimuth angle Φ: Computed from the
slope of the fitted line, within a (−π/2, π/2]
range.

• Cluster aspect ratio A: Simply the ratio of the
width over the length:

A = W/L (8.18)

• ToA orientation: Assuming a more linear
cluster, one can try to infer the direction the
particle came from by computing the entry and
exit points of the particle. In more general
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terms, this can be called a Time of Arrival ori-
entation (e.g. either from left or right). It is
computed by fitting the ToA values with a line
as mx+ n, and then following variables are con-
sidered:

ToAorientation = sgn(m) (8.19)

Based on this, the cluster azimuth angle Φ can
be extended to cover the [−π, π] range.

• Cluster polar angle Θ: Based on the cluster
length, one can compute the incidence angle
geometrically, spanning the range [0, π/2].

• Cluster linear energy transfer (LET): Com-
pute as the ratio between the total cluster ToT
volume and the cluster length:

LET = V/L (8.20)

8.3.2 Cluster types

The data analysis for pixel detectors requires a good
knowledge of the particle interactions with matter,
in particular semiconductor materials [195]. In addi-
tion, by taking advantage of the information about
the experimental test setup (e.g., perpendicular ir-
radiation for calibration purposes), as well as the
beam particles species (hadrons, leaving round blobs
inside the detector, as compared to wiggly lines in
the case of electrons), one can obtain a set of known
tracks and their origin that can be used later on in
an unknown radiation environment. For this, the
cluster morphology can often be characteristic of the
radiation field, and the assignment of particles into
broad morphological categories can provide a way
to discriminate between particle types. The clusters
are sorted into different morphological categories fol-
lowing the selection criteria summarised in tab. 8.2,
and a few artificial (custom made) clusters are shown
in fig. 8.10. Similar approaches can be found in the
literature [160, 196, 197], each slightly customized
for their own application and taking into account

their sensor material (Si, CdTe, etc.) and operational
parameters (threshold level, discharge current, etc.).
Moreover, machine learning methods [175, 198] are
also investigated for the decision tree into several
cluster categories.

Further criteria are as follows, if the cluster:

a) has hollow center

b) has hollow center, with a tail

c) does not fit any of the above
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8.3 Data analysis

Figure 8.10: Artificial clusters used to test the algorithm that computes the cluster parameters, for (Left) a
straight line, oblique, (Centre) a square, and (Right) a star. The cluster length and width are plotted with
lines, and the other parameters are explicitly given.

Table 8.2: Different types, subtypes and families of clusters, as well as the decision tree/selection criteria to
obtain them.

Type SubType Family Cluster Inner Aspect Cluster Cluster Cluster Further
Area pixels Ratio Density Linearity Length Width criteria

A A ρ L
Blob small monopixel 1

twopixels 2
L-shaped 3

square 4
star 5

star-broken 5
light 1 < 1.25 >0.5

medium 1<, ≤ 4 < 1.25 >0.5
heavy >4 < 1.25 >0.5

doughnut < 1.25 a
Track heavy >4 > 1.25 >0.25

tennis-racket > 1.25 b
medium 1<, ≤ 4 >0.7

light 0 >0.7 >3
short 0 ≤5

straight 0 >0.7 ≤3
L-shaped 4
3-pixels 3

curly ≤0.35 <0.7
Other unclassified c

89





9
Test campaigns: energy calibration

Introduction

The Timepix3 calibration procedure, which is used
to convert the measured time over threshold (ToT)
per pixel into deposited energy, and its key prin-
ciples have been summarised in section 8.1.3. Exper-
imentally, several calibration techniques have been
investigated in the literature, either using internal test
pulses [189, 190] or, alternatively, using test beams:
protons at 8 [180] or 5 [188] MeV, alpha sources be-
low 2 MeV [170, 191, 199], low energy gamma ray
sources [200], pions at 120 GeV [164], etc.

The non-trivial relation between the ToT and the
deposited energy per pixel exhibits different de-
pendencies at several energy ranges, which involves
threshold effects at low energy, a linear regime at in-
termediate energies, and complex high-energy effects
widely discussed in the literature, e.g., in [170, 180,
188]. Importantly, it is known that the high energy ef-
fects can be mitigated by operating the Timepix with
a bias voltage that leads to a partially depleted p-in-n
sensor [180], reducing the amount of collected charge
in the core pixel thanks to the enhanced charge diffu-
sion to the adjacent ones [201, 202]. For this reason,
the Timepix3 radiation monitor is operated at a par-
tial bias of Vbias=50 V, leading to a depletion layer of
around 250 µm instead of the full 300 µm thickness
of the silicon sensor.

Two test campaigns using charged particles have
been performed to obtain the ToT-energy calibration
for the Timepix3 radiation monitor, as sumarised in
tab. 9.1.

9.1 CALLAB sources: 241Am and 60Co

9.1.1 Introduction

As the first test campaign with the Timepix3 radi-
ation monitor setup, the scope of these measure-
ments were both to gain in-house expertise about
the detector setup (i.e. understanding its technical
implementation and limitations), as well as to acquire
data points for energy calibration with the available
sources.

9.1.2 Facility description

The radiation protection (RP) calibration laboratory
(CALLAB) [203] at the Prevessin site of CERN is a
state-of-the-art calibration facility designed accord-
ing to the requirements of ISO 17025 standard [204].
The experiment has been performed employing two
radioactive sources:

1. 241Am - 40 kBq (source no. 4276RP) [199, 205],
shown in fig. 9.1): thanks to the short range of
the alpha particles and because the experiment
was performed in air, by varying the distance
between the source and the detector one has
access to different energy depositions inside
the detector (as indicated in fig. 9.2).

2. 60Co - 3.9 kBq (source no. 3982RP). The 60Co is a
synthetic (artificially produced in nuclear react-
ors) radioactive isotope with a half-life of τ = 5
years. It undergoes beta decay to the stable iso-
tope 60Ni, thereby emitting two gamma lines at
1.17 and 1.33 MeV, as indicated in fig. 9.3, via
the decay scheme:
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Chapter 9 Test campaigns: energy calibration

Table 9.1: Main features and limitations for the two test campaigns performed with the Timepix3 radiation
monitor with the aim of energy calibration.

Laboratory Features Limitations

radiation pro-
tection (RP)
calibration
laboratory
(CALLAB)

Mainly using an 241Am source emitting al-
pha particles peaked at 4.8 MeV

1. conveniently located and easily ac-
cessible at the CERN Prevessin site.

2. operation in air, allowing to obtain
different calibration points by vary-
ing the distance.

1. rather large measurement uncertainty
of the distance between source and
detector (and thus, of the beam en-
ergy at detector surface).

2. angular isotropic source, leading to
larger energy distribution widths
with larger distances.

3. lowest reliable energy peak at
1.4 MeV deposited energy inside
the detector, possibly within the
saturation regime already.

centro nacional
de accel-
eradores (CNA)

Using monochromatic protons and alphas
from 0.6 MeV to 8.4 MeV

1. operating with a TANDEM acceler-
ating the beam particles with an ad-
justable voltage, giving a maximum
of 5% uncertainty on the beam en-
ergy.

2. operating in vacuum, reducing the en-
ergy and angular scattering of beam
particles.

3. lowest available beam energy at
600 keV, possibly within the linear
calibration regime.

1. the 600 keV beam energy, if deposited
in only one pixels, is at the literature
threshold for saturation effects; how-
ever, charge sharing compensates and
the charge is divided amongst several
pixels.

2. the minimum beam flux at about 104

particles/(cm2 s); for calibration pur-
poses, lower fluxes are better suited.

59
27Co + n →60

27 Co →60
28 Ni + e− + ν̄e + γ (9.1)

Moreover, the full measured gamma ray γ spec-
trum for the 60Co source is given in fig. 9.4,
where minor background radiation at lower
energies can also be observed. Nevertheless,
at the MeV level of energies, the gammas will
mostly undergo Compton scattering processes,
as depicted in fig. 9.5.

9.1.3 Installation

The experiment was set up as shown in fig. 9.6, with
the main Timepix3 operational parameters summar-
ised in tab. 9.2. The two radioactive sources were

installed on a support at detector height and the dis-
tance was adjusted manually, with a precision within
a couple of mm.

Table 9.2: Timepix3 radiation monitor operational
parameters at the CALLAB test campaign.

Parameter value
Bias voltage [V] 50

Panda GUI firmware version 2.4.0

9.1.4 Data analysis

The measured data for both sources has been
clustered using the data processing engine (DPE)
clustering algorithm described in section 8.1.2.
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9.1 CALLAB sources: 241Am and 60Co

Figure 9.1: The weak 241Am alpha source at CERN,
as measured with an alpha spectrometer in vacuum.
There is a shift of the spectrum from its nominally
emitted 5.486 MeV peak due to the encapsulation
of the source. The source was used in air for the
test campaign, leading to a further reduction in the
energy: 1 mm of air can change the peak position by
more than 0.1 MeV.

Figure 9.2: Alpha particle range and stopping power
in silicon (data taken from ref. [206]). The points cor-
respond to the expected energy of the alpha particles
after they have traversed the distance from the source
to the detector in air, thereby losing a significant part
of its energy.

9.1.4.1 241Am - α particles

The distributions of the total measured ToT per
cluster and the cluster size for each distance between
the source and the detector are shown in fig. 9.7. The
peaks of the deposited energy shift to lower values
with increasing distances, as expected from the at-
tenuation of α particles in air and also confirmed by

Figure 9.3: The decay scheme of 60Co and 60mCo (fig.
from ref. [207]).

Figure 9.4: The γ ray spectrum of 60Co and 60mCo (fig.
from ref. [207]).

the FLUKA simulation results, also shown in fig. 9.7
(right). The source of particles was modelled with a
Gaussian energy distribution, peaked at 4.677 MeV
with a standard deviation (FHWM) of 124.95 keV
(294.021 keV). The angular distribution of the source
was considered to be uniform isotropic. Similarly
to the measured data, the FLUKA simulated results
indicate that there are no alpha particles arriving at
the detector at d =40 mm; moreover, at d =30 mm
the peak is cut from the left, particularly visible in the
simulated results. The cluster sizes follow the same
pattern as for the energy distributions, decreasing in
number of pixels with larger distance.

Nevertheless, the other data points can be fitted
well with Gaussian functions, with numerical val-
ues for the mean x0 and the deviation σ presented in
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Figure 9.5: The photon interaction mechanisms, as
(top) the total photon cross sections, as well as
(bottom) the relative importance, for the three

processes (phtotoelectric effect, Compton scattering
and pair production). The 60Co source yields two

gamma lines at 1.17 and 1.33 MeV, implying that the
main interaction mechanism is Compton scattering

(fig. from ref. [208]).

Table 9.3. These data points are then plotted in fig. 9.8
to obtain, with several caveats, the first calibration
curve for the Timepix3 radiation monitor:

Figure 9.6: Timepix3 radiation monitor, as (top)
installed in the CALLAB hall, with (centre) the
241Am source at 12 mm, and the (bottom) 60Co

source.

ToTsat =

Edep ·
[
306 ± 45(σToT)± 34(σf it)± 30(σE)

] [25 ns
MeV

]
+N ·

[
89 ± 14(σToT)± 10(σf it)± 9(σE)

] [25 ns
pixel

]
(9.2)

where N is the cluster size (number of pixels). The
uncertainties are as follows: σToT is the averaged 1 −
σ of the measured ToT values per cluster for all the
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9.1 CALLAB sources: 241Am and 60Co

beam energies, σE is the beam energy uncertainty,
evaluated at an average of 3% over all beam energies
as communicated by the facility, and σf it is the error
on the least squares fit of the calibration curve.

Although the interpolated data points based on
Eqn. 9.2 matches well the measured data, the caveats
previously mentioned pertain to the energy regime
the Timepix3 detector is measuring in (described in
detail in section 8.1.4). In particular, at these high
energy depositions, the detector can already suffer
saturation effects with no data point lying in the nom-
inal (regular) regime, which based on literature is at
about 600 keV per pixel [22]. To be noted is that not
all the pixels in the cluster would be saturated, but
just those in the centre of the cluster. Moreover, this
hypothesis was also supported by the large value
for the threshold, namely 88 keV, as it is known that
the Timepix3 detector can detect deposited energies
down to about 10 keV. For these considerations, an-
other test campaign that could potentially solve all
these issues was planned and executed, described
later on in section 9.2.

Table 9.3: Calibration table for the 241Am source with
α particles, containing both the measured (ToT and
N) and the FLUKA simulated data (Edep).

d ToT N Edep
[mm] [25 ns] [pixels] [MeV]

12 3013 ± 339 23.0 ± 4.2 3.195 ± 0.069
16 2786 ± 318 21.9 ± 3.1 2.679 ± 0.072
20 2310 ± 359 19.0 ± 2.6 2.093 ± 0.077
22 2089 ± 316 4.1 ± 2.3 1.761 ± 0.082

9.1.4.2 60Co - γ lines

On the lower part of the energy deposition spectrum,
the 60Co γ-source leads to smaller ToT compared to
the 241Am α-source. From fig. 9.5, one can see that the
total photon cross section increases with decreasing
energy below the gamma lines of the 60Co source at
1.1732 and 1.3325 MeV. Although the Landau distri-
bution (described in appendix 3) is meant to describe
the ionizing energy loss for the charged particles, the
energy distribution for photons also exhibit a similar

behaviour pattern. Similarly, a FLUKA simulation
was setup using as the particle source an 60Co isotope,
with an isotropic angular distribution.

The gamma attenuation in air is almost negligible
over lengths of several centimeters, as for this test.
Placing the source at the three different distances of
11, 20 and 30 mm reveals a minuscule shift in the fit-
ted energy peaks for both the measured and FLUKA
simulated data, shown in fig. 9.9, revealing a minor
increase in the deposited energy with increasing dis-
tance, opposite to the case of the α particles, but as
expected from the total interaction cross section in
fig. 9.5. However, the relative standard deviations for
the deposited energy distributions are significantly
larger. Due to these considerations, even though the
energy deposits would be within the normal (regu-
lar) regime of the Timepix3 detector, the proximity
of the 3 points to each other render their usefulness
for calibration purposes as insignificant, as shown in
fig. 9.10.

Table 9.4: Calibration table for the 60Co source with
γ particles, containing both the measured (ToT and
N) and the FLUKA simulated data (Edep).

d ToT N Edep
[mm] [25 ns] [pixels] [MeV]

11 90 ± 105 3.99 ± 0.87 63.3 ± 39
20 103 ± 102 3.98 ± 0.84 68.3 ± 40
30 114 ± 104 4.06 ± 0.87 70.1 ± 41

9.1.4.3 Pile-up

The collected data servers multiple purposes, not just
for calibration, but also to better understand the beha-
viour of the Timepix3 radiation monitor. In situations
with a high count rate, the question of pile-up could
arise, for which plotting 2D histogram with the de-
posited energy in units of ToT [25 ns] and the cluster
size in pixels as is shown in fig. 9.11 is useful to dis-
criminate between different types of pile-up. The
first dominant peak corresponds to the fitted peak
in the data analysis section above, while the second
scattered peak are the double pile-up clusters. It is
interesting to note that they consist of double the
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Figure 9.7: Measured data for the 241Am source at various distances from the detector, and fitted using
Gaussian functions, showing the (left) time over threshold (ToT) and (centre) cluster sizes distribution, and

(right) simulated data using FLUKA.

Figure 9.8: Energy calibration of the Timepix3
radiation monitor for the 241Am source at CALLAB

with α particles up to 3.2 MeV.

amount of pixels and peak around at double the ex-
pected deposited energy, implying that the pile-up is
due to an artefact of the clustering algorithm, and not
a physical pile-up in the Timepix3 detector, which
would correspond to N times the peak energy, but
with the same number of pixels in the cluster.

9.1.5 Test campaign summary

The test campaign is considered to have been a good
first experience with the Timepix3 radiation monitor
setup, in the CERN RP in-house calibration laborat-
ory (CALLAB) facility. The operational settings of the
setup have been tested and familiarity with the setup
was achieved. Several data points for energy calibra-
tion have been collected using the detector, however
they could already be part of the saturation regime,
and not in the regular (normal) operation for the de-
tector, since their energy deposition is in the MeV
regime. In the absence of a cleaner signal in the keV
regime, one cannot fully rely on this calibration alone.
Moreover, more questions regarding the characterisa-
tion of the setup arose during the data analysis, not
just pertaining to the calibration, but also to the more
general detector manufacturing and response. In par-
ticular, a known manufacturing defect is the dead
layer on top of the detector, which could potentially
impact the calibration efforts for particles with high
linear energy transfer (LET), typically at low energies.
In order to fully address these concerns, another test
campaign with more suitable beam energies and con-
ditions has been executed.
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Figure 9.9: Same as fig. 9.7, but for the 60Co source.

Figure 9.10: Energy calibration of the Timepix3
radiation monitor for the 60Co source with γ

particles.

9.2 CNA: protons and alphas from 0.6
to 8.4 MeV

9.2.1 Introduction

An experimental campaign dedicated to the calibra-
tion of the CERN Timepix3 radiation monitor was car-
ried out using monoenergetic proton (alpha) beams
ranging from 0.6 (1) to 5 (8.4) MeV at the centro
nacional de acceleradores (CNA) particle accelerator

Figure 9.11: 2D histogram with the deposited energy
in units of ToT [25 ns] and the cluster size in pixels
for the 241Am, at a distance of d = 12 mm.

facility [209, 210]. The measurements included the
estimation of the thickness of the dead layer in front
of the Timepix module, obtained by performing an
irradiation scan of the setup with 0.6 MeV protons at
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an angle ranging from 0° up to 45°. The results of the
test campaign are described, starting with the mor-
phological filters applied on the raw data to clean the
signal from any significant background, particularly
relevant for the high energy alphas. The selection
relies on shape-based cluster parameters, such as
cluster radius and density. Subsequently, the cluster-
level calibration is presented, as well as the distri-
butions of ToT and cluster size for both proton and
alpha beams at different energies. The results of the
angular scan for the dead layer estimation are also
discussed, along with an investigation of possible
pile-up events and a preliminary analysis of the dif-
ferences between clusters induced by protons and
alpha particles.

The goal of the work presented in this section was
to characterize the Timepix3 radiation monitor, ob-
taining a pixel-level calibration curve from ToT to
deposited energy using high energy hadron beams,
as well as gaining in-house expertise in the operation
of the setup to understand its capabilities and limita-
tions. The calibration campaign was carried out by
irradiating the detector with quasi-mono energetic
ion beams at the centro nacional de acceleradores
(CNA) [211, 212]. The campaign was performed
using 0.6–5 MeV protons and 1–5.6 MeV alphas, a
subset of the energy range at this facility. At these
energies, all particles stop within the depleted layer
of the 300 µm Timepix3 silicon sensor. For the calibra-
tion, the effective deposited energy in the active layer
of the sensor was derived as the difference between
the beam energy and the energy lost in the following
two thin layers in front of it: an aluminium metal-
isation layer of known thickness, and a dead layer
of unknown thickness. In addition, to measure the
thickness of the front dead layer, an angular scan was
performed using 597 keV protons, studying the vari-
ation in the effective energy deposited in the sensor.
The experimental setup and the calibration proced-
ure, including the dead layer estimation method, are
the subject of the next paragraphs.

9.2.2 Facility description

The test campaign was performed at the Van der
Graaf 3 megavolts (MV) Tandem accelerator at CNA,
providing quasi-mono energetic protons (alphas) at
various energies from 0.6 (1) to 5 (8.4) MeV with
an energy spread ∆Ebeam < 3%. The full detector
module was placed on the specific sample holder into
the irradiation vacuum chamber (at a pressure of the
order of 10−6 mbar). The Timepix3 radiation monitor
was masked when the spot beam was focused to set
each experimental configuration (i.e., beam energy
and flux).

At the present time, the CNA 3 MV tandem facility
has six available beam lines to characterize and to
modify materials, as well as for nuclear physics re-
search. The test campaign was performed on the +15◦

beam line: irradiation chamber. This home-made
scattering chamber has been designed to allow the
irradiation of large areas by raster scanning of the
beam through magnetic deflection [213]. On this
beamline, on the first portable support, a cubic as-
sembly and the beam scanning system are placed.
The cube accommodates two main elements: (i) a 45◦

pentaprism, which allows to better check the device
under test (DUT) position, and (ii) a variable graph-
ite slit which defines the beam size (usually they are
selected to obtain a 1 cm2 beam spot size). For large
areas, the special shape of this piece avoids the un-
desirable production of radiation coming from the
collision of the beam with the pipe walls. For the
purpose of sweeping uniformly the beam over the
sample surface, a magnetic beam scanning system
is in place, which consists of two magnets for hori-
zontal and vertical scanning.

A scintillator is used for live flux monitoring in the
irradiation chamber. It is based on a sample holder
assembly biased at 200-300 V, with an aluminum vari-
able slit in front, and it is electrically insulated from
the rest of the line. This assembly collects the sec-
ondary electrons and is connected to a current in-
tegrator with the purpose of monitoring the flux in
a Faraday Cup configuration. The lower limit of
this instrument for a reliable current measurement
is roughly 50 pA, translating to a minimum flux of
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106 particles/(cm2·s). Nevertheless, the facility can
provide lower fluxes, but without the live monitoring
of the delivered flux. These lower fluxes were pre-
viously measured and calibrated with a different in-
strument [214], not used in this test campaign.

In addition, the raster scanning system was used to
spread the beam over larger areas, thereby reducing
the local flux. Although this is limited by the sample
holder dimensions (16×20 cm2), depending on the
beam features the full range can be further increased.
The raster scan is selected as a uniform diamond,
shape defined by the type of installed slits, with a
1 cm side, chosen as the optimum parameter for the
scan system. When the intensity decreases below
the scintillator threshold, one loses the instantaneous
information about the raster scan, but the total field
of 1 cm × 1 cm is maintained, as is confirmed by the
raw detector results in fig. 9.12.

For the Timepix3 campaign, it was requested to use a
particle flux below the lower limit of the scintillator,
to avoid pile-up events in the physical detector and
in the clustering algorithm. During the campaign, a
local flux density of around 104 particles/(cm2·s) was
typically used, but it was also decreased for some
runs down to 102 particles/(cm2·s). In these con-
ditions, no live flux monitoring is provided by the
facility. When the entire beam is aimed at the de-
tector, the measured (cluster reconstructed) particle
count rate in fig. 9.13 (left) reveals plateaus at 104

particles/(s cm2), as requested. Moreover, one can
observe valleys in the measured count rate, corres-
ponding to the raster scan: the frequency of the mag-
nets can be adjusted, so that the beam can be tuned to
cover the same route every 20 seconds, guaranteeing
the homogeneity of the raster scan.

Table 9.5: Timepix3 radiation monitor operational
parameters at the CNA test campaign.

Parameter value
Bias voltage [V] 50

Panda GUI firmware version 3.18.0

The main Timepix3 operational parameters summar-
ised in tab. 9.5, while the geometry of the Timepix3

radiation monitor detector is shown in fig. 9.14, along
with a sketch of the experimental signature of an
incoming charged particle at an angle θ releasing
charge carriers before stopping. The module presents
a first aluminium metalisation layer on top, with a
known thickness of TAl = 500 nm, followed by a
silicon dead layer of an unknown thickness TDL. Bey-
ond this, due to the partial depletion of the sensor,
the active region does not consist of the entire D =
300 µm sensor thickness, but only a partial thickness
W = 250 µm. While the thickness W depends on the
bias voltage and can be calculated, as is performed
for the detector under exam, the dead layer is usually
unknown due to intellectual property rights of the
manufacturing process. A measurement of the dead
layer was obtained by performing an angular scan of
the deposited energy with a 597 keV proton beam, as
further described in the next paragraphs.

Figure 9.15 presents the data of proton and alpha
range and stopping power in silicon, as extracted
from the national institute of standards and techno-
logy (NIST) database [206]. Notably, the range of
alphas is shorter than the one of protons for the same
kinetic energy due to the higher mass. All alpha
beams used during the test campaign are hence ex-
pected to fully stop within the active layer of the
sensor. For protons, assuming an orthogonal incid-
ence on the pixel (θ = 0°), the beam range approaches
the thickness W of the active layer when the beam
energy is around 5 MeV; beyond this, protons are ex-
pected to deposit a significant portion of energy in a
non-depleted layer of silicon, or even to pass through
the entire pixel thickness without stopping.

9.2.3 Energy calibration and dead layer
estimation strategy

As already discussed, the main scope of the test
campaign is to obtain the cluster-level curve of
ToT as a function of the deposited energy in the
Timepix3 module by performing irradiations with
quasi-monoenergetic beams directed orthogonally
on the sensor (i.e., as shown in fig. 9.14, with θ = 0°)
and stopping within its active layer. For both protons
and alphas and for each beam energy, the energy de-
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(a) (b) (c) (d) (e)

Figure 9.12: Raw particle hits on the Timepix3 radiation monitor, confirming the raster scan procedure inside
the irradiation chamber.

Figure 9.13: Timepix3 radiation monitor measured particle count rate, (left) confirming the requested beam
intensity of 104 particles/(s cm2) for alpha particles at 1 MeV, and (right) the lowest requested flux for
protons at 3 MeV.

posited in the active layer of the sensor is effectively
given by the difference between the incoming beam
energy E0 and the energy lost in the front layers as
follows:

Edep,e f f (E0) =E0

−Edep,Al(E0, TAl)

−Edep,DL(E0 − Edep,Al , TDL) (9.3)

Both front layers are thin, with TAl = 500 nm and
TDL (to be evaluated as part of the test campaign)

expected to be at a similar scale, but the fraction
of energy that they absorb can be significant, es-
pecially for particles with very short penetration
depth like alphas (e.g., at 1 MeV, their penetration
depth is just 4 µm). The irradiation is performed un-
der vacuum, and thus it is assumed that the beam
particle reaches the detector front at its nominal en-
ergy E0 = Ebeam.

The energy deposited in each layer is calculated via
Monte Carlo simulations performed with FLUKA,
and presented numerically in the results section.
The source was considered to be a planar wave with
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Figure 9.14: Timepix3 detector geometry (not to
scale), with a known 500 nm aluminum metalization
layer and an unknown dead layer on top, as well
as the depletion layer W = 250 µm smaller than the
detector thickness D = 300 µm.

Figure 9.15: Proton and alpha particles range and
stopping power in silicon in the energy range of the
3 MV Tandem accelerator at CNA. Data taken from
ref. [206]. The horizontal gray area starts at 250 µm,
indicating the depletion region thickness.

an energy distribution full width at half maximum
(FHWM) of at most 3% (as communicated by the
facility), leading to almost delta-peak energy distri-
butions since the particles for all the beam energies

stop within the detector. Given the energy scale
of the campaign, the lowest energy thresholds are
used (PRECISIOn FLUKA default). It is characterized
by particles transport thresholds at 100 keV for had-
rons (except for neutrons at 10−5 eV), and lowered
threshold for the electromagnetic components as fol-
lows: electron/positrons at 1 keV and gammas at
100 eV. Moreover, given the small Timepix3 detector
geometry, in particular the non-sensitive layers at the
sub-micron level, the typical condensed history/mul-
tiple Coulomb scattering approach (used in Monte
Carlo codes for computational efficiency) has been
disabled, thereby allowing the (more computation-
ally expensive) single Coulomb scattering (via the
use of the MULSOPT card).

The measurement of the thickness of the silicon dead
layer TDL represents a crucial part of the calibration
campaign, and it is obtained by irradiating the sensor
with a fixed beam type and energy (597 keV pro-
tons) at different angles of incidence (from θ = 0◦ to
θ = 45◦). Under the well-justified assumption that
the average energy deposited by the through-going
particles in the front layers Edep, f ront(E0, d) depends
only on the particle energy E0 and on the path length
d, from simple geometrical considerations the en-
ergy lost in the front layers at different angles can be
expressed as Edep, f ront(E0, T/ cos θ), where T is the
thickness of the layer under exam. Since the particle
stops in the depleted layer, one can express the ef-
fective energy deposited Edep,e f f (E0, θ) by adapting
eqn. 9.3 for an angular irradiation as:

Edep,e f f (E0, θ) = E0

− Edep,Al(E0, TAl/ cos θ)

− Edep,DL(E0 − Edep,Al , TDL/ cos θ) (9.4)

where the dependency of Edep,e f f from θ is solely
due to the different fraction of beam energy lost in
the front layers, as the particles are then stopping
within the active sensor layer regardless of the incid-
ent angle. By assuming a constant stopping power
dE/dx both in the aluminium metalisation and the sil-
icon dead layer (i.e., for a small stopping power gradi-
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ent in these thin layers at these energies)1, eqn. (9.4)
becomes the following:

Edep,e f f (θ, TDL) = E0−(
dE
dx

∣∣∣∣
Al
(E0) · TAl +

dE
dx

∣∣∣∣
Si
(E′) · TDL

)
︸ ︷︷ ︸

slope m

· 1
cos θ

(9.5)

where E′ = E0 − Edep,Al . Finally, by irradiating the
detector at several angles and plotting the deposited
energy Edep,e f f vs. 1/cosθ, one can extract the slope m,
from which the dead later thickness can be obtained
as follows:

TDL =
m − Edep,Al(θ = 0◦)

dE/dx|Si(E′)
(9.6)

It is clear that the procedure to compute the dead
layer thickness TDL via eqn. (9.6) requires a valid cal-
ibration of the Timepix3 radiation monitor. In turn,
the final calibration can only be obtained by a proper
evaluation of the energy lost in the dead layer, requir-
ing the value of TDL as an input. The solution to this
puzzle is to set up an iterative process, where a first
preliminary calibration of the sensor is derived by
assuming TDL = 0 µm, and is used to obtain an es-
timate of TDL. The latter value is then used to update
the sensor calibration, iterating the process until both
quantities converge to a stable result.

9.2.4 Data analysis

The calibration of the Timepix3 radiation monitor
is obtained by irradiating the sensor with mono-
energetic protons from 0.6 MeV to 5 MeV and alphas

1The numerical values and the related level of approxima-
tion are presented as follows: the proton stopping power at
E0 = 0.6 MeV is dE/dx|Al = 48 keV/µm in aluminium [206],
leading to an energy deposition in the TAl = 0.5 µm thick
aluminium layer varying from Edep,Al(θ = 0◦) = 31 keV
to Edep,Al(θ = 45◦) = Edep,Al(θ = 0◦)/ cos 45◦ = 44 keV.
At this lowered energy of E′ = E0 − Edep,Al(θ) = 565 keV,
the stopping power at the end of the aluminium layer in-
creases by 4.8%. Similar values are obtained for silicon

from 1 MeV to 5.6 MeV. For the beam energies ex-
plored in this work, both protons and alphas are ex-
pected to stop within the active portion of the sensor,
and thereby deposit all their kinetic energy into the
depletion region (estimated at W = 250 µm, for a bias
voltage of Vbias = 50 V), with the exception of the frac-
tion lost in the front layers. Numerically, the penet-
ration depth of all these beams in silicon varies from
8 µm to 200 µm, while alpha particles have a shorter
range (typically one order of magnitude lower com-
pared to protons at the same energy).

The next paragraphs present the full results of the
experimental campaign, starting from the event selec-
tion and cluster reconstruction (section 9.2.4.1), and
continuing with the key quantities measured during
the irradiations at different energies (section 9.2.4.2).
The calibration of the Timepix3 radiation monitor is
then iteratively derived in section 9.2.4.3, taking into
account the front dead layer, which is also experi-
mentally determined by irradiations at an angle with
597 keV protons. Finally, the observed difference in
the saturation levels between protons and alphas is
explained.

9.2.4.1 Event selection and cluster parameters

The first step of the analysis of data from the
Timepix3 radiation monitor irradiations is the pixel
clustering procedure described in section 8.1.2, aimed
at identifying the results of single-particle hits.
Secondly, several parameters are computed for each
cluster, in particular, the cluster ToT volume, given
by the sum of the individual pixel ToT values, used
for calibration purposes. The cluster shapes are ana-
lyzed to define morphological parameters that could
allow to distinguish the signal from the background,
taking advantage of the information about the ex-
perimental test setup (namely, perpendicular irradi-
ation for calibration purposes), as well as the beam
particles species (hadrons, leaving round blobs inside
the detector, as compared to wiggly lines in the case
of electrons).

Before the calibration can be carried out, it is bene-
ficial to define a cluster filtering method to ensure
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that the clusters from single-particle hits are fully re-
constructed and isolated protons, hence removing
partially reconstructed clusters and/or pileup events
from the analysis. The filtering approach used in this
paper is based on the definition of geometric cluster
properties [194] described in section 8.3.1.

Figure 9.16 shows the distributions of cluster size,
radius, and density parameters, as obtained from the
clustered data of 3 MeV protons at CNA. From these
quantities, one can define appropriate selections to
identify just the nominal clusters, i.e., those corres-
ponding to fully reconstructed single beam particle
hits. For instance, by applying a selection on the
cluster density (set to ρ > 0.6 for all beam energies),
one can filter out partially reconstructed clusters or
non-hadronic particle species (background), as well
as occasional pileup events leading to partially or
fully overlapping clusters. By applying an addi-
tional cut on the cluster radius (for 3 MeV protons,
3 < R < 4), one can further remove the lower energy
fragments from the clustering.

To assess the performance of the clustering algorithm
and the subsequent data filtering procedure, it is help-
ful to analyse the 2D graphs of the clusters’ total ToT
volume against the number of pixels (cluster area)
before and after the filtering, as shown in fig. 9.17
for 3 MeV protons. For all beam energies, already
before the filtering, a central peak is clearly vis-
ible, which can be attributed to clusters from single
particle hits. Nevertheless, additional clusters are
reconstructed, either with a lower cluster size and
ToT volume or with higher values of both quantit-
ies. Those clusters with a lower size and/or ToT
with respect to the main peak are generally the res-
ult of partially reconstructed hits in the clustering
algorithm or (less likely) interactions of secondary
particles. While the fraction of mis-reconstructed
clusters tends to increase for higher beam energies,
the filtering procedure has proved to be very efficient
in removing them, hence providing a clean data set
of well-reconstructed clusters for the calibration ana-
lysis. On the other end, dedicated analysis on the
clusters with higher ToT volume and size than the
main peak has shown that they originate from two
(or more) closeby particle hits, resulting in two touch-

ing clusters that are reconstructed as a single one by
the algorithm, denoted here as clustering pile-up. A
physical pile-up in the detector, on the other hand
(i.e., a second particle hitting the same pixel before
reading the signal of the primary particle), would cor-
respond in such a display to a region of twice the ToT
with roughly the same number of pixels per cluster.
As evident from fig. 9.17, there are no such events for
the measured flux rates.

9.2.4.2 Proton and alpha cluster measurements

Following the cluster reconstruction and selection
process described in the previous section, it is im-
portant to examine the key properties of the clusters
measured by the Timepix3 radiation monitor during
the CNA campaign, for all particle types and beam
energies with which it was irradiated.

As a first step, fig. 9.18 illustrates the average shape
and the 2D ToT profile of clusters originating from
protons and alphas with different energies directed
orthogonally on the sensor (i.e., beams for which the
angle θ in fig. 9.14 is 0°). The clusters have been
aligned according to their reconstructed centre of
gravity, and the value of the ToT in each pixel repres-
ents the average over millions of individual clusters,
excluding all pixels with an averaged ToT value be-
low 1 DAC unit (25 ns), such that spurious recon-
structed clusters are not unnecessarily emphasized.
All clusters are consistently showing larger sizes at
higher beam energies, as expected, and the cluster
height (i.e., the largest pixel ToT of the cluster) is
found in their centre for both protons and alphas at
all energies. The latter observation is particularly
relevant, because it means that the sensor is not ex-
hibiting the known volcano effect described in the lit-
erature for very high energy depositions in Timepix3
detectors [180], where the pixels in the core of the
clusters measure a lower ToT as a result of them fall-
ing in Regions E and F of the pixel-level calibration
curve (as shown in fig. 8.4). Hence, while at this stage
the analysis is only qualitative, the cluster shapes in
fig. 9.18 are already indicating that any saturation
effects occurring in the central pixels must not be
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Figure 9.16: Cluster parameters for the 3 MeV protons at perpendicular irradiation.

exceeding (at least on average) Regions C and D of
the above curve.

After having visualized the cluster shapes, fig. 9.19
presents the 1D distributions of the total ToT volume
of the reconstructed clusters, obtained as the sum
of the individual ToT of each pixel in the cluster (as
previously shown in fig. 9.17), for all particle types
and energies with which the Timepix3 radiation mon-
itor is irradiated orthogonally. All ToT distributions
appear as well-resolved peaks, with increasing dis-
tribution widths at higher energies, allowing us to
fit them with Gaussian functions. The widening of
the ToT peaks at high energies can indicate possible
resolution effects and non-linearities in the calibra-
tion (i.e., saturation), likely in the pixels measuring
the highest ToT inside the clusters. In particular, the
shape of the ToT peak from 5 MeV protons is show-
ing an extended tail on the low-ToT side, possibly
indicating that a fraction of the protons are reaching
the end of the sensitive volume and are thereby not
depositing their entire energy in the sensor.

The discussion for the energy scan for alpha particles
are split into two, those up to 6 MeV and those above,
because of their different behaviour. One can observe
clearly resolved peaks at 0.981, 2.966 and 5.59 MeV
for the runs with alpha particles presented in fig. 9.19,
while the runs at 7.458 and 8.405 MeV showcase a
double-peak feature (in fact, the 5.59 MeV data point

as well, but the peaks are not clearly separated). Con-
cerning the cluster size, all curves in fig. 9.19 show
well-defined peaks, with the expected size increase
for higher energies. This effect strongly suggests the
presence of saturation effects in the central pixels of
the cluster, where most of the deposited energy is
lost.

Lastly, the distribution of cluster ToT volume of
597 keV protons is plotted again in fig. 9.20 (left), this
time showing all the angles of incidence at which the
Timepix3 radiation monitor was irradiated, ranging
from 0° to 45°. These cluster ToT distributions are
similar, but they can nevertheless be distinguished by
fitting them with Gaussian functions, which reveal
a slight decrease in the mean cluster ToT for larger
angles. As anticipated, this angular sweep is neces-
sary for the experimental estimation of the dead layer
of the sensor, exploiting the fact that for larger angles,
the protons are depositing a larger fraction of energy
into it (proportionally to 1/ cos θ) before reaching the
active volume. The choice of using the lowest avail-
able proton energy for the dead layer measurement
is motivated by 8 µm proton range at this energy in
silicon (as shown in fig. 9.15), which is comparable in
size to the expected dead layer thickness (expected
to be around 1 µm or smaller), such that the fraction
of energy lost in the dead layer is non-negligible. In-
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(a) (b)

Figure 9.17: 2D plots of the cluster size against the total ToT per cluster, for protons at 3 MeV (a) without and
(b) with applied filters: ρ > 0.6 and 3 < R < 4.

deed, this is what ensures that the mean ToT values of
the peaks in fig. 9.20 are well distinguishable.

As outlined in section 9.2.3, the dead layer estimation
procedure requires the conversion of the mean ToT
values of the above peaks into deposited energies
using a pre-established calibration. The values are
then plotted against the inverse of the cosine of the
irradiation angle θ, as shown in fig. 9.20 (right). By
performing a linear fit of this graph, it is then pos-
sible to obtain the values of the coefficients of eqn. 9.5
(notably the slope m), from which the value of the
dead layer can be directly derived. Since this proced-
ure requires a calibration, and in turn, the calibration
requires the knowledge of the dead layer thickness,
the two quantities are evaluated iteratively, as further
outlined below.

9.2.4.3 Energy calibration and dead layer
estimation

The cluster ToT volume data presented above serve
as the basis for the Timepix3 radiation monitor cal-
ibration, obtained via the procedure outlined in sec-

tion 8.1.3, and supported by the estimation of the
silicon front dead layer. Along with the ToT data,
FLUKA simulations are employed to quantify the
energy deposited Edep in the sensor from a beam of
particles E0 via eqn. (9.3), such that one takes into
account the energy lost in the aluminium metalisa-
tion layer, with a known thickness of 500 nm, and
in the dead layer, with a thickness to be evaluated
via the angular scan. As previously mentioned, the
sensor calibration and the dead layer estimation have
been obtained via an iterative process. The calibra-
tion is expressed via eqn. (8.6), where the parameters
a and b are derived by performing a linear fit that
uses only the four lowest energy data points (three
for protons and one for alphas, up to 1 MeV) to en-
sure that the values are not affected by high-energy
saturation effects. For all energies, a first calibration
is derived by assuming that the thickness of the sil-
icon dead layer is null. This first calibration result
is used as an input to obtain a first evaluation of the
dead layer, from the data of the angular scan and
via eqn. (9.6). Subsequently, the calibration is recom-
puted using FLUKA simulations with the updated
dead layer thickness, repeating the procedure until
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(a) 0.62 MeV p (b) 2 MeV p (c) 5 MeV p

(d) 0.98 MeV α (e) 3.0 MeV α (f) 5.6 MeV α

Figure 9.18: Average shapes of the clusters (averaged over millions of reconstructed clusters) for proton
(top row) and alpha (bottom row) runs at different energies, with orthogonal incidence on the Timepix3
radiation monitor. Values below 1 ToT unit averaged over the entire data set are set to 0.

stable values of TDL, a, and b are reached, after just
six iterations, as shown in fig. 9.21.

At the end of the iterative process, the linear fit of
Edep as a function of 1/ cos θ shown in fig. 9.20 is the
following:

Edep

[keV]
= (598 ± 68)− (51.5 ± 5.8)

1
cos θ

(9.7)

where the uncertainty on the fit parameters is in-
cluded. Using eqn. (9.6), and considering a stopping
power of dE/dx|Si(E0 − Edep,Al) = 56.45 MeV/µm
for 0.6 MeV protons in silicon (from [206]), the dead
layer thickness is obtained as follows:

TDL

[nm]
= 333± 38(σf it)± 17(σdE/dx)± 4(σθ)± 1(σToT)

(9.8)

which includes uncertainties associated to the fit para-
meters (σf it), the assumption of a constant stopping
power (σdE/dx), for which a 5% error is considered
(as described in section 9.2.3), the measurement of
the angle (σθ , assuming a 1% accuracy on θ), and the
error on the mean of the Guassian peaks in the meas-
ured ToT data (σToT). The measured silicon dead
layer of 333 nm is in line with the expectations, as
other silicon detectors have dead layers of the order
of 500 nm [215, 216].

For the above value of the silicon dead layer thick-
ness, the FLUKA code is used to evaluate the de-
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Figure 9.19: Timepix3 radiation monitor measurements for (Top) proton runs and (Bottom) alpha runs
with orthogonal incidence and for different energies, displaying the distributions of total cluster ToT (left)
and number of pixels (right) per cluster. The measured peaks (continuous lines) are fitted with Gaussian
functions (dashed lines). For the 5.6 MeV and higher energy alphas, the right slope of the data has been
fitted.

posited energies in each layer of the Timepix3 ra-
diation monitor during the irradiations with ortho-
gonal angle, as presented in Table 9.6 along with the
measured average number of pixels per cluster N
for each energy and particle type. The simulations

indicate that alpha particles are losing a larger frac-
tion of their energy in the front layers of the sensors
(up to 23.3%) compared to protons with the same ini-
tial energy due to their higher stopping power. The
cluster-level calibration is obtained by plotting the
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Figure 9.20: (Left) Timepix3 measurements for proton runs at 597 keV swiping through incident angles from
0◦ to 45◦. The two methods for estimating the dead layer are shown: (Centre: Method 1) deposited energy
variation that can be fitted with a straight line against the inverse of the irradiation angle cosine, and (Right:
Method 2) the direct estimation procedure.

Table 9.6: Energy depositions Edep simulated using FLUKA in each layer of the Timepix3 radiation monitor
(500 nm aluminium metalisation layer, 333 nm front dead layer, and 250 µm active volume) for all beam
energies Ebeam, together with the total fraction of energy deposited in the front layers ∆E = (Ebeam −
Edep,e f f )/Ebeam, as well as the measured average number of pixels per cluster.

Particle Ebeam Edep,Al Edep,DL Edep,eff ∆E No.
[MeV] [keV] [keV] [MeV] [%] Pixels

proton 0.597 32 19 0.543 9.2 8.2
0.623 31 18 0.573 6.6 8.4
0.996 23 14 0.954 6.3 11.1
2.070 13 8 2.047 1.0 18.2
3.000 9 5 2.978 0.6 21.9
4.997 6 3 4.978 1.0 24.9

alpha 0.981 169 106 0.706 23.3 9.6
2.966 111 62 2.795 10.2 22.5
5.595 71 43 5.481 2.2 40.1
7.46 61 36 7.31 2.0 43.2
8.41 56 33 8.27 1.7 48.4

mean values of the cluster ToT (obtained by fitting the
curves in fig. 9.19) as a function of the corresponding
deposited energies in the active volume of the sensor
(i.e., Edep,e f f in the table), as illustrated in fig. 9.22. As
saturation effects at high energy are clearly visible in
the figure, the linear calibration fit based on eqn. (8.6)
is performed using only the four lowest energy data

points (i.e., those with beam energy up to 1 MeV)
obtaining the following result:
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Figure 9.21: Values of the (Left) silicon dead layer thickness TDL, and of the calibration parameters (Centre) a
and (Right) b from eqn. (8.6), at each step of the iterative data analysis process employed for their evaluation.

ToTreg(Edep) =

Edep ·
[
993 ± 51(σToT)± 30(σE)± 12(σf it)

] [25 ns
MeV

]
+N ·

[
23.1 ± 1.2(σToT)± 0.7(σE)± 0.3(σf it)

] [25 ns
pixel

]
(9.9)

where N is the cluster size (in pixels). The uncer-
tainties are as follows: σToT is the averaged 1 − σ of
the measured ToT values per cluster for all the beam
energies, σE is the beam energy uncertainty, evalu-
ated at an average of 3% over all beam energies as
communicated by the facility, and σf it is the error on
the least squares fit of the calibration curve.

The interpolated cluster ToT volume as expected
from eqn. (9.9) is included in fig. 9.22 for all energies,
confirming the manifestation of saturation effects at
high energies. The saturation is visible for all beam
particles above 2 MeV, and more protons than for
alphas, which is explored in the next section.

9.2.4.4 Saturation effects

To further explore the origin of the saturation, the
distribution of the ToT per pixel is plotted in fig. 9.23

Figure 9.22: Energy calibration per cluster, with the
cluster ToT volume plotted against the FLUKA simu-
lated energy deposition in the active sensor, for pro-
tons (blue points) and alphas (red points). The in-
terpolated data points (black squares) are computed
according to eqn. (9.9), which takes into account the
average number of pixels per cluster, taken from
Table 9.6.

for all beam energies and particle types. Moreover,
the data for alphas at 7.458 and 8.405 MeV are al-
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most overlapping, possibly indicating the start of
the very high-energy saturation (volcano effect) for
some pixels. Nevertheless, their total reconstructed
energy deposition per cluster is different (as shown
in fig. 9.19), as the absolute number of pixels is lar-
ger.

For 2 MeV protons, which represent the lowest-
energy beam for which a mild saturation is visible
in fig. 9.22, the pixels with the highest ToT are meas-
uring between 550 and 600 ToT [25 ns] units. The
evidence of saturation effects with this beam indic-
ates that such pixels are presumably already beyond
the linear regime of the calibration (i.e., beyond Re-
gion B of fig. 8.4), and likely in the first energy range
where saturation is exhibited (Region C). According
to the measured calibration (eqn. (9.9)), a ToT range
between 550 and 600 ToT [25 ns] units corresponds
to a deposited energy of the order of 600 keV per
pixel, which is rather consistent with the expectations,
as the characteristic pixel-level saturation threshold
found in the literature is of 850 keV [170].

Moreover, fig. 9.23 shows that a few pixels occasion-
ally record high ToT values, beyond the edge of the
main distributions, occasionally reaching the max-
imum digitally measurable ToT (1024 DAC units,
given by the 10-bit registry), while these cases are
very rare, they could indicate that such pixels have
entered the parabolic calibration region (Region D
in fig. 8.4). No evidence of pixels entering Region E
and F of the same figure is observed, coherently with
the absence of volcano effects in the cluster shapes in
fig. 9.18.

Having found that saturation effects at pixel level
begin between 500 and 600 ToT [25 ns] units, one can
further analyze the broadened ToT volume peak ob-
served in fig. 9.19 for 5.6 MeV alphas, which might
actually represent two peaks as is the case for the 7.5
and 8.4 MeV. Following a method used in ref. [180],
the graphs in fig. 9.24 present the breakdown of the
distribution of the cluster ToT volume for the high
energy alphas, divided into four categories based on
the number of hot pixels that are exceeding a ToT
threshold set to 565 [25 ns] units. Since one can as-
sume with good approximation that all alphas are

depositing an equivalent amount of energy in the
sensor, it is reasonable to associate these categories to
a variable degree of charge sharing between the cent-
ral pixels, linked to the position of the alpha particle
hit within the seed pixel (where the particle has hit
the sensor). In practice, when the hit occurs in the
centre of a pixel, a larger fraction of the released
charge remains within its boundaries, leading to a
single hot pixel in the cluster, whereas if the hit oc-
curs close to a pixel boundary, the charge sharing
is enhanced, resulting in up to four hot pixels. As
fig. 9.19 clearly shows that the distribution with only
one hot pixel presents a lower mean cluster ToT com-
pared to the others, it is fair to attribute the shift to
a higher level of saturation in the central pixel, due
to the higher fraction of alpha energy which is de-
posited into it. While this interpretation involves
hypotheses that cannot be easily verified in the data,
it provides interesting insights into the origin of the
broadening of the cluster ToT peak of 5.6 MeV alphas,
linking it directly to saturation effects.

Lastly, it is thorough to investigate why the level
of saturation observed for protons in fig. 9.22 is lar-
ger than the one for alphas. As a first step, one can
compare the cases of 3 MeV protons and 2.966 MeV
alphas in Table 9.6, noting that despite a larger frac-
tion of energy lost in the front layers (which results
in less energy being measured by the sensor), the
alphas result in slightly larger clusters (22.5 average
pixels per cluster versus 21.9). An explanation of this
feature stemming from the charge collection within
the silicon detector is that the alpha hits lead to more
charge sharing amongst pixels as opposed to protons
with similar kinetic energy. This is presumably due
to their different linear energy transfer (LET), leading
to a different distribution of the energy deposition in
the active volume of the sensor (visible in fig. 9.15),
ultimately due to the different ranges in silicon. In
turn, a difference in the amount of charge sharing
determines the level of saturation at the pixel level,
leading to the observed differences between proton
and alpha runs.

To further verify this, the graph in fig. 9.25 presents
the distribution of the time-of-arrival (ToA) of the
pixel hits, measured with the fToA timing resolution
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Figure 9.23: Measured distribution of pixel time over threshold (ToT) at different beam energies, for (Left)
protons and (Right) alphas. The maximum ToT is given by the 10-bit registry as 210 = 1024 ToT units.

of 1.5625 ns, for clusters formed by 3 MeV protons
and alphas (recalling that the actual energy deposited
in the active volume is lower than the beam energy,
especially for alphas, as shown in Table 9.6). Since
most of the charge is deposited closer to the front
layer (and further from the collection electrode) for
alphas (due to the shorter range at the same energy)
than for protons, the charge collection time is also
larger. In turn, this prolonged time allows for more
charge sharing to occur, which happens at a constant
diffusion speed. Within the clusters, it is straightfor-
ward to associate larger amounts of charge sharing
between pixels with a longer average amount of time
taken by the charge to propagate to all pixels. In-
deed, the average ToA of pixel hits in alpha clusters
is larger compared to the case of proton clusters, fully
confirming the above interpretation.

9.2.4.5 Compensation methods

Taking note of the several effects that occur during
the measurements, these could be corrected for in
the post-processing. Amongst the existing methods

and possibilities proposed in the literature, two of
them have been further assessed for the Timepix3
radiation monitor data.

Hole filling

The high energy beams (particularly relevant for the
7.5 and 8.4 MeV alphas) display a tail in between the
0 and the peak value, as can be better seen in the 2D
plots of the ToT against the number of pixels, exem-
plary in fig. 9.17. In this work, these are considered to
come from partially clustered data, revealing short-
comings of the setup at high data transmission rate
between the Timepix3 chip and the front-end (even
if just instantaneous).

In the data presented above, all the cluster with
holes (as those shown in fig. 9.26) have been re-
moved from the analysis, either implicitly through
the cluster density selection, or explicitly by identi-
fying the holes as prescribed below. Compensating
for this effect is expected to improve the response
of the Timepix3 detector, and as such a procedure
coined hole-filling is described here. For each pixel
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Figure 9.24: Distribution of cluster ToT volume for (Left) 5.6 MeV, (Centre) 7.5 MeV and (Right) 8.4 MeV
alphas with variable number of pixels exceeding a threshold set to 565 [25 ns] ToT units.

Figure 9.25: Distribution of pixel time of arrival (ToA)
in 3 MeV proton and alpha clusters, where the bin
at ToA = 0 corresponds to the first pixel that is hit,
and the bin width is set to four times the fast time of
arrival (fToA) timing resolution of 1.5625 ns.

inside a cluster, one looks at its neighbouring pixels
(dx, dy ∈ [−1, 0, 1]). If the neighbouring pixel is not
part of the cluster (has no energy deposition), then
consider the current pixel as a hole candidate. If a
pixel has been identified as a hole candidate by Nh
or more pixels inside the cluster, then it is considered
a hole, and it is ’filled’ with a ToT value as the av-

erage of the neighbouring pixels. Several values of
required neighbours have been tested, and a value
of N = 5 has been found to yield the best results
in correctly identifying the holes within the cluster,
and these events have been discarded from the ana-
lysis. To asses the impact of this filter, the cluster
ToT volume, defined as the sum of the pixels ToTs, is
plotted in fig. 9.27 for the two highest energy alpha
beams with and without the holes, revealing a much
cleaner signal, correcting as well for the double peak
feature.

Pedestal fitting

The saturation effects at large energy deposition per
pixel leads to missing information in the total ToT
volume per cluster. Different methods [180] are pro-
posed in the literature to compensate for the effect,
by assuming a certain 2D profile for the energy de-
position (such as Gaussian or pyramidal), and then
extrapolating the measured data.

9.2.5 Test campaign summary

The energy calibration of the Timepix3 radiation mon-
itor was carried out at the centro nacional de accel-
eradores (CNA) using quasi-mono energetic beams
of protons (alphas) from 0.6 (1) to 5 (8.4) MeV stop-
ping in the active volume of the sensor. The en-
ergy deposition in the passive front layers (a known
500 nm metalization layer and a silicon dead layer
of an unknown thickness but experimentally de-
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Figure 9.26: (Top) Example of 8.4 MeV alpha clusters with holes, that have been discarded from the analysis.
(Bottom) The same clusters, with holes filled, showcasing the procedure.

termined) is computed using dedicated Monte Carlo
simulations, performed with FLUKA. The clusters
formed by the CNA beams are reconstructed and
filtered using dedicated shape parameters, ensur-
ing that single particle hits are fully reconstructed
and isolated. The cluster-level calibration analysis
indicates that the detector operates in a linear regime
with ToTreg(Edep) = Edep · 993 ± 93 [25 ns/MeV] +
N · 23.10 · 2.14 [25 ns/pixel], while evidence of satur-
ation effects is visible for energy depositions above
2 MeV, especially for the case of proton beams. At
the pixel level, the saturation is estimated to occur
from around 600 keV. The larger levels of saturation
observed with protons compared to alphas are found
to be associated with a different degree of charge
sharing in the respective clusters, thus confirming
that operating the sensor with a reduced bias voltage
to enhance charge sharing is a good strategy to mitig-

ate the saturation. No evidence of high-energy non-
linear saturation or volcano effect is observed in the
data. As part of the calibration measurements, the de-
tector was irradiated at several angles up to 45°with
597 keV protons to estimate the dead layer thickness
of the chip, quantified to be 333±60 nm.
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Chapter 9 Test campaigns: energy calibration

Figure 9.27: Cluster volume, defined as the sum of the pixel ToTs, for high energy alpha beams, with and
without holes, (Left) at 7.5 MeV and (Right) at 8.3 MeV.
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10
Test campaigns: neutron detection

Introduction

In addition to the Timepix calibration procedure,
which was used to convert the measured time over
threshold (ToT) per pixel into a deposited energy,
the detection efficiency of the detector for different
particle species was also scrutinized. If for charged
particles, as those used above, one assumed a 100%
detection efficiency, neutral particles relevant for ra-
diation effects in electronics, in particular neutrons,
have a significantly lower interaction probability in-
side the Silicon material of the Timepix3 radiation
monitor. As such, two energy regimes for neutrons
have been explored:

1. at institute Laue-Langevin (ILL), using a beam
of cold neutrons peaks at 6.67 meV, with high
fluxes in the order of 3 · 109 [n/cm2/s].

2. at the CERN calibration laboratory (CALLAB),
using an AmBe source, generating neutrons up
to 10 MeV, with lower fluxes in the order of
5 · 105 [n/4π/s]

10.1 ILL: cold neutrons at 6.67 meV

10.1.1 Introduction

In this study, the aim for the Timepix3 radiation mon-
itor was two-fold:

1. to study the detector response to neutrons,

2. to verify the beam profile monitor capabilities.

10.1.2 Facility description

The institute Laue-Langevin (ILL) [217] is an interna-
tional research centre at the leading edge of neutron
science and technology. The institute provides scient-
ists with a very high flux of neutrons feeding some
40 state-of-the-art instruments, which are constantly
being developed and upgraded. As a service insti-
tute, ILL makes its facilities and expertise available
to visiting scientists. Every year, about 1400 research-
ers from over 40 countries visit the ILL and 640 ex-
periments selected by a scientific review committee
are performed. Research focuses primarily on fun-
damental science in a variety of fields: condensed
matter physics, chemistry, biology, nuclear physics
and materials science, etc.

All the neutrons on earth are bound in nuclei. Some
of these nuclei are unstable, and they free up neut-
rons when they decay. This is the case of uranium,
used in the ILL reactor. In commercial power plants
the decay process is exploited to produce energy. At
the ILL the reactor is used to extract neutrons from
uranium nuclei for scientific exploitation. This ex-
plains the small size and overall design of the ILL
reactor. During this test campaign, the Timepix3 de-
tector was irradiated with cold neutrons beam with
a spectrum peaked at 6.67 meV and extending up
to 25 meV, with an expected flux received from the
facility of 3 · 109 [n/cm2/s].

10.1.3 Installation and data taking

The detector module of the Timepix3 radiation mon-
itor was installed at the exit of the neutron beam
from the ILL reactor, attached to the neutron guide
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output, as shown in fig. 10.1, with a diagram of the
setup also given in fig. 10.2, showcasing also a boron
shielding collimator sheet used to reduced the beam
flux. The rubber layer thickness was either 2 or 5 mm,
and the opening aperture was decreased from an ini-
tial diameter of ⊘5 to ⊘1.6 mm. The data acquisition
runs with the most important parameters are listed
in Table 10.2. In addition, the main Timepix3 opera-
tional parameters summarised in tab. 10.2.

Figure 10.1: Timepix3 radiation monitor attached to
the neutron guide output.

Table 10.1: Test beam conditions at institute Laue-
Langevin (ILL).

Boron shielding Rubber layer
collimator diameter thickness

[mm] [mm]
5 5
5 2

1.6 0

Table 10.2: Timepix3 radiation monitor operational
parameters at the ILL test campaign.

Parameter value
Bias voltage [V] 35

Panda GUI firmware version 2.4.0

10.1.4 Data analysis

The in-house clustering algorithm based on the field
programmable gate array (FPGA) timestamp (de-
scribed in section 8.1.2) has been used to process
the data. The main issue observed with the Timepix3
detector was the quick saturation of the graphical
user interface (GUI), as can be seen in fig. 10.3, due
to the beam’s high flux, leading to the risk of pile-up
events.

Figure 10.2: An exemplary diagram illustrating the
Timepix3 radiation monitor setup (side view), with
the beam coming from the right hitting the sensor
(green). The detector module (the object on the left)
was mounted in front of the neutron guide (the object
on the right), with a 5 mm rubber sheet (black) with
Boron admixture placed in front of the detector and a
⊘5 mm circular opening (light red) was made in the
rubber to achieve a smaller neutron flux, as opposed
to the 20 mm wide neutron beam (red).
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10.1 ILL: cold neutrons at 6.67 meV

Figure 10.3: Timepix3 setup graphical user interface (GUI) for several runs, from left to right:
(i) Boron shielding with ⊘5 mm collimator and no beam.
(ii) No shielding, showing an apparent saturation of the Panda GUI.
(iii) Boron shielding with ⊘5 mm collimator and a 2 mm Boron layer, yielding a lower flux and no saturation.
(iv) Boron shielding with ⊘1.6 mm collimator, yielding a significantly lower flux and no saturation.

10.1.4.1 Beam profile analysis

During the tests with the boronized rubber shield-
ing, the visible contribution of particles of different
kind was deemed due to the neutron capture reac-
tions of Boron either in the ground or the first excited
state:

10
5 B + nth

→7
3 Li(1.01 MeV) +4

2 He(1.78 MeV) (6%)
(10.1)

→7
3 Li(0.84 MeV) +4

2 He(1.47 MeV)

+ γ(0.48 MeV) (94%) (10.2)

The decay to the excited state of 7Li is followed by
the emission of a 0.48 MeV gamma ray that leaves the
nucleus in its ground state. Such a gamma ray can in-
terfere with the detection of the reaction products,
representing itself an additional background and
thus worsening the energy resolution. The collim-
ator runs do not impact in so much the energy dis-
tribution as much as the measured flux, namely a
reduction in the flux with the smaller collimator aper-
ture, as expected. To conclude this section, the beam
profiles imposed by the collimators were clearly vis-
ible with the detector.

10.1.4.2 Neutron detection device with 6LiF
converter layer

In ref. [218, 219], it was shown that the use of a fully
depleted silicon detector, in combination with a 6LiF
neutron converter film, can be successfully exploited
to detect thermal neutrons with a reasonable effi-
ciency, as suggested as well by other authors [220,
221]. The reliability of this technique, along with
a characterization in terms of response, efficiency
and gamma sensitivity, was also assessed by means
of GEANT4 simulations [222]. The neutron conver-
sion mechanism is based on the well known reac-
tion:

6
3Li + n →3

1 H(2.73 MeV) + α(2.05 MeV) (10.3)

which is the only possible decay channel following
the neutron capture in 6Li, and is free of gamma
rays. Its cross section at thermal neutron energy is
σ = 940 b, and it scales with 1/v up to ≈200 keV
with a back-to-back isotropic emission of the reac-
tion products. The energy spectrum measured by the
silicon detector in such a configuration has a charac-
teristic shape, and allows to discriminate the capture
reaction products from the low-energy background
basically due to gamma rays. This technique is in-
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deed well established [223], and several applications
are already in use, like for instance at the neutron
time of flight (nToF) spallation neutron beam facil-
ity [33, 34]. Moreover, the stopping power and the
energy of produced tritium is displayed in fig. 10.4,
both in air and in silicon, indicating that at 2.73 MeV,
the tritium is expected to stop within 40 µm inside
the Timepix3 sensor.

The 6LiF converter layer used in this work has a thick-
ness of 1.321 mm and a density of ρ = 500 g/cm2,
attached to a printed circuit board (PCB) frame of
1.193 mm. The neutrons penetrate these layers indu-
cing secondaries as described by Eqn. 10.3. Because
of the distance between the layer and the detector
itself, most of the alphas are expected not to reach
the Timepix3 detector. The interaction probability of
the neutrons in the LiF converter layer at depth z can
be computed using:

P(z) = exp− z
λ

(10.4)

where λ is the interaction length of neutrons inside
the material, which can be computed from:

λ =
1

σ · n
(10.5)

where σ=940 b is the interaction cross section as de-
scribed above, and n =

NA

M
· ρ is the atomic dens-

ity, with NA = 6.022 · 1023 is Avogadro’s constant,
M = 25.939 g/mol is the molar mass, and ρ = 500
g/cm2 is the density of LiF.

The Timepix3 radiation monitor results are shown in
fig. 10.5, displaying that only the LiF converter leads
to a change in the measured energy deposition, as
expected from eqn. 10.3. Moreover, one can observe
higher order peaks, corresponding to pile-up events
due to the beam’s high flux.

10.1.5 Test campaign summary

The interaction rate of cold neutrons with the
Timepix3 radiation monitor was investigated in

this test campaign. The 300 µm thick Silicon sensor
of the Timepix3 chip was irradiated with a neutron
beam with a spectrum peaked at 6.67 meV and ex-
tending up to 25 meV, with an expected flux received
from the facility of 3 · 109 [n/cm2/s]. The feasibility
in operating the Timepix3 radiation monitor setup
in such a high neutron flux yielding also high count
rate, and implicitly data transmission rate, has also
been assessed. Due to this high flux, several setup
configurations have been used in order to decrease
the measured count rate, but also to observe the
beam shape, via the usage of boron collimators with
diameters of ⊘ = 1.6 and 5 mm, or rubber thickness
of 2 and 5 mm. Concluding, the detector was able to
act as a beam monitor.

The energy deposition due to the neutron interactions
in the Timepix3 detector has also been investigated,
with the help of converter layers made from different
materials, such as Al, Cd and LiF. Only for the last ma-
terial, there is a known reaction channel which gener-
ates secondary products (tritium and alpha particles)
that are then measured by the detector. Due to the
high flux, a non-negligible fraction of the reconstruc-
ted cluster hits included pile-up events.
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10.2 AmBe: neutrons up to 10 MeV

Figure 10.4: Tritium particle range and stopping power in air (Left) and silicon (Right) in the energy range
of the 6Li decay of Eqn. 10.3. The stopping power data is obtained from FLUKA, and the range is then

computed from it.

Figure 10.5: Timepix3 radiation monitor clusters ToT
at ILL, for different converter setups, showing that
only for LiF a significant change is observed.

10.2 AmBe: neutrons up to 10 MeV

10.2.1 Introduction

In this test campaign, in addition to the Timepix3 ra-
diation monitor, a (single pixel) diode[66] is also used.
The two silicon detectors currently under study for
R2E applications at the CERN accelerator complex.
The measurements of the two detectors in a neut-
ron field are compared with each other and against
dedicated Monte Carlo simulations, performed with
FLUKA.CERN [18–20] and GEANT4 for single event
effects (G4SEE) [224, 225]. Both codes are capable of
a point-wise neutron treatment, as further described
in section 10.2.5.

The response of both silicon detectors is examined in
the neutron field of the known americium-beryllium
(AmBe) source at the radiation protection (RP) cal-
ibration laboratory (CALLAB) at CERN, which in
fact was used to benchmark the static random-access
memory (SRAM) within the radiation monitor (Rad-
Mon) by comparing the simulated high energy had-
ron equivalent (HEHeq) fluence with the measured
single event upsets (SEU) rate [226]. In case of high
energy hadron equivalent (HEHeq) fluence monit-
oring in mixed field radiation environment, ref. [66]
already points towards an enhanced sensitivity (by
3-4 orders of magnitude) of the silicon detectors with
respect to SRAM-based solutions. However, this
work focuses on the detector capabilities to meas-
ure the energy deposition spectra of the neutron field
responsible for the above SEU rates (as estimated in
ref. [227]).

10.2.2 Detectors

The two detector technologies investigated in this
work share the same low-level setup, while being
significantly different in the signal post-processing.
Both are silicon sensors with a thickness of 300 µm,
and a bias voltage is applied on the p-in-n junction,
thereby creating a sensitive volume with the values
summarised in tab. 10.3. For the diode, a voltage of
120 V that leads to the full depletion of the sensor
is used, while for the Timepix3 radiation monitor a
partial bias voltage of 50 V has been used, leading to
a depletion volume thickness of 250 µm.
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Chapter 10 Test campaigns: neutron detection

Table 10.3: Main properties of the two silicon
detector technologies used in the AmBe test

campaign.

Detector
Applied
bias [V]

Surface
[cm2]

Effective
Sensitive

Thickness [µm]
Diode 120 4.00 299

Timepix3 50 2.56 250

10.2.2.1 Diode detector

The first detector is a single silicon diode [66], where
the signal from the diode is amplified with a CIVI-
DEC C2-HV broadband current sensitive amplifier.
The output of each acquisition is the current sig-
nal I(t) = V(t)/R with the resistance R = 50 Ω,
sampled every nanosecond with a digitizer. In the
post-processing, the signal is converted to the num-
ber of generated electron-hole pairs via the current
I(t) time integral:

Edep =
Eeh

eg

∫
I(t)dt (10.6)

where Eeh = 3.6 eV/e− is the average energy to create
an electron-hole pair, e is the electron charge and
g = 43.5 dB is the amplification.

10.2.2.2 Timepix3 detector

The time over threshold (ToT) output of the Timepix3
detector can be converted into energy based on sev-
eral calibration methods, and a calibration has been
obtained for the Timepix3 radiation monitor, de-
scribed in chapter 9.2.3. Moreover, the detector has
been used at two different threshold levels, summar-
ised in tab. 10.4.

While the diode has no spatial resolution since it is
a single large pixel, the Timepix3 detector is com-
posed of an array of 65 536 micrometry pixels. The
interaction of a single particle can induce multi-pixel
signals, offering a spatial resolution but also lead-
ing to a more complicated data analysis requiring an
event reconstruction with pixel clustering in space

Table 10.4: Timepix3 threshold settings at the
americium-beryllium (AmBe) test campaign.

Parameter Default High threshold
Vthres,coarse [DAC] 8 1
Vthres, f ine [DAC] 110 120

Ethres [keV] O(10) O(170)

and time depending on the particle type and interac-
tion mechanism. Therefore, the raw pixel data has
to be clustered to reconstruct the full event. For the
neutrons in this analysis, an algorithm developed
within R2E has been employed (as described in sec-
tion 8.1.2).

10.2.3 AmBe Neutron source and installation

The AmBe source at CERN provides a continuous
neutron flux of 5.03 · 105 [n/(s·4π)] peaking at 3 MeV
and reaching a maximum energy of 11 MeV [226],
emitted isotropic with an activity of 888 GBq. The
source is typically employed for calibration of dosi-
meters. In our experimental campaign, the detect-
ors were placed around the source, at a distance of
20 or 59 cm, with or without a cylindrical polyeth-
ilene (PE) moderator with R = 9 cm that is designed
to thermalize fast neutrons. Table 10.5 includes the
count rate for the detectors for each setup config-
uration; note that the increased count rate for the
Timepix3 is due to its sensitivity to lower energy de-
position events.

10.2.4 Detector results

The shape of the energy deposition spectrum is sim-
ilar for both detectors, as further confirmed by the
Monte Carlo simulations presented in Section 10.2.5.
One can discriminate between elastic and inelastic
neutron interactions and their energy deposition pat-
terns. The maximum elastic transfer energy for a
neutron at 11 MeV hitting a silicon atom can be com-
puted from kinematic considerations and is estim-
ated at 1.47 MeV. Considering the significantly lower
inelastic cross section, one expects a large amount
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10.2 AmBe: neutrons up to 10 MeV

Figure 10.6: All radiation to electronics (R2E) detectors around the AmBe source, at (Left) 20 cm with the PE
moderator, and (Right) without the PE moderator, and with the Timepix3 and PLWS detectors at 59 cm.

of elastic neutron interaction events at low energies,
but which will be cut off depending on the detector’s
detection threshold. Above 1.47 MeV, the inelastic
neutron interaction events become dominant and the
energy deposition spectra stop at 11 MeV, the max-
imum energy of the AmBe neutron source.

10.2.4.1 Diode results

The diode has been used at only one distance (20 cm)
from the AmBe source, either with a polyethilene
(PE) moderator or without. The obtained results are
shown in fig. 10.7a, where one notices that the neut-
ron inelastic interactions are reduced as the faster
neutrons have their momentum reduced by the PE
moderator, leading also to slightly lower integrated
count rates, as seen in tab. 10.5. Note that the fall
off at lower energies is not physical, but linked to
the threshold, and in fact, both detectors are hardly
sensitive to thermal neutrons in the eV range.

10.2.4.2 Timepix3 results

The Timepix3 detector has been placed at both 20
and 59 cm, either with the PE moderator or without,
but also operated at a high threshold level, with the
values given in tab. 10.4. fig. 10.7b displays the re-
constructed cluster count rate as a function of the
total cluster ToT (summed over all pixels) for these

configurations, which are discussed in more detail
below.

Firstly, the Timepix3 detector is reliably measuring
different integrated count rates at 20 and 59 cm, con-
sistently with an isotropic source for which count
rate is expected to decrease with distance R as 1/R2.
Secondly, there is a clear difference between the en-
ergy deposition of the neutrons in the Timepix3 with
and without the PE moderator there is a visible
change in the spectrum, consistent with the diode
results in fig. 10.7a. Thirdly, the higher threshold
runs reveals a shift of 500 ToT units in the spectra to
lower ToT values, as it results in less time over the
threshold. This significantly suppresses the elastic
(lower energy than the threshold) interactions count
rate, as expected.

Thanks to the pixel array, one can exploit the geo-
metry (shape, orientation, linearity, etc.) of the cluster.
In this study, we shall restrict only to the total number
of pixels N in the cluster, which is plotted against the
total ToT volume of the clusters in fig. 10.8. One can
see the clusters aligned along two distinct lines, cor-
responding to the elastic (lower energy) and inelastic
(higher energy) interactions. The run with higher
threshold clearly removes the elastic interactions line,
as the energy deposition in the individual pixels falls
below the threshold.
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Chapter 10 Test campaigns: neutron detection

(a) The silicon diode detector placed at 20 cm from the AmBe source, without and with
the PE moderator on the source.

(b) The Timepix3 detector placed at 20 cm and 59 cm from and AmBe source, without
and with the PE moderator on the source and with a standard and higher detection

threshold.

Figure 10.7: The event-by-event energy deposition spectra measured by (a) the silicon diode detector and (b)
the Timepix3 detector.

Table 10.5: Different setup configurations for the detectors. The count rate is given in particles/(s·cm2).
Distance PE Diode Timepix3

[cm] Moderator Count rate Threshold Count rate
20 no 5.91 default 2114
59 no - default 227
20 yes 5.50 default 1924
59 yes - default 202
20 no - high 101
59 no - high 13

10.2.5 Monte Carlo simulations

The simulation work of this study is performed
with two Monte Carlo codes and their recent de-
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10.2 AmBe: neutrons up to 10 MeV

Figure 10.8: 2D plots of ToT distribution (x-axis) and cluster size (y-axis) at 20 cm for default and higher
threshold.

velopments. On one side, the recently released
FLUKA.CERN version 4.3.0 [228, 229], where the
neutron transport benefits from a point-wise treat-
ment. The major drawback of previous FLUKA
versions was the transport of low energy neutrons
(En ≤ 20 MeV) using a multi-group approach, due
to several difficulties that were too difficult to previ-
ously overcome, such as performance issues in speed
and huge memory footprint of the data. On the
other side, the recently released simulation toolkit
G4SEE [224, 225, 230], developed within R2E and
designed to simulate single event effects (SEE)s on
an event-by-event basis, inheriting the neutron point-
wise treatment from the Monte Carlo code geometry
and tracking (GEANT4).

Most of the differences that exist between the FLUKA
and G4SEE simulations come from the fact that the
physical models are not identical. FLUKA offers a
defined set of physical models with a limited number
of parameters that define thresholds and variables
to activate exotic processes to improve accuracy and

execution time, while G4SEE has a number of physics
lists from GEANT4 [69, 183, 184] available. For the
FLUKA input, the following parameters (adjustable
physics settings) were used:

1. Lowest energy threshold values (PRECISIO
card defaults).

2. Evaporation and coalescence processes are ac-
tivated.

In the G4SEE input file, the following models were
selected:

1. EM Opt4 for the electromagnetic physics.

2. G4HadronElasticPhysicsHP for the hadronic
elastic interactions.

3. G4HadronPhysicsFTFP_BERT_HP for the had-
ronic inelastic interactions.

HP stands for high precision model, which are
suitable to simulate the interactions of neutrons
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with energies below 20 MeV, down to thermal en-
ergies.

As for the thresholds, FLUKA employs transport
thresholds for all the particles and production
thresholds for electrons and photons, while G4SEE
(as an application of GEANT4) uses as input produc-
tion thresholds. The parameters have been selected
to match as much as possible, and presented in
tab. 10.6.

Concerning the size and shapes of the used geomet-
ries, the matching between FLUKA and G4SEE sim-
ulations is optimal, since exactly the same G4SEE
volumes have been used, together with the same ele-
ments and compounds, sharing the same density and
atomic composition.

In both FLUKA and G4SEE, the scored quantity is the
deposited energy in a layer of pure silicon within a
sensitive volume of thicknesses described in tab. 10.3.
A realistic model of the detectors is used, including
the additional layers found upstream, such as the
detector aluminum case, PVC layers on top and thin
aluminum slabs.

The Monte Carlo simulations using FLUKA and
G4SEE (revealing the expected behaviour of the neut-
rons in the detector) are compared to each other and
with the measurements and are presented in fig. 10.9.
The two simulations show an excellent agreement
with each other, within the Monte Carlo statistical
uncertainty.

10.2.6 Detector comparison

The bottom panel of fig. 10.9 displays together the
results of the two detectors and the simulations for
comparison, as well as their ratio pads. We shall
divide the discussion into three energy regimes: high
energy inelastic interactions with deposited energy
above 7 MeV, intermediate interactions from 7 MeV
down to the detection threshold (different for the
two detectors) and lower energy interactions below
threshold.

Starting from the high energy deposition events, the
Timepix3 detector measurements agree with the sim-

ulations up to 8 MeV, but then falls short due to
low statistics. This shortcoming can be corrected
in future runs by a longer acquisition time. In or-
der not to avoid running into data storage issues
due to the significantly more prevalent low energy
events, one can adjust the detector’s operational para-
meters in order to optimize the collection of higher
energy (above 6 MeV) signals. One method is to in-
crease the threshold level, as done for the institute
Laue-Langevin (ILL) test campaign presented in sec-
tion 10.1. Another method designed to reduce the
detector dead time is to increase the pre-amplifier
discharge current Ikrum, leading to a faster reading
of the signal, as described in section 8.1.1, fig. 8.2.
Another known issue at the higher energy events is
the saturation of the Timepix3 pre-amplifier, in which
case more events would be measured at a lower ToT
compared to the correct energy deposition. Similarly,
the diode measures a lower count rate compared to
the simulations above 7.5 MeV.

The intermediate energy deposition results for both
detectors agree with each other, and with the simula-
tions. The agreement is preserved beyond the trans-
ition between the inelastic and elastic interactions (at
1.47 MeV) until the detector thresholds. In the case of
the diode, this is at around 0.6 MeV below which the
detectable count rate is negligible. The noise of the
Timepix3 is much lower than the noise of the diode,
therefore the detection threshold can also be signific-
antly lower, which allowed to detect events of very
low energy that the diode could not distinguish from
the noise. In fact, the lower threshold is adjustable
for both detectors (and for the Timepix3 has even
been increased in the some runs), but should nev-
ertheless lie above noise level. At very low energy
(below 0.15 MeV), the Timepix3 measurements are ac-
tually higher than the simulations, hinting that some
particles other than neutrons were detected (such as
photons or electrons).

10.2.7 Test campaign summary

The energy deposition in a Timepix3 detector and a
silicon diode sensor has been investigated with an
AmBe neutron source, in order to asses the suitability
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Table 10.6: Production and transport thresholds used in the Monte Carlo simulations for the AmBe test
campaign.

Particle G4SEE production cut FLUKA production threshold FLUKA transport threshold
Protons 1 kev - 10 µm - 1 keV
Neutrons - - 0.01 meV
Electrons 1 kev - 1 µm 1 keV 1 keV
Photons 10 kev - 10 µm 1 keV 1 keV

of the detectors within the radiation to electronics
(R2E) project at CERN. The measured energy depos-
ition spectra have also been compared with Monte
Carlo simulations that have a point-wise treatment
of neutrons, namely the recent FLUKA.CERN 4.3.0
release and the G4SEE application developed within
R2E. Both detectors agree satisfactorily with the sim-
ulation, with caveats at higher energy depositions
(Edep > 7 MeV) and at energies below the detection
thresholds.

Within the R2E activity, the end goal is to perform
a mixed-field characterization, for which different
particles species are investigated to assess their en-
ergy deposition patterns within the detector.
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Figure 10.9: Top four pannels: Comparison of FLUKA and G4SEE simulations for the AmBe neutron field
inside a 300 µm Si detector placed at 20 cm from the source and with no moderator, and their measurements
for the diode and the Timepix3 detectors. Bottom pannel: Absolute measurements for the detectors, as well

as the simulations. The neutron flux at 20 cm is estimated at 104 n/s/cm2.
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The second act - summary

The key features of a 300 µm-thick silicon Timepix3
detector have been established and characterised as a
radiation monitor for the measurement of the mixed
radiation field of the CERN accelerator complex, in
particular for the Large Hadron Collider (LHC). Im-
portantly, the modus operandi of the detector with
charged (protons and alphas) and neutral (photons
and neutrons) particles has been tested, and the prac-
tical limitations of the setup exploited and further
constrained.

A detailed description of the Timepix3 radiation mon-
itor was given, covering the hardware setup and the
Timepix detection principle based on the simultan-
eous measurement of the time over threshold (ToT)
and time of arrival (ToA). The charge released in the
interaction of ionizing particles within the pixel mat-
rix is typically spread over multiple pixels, leading
to the need for a cluster reconstruction algorithm
to identify the individual particle hits. To mitigate
possible saturation effects, the Timepix3 radiation
monitor has been operated with a partial bias voltage
at 50 V that leads to a partially depleted p-in-n sensor
of around 250 µm instead of the full 300 µm thickness
of the silicon sensor, thereby reducing the amount
of collected charge in the core pixel thanks to the en-
hanced charge diffusion to the adjacent ones.

The energy calibration of the Timepix3 radiation
monitor was carried out in two test campaigns.
The former, at the radiation protection (RP) calib-
ration laboratory (CALLAB) facility at CERN, us-
ing a 241Am source emitting alpha α particles up to
4.8 MeV, which get attenuated in air to lower en-
ergies, however they are considered to be part of
the detector’s saturation regime. Hence, a second
campaign at centro nacional de acceleradores (CNA)
using quasi-mono energetic beams of protons (al-
phas) from 0.6 (1) to 5 (8.4) MeV, fully stopping in
the active volume of the sensor. The cluster-level cal-
ibration analysis indicates that the detector operates
in a linear regime with ToTreg(Edep) = Edep · 993 ±

93 [25 ns/MeV] + N · 23.10 ± 2.14 [25 ns/pixel], with
N being the number of pixels, while evidence of sat-
uration effects is visible for energy depositions above
2 MeV, especially for the case of proton beams. At the
pixel level, the saturation is estimated to occur from
around 600 keV. The larger levels of saturation ob-
served with protons compared to alphas are found to
be associated with a different degree of charge shar-
ing in the respective clusters, thus confirming that
operating the sensor with a reduced bias voltage to
enhance charge sharing is a good strategy to mitigate
the saturation. Additionally, as part of the calibration
measurements, the detector was irradiated at several
angles up to 45° with 597 keV protons to estimate
the dead layer thickness of the chip, quantified to be
TDL = 333 ± 60 nm.

Furthermore, two test campaigns have also been per-
formed using beams of neutrons. The former, at in-
stitute Laue-Langevin (ILL), consisted of using cold
neutrons peaked at 6.67 meV, confirming that only
a small fraction of the neutrons interact in the Si
sensor of the Timepix3 radiation monitor. Collim-
ators made out of boron carbide B4C were used to
reduce the high beam flux and to observe the spa-
tial structure of the beam, while neutron conversion
layers made out of lithium flouride LiF were used to
increase the neutron count rate by measuring the sec-
ondary products from the 6

3Li + n →3
1 H + α reaction.

The second neutron campign was performed at cal-
ibration laboratory (CALLAB) using an americium-
beryllium (AmBe) source emitting neutrons up to
10 MeV, with or without a polyethilene (PE) mod-
erator to slow down the fast neutrons. The results
of this test campaign are compared with another de-
tector under study in the R2E activities at CERN,
namely a silicon diode detector, as well as with two
Monte Carlo (MC) codes: FLUKA and G4SEE.
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The third act - Timepix3 as a radiation monitor
at the LHC
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11
Timepix3 radiation monitor at the LHC IR4

Having established the key features of the Timepix3
radiation monitor [22] in the second act, namely its
calibration curve and modus operandi, the setup has
been deployed at insertion region 4 (IR4) in order
to assess the radiation field during nominal Large
Hadron Collider (LHC) [1] operation (considered as
background), and particularly, by the Beam Gas Cur-
tain (BGC) [99–101] operation (considered as signal),
as described in detail via FLUKA [18–20] simulations
in the first act. This brings together the two newly de-
veloped monitoring tools of this thesis, complement-
ing and assisting each other for a better understand-
ing of the composition of the radiation field.

The existing radiation monitors used for machine
protection, the beam loss monitor (BLM)s [149], and
for radiation to electronics (R2E) purposes (BLMs,
radiation monitor (RadMon)s [150–152], distributed
optical fibre system (DOFRS) [153], and radio photo
luminescence (RPL) detectors [154]) are all capable of
measuring the total ionizing dose (TID) via different
mechanisms. The RadMon system can also measure
single event effects (SEE)s induced by high energy
hadron (HEH) and thermal energy neutrons (THN)
in static random-access memory (SRAM) devices, cal-
ibrated to measure the respective flux, and it also
provides measurements of the silicon 1-MeV neutron
equivalent fluence via p-in-n diodes.

The Timepix3 radiation monitor has a lower detection
threshold of O(keV) compared to the other monit-
ors, which makes it an excellent instrument to be
deployed in the accelerator’s shielded alcoves and
galleries, the typical location for electronics racks,
where the radiation levels to be measured are relat-
ively low compared to the accelerator tunnel. For the
case of this study at IR4, the existing RadMons in the
UX45 shielded alcove measured only 5 single event

upsets (SEU) counts during the entire operational
year of 2023, while the Timepix3 allows for instantan-
eous (O(25 ns)) dose and particle rate measurements,
even in cases where the radiation levels are at the
same scale of the natural background. The Timepix
technology is already in use at the LHC experiments,
for example within the vertex locator (VELO) sys-
tem [231] for the large hadron collider beauty (LHCb)
detector [10], or, more similar to this work, also for
the characterisation of the radiation field within the
experimental cavern for the a toroidal LHC appar-
atus (ATLAS) detector [160, 232].

Divided into three chapters, this third act serves to
answer the question of whether the Timepix3 radi-
ation monitor presented in this work can also be used
to measure the same quantities as the existing radi-
ation monitors, and to which extent can go beyond
their existing capabilities. In the first chapter, it is
used (i) as a dose rate monitor (e.g. by simply sum-
ming the energy deposited in its pixel matrix), and
(ii) as a particle fluence monitor (e.g. by counting the
cluster hit rate), during the nominal LHC operation,
since it is capable of promptly detecting radiation
showers caused by localised beam losses. The second
act isolates the BGC induced signal and compares
with the FLUKA simulated results of IR4. The third
chapter aims explore more applications useful for the
R2E community, since the Timepix3 is an interesting
instrument to study if more information (if any, at
all) can be extracted from the measured data, such
as to provide information about the origin of radi-
ation or to extract the linear energy transfer (LET)
information of the incoming particles.
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11.1 Timepix3 installation in US450
alcove

Several locations for the Timepix3 radiation monitor
have been considered for the deployment at IR4, with
the main considerations being:

1. the relevance of the BGC generated shower at
the deployed location,

2. the expected radiation hardness of the setup
(whether the back-end and/or laptop could
also be deployed next to the detector),

3. integration constraints coming from the LHC
engineering team,

4. internet accessibility in order to soft restart the
setup, if needed, and to upload the data to the
online databases for storage.

Figure 11.1: Location of the Timepix3 radiation mon-
itor inside the shielded alcove, accessible via the
US450 door close to the elevator leading to the posi-
tions of interest. The detector was finally installed in
position 3.

Three possible locations arose in the survey, also in-
dicated in fig. 11.1:

1. inside the tunnel, on the beam pipe, close to the
radio frequency (RF) cavities,

2. inside the tunnel, on the wall,

3. inside the UX45 shielded alcove.

All locations benefit from the proximity to the UX45
shielded alcove and the possibility to host the back-
end electronics here, and to eventually deploy only
the radiation tolerant components of the setup inside
the tunnel. Locations further away from the UX45
shielded alcove were excluded due to the logistic
constraints and integration of the connection cables
in the LHC accelerator, as the setup was supposed
to be just a "temporary" installation, to allow for fast
deployment. Since this was the first deployment of
the Timepix3 radiation monitor for the mixed field
radiation caused by beam losses, a prudent approach
was deemed operationally more feasible. Finally, the
installation was done in location 3, which presents
several more advantages:

1. proximity to the RadMon RADMON.4RM.UX45,
for which the radiation levels for nominal LHC
operation are known, of about 5 counts/year,

2. possibility to physically access during no beam
(emergency interventions, if needed).

The total duration for the test campaign was of
119 days, as summarised in table 11.1, during the pro-
gressive increase in beam intensity at the beginning
of the year up to the first LHC technical stop (TS).
The operational parameters are shown in table 11.2.
Initially oriented at a 40◦ wrt. the beam, the Timepix3
radiation monitor was later moved at a 5◦ angle
wrt. the beam. The measurement campaign suffered
from some downtime (time with the detector as non-
operational or with corrupted data), but the online
status was restored via soft resets. Nevertheless,
a total time integrated beam intensity of 6.73 · 1020

charges circulated in the accelerator during this test
campaign.
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Figure 11.2: The beam cycle of a nominal LHC fill (shown here, fill #9063), with the intensity of beam 1
is represented in red. The dashed black lines represent the moments of time in which the beam mode is
changed, and the name of each beam mode displayed. The Timepix3 radiation monitor count rate is shown
in light green, together with the dose rate in blue for most irradiated beam loss monitor (BLM) downstream
of the Beam Gas Curtain (BGC).

Table 11.2: Timepix3 radiation monitor operational
parameters at the LHC insertion region 4 (IR4) test
campaign.

Parameter value
Bias voltage [V] 50

Panda GUI firmware version 3.18.0

11.2 Measurements of the nominal
LHC cycle operation

11.2.1 The typical LHC cycle

In fig. 11.2, the measured data of the Timepix3 radi-
ation monitor in the absence of any beam gas monitor
injection is super-imposed to an example of the nom-
inal beam cycle (fill #9063) of the LHC (as the one
shown in fig. 2.4), together with the TID rate for the
most exposed BLM downstream of the BGC instru-
ment (as the one shown in fig. 7.3). This display
already exhibits that in addition to the dosimetric
(TID rate) capabilities, the Timepix3 detector can act
as an individual particle counter with a very low

Table 11.1: Logbook and summary for the Timepix3 radiation monitor measurements at IR4 in 2023.
Angle Total duration Downtime Number of Total cirulating

Tstart Tend [deg] [days] [days] clusters charges [1020]
March 20th May 29th 40 70 24 1 481 614 2.55
May 29th July 17th 5 49 28 1 846 531 4.18
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detection limit (threshold level) compared to the ex-
isting monitoring systems, e.g. the RadMon. Due
to high fluctuations in the cluster and ToT measured
rates, the data of the Timepix radiation monitor are
averaged for an interval of ∆tavg=60 s, for analysis
purposes. In what follows, the discussion is divided
per LHC beam mode.

11.2.1.1 Natural radiation background (no beam)

Placed inside a shielded alcove at IR4, an LHC shiel-
ded alcove with relatively lower radiation levels
compared to the experimental collision points, the
Timepix3 radiation monitor measurements are expec-
ted to correlate with the losses from the accelerator,
but without a bunch-per-bunch resolution, due to the
low particle flux in the shielded alcove. This choice
has been done due to the accessibility of the location,
as well as the concern of whether the setup would
survive a harsh LHC tunnel environment. For this
reason, an assessment of the background (primarily
cosmic radiation) has been done. It consists of av-
eraging the Timepix3 measurements in the absence
of any beam within the machine, revealing a back-
ground count rate of:

CRbackground =
N
∆t

= 8.4 ± 3.9 counts/60 s (11.1)

This background is assumed to come primarily from
the cosmic galactic rays, with a lower count rate com-
pared to the surface (the same detector measured
about 20 counts/60 seconds) since the LHC is about
100 m underground. Moreover, natural decay chains
could also occur underground (e.g. radon). Finally,
there is no background assumed to come from beam-
induced activation of materials or other equipment
at the installed location.

11.2.1.2 Beam injection

The first relevant stage in the cycle of the beam is
the INJECTION beam mode, when more and more
protons at 450 GeV are periodically injected inside

Figure 11.3: The measured Timepix3 radiation mon-
itor cluster rate and the beam intensity during IN-
JECTION beam mode, for fill #8890. The horizontal
black (gray) line represents the average (standard de-
viation) from eqn. 11.1.

the LHC accelerator, as shown in fig. 11.3 for fill
#8890. Figure 11.4 indicates how the Timepix3 ra-
diation monitor count rate increases slightly above
background in some fills, and only at high beam in-
tensities (i.e. more than 1013 charges per beam).

11.2.1.3 Energy ramp up

The second beam mode of interest is the energy
RAMP, when the proton beam is accelerated from
an injection energy at 450 GeV to collisions at 6.8 TeV
in Run 3 (2022-to date). At higher energy, the radi-
ation showers that the beam losses generate are be
more powerful, leading to the production of more
secondary particles, themselves at higher energies.
The increase in the Timepix3 radiation monitor meas-
urements in terms of cluster count rate and ToT rate
with the beam energy is shown exemplarily for fill
#8880 in fig. 11.5, while fig. 11.6 displays the meas-
urements normalized to the beam intensity for all the
fills. During energy ramp, the Timepix3 radiation
monitor count rate increases significantly above the
background rate. Nevertheless, some fills were ded-
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Figure 11.4: The measured Timepix3 radiation mon-
itor cluster rate plotted against the beam intensity,
but for all the fills, indicating that at high intensity
beams, rates above the background (dashed lines) are
measurable. The horizontal black (gray) line repres-
ents the average (standard deviation) of the natural
radiation background from eqn. 11.1.

icated to energy ramp with just a couple of bunches
(i.e. very low intensity), and these fills appear in
fig. 11.6 as the data points that are overimposed with
the horizontal line denoting the background.

11.2.1.4 Top energy

The previous beam modes revealed interesting pat-
terns in the data, but the main priority of the ana-
lysis is the nominal top energy operation of the LHC,
namely physics runs with luminosity productions
during the STABLE beam mode until a BEAMDUMP
is triggered or planned; such a fill is shown in fig. 11.7
for fill number #8880, while all the fills are shown
in fig. 11.8, revealing a rather non-linear relation
between the radiation levels and the beam intens-
ity. This could be alluding to two possible explana-
tions:

1. At higher beam intensities, there is more out-

Figure 11.5: The measured Timepix3 radiation mon-
itor cluster and ToT rate and the beam energy during
RAMP, for fill #8880, with a nominal beam intensity
at 3.7 · 1014 charges/s.

Figure 11.6: The measured Timepix3 radiation mon-
itor cluster rate plotted against the beam energy, for
all the fills, indicating a linear increase with beam
energy, for high beam intensity fill (>1014 charges).
The black (gray) line represents the average (stand-
ard deviation) background from eqn. 11.1.

gassing from the internal beam pipe surfaces,
which leads to a temporary local increase in the
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gas pressure, triggering more beam-gas colli-
sions and their associated radiation levels.

2. The vacuum of the LHC becomes better over
time within a fill due to the same beam-residual
gas interactions, which progressively remove
more gas molecules from within the beam pipe
and thereby reducing the collision rate.

Figure 11.7: The measured Timepix3 radiation mon-
itor cluster and ToT rate and the beam intensity dur-
ing STABLE beam mode, for fill #8880.

Figure 11.8: The measured Timepix3 radiation mon-
itor cluster rate for all STABLE beam fills, plotted
against the beam intensity, revealing an exponential
decrease.

11.2.2 Count rate vs. dose rate measurements

An important feature to be understood is not only
the count rate of particles and the deposited energy,
but also how these two measurements correlate to
each other. Figure 11.9 displays the ToT rate against
the count rate, revealing a linear relationship across
the energy increase from injection to flattop. This
linearity implies that the individual particles are not
depositing more energy in the Timepix3 sensor, but
the increase in the ToT rate is due to the increase
in the particle flux. This would imply that many
of the particles that arrive at the Timepix3 radiation
monitor are energetic enough to be within the min-
imum ionising particle (MIP) regime rather than stop-
ping within the active volume of the detector. As
such, if the measured particles are indeed MIPs, in-
creasing the energy would not significantly change
their stopping power, implicitly the measured depos-
ited energy. With the increase in the beam energy,
however, more particles could be generated in the
showers.

In particular for the Timepix3 radiation monitor, the
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11.2 Measurements of the nominal LHC cycle operation

Figure 11.9: The measured Timepix3 radiation monitor cluster vs. ToT rate, for all the measured fills during
(Left) the energy RAMP and (Right) STABLE beam modes, displaying a linear correlation (in log-log scale).
Moreover, one can observe the difference in statistics, due to the duration of each beam mode: about
20 minutes for the energy ramp, and an average of about 10 h for stable beams.

conversion coefficients between the measured ToT
rate (ToTR) and the counting rate (CR)is readily avail-
able from fig. 11.9. At nominal LHC top beam energy
operation, the values are:

ToTR
[

25 ns
s

]
= CR·[316.9 ± 0.8(σf it)]

[
25 ns

counts

]
(11.2)

−[688 ± 57(σf it)][25 ns] (11.3)

However, the ToT is a quantity pertaining only to the
Timepix3 radiation monitor. In addition, one would
be interested to convert directly from/to the standard
R2E quantities, e.g. from a dose (measured in Gy)
value into a count rate value (ideally, particle flux, but
in this case interaction rate with the caveats further
discussed in section 12.2). The raw ToT measurement
of the Timepix radiation monitor is converted into a
dose rate in two steps:

1. the ToT is converted into deposited energy Edep

via the calibration carried out in section 9.2.3,
by inverting eqn. 9.9 at a cluster (N pixels) level:

Edep =
ToTreg − N · a

b
(11.4)

where a and b are the experimentally determ-
ined linear coefficients. This assumes that all
the pixels are operating within the linear (regu-
lar) region of their calibration.

2. the energy is converted into dose (energy per
unit mass), dividing by the mass of the sil-
icon sensor, mtpx = Vtpx · ρSi, with the detector
volume Vtpx = 0.049 cm3 and silicon density
ρSi = 2.65 g/cm3. The total (active) volume of
Vtpx = Atpx · W50 V=0.049 cm3, where the chip
area is Atpx = (255 · 55 µm)2=1.967 cm2 and the
depletion thickness W = 250 µm

Dose [Gy] = E[GeV] · c
ρSi · Vtpx

(11.5)
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where the constant c = 1.6 · 10−7mJ/GeV yields the
dose value in Gy. By combining the two eqn. 11.3
and 11.5, one can obtain an estimate of the dose
rate (DR) from a counting rate (CR), and vice-versa,
as:

DR
[

Gy
s

]
= 4.42 · 10−10 CR

[
particles

s

]
(11.6)

CR
[

particles
s

]
= 2.26 · 109 DR

[
Gy
s

]
(11.7)

(11.8)

The relation between the deposited energy (in this
case, ToT) and the particle flux/fluence represent
an on-going endeavour within the R2E activity. Go-
ing beyond the Timepix3 detector, the conversion
coefficients between different measured or simulated
radiation quantities would allow to infer the values
for the other quantities with just one measurement;
however, they could vary significantly depending on
the radiation source and location. An example of con-
version coefficients used for radiation levels specific-
ations is readily available in ref. [80, 233, 234], and
have been used for the High Luminosity LHC (HL-
LHC) radiation levels specifications of sections 6.3
and 7.3.
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12
Radiation field characterisation from the BGC operation

using the Timepix3 radiation monitor

The previous section served to understand the meas-
ured values for the Timepix3 radiation monitor [22]
in the absence of the Beam Gas Curtain (BGC) demon-
strator [99–101]. Now, similarly to the first act, the
discussion focuses on the isolation of the BGC sig-
nal from the Timepix3 radiation monitor data and its
comparison with the FLUKA [18–20] simulation of
the Large Hadron Collider (LHC) insertion region 4
(IR4), described in chapter 7.

The discussion is divided into two, first on the total
ionizing dose (TID), where the comparison of the
measured data with the simulated results is more
straightforward. The particle count rate benchmark
requires further analysis to be able to disentangle the
contribution from each particle species, in particu-
lar important for the neutrons with a low detection
efficiency.

12.1 Dose rate

For the benchmark between the simulated and meas-
ured data, the values are provided as rates, normal-
ized per unit charge (based on the beam intensity)
and pressure profile (based on the pressure readings),
as highlighted in eqn. 5.1 in chapter 5.1.

12.1.1 Measured data

As already mentioned in chapter 7 about the BGC
instrument, a gas target in the instrument has been
injected in 2023 only during two fills within STABLE

BEAMS mode1before the 2023 proton run was pre-
maturely ended on Monday, 17th of July, due to
quenching of the superconducting inner triplet mag-
nets located to the left of interaction point 8 (LHCb)
of the LHC. The two fills with BGC gas injection
at top energy in 2023 were fill numbers #8817 and
#9035.

The raw ToT measurement of the Timepix radiation
monitor is converted into a dose rate in as described
in the previous section via eqn. 11.5. The dose
rate measured by the Timepix3 radiation monitor
is shown in fig. 12.1 for the two fills. For the data
analysis, the same procedure as for the standard LHC
beam loss monitor (BLM) described in section 7.2.1
has been followed: the background dose rate is fitted
using exponentially decaying or constant functions
based on the structure of the time periods before and
after the gas injection, and the signal is extracted only
during gas injection.

Due to the high fluctuations of the instantaneous
count rates, an averaging approach similar to the
BLM dose rate analysis of chapter 6 has been pre-
ferred, whereby the values in the entire time period
under consideration are integrated, revealing the res-
ults of table 12.1. Regarding the dose measurement,
no difference is observed for the values normalized
to unit gas pressure and unit beam intensity between
the two fills when the detector was placed at differ-
ent incidence angles wrt. the accelerator, as expected
since the dose is an intrinsic quantity. As such, the

1
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average value of the two fills is used, yielding the
dose rate (DR):

DRmeas = [7.36 ± 1.69(∆syst) + 0.22(∆stat)]

·10−8 nGy
s charge mbar

(12.1)

where the considered systematic uncertainty ∆syst
is the total of those presented in section 5.4, while
the statistical ones ∆stat,meas = 1/

√
N stems from the

number of data points N measured (and averaged
over 60 s) within the signal time period during BGC
gas injection. To increase the robustness of this ana-
lysis, the detector has been redeployed during the
technical stop 1 (TS1) in 2024 (June 6th), this time at
0◦ wrt. the beam. It is planned to take data until the
end of the year, to cover also the ion operation of the
LHC.

12.1.2 Simulated data

This study relies on the good benchmark achieved in
chapter 7 between the beam loss monitor (BLM) [21]
measured data and the FLUKA simulation. Using
the same geometry, one can also include scoring
regions at the Timepix3 location. Because of the
small size of the detector with an area of Atpx =
(255 · 55 µm)2=1.967 cm2 and a volume of Vtpx =
Atpx · W50 V=0.049 cm3, compared to the LHC acceler-
ator spanning hundreds of meters, it is not compu-
tationally realistic to include an exact replica of the
detector within the full geometry. For this reason, an
equivalent larger air voxel as a cube with side length
L = 40 cm is considered, assuming a uniform radi-
ation field at detector’s location inside the shielded al-
cove. A similar method has been previously applied
successfully for radiation monitors (RadMons) [150–
152] and for silicon diodes [66] at the CERN high en-
ergy accelerator mixed-field (CHARM) facility [30],
as well as for RadMons and distributed optical fibre
system (DOFRS) [153] at the LHC [43]. The scor-
ing quantities of interest in this region are those that
can be compared to the experimental data, in this

case the dose (energy) deposition as it is done for the
BLMs.

The radiation levels obtained from the FLUKA sim-
ulation are given normalized per nuclear inelastic
interaction. In order to obtain the same parameters
as in eqn. 5.1, one has to multiply by the longitud-
inal integrated gas density ΘBGC = 5.27 · 10−6 1/cm2

(with the entire profile shown in fig. 7.2), normal-
ized to the BGC pressured reading pBGC,meas, thereby
yielding the radiation levels as a rate per unit time,
and per unit charge and pressure.

The FLUKA simulated dose rate (DR) at the Timepix3
location is then:

DRsim =[4.44 ± 0.80(∆stat)± 0.62(∆syst)]

·10−8 nGy
s charge mbar

(12.2)

where the considered systematic uncertainty ∆syst is
the total of those presented in section 5.4, while the
statistical one ∆stat,sim = 18% stems from the num-
ber of simulated particles that arrive at the Timepix3
location, in the shielded alcove of UX45, yielding a
lower dose rate by a factor of 103 compared to the ac-
celerator tunnel. To further improve this statistical er-
ror, one would require to launch further simulations,
with only a 1/

√
N gain in the relative error.

12.1.3 Benchmark

The comparison of these measured data with FLUKA
simulated values is straightforward: using the same
simulation geometry of chapter 7, one can retrieve
also the dose at the Timepix3 location, revealing an
agreement level shown in table 12.2, with the ratio of
the simulated to measured data results as:

RDose =
Dosesim

Dosemeas
= 0.60 ± 37% (12.3)

within the typical factor of 2 usually expected for
these type of studies [37, 43], and similar to the
agreement levels for the BLMs obtained in chapter 7.
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Table 12.1: Timepix3 radiation monitor measured values, for the dose rate, average beam intensity Np and
pressure gauge reading pgas, during the two fills with BGC gas injection, providing the numerical values
during the signal and background time periods.

Signal - bkg Bkg. before Signal Bkg. after
fill angle Np Dose pgas Dose pgas Dose pgas Dose pgas

number [deg] 1014 rate 10−8 rate 10−8 rate 10−8 rate 10−8

[charges] [nGy/s] [mbar] [nGy/s] [mbar] [nGy/s] [mbar] [nGy/s] [mbar]
8817 40 2.18 0.64 4.01 0.11 0.32 0.75 4.39 0.10 0.45
9035 10 3.19 0.99 4.25 0.28 1.50 1.28 5.24 0.14 0.48

Moreover, it almost agrees with unity, considering
the 37% uncertainty. Regarding the dose agreement,
there are a couple of considerations to be made:

1. The simulated dose is obtained in air, and as-
sumed to match the one in silicon. This assump-
tion could introduce systematic errors in the
presence of particles involving different inter-
action mechanisms between the two materials.
The most notable example is the 14N(n,p)14C re-
action of thermal neutrons leading to an overes-
timation of the deposited dose in air [235]: the
resulting 590 keV proton will deposits its en-
ergy through ionization processes [236]. Such a
study of the dose deposition difference between
air and silicon, within the scope of R2E, has
been carried out in ref. [43], hinting towards a
systematic 20% simulated underestimation.

2. The energy deposition of the particles in the
Timepix3 sensor has been assumed to be within
the linear regime of the calibration. However,
it is known that for high energy deposition
events, as mostly expected from neutron (al-
beit also protons, but to a lesser extent) nuclear
inelastic interaction there is significant satura-
tion, thereby practically lowering the measured
value. Several correction factors for such events
are currently under study, with one example
given in section 9.2.4.5.

Table 12.2: Timepix3 radiation monitor measured
dose rate values for the two fills with BGC gas in-
jection, as well as the FLUKA simulated value.

Dose rate
fill [10−8 nGy / ∆stat ∆syst

number (s·charge·mbar)] [%] [%]
simulation 4.44 18 14

8817 7.35 19 23
9035 7.37 3 23
ratio 0.60 37

12.2 Particle count rate and
discrimination

If the previous chapter described the average dose
rate measurements of the Timepix3 radiation mon-
itor, this chapter is dedicated to the particle count
rate from Beam Gas Curtain (BGC) operation and
its event-per-event energy deposition. The FLUKA
code is used to evaluate the radiation field composi-
tion (particles species and their energy distribution),
as well as the expected energy deposition in the
Timepix3 sensor (detector response).

The same simulation as for chapters 7 cannot be used,
due to the low statistics at the Timepix3 radiation
monitor location. If just for the dose (0D quantity)
result, a statistical error of 18% was obtained, the
computational time to obtain a satisfactory energy
distribution (1D quantity) is not realistic. Neverthe-
less, from the existing simulation results, one notices
that the electromagnetic component (gammas γ, elec-
trons and positrons e±) is negligible. One alternative
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Figure 12.1: The measured dose rate for the Timepix3 radiation monitor (calibrated according to Section 9.2)
and for the most exposed BLM downstream of the BGC during the LHC fills (Top) #8817 and (Bottom) #9035,
with BGC gas injection, plotted alongside the beam 1 intensity Np and the BGC pressure gauge reading
pBGC. Both the dose rates and the gas pressure measurements have been fitted with either exponentially
decaying (following the beam intensity evolution) or constant background models.

that the FLUKA code provides is to deactivate the
electromagnetic interactions2, thereby speeding up

2The consequences of running the simulation with electromag-
netic FLUKA (EMF) OFF is that the EMF particles are still
produced, but not tracked (i.e. dumped on the spot), thereby
altering the dose/energy deposition results; however, the
kinematics of the hadrons and their interactions is correctly
maintained.

the computational time3 need for the simulation by a
factor of O(20).

With previously well benchmarked simulations [37,
43] using the FLUKA Monte Carlo code on the dose
rate, one can assume that the radiation field compos-
ition is also correctly evaluated. For this analysis, all

3From an average central processing unit (CPU) time used to
follow a primary particle of O(8 · 102) down to O(3 · 101)
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12.2 Particle count rate and discrimination

the simulated particles that arrive at the Timepix3 loc-
ation are tracked, storing all their properties, in par-
ticular their particle species and kinematic variables
(angle, energy, etc.). The radiation field includes dif-
ferent kinds of particles with broad energy spectra, all
originating from the loss of TeV-scale beam particles
or secondary collision products [43]. The case of in-
sertion region 4 (IR4) is discussed in detail, and an
overview of the implications in the harsher interac-
tion point 1 (IP1) (ATLAS) accelerator tunnel is also
presented.

12.2.1 Measured data

The first method to extract the measured data is sim-
ilar to the one done before for the dose rate in sec-
tion 12.1.1, namely, the background count rate is fit-
ted using exponentially decaying or constant func-
tions based on time periods before and after the gas
injection. Similarly, due to the high spread of in-
stantaneous count rates, an averaging approach has
been preferred, namely: the values in the entire time
period under consideration are integrated, revealing
the results of table 12.3. Similarly as for the dose rate,
no difference is observed for the measured count rate
values normalized to unit gas pressure and unit beam
intensity between the two fills when the detector was
placed at different incidence angles wrt. the acceler-
ator.

The comparison of the measured data of tab. 12.3
with the FLUKA simulated result is not straightfor-
ward, because FLUKA was used to find all the incid-
ent particles at the Timepix3 location, but not all of
them will interact in the silicon sensor, yielding an
equivalent cluster. As such, several considerations
have to be made as outlined below; in particular, a
classification of the particles tracks based on table 8.2
is performed. The scope of this detailed analysis is
to disentangle as much information from the meas-
ured signal, ultimately attempting to make use of
the particle identification (PID) capabilities of the
Timepix technologies, some that currently studied in
the literature [170, 197, 232].

1. Neutrons interact inelastically via the strong

force, with a mean free path λ in Silicon that is
significantly longer than the sensor thickness of
300 µm, resulting in a very low interaction prob-
ability4. These inelastic interactions will leave
circular blobs in the pixel matrix as shown in
fig. 12.2 (charged particles that impinge the de-
tector at nominal incidence also have the same
shape).

2. Charged hadrons (protons, muons, pions) can
result in:

a) inelastic interactions, similarly to neut-
rons.

b) ionization energy loss along their path
(track). The energy loss per unit dis-
tance, also called stopping power or
linear energy transfer (LET), or simply
dE/dx, is described by the Bethe-Bloch
formula [237], and will have a minimum
ionising particle (MIP)-like interaction for
high energy charged particles, leaving
straight tracks, if not at nominal incidence.

c) ionization energy loss from lower energy
particles (few MeV), that have a larger
linear energy transfer (LET), thereby de-
positing more energy and eventually stop-
ping within the sensor, leaving light or me-
dium tracks. Their dependence of dE/dx
on depth is described then by the so-called
Bragg curve [195].

d) ionization losses followed by an inelastic
interaction, which looks like a combina-
tion of a track and a blob, or a heavy track.

3. Since the simulation ignores the EMF compon-
ent, tracks that are considered to stem from
these particles are filtered out.

4A strategy to enhance the neutron count rate (that was not
applied in this test campaign, but exploited in section 10.1) is
to use neutron converters, i.e. thin material layers that have
a higher neutron cross-section (e.g. lithium fluoride 6LiF or
boron carbide B4C), emitting secondary particles (e.g. for
6LiF, triton (at 2.73 MeV) and alpha (at 2.05 MeV) particles,
that are detectable in the Timepix3 sensor. However, this
strategy is only effective with thermal energy neutrons.
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Table 12.3: Timepix3 radiation monitor measured values, for the cluster count rate and the signal-to-noise
ratio (SNR), during the two fills with BGC gas injection, providing the numerical values during the signal
and background time periods. The average beam intensity Np and pressure gauge reading pgas are the same
as in tab. 12.1.

Signal - bkg Bkg. before Signal Bkg. after
fill angle Count SNR Count Count Count

number [deg] rate rate rate rate
[counts/s] [counts/s] [counts/s] [counts/s]

8817 40 2.76 4.89 0.55 3.32 0.58
9035 10 4.07 2.94 2.04 5.46 0.73

Figure 12.2: Measured IR4 Timepix3 data during BGC gas injections, represented on the pixel matrix, for
several cluster types, according to the classification of table 8.2, for blobs that are: (left) heavy, (centre)
medium, and (right) small.

Figure 12.3: Measured IR4 Timepix3 data during BGC gas injections, represented on the pixel matrix, for
several cluster types, according to the classification of table 8.2, for tracks that are: (left) curly, (centre)
straight, and (right) heavy.

a) For electrons and positrons, the Bethe-
Bloch formula must include addition-
ally a term for the radiative losses
(Bremsstrahlung), which starts to dom-

inate above few tens of MeV. Moreover,
since they have the a small mass (as atomic
electrons), the electrons/positrons are de-
flected when they travel in sensors. Hence,
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12.2 Particle count rate and discrimination

Figure 12.4: The Timepix3 radiation monitor data divided into cluster types and subtypes according to the
classification from tab. 8.2, for (left) tracks and (centre) blobs. (right) The small blobs are further divided
into their respective cluster families.

in pixelated detectors, these particles do
not usually leave straight clusters, con-
trary to heavy charged particles, but are
assumed to leave curly tracks inside the
pixel matrix, as shown in fig. 12.3 (left).
Moreover, it is important to note that in
the keV energy range and below, electrons
have short penetration ranges in matter
and can therefore be easily stopped in
detector dead layers, or in the protective
case. On the opposite side of the spectrum,
at higher energies (above few tens of MeV)
that electrons go through the sensor in a
straight line, similarly to the minimum
ionising particle (MIP) regime.

b) Photons are neutral particles, and as such
they do not ionize matter along their path.
They interact through specific processes,
emitting one or more charged particles
that can then be detected. The photon
spectrum is poorly populated in the radi-
ation field at the UX45 shielded alcove of
IR4, but the few photons that would arrive
would interact through the photoelectric
effect and Compton scattering, resulting
in the ejection of an atomic electron in-

side the sensor volume, thus leaving curly
tracks similar to lower energy electrons,
with the exception that photons have a
lower detection efficiency.

As such, for the comparison with simulated data,
the results of tab. 12.3 can be further broken down
by attempting to distinguish amongst the measured
tracks several patterns that would allow to assign
certain feature to a particle species. The analysis
code is applied on the measured data to categorize
the clusters based on the filtering criteria given in
tab. 8.2, yielding the results shown in fig. 12.4, and
further described in detail below.

1. One cannot distinguish at cluster level if the
particle originated from the BGC operation
(signal) or from the nominal LHC operation
(background), with the exception of tracks for
whom a further angular filter can be applied
(as further investigated in section 13.2). For this
reason, a global factor taking Se f f into account
the signal-to-noise ratio (SNR) given in tab. 12.3
is considered here as

Se f f =
SNR − 1

SNR
(12.4)
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is used to scale the measured results to an ef-
fective value that should correspond just to the
BGC induced signal.

2. A total of 48.34% blobs and 51.26% of tracks
are identified, with a remainder of about 0.41%
uncategorized tracks.

3. Amongst the tracks, the majority (83%) are
straight tracks, corresponding to MIP, with
some clusters also exhibiting higher linear en-
ergy transfer (LET), thereby depositing more
energy in the sensor, leading to a thicker track,
categorized as light, medium or heavy. This class
of tracks are considered to correspond to the
charged particles, for which the total counting
rate (CR) yields:

CRmeas,charged,e f f = CRmeas,charged · Se f f

=
[
52.9 ± 12.2(∆syst)± 1.6(∆stat)

]
·10−9 counts

s charge mbar
(12.5)

4. The last category of tracks are the curly ones,
amounting to about 1.5% of the total number
of clusters, which are assumed to be electron
or positron events. As later on hinted also by
the simulation results from fig. 12.5, very few
electromagnetic particles are expected at the
Timepix3 location in the UX45 shielded alcove.

5. Amongst the small blobs, almost half of the
events are mono-pixel events, which could cor-
respond to elastic neutron events, gamma in-
teractions or even charged particles in the
MIP regime hitting the detector at orthogonal
(between -12 and 12◦) incidence. Similar consid-
erations can be applied for two-pixel or L-shaped
clusters. Because of this ambiguity, these classes
of clusters are not assigned to any particle spe-
cies.

6. The remaining small blobs amount to at most
8%, and they correspond to square or star
clusters, that could stem also from neutron-like
events with slightly higher energy depositions,

enough for the charge to diffuse to some of the
adjacent pixels.

7. Finally, amongst the blobs, less than 5% corres-
pond to light, medium or heavy clusters, indic-
ating that most interactions leading to blobs
correspond to small energy depositions. These
heavier clusters are assumed to come from in-
elastic neutron interactions.

CRmeas,neutron,e f f = CRmeas,neutron · Se f f

=
[
6.26 ± 1.44(∆syst)± 0.19(∆stat)

]
·10−9 counts

s charge mbar
(12.6)

12.2.2 Simulated data: second step simulation
procedure

Figure 12.5 illustrates the simulated radiation field
composition at the Timepix3 radiation monitor loc-
ation inside the UX45 gallery, in the form of an en-
ergy spectrum in lethargy units5. The spectrum is
obtained in a cubic voxel with length 40 cm (artifi-
cially large to increase the statistics). The radiation
field contains charged hadrons (mostly protons, pi-
ons and muons) with energies up to at most 1 GeV
and neutrons with energy extending down to the
meV range (thermal scale). In order to quantitatively
estimate from the simulation the effective count rate
inside the Timepix3 radiation monitor, a second step
simulation in FLUKA is performed, where a beam
with the particle field composition and with the en-
ergy distribution from fig. 12.5 is shot at the detector
model. Then, one retrieves not just the count rate
(hit/no hit), but also the expected energy deposition,
shown in fig. 12.6 in the LHC mixed field at IR4. Fi-
nally, table 12.4 quantifies the fraction of particle hits

5Lethargy plots must be used in general for any particle type
with an energy spectrum extended over many orders of mag-
nitude. It allows giving the correct importance to different
energy ranges in the plot, i.e. the area of each bin is propor-
tional to the corresponding integral flux, and comparing the
bins one has immediately the feeling in which energy bin one
has more/less particles.
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12.2 Particle count rate and discrimination

Figure 12.5: Energy spectra (in iso-lethargic units) simulated with FLUKA at the Timepix3 radiation monitor
location inside the UX45 gallery. The electromagnetic FLUKA (EMF) component is obtained from the initial
simulation (used for the dose rate), while the hadrons are obtained from a dedicated simulation ignoring
the EMF interactions. The vertical continuous (dotted) gray lines indicate the lower energy threshold set for
hadrons and gammas (electrons and positrons) in the simulation, i.e. 10−4 GeV (10−3 GeV).

from different particles in the LHC mixed field at in-
sertion region 4 (IR4), leading to energy depositions
in three energy regimes of the Timepix3 detector: (i)
below the detection threshold of 8 keV, which will
not be recorded in the measured data, (ii) in the linear
calibration region, and (iii) above the 2 MeV cluster-
level saturation threshold. In addition, table 12.4
also quantifies the fraction of the particle count rates
and the total ionizing dose (equivalent to the frac-
tion of deposited energy) falling into the same three
energy regimes. The discussion is separated, as for
the measured data, amongst three particle categories:
the electromagnetic component, hadrons and neut-
rons.

1. The electromagnetic component: Photons,
electrons and positrons are virtually absent, as
the location is shielded by a concrete wall of
1.2 m, and, as such, the environment also does
not display heavy ions (e.g. alpha particles).

2. Neutrons: Although very abundant in num-
ber, the neutrons have a wide spread of energy
ranging from GeV down to the meV (thermal)
scale. As neutral hadrons, neutrons typically
undergo inelastic nuclear interactions, with
varying cross-sections (however, very small)
depending the material and possible capture
cross-sections at specific energies. As such, the
measured count rate is expected to scale with
the particle fluence (and not total count rate
as for the charged hadrons) passing through
the Timepix3 detector. Moreover, a fraction
(7.74%) of them are expected to yield energy de-
positions below the ASICs detection threshold
of O(10 keV), however amounting to less than
0.03% of the total deposited TID. The majority
(78.5%) of neutrons will lead to energy depos-
itions within the linear calibration regime, but
again amounting only to 15.7% of the total de-
posited TID. Finally, although only 13.8% of the
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Figure 12.6: Distribution of the energy deposited in the active volume of the Timepix3 radiation monitor
by the particles composing the LHC mixed radiation field (from fig. 12.5), simulated with FLUKA with
perpendicular incidence on the sensor. The vertical lines correspond to the detection threshold at 8 keV,
below which pixel hits are missed, and the 2 MeV/cluster level, above which one sees evidence of saturation
effects. The neutron histogram is affected by the low detection efficiency, and it is scaled up by a factor of 10
for visualization purposes.

Table 12.4: The expected fraction of particle counts and fraction of the total ionizing dose (TID) deposited in
the Timepix3 radiation monitor, as simulated in FLUKA from the radiation field shown in fig. 12.5, below the
detection threshold (8 keV), in the linear calibration regime, and above the saturation threshold of 2 MeV.

Particle

Below Linear Saturation Total Count rate
threshold Regime effects Detection [10−9 counts/

counts TID counts TID counts TID Efficiency Relative (s charge
[%] [%] [%] [%] [%] [%] [%] [%] mbar)]

Protons 0 0 99.7 94.4 0.26 5.56 100 36.6 17.2
Muons 0 0 99.9 99.8 <0.01 0.18 100 37.4 17.6
Pions <0.01 <0.01 99 99.4 <0.01 0.61 100 12.5 5.9

Neutrons 7.74 0.03 78.5 15.7 13.8 84.3 0.256 13.5 6.4

neutrons are expected to yield energy depos-
itions above the saturation threshold of 2 MeV,
these events would actually contribute to 84.3%
of the total deposited TID. Finally, the simu-
lated neutron count rate is:

CRsim,neutron = Φn · ϵn, e f f · (1 − fn,below threshold)

=
[
6.41 ± 1.20(∆stat)± 0.90(∆syst)

]
·10−9 counts

s charge mbar
(12.7)
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where Φn is the neutrons fluence (in
counts/(s cm2), with ϵn, e f f = 0.256 the
total effective cross section for neutrons as
per the second step FLUKA simulation shown
in tab. 12.4. The considered systematic uncer-
tainties ∆syst are those presented in section 5.4,
while the statistical one stems from the num-
ber of simulated neutrons that arrive at the
Timepix3 location and interact with the sensor.

3. Charged hadrons: Protons, pions and muons
have energies up to at most 10 GeV, and they
are expected to have a 100% detection effi-
ciency; as such, the measured count rate is ex-
pected to scale with the absolute number of
particles reaching the Timepix3 detector. The
majority of the charged hadrons that would
reach the detector in the LHC tunnel have
high energies and long ranges, such that they
pass through the entire active volume deposit-
ing similar amounts of energy (corresponding
to the main peaks in fig. 12.6), implying that
the detector can be used to measure charged
particle fluxes, but not capable of restoring
the full energy spectrum of fig. 12.6. Charged
particles with shorter range can deposit more
energy, up to a maximum given by the particle
energy for which the range is equal to the active
volume thickness (which is evaluated at W =
250 µm, for a bias voltage of Vbias = 50 V), which
is about 5 MeV for protons and about 2 MeV for
muons and pions. At these energies, the dis-
tributions in the figure are exhibiting visible
knees6. The vast majority of the hits fall in the
linear calibration regime, and most of the TID
also fall into the same category, with a small
fraction of hits (<0.3%) depositing more than
2 MeV each). Finally, the simulated charged
particles count rate is:

6drastic changes, typically connected to threshold and/or bin-
ning effects.

CRsim,charged = Φc.h. · ϵ
e f f
c.h · (1 − fn,below threshold)

= [40.79 ± 5.71(∆syst)± 0.57(∆stat)]

·10−9 counts
s charge mbar

(12.8)

where Φcharged hadrons is the charged hadrons
flux (in counts/s), with ϵc.h.,e f f being the effect-
ive detection efficiency for charged hadrons (as-
sumed at 100%), and fbelow threshold the fraction
of particle hits leading to energy depositions
below the Timepix3 detection threshold, as per
the second step FLUKA simulation shown in
tab. 12.4. The considered systematic uncer-
tainties ∆syst are those presented in section 5.4,
while the statistical one stems from the number
of simulated charged hadrons that arrive at the
Timepix3 location and interact with the sensor.

All hadrons can also interact inelastically, in which
case higher energy deposits are expected, often well
beyond the saturation threshold, as clearly visible
in fig. 12.6. Indeed, the simulations show that the
largest energy depositions in the Timepix3 radiation
monitor at the LHC are caused by inelastic nuclear
reactions. Such high energy deposition clusters could
potentially be used to indirectly measure the high en-
ergy hadron equivalent (HEHeq) fluence (similarly
to the radiation monitor (RadMon) detection mechan-
ism [150]). This can be done either by operating with
a high threshold, thereby filtering out the lower en-
ergy deposition events (i.e., the elastic interactions),
but then the advantages wrt. the RadMon are dimin-
ished, or if the cluster properties would exhibit clear
signatures that would allow the discrimination of
such events (e.g. heavy blobs).

12.2.3 Benchmark

Now, the comparison of the count rates for the meas-
ured with FLUKA simulated data can be performed,
based on the selection criteria shown in tab. 12.5. The
ratios of simulated to measured data value is shown
in tab. 12.6, with the total values as:
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Table 12.5: Data selection criteria for both the simulated and the measured data for the Timepix3 radiation
monitor benchmark of the particle count rate.

Data Particle species Selection criteria/Normalization

Simulated
electrons, positrons, gammas discarded EMF component
charged hadrons normalized to flux (counts)
neutrons normalized to fluence (counts/cm2)

Measured

global SNR scaling factor: eqn. 12.4
charged hadrons selected: tracks
neutrons selected: blobs (non-small) and small blobs (square and stars)
electrons/positrons removed: curly tracks
photons removed: small blobs (except square and stars)

Table 12.6: Timepix3 radiation monitor measured
count rate values for the two fills with BGC gas injec-
tion, as well as the FLUKA simulated values. The res-
ults here are filtered based on the criteria described
in the text and in tab. 12.5.

Count rate Errors
particle Data [10−9 counts / ∆stat ∆syst
species (s·charge·mbar)] [%] [%]

neutrons
sim. 6.41 2.9 14

meas. 6.26 1.14 23
ratio 1.02 27

charged sim. 40.79 1.41 14
hadrons meas. 52.93 0.56 23

ratio 0.77 27

total
sim. 47.2 3.3 14

meas. 59.19 1.3 23
ratio 0.80 27

RCR =
CRsim

CRmeas
= 0.80 ± 27% (12.9)

within the typical factor of 2 usually expected for
these type of studies [37, 43], and similar to the
agreement levels for the BLMs obtained in chapter 7.
Moreover, it agrees with unity, considering the 27%
uncertainty level. Similarly to the dose agreement,
it hints towards a simulation underestimation com-
pared to the measured data. Moreover, there are a
couple of considerations to be made:

1. On the measurement side, the very small
(mono- and two-pixel) clusters are ignored, but
they could originate from particle interactions
that are nevertheless simulated. This could ex-
plain why this agreement is slightly better than
the previous TID results.

2. The majority of the expected count rates come
from charged particles (more than 85% accord-
ing to the simulation, and at least 50% from the
measurement side), which can be better pre-
dicted and isolated, as opposed to the neutrons
which can can a wide range of energy depos-
itions, with a very small interaction rate.

12.3 Other interaction regions

12.3.1 Interaction point 1

Similarly, the case of the radiation field at the ac-
celerator around interaction point 1 (IP1) is presen-
ted, from a simulation standpoint, while ref. [160]
presents Timepix3 measurements from the a toroidal
LHC apparatus (ATLAS) cavern [8].

Figure 12.7 illustrates an example of the radiation
field composition in the LHC tunnel in the proximity
of the final focusing magnets at 50 m from interaction
point 1 (IP1), hosting the ATLAS experiment, in the
form of an energy spectrum in lethargy units simu-
lated with the FLUKA code. In this position, the ra-
diation field originates from the secondary products
of inelastic proton-proton collisions in the IP, and the
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Figure 12.7: Energy spectra (in lethargy units) simulated with FLUKA at floor level below the beam in the
LHC accelerator tunnel near the interaction point 1 (IP1) hosting the ATLAS experiment in 2018, immediately
downstream of the inner triplet magnets. The vertical continuous (dotted) gray lines indicate the lower
energy threshold set for hadrons and gammas (electrons and positrons) in the simulation, i.e., 10−4 GeV
(10−3 GeV) [43].

spectrum is obtained in a 20 × 20 × 20 cm3 volume
at floor level around 1 m below the accelerator beam
line. The radiation field contains charged hadrons
(mostly pions and protons) with energies up to sev-
eral GeV, neutrons with energy extending from the
meV range (thermal) to the GeV scale, electromag-
netic particles (photons, electrons, positrons) from
below the MeV scale to the GeV scale, and muons
up to tens of GeV. Instead, the environment is charac-
terised by the absence of heavy ions and by a scarce
presence of alpha particles, while the relative contri-
bution of the different particle types and the respect-
ive energy distributions can vary depending on the
position. The spectrum given in fig. 12.7 is used as an
example of the radiation field for which the Timepix3
radiation monitor could be optimised for.

Similarly as before, table 12.7 quantifies the fraction
of particle hits from different particles in the LHC
mixed field, leading to energy depositions below the

detection threshold of 8 keV in the linear calibration
region, and above the 2 MeV cluster-level saturation
threshold. In addition, the table also quantifies the
fraction of the total ionizing dose (equivalent to the
fraction of deposited energy) falling into the same
three categories.

1. For charged particles, the vast majority of the
hits fall in the linear calibration regime, and
most of the TID also fall into the same category
(with the partial exception of protons, for which
24% of the TID is deposited by the small frac-
tion of hits depositing more than 2 MeV each).

2. Concerning photons, 22% of the hits fall below
the detection threshold, but they only corres-
pond to 2% of the TID and no hits are expected
to be above the saturation limit.

3. Lastly, a very large fraction of neutron hits lead
to negligible amounts of TID, but while only
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Figure 12.8: Distribution of the energy deposited in the active volume of the Timepix3 radiation monitor
by the particles composing the LHC mixed radiation field (from fig. 12.7), simulated with FLUKA with
perpendicular incidence on the sensor. The vertical lines correspond to the detection threshold at 8 keV,
below which pixel hits are missed, and the 2 MeV/cluster level, above which one sees evidence of saturation
effects.

a small fraction of the hits is above the satur-
ation threshold, these correspond to inelastic
collisions that are responsible for the dominant
fraction of the total TID.

12.4 Summary

The results of this chapter confirm that the Timepix3
detector technology can be used as a reliable radi-
ation monitor for the LHC mixed field. The results
in table 12.2 prove the detector’s capabilities as an
instantaneous dose rate detector, agreeing with the
FLUKA simulated values with a ratio of simulated
to measured data at RDose = 0.60 ± 35%, within the
expected factor of 2 for this type of studies. The ad-
vantage of the low detection threshold is that it can be
placed in a shielded alcove such as UX45, far away
from the highest radiation levels, but still capable
of measuring the Beam Gas Curtain (BGC) signal

from the nominal LHC operation, with good sensit-
ivity.

Complementarily, the results in table 12.6 also con-
firm that the Timepix3 radiation monitor can be re-
garded as a count rate monitor. Differently compared
to the RadMons, which measure single event upsets
(SEU) and indirectly inferring the high energy had-
ron equivalent (HEHeq) from previous calibrations,
the Timepix3 technology is capable to measure at a
particle by particle resolution, at least for charged
hadrons. The measured values are compared with
FLUKA simulated results, revealing a simulated to
measured data ratio of RCR = 0.80 ± 27%. However,
the slightly better agreement comes with several as-
sumptions done on the selections done on both the
measured and simulated data.

Moreover, the expected energy deposition is also
provided via the FLUKA simulation. Most of the
charged particles are expected to deposit most of
their TID within the linear regime of the Timepix3
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Table 12.7: The expected fraction of particle counts and fraction of the total ionizing dose (TID) deposited in
the Timepix3 radiation monitor, as simulated in FLUKA, below the detection threshold (8 keV), in the linear
calibration regime, and above the saturation threshold of 2 MeV, for the radiation field simulated in IP1.

Particle
Below Threshold Linear Regime Saturation Effects

Counts [%] TID [%] Counts [%] TID [%] Counts [%] TID [%]

Protons 12 × 10−6 1.14 × 10−8 97 76 3 24
Muons 0.7 × 10−3 7.51 × 10−4 99 93 0.8 7
Pions 15 × 10−3 8.16 × 10−4 99 95 0.3 5

Electrons 12 × 10−3 9.73 × 10−4 99 99 1.25 × 10−4 2.93 × 10−3

Photons 22 2 78 98 0 0
Neutrons 92 1 7.4 28 0.4 71

calibration. However, for the neutrons, a fraction of
the energy depositions will be either below threshold,
7.74% of the total counts, but only amounting to
0.03% of the total TID, or above the saturation limit,
15.7% of the total counts, leading to a loss of 84.3%
from the TID information.

Finally, the usages of the Timepix3 as a standard
radiation monitor are proven in the low radiation
field of IR4, with the harsher case of interaction point
1 (IP1) evaluated here from a simulation perspective
only.
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13
More capabilities of the Timepix3 radiation monitor at

the LHC IR4

Having now proven the usability of the Timepix3
detector [22] as a standard monitor for radiation to
electronics (R2E) [16] purposes at the Large Hadron
Collider (LHC) [1] at CERN, it is natural to further
examine what else can this novel detector provide. In
addition to acting as a dose and particle rate monitor,
two more possibilities are explored here thanks to the
pixel matrix information, namely using the monitor
as a: (i) radiation source locator, by deducing the ori-
gin of the incoming radiation, and (ii) linear energy
transfer (LET) detector.

Similarly to the previous act, the discussion focuses
on the isolation of the BGC signal from the Timepix3
radiation monitor data and its comparison with the
FLUKA [18–20] simulation of the Large Hadron Col-
lider (LHC) insertion region 4 (IR4), described in
chapter 7.

13.1 Timepix3 as a radiation source
locator

Benefiting from the pixel matrix, charged particles
that leave straight tracks within the detector across
multiple pixels can be used as a tool to infer the spa-
tial origin of radiation. Several cluster variables can
be computed (as outlined in section 9.2.4.1), in partic-
ular the cluster polar angle Θ (or angle of incidence
wrt. the normal to the surface). Figure 13.1 exempli-
fies how a track with length of 1 pixel (mono-pixel)
corresponds to a polar angle between -12 and 12◦, a
track with length of 2 pixels (two-pixel) to an angle
between 0 and 24◦, a track with length of 3 pixels

(if straight) to an angle between 12 and 36◦, and so
on. Considering the position of the detector inside
the UX45 gallery, with its plane at an angle wrt. the
accelerator beam (either 40◦ or 5◦, as summarised in
table 11.1), one can convert the angle of incidence Θ
of incoming particles into a specific region along the
accelerator tunnel, as illustrated in fig. 13.2.

Figure 13.1: Geometry of the Timepix3 matrix, trans-
lated into angle of incidence (polar angle Θ) based
on the length of the cluster (in number of pixels), as-
suming a depletion volume thickness of W = 250 µm
out of the sensor thickness of 300 µm. The blue lines
indicate the maximum angle, while the red lines in-
dicate the minimum angle.
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Figure 13.2: The distance wrt. insertion region 4 (IR4) corresponding to the different polar angles for particles
on the Timepix3 detector plane. The position of the Beam Gas Curtain (BGC) and of the Timepix3 radiation
monitor are also indicated with gray shading.

13.1.1 Measured data

On the measured data side, several filters (summar-
ised in tab. 13.1) are applied to select only the relev-
ant clusters that can be used to retrieve information
about their possible location:

1. Cluster type: In particular, as per the classific-
ation from table 8.2, blobs are not useful, and
only tracks can be used for this reconstruction
procedure. A consequence of this is that only
tracks with at least 3 pixels (A ≥ 3) are con-
sidered.

2. Azimuthal angle ϕ: one distinction that can be
done to differentiate between the radiation com-
ing from the accelerator line and other sources
of background radiation (e.g. cosmic radiation,
assumed as isotropic) is to apply a cut on the
azimuthal angle ϕ (representing the angle on
the 2D pixel matrix). Based on the geometry
of the detector placement in the shielded al-
cove adjacent to the accelerator tunnel, one ex-
pects that tracks coming from the beamline to
be aligned with the y-axis of the detector (along
ϕ = ±90◦). Figure 13.3 confirms these expect-
ations, showcasing that most of the radiation
comes indeed from the ±90◦ direction. Due
to the discrete pixel array with a pixel pitch

of p = 55 µm, some artefacts (more peaks) are
visible, at multiples of ±11.25 ◦. A selection
of ∆ϕ = ±10◦ around the maxima at ±90◦ is
performed. This is done also for the simulated
data, though it is less relevant since the only
simulated radiation source is the Beam Gas Cur-
tain (BGC), situated at the beam axis.

3. Moreover, taking advantage of the time of ar-
rival (ToA) information, one could further infer
whether the track came from the positive (+90◦,
corresponding to the left side of the acceler-
ator, where the BGC is located) or the negative
(-90◦, corresponding to the right side of the ac-
celerator wrt. the Timepix3 location) direction,
i.e. the smallest ToA corresponds to the pixel
on which the particle entered the detector (in-
cidence) and the largest ToA corresponds to
the pixel on which the particle exited the de-
tector (emergence). Since it is assumed that the
radiation would originate from the BGC side,
only the tracks corresponding to the positive
+90±10◦ direction are kept. This removes the
need to include the global factor taking into ac-
count the signal-to-noise ratio (SNR) given in
eqn. 12.4.
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Figure 13.3: The azimuthal angle ϕ for the measured
clusters during fill number #9035, as obtained (Top
pannel) before the time of arrival (ToA) slope is com-
puted (as such, the range is from (-90, 90]◦), and
(bottom pannel) after the ToA information is taken
into consideration (as such, the range is extended
to [-180, 180]◦). A cluster track with an azimuthal
angle ϕ=90◦ would correspond to the left side of the
accelerator wrt. the Timepix3 location.

Table 13.1: Data selection criteria for the measured
data for the Timepix3 radiation monitor application
as a radiation source locator.

Selection criteria Value
cluster size (area) A ≥ 3
cluster type tracks (except curly)
azimuth angle ϕ +90±10 deg

13.1.2 Simulated data

To verify the quality of the data, the measured sig-
nal induced by the Beam Gas Curtain (BGC) only, as
isolated in the previous section and summarised in
tab. 13.1, is compared to FLUKA predictions obtained
from the simulation described in section 12.2.2, where
the electromagnetic FLUKA (EMF) component is ig-
nored to sped up the computation. The simulation

readily provides the kinematic variables (position
and angle of incidence) for all the tracked particles
at the Timepix3 location. For this benchmark, only
charged hadrons (protons p, muons µ±, pions π±

and kaons k±) are considered (implying that neut-
rons are discarded, as well as the electromagnetic
FLUKA (EMF) component), as these would yield (in
most cases) tracks in the Timepix3 sensor as seen in
section 12.2.1.

13.1.3 Benchmark

Both the measured and FLUKA simulated results for
the polar angle θ (angle of incidence) are shown in
fig. 13.4. In this analysis, the average ratio of simu-
lated to measured data, weighted on the measured
values, is:

RΘ =
Θsim

Θmeas
= 0.85 ± 20% (13.1)

where the error is the standard deviation of the ratio
values, as shown in the lower pad of fig. 13.4. The
result is better than the previously reported values
of chapter 7, which could be due to the better signal
identification cuts. The simulated data seems to indic-
ate that the muons µ± can originate more frequently
at larger incidence angles, i.e. corresponding to loc-
ations at larger distances in the accelerator tunnel
wrt. the detector location, compared to protons, that
are more likely to arrive at lower angles (i.e. from
closer distance in the accelerator). This is consistent
with the fact that muons can travel longer distances
through matter without substantially altering their
trajectories.

13.2 Timepix3 as a linear energy
transfer detector

Taking advantage of the pixel array again, another
quantity that is now accessible to compute is the lin-
ear energy transfer (LET), which could be used to
distinguish charged particles (or at least their inter-
action mechanisms) from the mixed radiation field.
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Figure 13.4: Top panel: Benchmark between the polar
angle Θ (angle of incidence on the Timepix3 plane)
as simulated by FLUKA predictions for charged had-
rons, and the filtered measurements. The absence of
measured values below 12◦ stems from the selection
of tracks, filtering out clusters with less than 3 pixels.
Bottom panel: Ratio of the total FLUKA simulated
over the total Timepix3 measured count rates.

The same selection criteria and simulation as for the
previous section 13.1 are used.

13.2.1 Measured data

The LET can be obtained from the measured data as
described in section 9.2.4.1, by simply summing the
total cluster ToT volume VToT = ∑A

i ToTi, for all A
pixels, converted to energy according to the exper-
imental calibration of eqn. 8.6, and dividing by the
length of the cluster L, assumed to be the distance
traveled by the particle in the sensor, as:

LET =
VToT

L
(13.2)

Implicitly, this computation method assumes a uni-
form LET along the measured clusters. The tracks
are further divided based on the morphological prop-
erties summarised in tab. 8.2 into 4 subtypes: straight,

light, medium, and heavy. Examples of such cluster
are given in fig. 12.3.

13.2.2 Simulated data

To verify the quality of the data, the measured sig-
nal induced by the Beam Gas Curtain (BGC) only, as
isolated via the criteria summarised in tab. 13.1, is
compared to FLUKA predictions obtained from the
simulation described in section 12.2.2, where the elec-
tromagnetic FLUKA (EMF) component is ignored to
sped up the computation. The simulation readily
provides both the energy of the particle and its LET,
for each of the particle species. For this benchmark,
only the charged hadrons (protons p, muons µ± and
pions π±) are considered.

13.2.3 Benchmark

The results are shown in fig. 13.5, where the meas-
ured peak for an LET of 2 MeV cm2/g for the straight
tracks is confirmed to originate mostly from muons in
the minimum ionising particle (MIP) regime. Increas-
ingly larger LETs are measured for the other tracks, as
expected, and these mostly originate from proton in-
teractions. As such, one can classify the interactions
in two categories:

1. The first category of particles, already intro-
duced, are the MIP, which would correspond
to charged hadrons at high energies.

2. The second type of particles (or interaction
mechanism) are those leaving a larger energy
deposits, but still having a track like shape
rather than circular blobs. Both can be col-
lectively referred to as high energy transfer
events (HETE). There are typically two distinct-
ive components in a HETE cluster, as visible in
fig. 12.3: (i) a track core with high energy values,
and (ii) a surrounding halo due to charge shar-
ing and possible δ-rays. A possible improve-
ment [232] in the length computation of these
type of the cluster would be the halo removal
and a more accurate determination of the im-
pact point, even at a sub-pixel resolution [238].

158



13.3 Summary

Figure 13.5: Top panel: The linear energy transfer
(LET) (dE/dX) of clusters categorized as tracks, as
measured by the Timepix3 radiation monitor in the
shielded alcove of IR4, during LHC fill number #9035.
The measured tracks are further divided into four
sub-types, plotted here as stacked bars. The FLUKA
simulation is used for cross-check, showing the LET
for the charged hadrons (protons p, muons µ± and
pions π±). Bottom panel: Ratio of the total FLUKA
simulated over the total Timepix3 measured count
rates. The arrows indicate data points outside the
plotting range.

In this analysis, the average ratio of simulated to
measured data, weighted on the measured values,
is:

RLET =
(dE/dx)sim

(dE/dx)meas
= 0.59 ± 87% (13.3)

where the error is the standard deviation of the ra-
tio values, as shown in the lower pad of fig. 13.4.
The agreement is within the typical factor of 2, but

the large error bar requires further study. The main
disagreement sources are:

1. The absence of simulated particles with LETs
smaller than 1 MeV cm2/g, corresponding to
the smallest LET that the charged hadrons can
have. The measured values in this range could
correspond to other particles rather than the
charged hadrons that were also identified as
tracks.

2. The gap between the simulated and measured
data in the 2 to 5 MeV cm2/g range.

At higher LET values, these particles corresponds
typically to heavier ions or particles stopping within
the detector. The sensitivity to discriminate amongst
these would be enhanced if the incidence angle of
these particles wrt. the normal on the detector plane
were to increase. Previous experience highlights this
capability, with the caveat of the per-pixel saturation
level, especially for lower impact angles [239].

13.3 Summary

Two new possible applications that are explored in
this work consists in using the Timepix3 radiation
monitor as a radiation source locator and as a linear
energy transfer (LET) detector. Both usages make use
of the pixel array, thereby identifying tracks from the
reconstructed clusters. The measured data are com-
pared and cross-checked with the FLUKA simulated
results.

Charged particles interacting elastically leave
straighter tracks within the detector across multiple
pixels, and their incident angle Θ can be computed
on a track by track basis, and used as a tool to infer
the spatial origin of radiation, especially if coming
from the accelerator beamline. For this, further
selection criteria are imposed on the measured data,
in particular on the cluster azimuth angle Φ, i.e. the
angle of the track in the 2D pixel array, in order to
keep only the particles that would come from the
accelerator beam line and not from other radiation
sources. The average ratio for the polar angle θ of the
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simulated to measured data reveals an agreement of
Rθ = θsim/θmeas = 0.85 ± 20%.

For the LET application, the detector measures a total
ToT volume (which can be converted to energy de-
position via the previously performed calibration)
per cluster, and the pixel array allows to compute
cluster length L. The division of the two values yields
then the LET. From the measured data, the particle
tracks categorized into four classes: straight, light,
medium and heavy, leaving increasingly larger LETs
in the detector. The comparison with the charged
hadrons from the FLUKA simulation confirms the
expectations, that muons µ± are behaving as MIPs,
leaving straight tracks, and protons p are capable
of higher LETs, thereby being the dominant contrib-
utor for HETE. The average ratio for the LET of the
simulated to measured data reveals an agreement
of RLET = (dE/dx)sim/(dE/dx)meas = 0.59 ± 87%.
The LET analysis can be further expanded and used
in radiation environments containing also heavier
particles, such as ions.
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The third act - summary

This third act continues the investigation started in the first
act about the characterisation of the mixed radiation field
at insertion region 4 (IR4) of the Large Hadron Collider
(LHC) [1], in particular that generated from the operation
of the Beam Gas Curtain (BGC) [99–101]. The features of
the Timepix3 radiation monitor [22] that have been well
understood in the second act are used both to: (i) assess
its complementarity to the existing radiation monitors,
and (ii) probe new capabilities for radiation level monitor-
ing.

The Timepix3 radiation monitor successfully measured
the radiation levels during the nominal LHC fills, in the
absence of the BGC operation. Starting from beam injec-
tion at 450 GeV with low beam intensity, no signal was
measured above the background counting rate (CR) of
CRbkg = 8.4 ± 3.9 counts/60 s unless a beam intensity
above 1013 charges/s was circulating in the accelerator.
During beam energy ramp up from 450 GeV to the nom-
inal 6.8 TeV, a clear increase in the Timepix3 counting rate
can be observed. Subsequently, during stable beams at
the collisions energy of 6.8 TeV, a rather non-linear rela-
tion between the counting rate and the beam intensity
can be seen, likely due to the enhanced outgassing effects
from the vacuum chamber surfaces in the presence of high
intensity beams.

During the 2023 operation when the Timepix3 radiation
monitor was deployed, only two gas injections have been
performed in the BGC during proton beams, namely in
fills #8817 and #9035. These two fills are the only ones
that allow a direct comparison with the BGC FLUKA sim-
ulations of chapter 7. To obtain a total ionizing dose
(TID) measurement, the total energy deposited in the
Timepix3 pixel array is summed and compared with
the simulated predictions, revealing an agreement of
RTID = TIDsim/TIDmeas = 0.60 ± 37%.

To compare the particle count rates, further analysis is
required, both on the simulated and measured data. If
the charged hadrons have almost a 100% detection effi-
ciency, neutrons only rarely interact because of their large
mean free path in Silicon, substantially longer than the
sensor thickness. In order to quantify the interaction rate
for neutrons, but also to estimate the energy depositions
for all particles, a second step FLUKA simulation has
been performed. On the measurement side, owing to
the Timepix3 ASIC pixel matrix, different particles and

their interaction mechanisms leave different morpholo-
gical tracks within the detector, allowing to perform a
particle categorization, mainly into blobs (more circular)
and tracks (elongated or curved). The benchmark for
the particle counting rate reveals a total agreement of
RCR = CRsim/CRmeas = 0.80 ± 27%. Moreover, the en-
ergy deposition per particle species reveals that almost
all charged hadrons will deposit their energy within the
linear regime of the detector, while for neutrons have a
more complicated behaviour, with expected energy depos-
itions both below the detection threshold and above the
saturation limit.

Two new possible applications that are explored in this
work consist in using the Timepix3 radiation monitor (i) as
a radiation source locator and (ii) as a linear energy trans-
fer (LET) detector. Both usages make use of the pixel array,
thereby identifying tracks from the reconstructed clusters.
The measured data is compared and cross-checked with
the FLUKA simulated results. Charged particles inter-
acting elastically leave tracks within the detector across
multiple pixels, allowing for several other parameters
to be computed. The average ratio for the 1D distribu-
tion of polar angle θ of reconstructed tracks for the sim-
ulated to measured data reveals an agreement of Rθ =

θsim/θmeas = 0.85 ± 20%. For the LET application, the av-
erage ratio of simulated to measured LET data reveals
an agreement of RLET = (dE/dx)sim/(dE/dx)meas =

0.59 ± 87%. The larger error stems from the absence of
simulated particles with LET < 2 MeV cm2/g, while on
the measurement side there are tracks with such proper-
ties.
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Coda - Measurement of the transveral muon
rate from LHCb at the proposed CODEXb

experiment location
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14
The CODEXb experiment

14.1 Introduction

Most searches at the Large Hadron Collider (LHC) [1]
experiments have mostly focused on production
of particles that decay close to the collision point,
and can therefore be detected within the detector
volume. However, a number of important beyond
the standard model (BSM) scenarios, such as any
theory with multiple mass scales, broken symmet-
ries, or restricted phase-space, predict long lived
particles (LLP) [240]. The standard model (SM) it-
self contains a number of unstable particles with
low mass, but long-lived, such as pions, kaons,
muons and neutrons. A wide variety of new exper-
iments have been proposed within the complex to
probe the BSM LLP sector, which include: massive
timing hodoscope for ultra stable neutral particles
(MATHUSLA) [241], forward search experiment
(FASER) [242], milli-charged (MilliQan) [243], search
for hidden particles (SHIP) [244], a laboratory for
long-lived exotics (AL3X) [245] and compact detector
for exotics at LHCb (CODEXb) [246–248].

Data-driven calibration using real collision data is re-
quired to test the feasibility of the proposals. For this
purpose, a test campaign to measure the background
flux in the foreseen location of the CODEXb experi-
ment, which is envisioned as an SM background-free
detector searching for LLPs. The measurements have
been performed in the D1 shielded area, behind an
existing 3.2 m thick concrete wall that separates the
LHCb cavern from the detector with lepton, photon
and hadron identification (DELPHI)1 cavern, during

1DELPHI was one of four large detectors on the large electron-
positron (LEP). It took 7 years to design and build, and it star-
ted up in 1989. In December 2000, DELPHI stopped taking
data and was dismantled to leave room for the construction
of the Large Hadron Collider (LHC) in the LEP tunnel.

October and November of 2022, the first year of Run
3 operation with proton-proton collisions.

Within the radiation to electronics (R2E) [16, 17] activ-
ity at CERN, the muon flux during luminosity pro-
duction at the large hadron collider beauty (LHCb)
experiment was quantified with the recently de-
veloped Timepix3 radiation monitor [22]. Moreover,
the standard R2E radiation monitor at CERN, namely,
the radiation monitor (RadMon) [151, 249] in its bat-
tery powered version (BatMon) [152] was used to con-
firm the expectations that the neutron flux in this area
is negligible. Indeed, the BatMon did not measure
any signal above its detection thresholds, while the
Timepix3 radiation monitor measured an increased
count rate during luminosity production, owing to
its ability to detect minimum ionising particle (MIP)s,
as well as to infer the origin of the radiation, as de-
scribed in section 13.1. The measured signal, both as
a flux rate and as energy deposition, was compared
with simulations performed with the flukturiende
kaskade (FLUKA) Monte Carlo code [18–20].

A previous campaign for muon measurements [250]
was done with re-used scintillators, light-guides and
photomultiplier tubes, revealing a systematic dis-
agreement (under-measurement) with simulations,
which is not the case for this study.

14.2 R2E safe area: BatMon
measurement campaign

One battery radiation monitor (BatMon) unit, also
known as wireless internet of things (IoT) system,
has been installed in UX85 alcove of the LHCb exper-
iment. The scope of this measurement was to verify
that the position that will host the CODEXb exper-
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iment is R2E safe, as expected from an area that is
already safe from a radiation protection (RP) point
of view (accessible even during accelerator operation
and luminosity production).

To characterize the radiation environment permeat-
ing the investigated location, the BatMon meas-
ured: the total ionizing dose (TID), by using floating
gate dosimeters, and high energy hadron equivalent
(HEHeq) (ΦHEH) the thermal energy neutrons equi-
valent (THNeq) (ΦThN) fluences, by exploiting the
technique shown in ref. [251], namely by counted the
single event upsets (SEU)s induced by radiation in
two different well-calibrated parallel SRAM, whose
sensitivity to both ΦThN and ΦHeH is known.

The LHCb area was not covered by the long range
(LoRa)connection [252] and therefore the BatMon is
installed in passive mode (LoRa OFF). In this mode,
measurements are stored on the external non-volatile
flash memory available on board and it can only
be read when accessing the location. Since the Bat-
Mon is based on a duty cycle mode and all opera-
tions are performed following a precise schedule, it
is possible to reconstruct the time by knowing the
data rate (in this test campaign, at an interval of
30 minutes).

The layout of UX85 is shown in fig. 14.1. The BatMon
was installed for 81.96 days (from September 15th to
December 6th, 2022) in UX85, during which a total
luminosity of Lint = 2.8 1/nb has been produced at
LHCb and no counts have been measured in any of
the BatMon detectors. Nevertheless, one can infer an
upper limit based on the detectors sensitivities to a
radiation field that consists of at most:

ΦHEH < 1.18 · 106 pp/cm2/fb−1 (14.1)

ΦTHN < 1.83 · 106 pp/cm2/fb−1

TID < 1.79 mGy/fb−1

The measurement showed that this area is R2E safe
because no radiation was detected by the BatMon
sensors.

14.3 Simulation

Prior to these measurements, a full FLUKA geometry
of the LHCb insertion region 8 (IR8) has been de-
veloped [63]. The FLUKA predictions have been
benchmarked with the BLM system in the tunnel
and RadMon in the shielded alcoves, similar to other
IRs [37, 43], although not in the DELPHI cavern. Still,
the FLUKA model represents the best available tool
to predict the collision-driven muon flux in the loca-
tion of interest for the CODEXb experiment.

14.3.1 Geometry

A full FLUKA geometry has been implemented as
a collective effort within the SY-STI-BMI section,
as described in detail in ref. [63]. The radiation
shower is dominated by inelastic proton–proton col-
lisions at the interaction point (IP)8, the LHCb exper-
iment.

In the DELPHI cavern, where the Timepix3 radiation
monitor and the BatMon were installed, only muons
and possibly neutrons are assumed to arrive, as the
other particles would stop within the concrete shield-
ings. To understand the muon flux that arrives at
the detectors, there are several features of the LHCb
cavern that are critical, covered in ref. [247, 250]. In
this study, the focus is on the expected muon flux rate
and energy spectrum at the location of the deployed
detectors.

In the context of the energy deposition studies for
LHCb [63], the spatial distribution of the muon rate
shown fig. 14.1 has been simulated with FLUKA,
which uses the DPMJET-III generator [253].

14.3.2 Simulated muon rate and energy
spectrum

Although the FLUKA simulation can readily provide
the muon energy distribution at the location of the
detectors, the previous measurement campaign [254]
has setup a simulation with Gauss [255, 256] (the
standard LHCb simulation package) using the Py-
thia8 [257] generator to more carefully take into con-
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Figure 14.1: Top view of instantanous muon fluence
rate during Run 3, as simulated using FLUKA, for
the nominal instantaneous luminosity of Linst =
2.32 pb−1/h (fig. from ref. [63]).

Figure 14.2: The final momentum distribution of
muons reaching the detector location, after all en-
ergy losses showing that the slowed-down muons
have quite low momenta (fig. from ref. [250]).

sideration the generation the proton-proton collisions
with minimum bias setting and specific LHCb tun-
ings. It indicates that the infrastructure of the LHCb
cavern generally stops muons with momentum be-
low ≈ 1500 MeV. The slowed-down muon mo-
menta at the detector position shown in fig. 14.2,
after energy losses, peaks around a momentum of
≈ 200 MeV and displays a long tail at high momenta.
Moreover, additional shielding, either passive or act-
ive, or both, might be required to suit the needs for
CODEXb.

The previously mentioned simulations [250] reveal a
muon peak with momentum p =200 MeV/c (or kin-
etic energy T=120 MeV), which are close to the min-
imum ionising particle (MIP) regime with roughly
constant dE/dx ≈ 4.148 MeV/cm, as shown in
fig. 14.3. Considering the track length inside the sens-
itive volume, the energy deposition of muons coming
from the IP in the Timepix3 sensor is expected to be
approximatively:

Edep =

L∫
0

dE
dx

dx ≈ L · dE
dx

∣∣∣∣
120 MeV

= 107 keV (14.2)

Figure 14.3: Muon stopping power, as simulated
with FLUKA and according to tabulated data from
ref. [114].

14.4 Timepix3 radiation monitor data

The Timepix3 radiation monitor setup has been in-
stalled in the DELPHI cavern, with the operational
parameters summarised in tab. 14.1.
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Table 14.1: Timepix3 radiation monitor operational
parameters at the CODEXb test campaign.

Parameter value
Bias voltage [V] 50

Panda GUI firmware version 3.18.0

14.4.1 Installation and data collection

The detector has been oriented with an incidence (po-
lar) angle of θ = 15◦ wrt. to the expected incoming
muons, similary to the pixel detectors inside the in-
ner tracker detectors of the a toroidal LHC apparatus
(ATLAS) and compact muon solenoid (CMS) experi-
ments. This choice has been made because a particle
that arrives at an angle of Θmonopixel,max=12◦ or larger
must interact with at least two pixels of the detector,
thereby enhancing the signal selection capabilities by
improving the spatial discrimination criteria.

Figure 14.4: The instantaneous delivered luminosity
at LHCb and the Timepix3 counting rate.

The instantaneous delivered luminosity at LHCb and
the Timepix3 pixel count rate are shown in fig. 14.4.
Unlike the previously reported measurement cam-
paign using scintillating fibres of a large area in
ref. [250], the count rate does not increase signific-

antly during collisions, due to the small active area
of the detector (about 2.4 cm2). As such, the natural
background will have to be taken into account during
the analysis.

The total acquisition time of about 104.01 hours has
been divided into signal time periods, during proton-
proton pp collisions (luminosity production) sum-
ming up to τsignal = 43.45 hours, and background (no
pp collisions) for τbkg = 58.66 hours. The reconstruc-
ted cluster event rate during collisions increases with
the total integrated luminosity as shown in fig. 14.5,
however the signal-to-noise ratio (SNR) is less than 2.
For this reason, an assessment of the background has
been done. It consists of averaging the total Timepix3
counts Nbkg over the M background time periods, re-
vealing an average background count rate of:

Rbkg =
M

∑
i

Ni,bkg

τi,bkg
= 7.54 ± 0.26 counts/60 s (14.3)

This background is assumed to come primarily from
the cosmic galactic rays, with a lower count rate com-
pared to the surface (the same detector measured
about 20 counts/60 seconds) since the LHC is about
100 m underground. Moreover, natural decay chains
could also occur underground (e.g. radon). Finally,
there is no background assumed to come from beam-
induced activation of materials or other equipment
at the installed location.

To extract the signal from the total Timepix3 particle
counts and to correlate it with the total luminosity
delivered, the background count rate from eqn. 14.3
multiplied by the duration of luminosity production
is subtracted for each time period, thus obtaining
only the signal induced by proton-proton collisions
at IR8 (LHCb), as:

Nsignal = Nsignal − Rbkg · τsignal (14.4)

shown in fig. 14.5. A good linear correlation is
thus obtained between the Timepix3 reconstruc-
ted count rate and the total luminosity, at 38 ±
1 counts/pb−1.
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Figure 14.5: The total reconstructed cluster hits plot-
ted against the total integrated luminosity of the time
periods during LHCb luminosity production, reveal-
ing a linear relation.

14.4.2 Signal and background selection

The signal discrimination from background is done
using the directionality of the incoming muons, by
analysing their tracks inside the detector pixel ar-
ray, forming multi-pixel clusters. The x (y) axis of
the detector was placed parallel (perpendicular) to
the normal from the IP, in order to discriminate the
muons coming from the collision point and those that
constitute background. As such, amongst the clusters
parameters than can be computed, a special attention
is given to the azimuthal angle Φ, denoting the angle
on the pixel array of the particle track.

The discussion is divided in the following per num-
ber of pixels (pixel area) A in the cluster. At first,
the difference between the signal and background
time periods is tackled, by looking at the raw (non-
normalized) counts measured by the Timepix3 radi-
ation monitor. Then, the values along the x-direction,
aligned with the expected direction coming from
the IP, are normalized to a count rate per unit
time (second), as well as per unit luminosity (pb).

Figure 14.6: The total ToT distribution of clusters with
one pixel during signal (luminosity production) and
background (no circulating beam), revealing no sig-
nificant difference, neither in the total rate nor in the
shape of the distribution.

The instantaneous luminosity during the measure-
ment campaign exhibits several values, as visible in
fig. 14.4, but the comparison with the FLUKA sim-
ulated results and the previous measurement cam-
paign using scintillating fibers requires further re-
normalization.

14.4.2.1 Clusters with 1 pixel

Clusters that constitute of just one pixel cannot be
attributed to any direction. However, from the de-
tector geometry wrt. the interaction point, if a muon
originates from a collision it should have an angle
of at least Θincidence = 15◦ as mentioned above, im-
plying that its track inside the Timepix3 is strictly
greater than 1 pixel. This is confirmed by the ToT
distribution for 1-pixel cluster in fig. 14.6, where no
difference can be observed between the signal and
the background data sets.
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14.4.2.2 Clusters with 2 pixels

Figure 14.7: Example of 2-pixel clusters aligned along
(Top) x- and (Bottom) y-direction.

For clusters with 2 and more pixels, a directionality
can be assigned. For the purpose of this analysis,
the directionality is restricted to either horizontal
(x, parallel to the normal from the IP, the line cor-
responding to the signal) or vertical (y, perpendic-
ular to the normal from the IP). For the case of 2
pixel clusters, there are only 2 types of clusters, as
shown in fig. 14.7. The background data set shown
in fig. 14.8 does not reveal any difference between
the two aforementioned directions, confirming the
angular isotropy of the cosmic background radiation
arriving at the detector location. Differently, the sig-
nal data sets shown in fig. 14.8 reveal a cluster rate
excess in the x-direction.

The background for 2-pixel clusters is fitted using
a Landau distribution and then subtracted from
the signal histogram, as shown in fig. 14.9. Then,
the signal thus obtained is fitted as well using

Figure 14.8: ToT distribution of the 2-pixel clusters
aligned along the x- and y-direction, for (Top) back-
ground data sets, revealing no difference in direction-
ality, assuming an isotropic cosmic radiation environ-
ment, and (Bottom) for signal data sets, revealing a
clear peak at the expected signal location and along
the expected direction.

a Landau distribution revealing a peak at 120 ±
13 ToT units [25 ns], which calibrated to energy
according to section 9.2.4.3 translates around the
98±11 keV, as expected from eqn. 14.2.
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Figure 14.9: (Top panel) ToT distribution of the 2-
pixel clusters aligned along the x-, for signal and
background data sets. The background is fitted using
a Moyal distribution and subtracted from the signal.
(Bottom panel) Signal after the background subtrac-
tion, fitted using a Moyal distribution, revealing a
clear peak at the expected signal location and along
the expected direction.

14.4.2.3 Clusters with 3 pixels

For clusters with 3 pixels, there are 2 possible geo-
metries, as displayed in fig. 14.10: (i) either a straight
line, along either the x- or y-axis, or (ii) an L-shaped
cluster, which is discarded from the analysis, as no
directionality can be assign to it. Looking just at
the 3-pixel clusters, the background data set shown
in fig. 14.11 does not reveal any difference between
the two aforementioned directions, again confirming
the angular isotropy of the background; however,
the signal data set reveals again a cluster rate ex-
cess in the x-direction. In this case, the background
for 3-pixel clusters is not populated enough to be
fitted with a model as for the 2-pixel clusters, but
it is taken into account by a (normalized) bin-wise
subtraction from the signal. Then, the signal thus

obtained is fitted as well using a Landau distribu-
tion revealing a peak at 134 ± 14 ToT units [25 ns],
translating to 113±12 keV, increasing compared to
the 2-pixel clusters, confirming that the muons travel
over a longer distance through the detector, thereby
depositing more energy.

Figure 14.10: Example of 3-pixel clusters aligned
along (Top) x-direction, as well as (Bottom) unas-
signed.
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Figure 14.11: Same as fig. 14.8, but for 3-pixel clusters,
displaying a significantly lower background.

14.4.2.4 Clusters with 4 pixels

For clusters with 4 pixels, there are 3 possible geo-
metries, as displayed in fig. 14.13:

1. a straight line, in which case the directionality
is obvious,

2. a line of 3-pixels with a fourth pixel on either
side, which is assumed to also belong to a dir-
ection,

3. a square blob cluster, which is discarded from
the analysis

Figure 14.12: Same as fig. 14.9, but for 3-pixel clusters,
without fitting the background data.

The same considerations about 3-pixels clusters apply
to the 4-pixels clusters, with the fitted signal results
revealing a peak at 148 ± 19 ToT units [25 ns], trans-
lating to 125±16 keV, again increasing compared to
the 2- and 3-pixel clusters cases.

14.4.2.5 Clusters with 5 pixels

The last considered case consists of clusters with 5
pixels, which can be categorized into two types, de-
pending on their elongation along each axis, they
would correspond to that respective direction. The
data shown in fig. 14.16 displays however a reduced
count rate excess in the x-direction, compared to the
previous cases. The data from 6-pixel reveal no ex-
cess/difference in cluster directionality. The fitted
signal results revealing a peak at 177 ± 16 ToT units
[25 ns], translating to 154±16 keV, significantly larger
than for the other cases.
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Figure 14.13: Example of 4-pixel clusters aligned along (left) x- and (centre) y-direction, as well as (right)
unassigned.

Table 14.2: Summary of the Timepix3 radiation monitor results, showing for each number of pixels A inside
the cluster, the mean ToT and its standard deviation for the Moyal fitted distribution, as well as this values
converted into energy deposition Edep. The measured count rates are provided, in both per second and per
unit luminosity. The relative contribution to the total count rate is also provided.

A ToT ∆ ToT ∆ ToTrel Edep ∆Edep Φ Φ Rel. contr.
[no. pixels] [25 ns] [25 ns] [%] [keV] [keV] [10−3/s] [1/(pb−1)] [%]
2 120 13 11 98 11 1.95 3.02 34
3 135 14 10 113 12 1.27 3.06 22
4 148 19 13 126 16 1.86 2.89 33
5 177 18 10 155 16 0.71 1.11 12
Total 140 19 14 118 16 5.69 8.83 100

14.4.3 Final hit rate as a function of transversal
distance in the D1 shielded alcove

The results are summarised in table 14.2. Combin-
ing the 2-, 3-, 4- and 5-pixel cluster signals yields
a the total average event rate of Φ0 = 5.64 · 10−3

counts/s, or, equivalently 8.60 counts/(pb−1), with
its energy distribution shown in fig. 14.18. However,
in order to compare to previous measurements repor-
ted in ref. [250] and FLUKA simulations reported in
ref. [63], the total measured result of fig. 14.18 has to
be corrected for three factors:

1. the Timepix3 detector area of Atpx = 2.12 cm2,

2. the acceptance angle via cos θ = 15.17◦ factor

3. the average instantaneous luminosity of
Linst,meas = 2.32 pb−1/h = 0.645 nb−1/s dur-

ing the Timepix3 campaign, compared to the
nominal Linst,nominal = 0.45 nb−1/s used for
both the previous measurements [250] and the
simulations [63].

Thus, the Timepix3 radiation monitor measured a
muon flux of:

Φtpx3,calib = Φ0 ·
1

Atpx
· 1

cos θ
· Linst,nominal

Linst,meas
= (14.5)

1.94 · 10−3 counts
(cm2 s)

Figure 14.19 shows the hit rate from the simulation
across a vertical plane parallel to the beam line, nor-
malized to the Run 2 (2015-2018) LHCb luminosity
production and per unit area. Geometrically, from
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Figure 14.14: Same as fig. 14.8, but for 4-pixel clusters.

the installation location, the Timepix3 radiation mon-
itor result corresponds to a data point at z = 700 cm,
agreeing very well with the FLUKA simulations of
LHCb/IP8 reported in ref. [63] at:

ΦFLUKA = 3.80 · 10−3 counts
(cm2 s)

(14.6)

with a ratio of FLUKA to data at:

RΦ =
ΦFLUKA

Φtpx3,calib
= 1.96 ± 26% (14.7)

where the considered errors are the systematic simu-

Figure 14.15: Same as fig. 14.9, but for 4-pixel clusters,
without fitting the background data.

lation uncertainty of σsim,syst = 20% and a statistical
measured error of σmeas,stat = 6%.

However, these Timepix3 results do not agree with
the previous measurements reported in ref. [250].
Thanks to this work and the agreement that the
Timepix3 radiation monitor has with the results com-
ing from two different simulation tools (FLUKA and
GAUSS), the results from the previous test campaign
were re-examined, resulting in the discovery of a
faulty trigger system on the detectors, explaining the
significant underestimation.

14.4.4 Total measured data

The total ToT of the clustered data is shown in
fig. 14.20. There is a clear peak at low energy depos-
itions (about ∼ 100 ToT units), which is the expected
range of the signal according to eqn. 14.2, which was
analysed in the previous section. Furthermore, there
seems to be a slight excess of higher energy events
during collisions compared to the background, but
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Figure 14.16: Same as fig. 14.8, but for 5-pixel clusters.

no conclusion can be drawn from the available stat-
istics.

14.5 Summary and prospects

In summary, a successful background measurement
campaign was held in November 2022 to measure
the muon radiation flux in the CODEXb volume area
during LHCb data taking. A BatMon unit has been
deployed for almost 82 days, measuring no radiation
above threshold, indicating that the proposed area
is safe from a point of view of radiation effects on
electronics.

Figure 14.17: Same as fig. 14.9, but for 5-pixel clusters,
without fitting the background data.

Figure 14.18: The full reconstructed signal using 2-, 3-
and 4-pixel clusters reveals an integrated count rate
at 5.80 · 10−3 counts/s. A Moyal function fit describ-
ing to MIP particles passing through the detectors is
estimated at 5.69 · 10−3 counts/s.
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Figure 14.19: Comparison of muon fluence from
FLUKA simulations and measurements. This study
adds the Timepix3 measurement (purple square),
compared to the previous measured results using
scintillating fibers reported in ref. [63] (here, scaled
up by a factor of 100). The assumed luminosity rate
production was the nominal 0.45nb−1/s.

Figure 14.20: The total event-by-event energy in the
Timepix3 sensor.

The lower energy threshold of the Timepix3 sensor
is a clear advantage compare to the BatMon, which
allowed to measure a slight increase in the instant-
aneous count rate during luminosity production at
interaction point 8 (IP8), with a signal-to-noise ra-
tio (SNR) of about 2. In order to isolate the sig-
nal clusters from the background, a selection on
the cluster morphological properties has been ap-
plied. Namely, it is expected that muons originat-
ing from the proton-proton pp collision point would
only by aligned along the y-direction (azimuth angle
Φ = ±90). Cluster tracks that cannot be assigned to
any direction are discarded from the analysis.

Thanks to the angular orientation of the Timepix3
installation at an incidence (polar) angle of Θ = 15◦,
greater than the max. accepted angle for a monopixel
event of Θ = 12◦. In the measured data, no excess
count rate is observed for the monopixel events. The
analysis then looks at clusters with an area A up to
5 pixels, identifying the signal and background ToT
contribution. The summed results reveal an excess
count rate that is fitted with a Moyal distribution,
revealing a peak at 140 ± 19 ToT units [25 ns], which
can be translated via the calibration to an energy
deposition of 118 ± 16 keV, matching the expected

176



14.5 Summary and prospects

signal for the muons mostly peaked at kinetic energy
of 120 MeV.

Finally, the count results are compared to dedicated
FLUKA simulations reported in ref. [63]. The aver-
age count rate 8.6 · 10−3 counts/cm2/pb−1, matching
the normalized simulated predictions with a ratio of
simulated to measured data of R = 1.96± 26, signific-
antly better compared to the previous measurements
using scintillating fibres reported in ref. [250].

To conclude, the observed performance of the
Timepix3 detector with a low detection threshold
opens the door for its usage for a muon flux monitor
in a variety of locations, particularly interesting
for physics beyond colliders (PBC) experiments. A
similar study [258] is expected for the scattering
neutrino detector (SND) experiement [259], situated
on the line of sight an 430 m away from interaction
point 1 (IP1) (ATLAS).
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15
Conclusions

This thesis presents a detailed characterisation of the
Large Hadron Collider (LHC) [1] radiation field in a
previously insufficiently explored area in light of the
High Luminosity LHC (HL-LHC) upgrade [2]. The
study of the radiation field is aided by (i) the devel-
opment of a novel Timepix3 radiation monitor [22]
for the new application of radiation measurements
at the European organisation for nuclear research
(CERN) accelerator complex, and (ii) theoretical simu-
lations done using the FLUKA Monte Carlo code [18–
20], benchmarked with experimental measurements
during Run 2 (2015-2018) and Run 3 (2022-to date),
performed with the beam loss monitor (BLM) sys-
tem [21]. The achieved goals are the development of
two new tools for the HL-LHC radiation levels mon-
itoring in the context of the radiation to electronics
(R2E) activities [16] at CERN. The thesis is structured
into three main parts: (1) the completely new FLUKA
simulation model of LHC insertion region 4 (IR4)
(straight region of the accelerator, with a designated
role; here, beam acceleration), including the radiation
levels analysis of the Beam Gas Vertex (BGV) [96–98]
and Beam Gas Curtain (BGC) [99–101] instruments,
(2) the characterisation of a radiation monitor as a
new application of the existing Timepix3 technology,
and (3) combining the two tools for the analysis of
the radiation levels induced by the BGC in the 2023
LHC operation.

In the first act, the benchmarking results for the
Beam Gas Vertex (BGV) and the Beam Gas Curtain
(BGC) demonstrators are of paramount importance
to cross check the two independent tools used for
assessing the radiation levels in the large hadron
collider (LHC) accelerator environment: (i) meas-
ured data from radiation monitors, and (ii) FLUKA
simulations. The new work consists in modelling
the IR4 accelerator and identifying the correct radi-

ation source term in the very difficult scenario of
IR4, which consists of a complex radiation field, a
geometry that spans hundreds of meters and for
several radiation sources far away from the regions
of interest. The LHC radiation field includes differ-
ent kinds of particles with broad energy spectra, all
originating from the interaction of TeV-scale beam
particles or secondary collision products. The general
level of agreement of the BLM simulated to measured
data that results from this study is a factor of RBGV =
TIDsim/TIDmeas = 1.09 ± 0.29% for the BGV instru-
ment, and RBGC = TIDsim/TIDmeas = 2.19 ± 80%
for the BGC instrument. No issues regarding the crit-
ical operation of the present LHC or future HL-LHC
machines are foreseen.

In the second act, the study of a well known detector
technology, the Timepix3 chip [161], bonded to a
300 µm thick silicon pixel sensor was characterized as
a novel radiation monitor for the measurement of the
mixed field of the LHC accelerator. This act is further
divided into three main chapters. Firstly, a detailed
description of the Timepix3 radiation monitor was
given, covering the hardware setup and the Timepix
detection principle based on the simultaneous meas-
urement of the time over threshold (ToT) and time
of arrival (ToA), allowing for dose and particle rate
measurements. Moreover, the Timepix calibration
procedure, which translates the measured ToT per
pixel into deposited energy, presents complex sat-
uration effects at high energy. To mitigate these ef-
fects, the Timepix3 radiation monitor is operated in
hole collection mode, and as a novelty, at a partial
bias voltage of 50 V, enhancing the charge sharing
between pixels.

Secondly, the energy calibration of the Timepix3 radi-
ation monitor was carried out in two test campaigns

181



Chapter 15 Conclusions

using hadron beams. The former experiment, at
the radiation protection (RP) calibration laboratory
(CALLAB) facility at CERN [203], Geneva, Switzer-
land, using a 241Am source emitting alpha particles
α with up to 4.8 MeV, which get attenuated in air to
lower energies. The operational settings of the setup
have been tested and familiarity with the setup was
achieved. Several data points for energy calibration
have been collected using the detector, however they
are considered to be part of the saturation regime and
not in the regular (normal) operation for the detector.
For this reason, a second campaign at centro nacional
de acceleradores (CNA) [209, 210, 212], Sevilla, Spain,
using quasi-mono energetic beams of protons (al-
phas) from 0.6 (1) to 5 (8.4) MeV, fully stopping in
the active volume of the sensor.

The calibration analysis aims to extract the energy
deposited Edep from the measured Timepix3 quant-
ity, the time over threshold (ToT). The sensor op-
erates at a predefined threshold level, and counts
the clock units when the collected signal is above
this threshold, hence time over threshold. The
cluster level calibration analysis indicates that the
detector operates in a linear regime up to 2 MeV,
with ToTreg(Edep) = Edep · (993 ± 93) [25 ns/MeV]
+ N · (23.10 ± 2.14) [25 ns/pixel], with N being the
number of active pixels in a cluster, while evidence
of saturation effects is visible for energy depositions
above this regime, especially for the case of proton
beams.

At the pixel level, the saturation is estimated to oc-
cur from around 600 keV. The larger levels of sat-
uration observed with protons compared to alphas
are found to be associated with a different degree of
charge sharing in the respective clusters, thus con-
firming that operating the sensor with a reduced
bias voltage to enhance charge sharing is a good
strategy to mitigate the saturation. No evidence of
high-energy non-linear saturation or volcano effect
is observed in the data. As part of the calibration
measurements, the detector was irradiated at several
angles up to 45° with 597 keV protons to estimate
the dead layer thickness of the chip, quantified to be
TDL = (333 ± 60) nm.

Thirdly, two test campaigns have also been per-
formed using neutron beams in different energy
regimes. The former, at institute Laue-Langevin
(ILL) [217], Grenoble, France, consisted of using cold
neutrons (moderated from a nuclear fission reactor)
peaked at 6.67 meV, confirming that only a small frac-
tion of the neutrons interact in the Si sensor of the
Timepix3 radiation monitor. Collimators made out
of boron carbide B4C were used to reduce the high
beam flux and to observe the spatial structure of the
beam, while neutron conversion layers made out of
lithium flouride LiF were used to increase the neut-
ron count rate by measuring the secondary products
from the n +6 Li reaction. The second neutron cam-
paign was performed at the calibration laboratory
(CALLAB) facility at CERN, Geneva, Switzerland,
using an americium-beryllium (AmBe) source emit-
ting neutrons up to 10 MeV, with or without a poly-
ethilene (PE) moderator to slow down the fast neut-
rons. The results of this test campaign are compared
with another detector under study in the R2E activ-
ities at CERN, namely a silicon diode detector, as
well as with two Monte Carlo (MC) codes: FLUKA
and G4SEE [224, 225, 230], allowing to compare the
codes.

In the third act, the Timepix3 radiation monitor has
been deployed for the first time in the LHC at IR4
in order to assess the radiation field during nominal
LHC operation (considered as background), and par-
ticularly, by the BGC operation (considered as signal),
as described in detail via the simulations in the first
act. This brings together the two newly developed
tools of this thesis, for radiation monitoring at the
present LHC machine and for the future HL-LHC op-
eration, complementing and assisting each other for
a better understanding of the composition of the ra-
diation field, in this thesis focused on IR4. Moreover,
the usages of the Timepix3 detector have been com-
pared to the existing monitoring technologies; in par-
ticular, it lowers the energy detection threshold and
allows for a particle-by-particle measurement.

By studying with FLUKA the energy deposited in the
sensors by particles in the LHC mixed radiation field,
the detector is found to be suitable as a dose rate mon-
itor since the particles are expected to deposit energy
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within the linear calibration regime, with only a small
fraction of the hits leading to saturation effects. As a
partial exception, saturation is expected to play a non-
negligible role when measuring neutron-induced TID
due to the large energy deposited by inelastic nuclear
reactions. To summarise, the ratio of the FLUKA sim-
ulated to measured data for the dose rate presents
itself at RDose = Dosesim/Dosemeas = 0.60 ± 35%,
within the expected factor of 2 for this type of stud-
ies. The advantage of the low detection threshold
is that it can be placed in a shielded alcove such as
UX45, far away from the highest radiation levels,
but still capable to isolate the Beam Gas Curtain
(BGC) signal from the nominal LHC operation, with
a high enough sensitivity. Moreover, the detector
can be used as a particle flux monitor for charged
particles with almost 100% detection efficiency, while
for the neutrons further considerations have to be
made, for which a second step FLUKA simulation
has been employed. The measured values are com-
pared with simulated results, revealing a simulated
to measured data ratio for the counting rate (CR) of
RCR = CRsim/CRmeas = 0.80 ± 27%.

Furthermore, two new possible applications com-
pared to the existing radiation monitors are explored
in this work, and they consist in using the well
studied Timepix3 detector as: (i) a radiation source
locator, and (ii) a linear energy transfer (LET) (or
dE/dx) detector. Both usages exploit the pixel ar-
ray, identifying tracks from the reconstructed clusters.
The data analysis focused on algorithms capable of
extracting properties of energetic charged particles,
namely their angular incidence (direction) and en-
ergy loss (LET), at the location where the detector
was installed. The developed analysis methods were
applied to measured data, and cross-checked with
the FLUKA simulated results. Charged particles
leave ionization tracks within the detector across
multiple pixels, allowing for several morphological
parameters to be computed, such as incidence angles:
azimuthal angle Φ (on the 2D pixel array) and po-
lar angle Θ (wrt. the orthogonal on the sensor
surface). While the azimuthal angle Φ is used to
identify the signal from the accelerator plane, the
polar angle serves as a data point for benchmark

with the simulation: the average ratio for the polar
angle θ of the simulated to measured data reveals
an agreement of Rθ = θsim/θmeas = 0.85 ± 20%,
while for the LET measurement, the average ratio
of the simulated to measured data reveals an agree-
ment of RLET = dE/dxsim/dE/dxmeas = 0.59 ± 87%.
The high error stems from the absence of simulated
particles with LETs smaller than 1 MeV cm2/g, and a
gap between the simulated and measured data in the
2 to 5 MeV cm2/g range.

In addition, a muon flux measurement campaign was
performed at the proposed location of the CODEXb
experiment in the LHCb cavern, during a luminosity
production run in the interaction point. The lower
energy threshold of the Timepix3 sensor is a clear ad-
vantage compared to the standard monitors, which
allowed to measure an average hit rate during stable
beams when no other monitor measured anything
above their thresholds. The muon rate during lumin-
osity production, just behind the concrete shielding
wall, was around 8.6 counts/cm2/pb−1, matching
the FLUKA simulated predictions with a ratio of
FLUKA to Timepix measurement for the counting
rate (CR) at R = CRsim/CRmeas = 1.77 ± 26%.

To provide an outlook, the FLUKA geometry and the
data analysis code can now be used to study the beam
gas monitors also for the ion operation, which are
expected to yield lower radiation levels. Moreover,
the same simulation geometry can be used for other
instruments which induce radiation levels (e.g. the
wire scanner). In case the radiation levels are con-
sidered too dangerous for the operation of the accel-
erator or of other instruments, mitigation strategies
(e.g. additional shielding) and their feasibility can be
studied in detail.

As a continuation of the on-going measurements at
IR4 (envisaged to continue the monitoring work of
this thesis until the end of Run 3, scheduled end of
2026), there are several planned test campaign and
analyses involving the Timepix3 radiation monitor
of which only four are highlighted here.

1. The first one consists of measuring the muon
rate at the scattering neutrino detector (SND),
placed 480 m away on the line of sight of the a
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toroidal LHC apparatus (ATLAS) experiment,
and comparing with the FLUKA simulations.

2. The second campaign deals with the usage
of the Timepix3 detector as a beam character-
isation monitor for heavy ions as part of the
HEARTS [65] project (high-energy accelerators
for radiation testing and shielding), funded by
the European union (EU) commission.

3. The third measurement is on the quench protec-
tion system (QPS) in the dispersion supressor
(DS) region around the a large ion collider ex-
periment (ALICE) (IP2), because of unknown
failures that have been observed in the past dur-
ing the LHC lead ion (Pb) operation. The linear
energy transfer (LET) discrimination power of
the Timepix3 radiation monitor could be used
to identify heavy ions in the radiation field.

4. Finally, while in this thesis the detector was
used in a low radiation area at IR4, its usage in
locations with harsher radiation levels can also
be explored, for example at IR7, the collimation
region of the LHC.
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Radiation effects on electronics

Focusing on quantifying radiation-induced damage
to electronics, the damage mechanisms that take
places in the presence of various radiation fields can
be classified in the two main categories discussed in
the next paragraphs.

1 Cumulative effects

Cumulative effects take place through a continuous
exposure to radiation that is happening during the
active lifetime of the electronics, causing permanent
damages and thus, making them out of specification.
In cases like this, the effect is permanent and a power
reset does not solve the problem.

1.1 Total ionizing dose

When charged particles and photons penetrate a me-
dium, they interacts with electrons in the atomic
shells, possibly leading to ionisation, which in semi-
conductors can be considered as electron - hole pairs
creation. The total ionizing dose (TID) is a quant-
ity used to describe this cumulative ionisation effect.
The main issue with TID is the gradual performance
deterioration of the circuits that can potentially lead
to system failures. Presented in different units de-
pending on the application, the most common one is
the radiation absorbed dose (rad) and the one used
in this thesis is the international system unit (ISU),
gray (Gy), where 1 Gy = 100 rad = 1 J/kg.

The TID impacts the conductive properties of the ma-
terial, such as leakages or threshold voltage shifts. In
microelectronics, TID defects imply the accumulation
of trapped charges in the field oxides of the circuit.
As ionization occurs, electron-hole pairs are formed
in the material (e.g. silicon dioxide SiO2). Not all
of the pairs recombine, but some of them move due
to the applied electric field. Owing to their much
higher mobility, electrons can exit the oxide leading
to trapped holes in defect centers in the oxide volume.
Furthermore, this process can activate other defects at

the oxide interfaces. TID causes device degradation
mainly via creation of defects and charge buildup.
Some examples include:

1. Threshold voltage shifts: Charge buildup is
caused by holes trapped in the bulk of the ox-
ide. These charges could alter the gate oxide
of metal-oxide-semiconductor (MOS) transist-
ors electric fields, leading to a change in its
I-V characteristics. Most important is the shift
of the power-ON (threshold) voltage which
is negative for n-channel (NMOS) and posit-
ive for p-channel MOS (PMOS). As a result,
a device might become unresponsive to some
commands as it might be "blocked" on a specific
state.

2. Increased leakage current: In NMOS transist-
ors, the interface and free leakage paths could
be reversed due to the charges that might create
an image charge in the semiconductor. These
parasitic leakage currents increased power con-
sumption and exhibit degraded timings.

3. Amplifier gain degradation: TID-induced
damage in bipolar transistors usually manifests
as a reduction in bipolar gain with increasing
total dose exposure. The device requires more
supplied power in order to compensate for gain
degradation.

4. Dark signal in camera sensors: As a direct ef-
fect of charging the gate oxides, electrostatic
potential is generated in pixels which shifts
and gets "un-pinned". This results in thermally
generated charges that are not suppressed any-
more. This manifests as an increased noise
background and is observed in both and com-
plementary MOS (CMOS) and charge-coupled
devices (CCD), leading to a compromised dy-
namical range of the imager.

When it comes to qualifying a device for TID, it is
usually done via an accelerated-life test approach,
as it is not feasible to expose it over the years they
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will be employed at CERN. In order to reach reas-
onable running times of the qualifying experiments,
the accelerated testing is done at substantially higher
dose rates than in the accelerator environment. How-
ever, this assumption that the component reaches
its end-of-life depending only on the total dose has
been proven wrong in practice for a specific family
of device.

In particular, bipolar devices suffer more detrimental
the effects at lower dose rate. This phenomenon is
called enhanced low dose rate sensitivity (ELDRS)
and is a serious risk to consider when designing
power distribution systems and their shielding. For
example, CERN considers a factor of 5 margin when
specifying radiation levels due to ELDRS. Usually,
the low dose radiation rate is considered to be
less than or equal to 100 µGy/s. Compared to it,
high dose rate testing at 100 Gy/s takes only to 28
hours.

To provide some context, the difference between dif-
ferent levels of TID qualification levels, commercially
off-the-shelf (COTS) devices are typically rated below
100 Gy (SiO2), radiation-tolerant devices below 1 kGy
(SiO2) whereas radiation-hardened devices above 100
kGy (SiO2).

1.2 Displacement damage

Generally, structural damage (e.g. atomic rearrange-
ment) on the crystal lattice of devices by non-ionizing
energy loss in the material caused by high energy
particles (e.g. neutrons) is called displacement dam-
age (DD). This can lead to crystal imperfections, e.g.
lattice atoms displaced to defect locations and vacant
lattice sites. When this occurs, the electrical proper-
ties at the defect’s region get modified by the creation
of new energy states within the energy band gap re-
gion of the semiconductor. This effect is increasingly
detrimental with the increase in the number of de-
fects. The defects can play a role in various undesired
ways: charge traps, recombination centres, genera-
tion centres of thermal charge and more other.

Compared to TID, displacement damage dose (DDD)
comprise all non-ionizing dose effects on a device,

and can be referred to as total non-ionizing dose
(TNID). In general, the TNID effects are independent
of the flux or the device biasing and consists of an
increased defect concentration throughout the device
bulk. In the following, a summary of DD effects on
electronic devices is presented:

• Gain degradation: Due to the recombination
centres created by DD, the minority charge car-
riers will have a shorter lifetime. This leads to
an increased input bias current that is necessary,
thereby leading to a reduction in gain.

• Gate-oxide breakdown: In extreme cases, the
accumulation of DD defects may result in a
short in the insulating layer in the gate oxide
bulk. Locally, this could melt the region and
destroy the structure.

• Charge traps and hot pixels on camera sensors:
Image sensors (CCD, CMOS etc.) are particu-
larly affected by DD via various mechanisms.
In some cases, defect clusters in the pixel array
could act as regions with increased dark signal,
leading to distinctly bright spots in images. In
other cases, defects could act as traps for photo-
generated charge, thereby reducing the charge
transfer efficiency leading to signal streaks in
the image.

2 Single-event effects

Stochastic events caused by energy deposition by one
highly energetic particle in a sensitive volume (e.g.
a memory cell) are called single event effects (SEEs).
In order to ensure the reliability of semiconductor
devices (and electronics, in general) in the harsh accel-
erator environment, the equipment should be tested
for both TID and SEE. However, testing for the SEE
performance of a device is more complicated than for
the TID hardness; this is mainly due to the increasing
complexity of modern digital devices, the different
manifestations of these effects and the fact that test-
ing for SEEs takes place during radiation exposure
while TID testing does not.

SEEs are classified in hard (destructive) or soft (non-
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destructive), based on whether the device can resume
nominal operation after a power cycle. Soft errors
consists of: single event upset (SEU), single event
transient (SET) and single event functional interrupt
(SEFI), while hard errors consist of: single event
latch-up (SEL), single event burnout (SEB), single
event snapback (SESB), single-event dielectric rup-
ture (SEDR), single event gate rupture (SEGR) and
single event burnout (SEB) [260]. The severity or
harshness of SEEs is given by the effect type from the
aforementioned ones and depends on how critical
the system is for operation.

For example, in digital devices, information is sen-
t/stored as bits. A type of SEE is the single event
upset (SEU), which can flip the bit to its opposite
value thereby altering the information.

The SEE can be produced:

• directly, caused by particles with high linear
energy transfer (LET), e.g. heavy ions. The
SEE is generated by direct ionisation along the
particle path within the device. In this case,
the more convenient energy loss metric is not
particle energy but the LET, which is the rate
of energy loss per unit length on a material.
However, this scenario is not relevant for the
LHC as only a negligible amount of high-LET
ions actually reach electronic equipment.

• indirectly, the dominant source of SEEs at the
LHC, caused by neutral or low-LET particles,
predominantly hadrons.

Indirect ionisation can be further subdivided based
on its root cause into those induced by high energy
hadrons (HEH) and thermal-energy neutrons (THN),
which shall be described in detail in the following
sections. The total number of SEEs is then defined as
the product of fluence (Φ, in units of cm−2) and cross
section (σ, in cm2), as:

NSEE = ΦTHNσTHN + ΦHEHeq σHEHeq (1)

As mentioned, the radiation hardness assurance
(RHA) consists also in an SEE qualification approach,
based on the characterization of two cross sections:

(i) 20-MeV protons (or equivalents fluxes at high-
energy) and (ii) thermal neutrons with a kinetic
energy of at least 0.025-eV, and it is schematically
shown in figure 1.

Compared to TID, the implication is different as a
single particle is capable of creating an observable
effect in the device regardless of the irradiation his-
tory. For this reason, one is interested in evaluating
the fluence of HEHs impacting the electronics.

2.1 Particle fluence

The mean free path λ denotes the average distance
travelled by a particle in a material before an interac-
tion, while its inverse Σ is the probability of interac-
tion per unit distance, also called macroscopic cross
section. Both λ and Σ are not only material depend-
ent, but they also vary depending on the particle type
and energy. For a stream of particles, that we shall
assume to be identical, the number of interactions
R occurring in a given time interval is equal to the
total distance travelled l times the probability per
unit distance Σ. For N particles:

R = NlΣ (2)

The reaction rate is then the derivative of this quant-
ity:

Ṙ = N
dl
dt

Σ = NvΣ (3)

where v is the average particle velocity. Assuming
that the density of particles at spatial position r is
n(r, v) = dN/dV, the reaction inside a volume ele-
ment dV is:

dṘ
dV

= n(r, v)vΣ (4)

The quantity Φ̇(r, v) = n(r, v)v is known as fluence
rate or flux density, with dimensions of [m−3 m/s] =
[m−2/s]. The time integral of the flux density yields
the fluence:
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Φ(r, v) = n(r, v)dl (5)

In practice, the fluence is measured in particles per
cm2 and it describes the density of particle tracks.
Computationally, it represents a track length estima-
tion as:

Φ̇(v)dt = n(v)vdt =
dN(v)

dV
dl(v)

dt
dt = lim

∆V→0

Σili(v)
∆V

(6)

2.2 High energy hadrons

Hadrons are composite subatomic particles, made
out of quarks (and antiquarks), such as protons, neut-
rons and pions. The high energy hadrons (HEH) term
is employed in the R2E context to designate hadrons
carrying enough energy to induce SEEs, usually in
the order of MeVs through indirect ionisation. In gen-
eral, charged hadrons under 20 MeV are considered
not capable to generate SEEs, either due to their very
low energy deposition or because they can not simply
go through the component package. The 20 MeV
limit does not have a universal physical mechanism,
but depends on the device, and recent research [261]
even points to a 1.5-3 MeV acute sensitivity for mod-
ern electronics.

Nevertheless, neutrons can still induce SEEs even at
lower energies, and for this reason there is an energy
dependent Weibull distribution for intermediate en-
ergy neutrons (0.2-20 MeV) and a function decreasing
as E−1/2 for thermal neutrons, as expected for pro-
cesses dominated by neutron capture1, as described
in the next section.

The SEE response as a function of energy is assumed
to be a Weibull function at 20 MeV as regards charged
hadrons. The values of the Weibull parameters for

1An interpretation of this behaviour is: at thermal energies,
the faster the neutron is the smaller its capture probability is
until a point where other multiple mechanisms are activated
and the cross section starts again to raise. Beyond the 20
MeV of energy threshold, hadrons have roughly a constant
(independent from the energy) probability to be captured.

the response function is device-specific (see Table 1
for typical values for R2E devices).

Figure 1: Charged hadrons and thermal neutrons
cross sections as a function of the energy (fig. from
ref. [226]).

Table 1: SEE cross section and Weibull parameters of
32Mbit ISSI and 4Mbit Toshiba static random-access
memory (SRAM).

σsat
HEH Eth W s

[cm2/bit] [MeV] [MeV]
Toshiba 6.6 · 10−14 0.2 9.25 3.02

ISSI 1.4 · 10−14 0.01 14.05 0.82

Given their high energy, the local shielding mitiga-
tion technique is not effective. Moreover, they are
more abundant in the LHC tunnel as compared to the
shielded alcoves, where most electronics racks are loc-
ated. For the case of protons, the energy deposition
normally occurs via nuclear interactions, resulting in
recoil ions which ionise the neighbourhood of the im-
pact location. The response for a given device is then
convoluted with the mixed-field spectra, yielding
the expected operational SEE rate, given as the HEH
equivalent (HEHeq) fluence. More details concerning
this approach can be found in ref. [262]. Neverthe-
less, we summarise here the main equations.

The sum of the differential flux of hadrons above 20
MeV is defined as the high-energy hadron (HEH)

flux and measured in
[

particles
cm2 · s

]
.
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ΦHEH =

∞∫
20MeV

hadron species

∑
i=1

dϕi(E)
dE

dE (7)

=

∞∫
20MeV

dϕHEH(E)
dE

dE

The fluence in units of
[

particles
cm2

]
is obtained by

integrating the flux over time:

ΦHEH =

t1∫
t0

∞∫
20MeV

dϕHEH(E)
dE

dEdt (8)

=

t1∫
t0

ϕHEHdt

The high energy hadron equivalent flux considers the
intermediate energy neutron contributions, defined
as follows:

ϕHEHeq =

20 MeV∫
0.2 MeV

σ(E)
dϕn(E)

dE
dE+

∞∫
20 MeV

dϕHEH(E)
dE

dE

(9)

with the HEH equivalent fluence (HEHeq):

ΦHEHeq =

t1∫
t0

ϕHEHeqdt (10)

with the general Weibull fit expression:

σ(E) = σsat ·
(

1 − exp
[
−

(
E − Eth

W

)s])
(11)

= σsat · w(E)

with typical values for the saturated cross sections
σsat, threshold energy Eth, scale parameter W and
shape parameter s in Table 1.

2.3 Thermal energy neutrons

Thermal energy neutrons (THN) with E ≈ 0.25 eV
are responsible for soft SEEs only, e.g. through the
10B(n, α) neutron capture reaction, as illustrated in
fig. 2 and ref. [263]. This process is typically more
abundant in the shielded alcoves compared to the
LHC tunnel and the R-factor (described in the next
section) is meant to differentiate amongst such re-
gions.

Figure 2: The (a) 10B nuclear fission with a thermal
neutron, leading to the (b) reaction products: photon,
7Li and the α particle that will induce the SEU (fig.
from ref. [263]).

The thermal neutron fluence is computed from the
neutron flux ϕTHN with a weight equal the inverse of
the square root of the energy w(E) = E−1/2, leading
to the first decreasing curve of fig. 1. This definition
includes not only the 0.025 eV neutrons, but a wider
spectrum:

ϕTHN =

∞∫
0

σTHN · w(E) · dϕn(E)
dE

dE (12)

ΦTHN =

t1∫
t0

ϕTHNdt (13)

2.4 R-factor

Another quantity usually investigated in the scope
of R2E is the so-called risk factor (R-factor), a dimen-
sionless quantity that expresses how many thermal
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neutrons relative to HEHeq are present as:

R =
ΦTHN

ΦHEHeq
(14)

Using this definition, one can invert equation 1 to
estimate the HEHeq fluence from the number of SEU
counts:

Φ(HEH) =
NSEU

R · σTHN + σHEH
(15)

All LHC locations (both tunnel and shielded alcoves)
are defined using the R-factor in order to assess
whether the electronic component can survive in
the radiation environment. The R-factor is evalu-
ated either from experimental data (where radiation
monitors were deployed) or from simulations, and is
given in Table 2 [148, 264].

Table 2: List of R-factors for the areas of interest for
this thesis

Area R-factor
Tunnel 1.5
RRs shielded 5
UJs shielded 10
ULs 10

2.5 Limitations

This HEHeq approach to estimate the SEEs presents
the following limitations:

• The assumption that the HEH cross-section
σHEH is constant at high energies is an approx-
imation not always hold, as already indicated
for pions in ref. [265].

• The HEH cross section may depend on the had-
ron type. For example, pions have a cross sec-
tion peak around 150 MeV, unlike protons, im-
plying that the SEE rate can depend on the com-
position of the radiation field. The present con-
sideration assumes that each hadron species
contributes equally to the SEEs (see equation
8).

• It is important to assess the related risk of the
neglected SEEs induced by direct ionisation
from low-energy charged particles (such as elec-
trons, muons, protons).

• The cross sections σTHN and σHEH used for com-
puting number of SEEs in equation 1 are meas-
ured in radiation test campaigns in specific con-
ditions (energy, particle type), which can differ
from the accelerator environment.
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FLUKA simulations

1 FLUKA physics models and
capabilities

An overview of the flukturiende kaskade (FLUKA)
physics models can be found in its online manual
and references. A very short summary will be given
here to highlight the main interactions of interest for
this thesis.

The main source of radiation in the LHC tunnel
around the interaction points (in this thesis, IP1
and IP5) are collision debris from the interaction
point. Therefore, we distingush first between hadron-
hadron interactions at the IP and hadron-nucleon
interaction along the tunnel, both categories being
simulated by different event generators depending
on the energy (and projectile). For inelastic hadron-
hadron interactions:

• For momentum < 20 TeV/c and > 5 GeV/c:
dual parton model (DPM) [266]

• Momentum from lower particle threshold to
5 GeV/c: Resonance production and decay
model [267]

The inelastic hadron-nucleon interactions:

• Momentum < 20 TeV/c and > 5 GeV/c:
Glauber-Gribov multiple scattering followed
by generalized intranuclear cascade (GINC)

• Below 5 GeV/c for nucleons, anti-nucleons
and pions; below 1.5 GeV kinetic for kaons:
Preequilibrium-cascade model PEANUT [268,
269]. In between PEANUT and DPM for kaons
[270].

All three models above include evaporation
and gamma deexcitation of the residual nucleus
[271].

This thesis focuses on energy deposition in several
radiation detectors, and hence a brief overview of the
energy loss mechanisms is provided below. Amongst
many mechanisms, we highlight the:

• Bethe-Bloch theory [237], Barkas Z3 [272] and
Bloch Z4 effects [273].

• Mott correction to the Rutherford scattering
cross section [274].

• Ranging out particles below energy cutoff,
handling of porous substances and improved
ionisation potential.

• Shell and other low-energy corrections derived
from ref. [275].

• Ionisation potentials and density effect para-
meters [276].

• Accurate treatment of curved trajectories and
boundaries in magnetic and electric fields.

• Bremsstrahlung at high energy by heavy
charged particles, also with electron pair pro-
duction.

A special note used to be applicable for low-energy
neutrons (E < 20 MeV) before December 2023 [229],
when FLUKA used its own neutron cross section lib-
rary (P5 Legendre angular expansion, 260 neutron
energy groups [276]), containing more than 250 dif-
ferent materials. In particular, the transport of proton
recoils and protons from 14N(n,p)14C reaction, rel-
evant as they occur in the N2 present in air and in
the beam loss monitor (BLM) active volume. After
this update, FLUKA now uses point-wise neutron
interactions.

2 FLUKA usages

An integral part of the FLUKA code development is
the benchmarking of the validity of its physics mod-
els and new features against experimental data over
a wide energy range, which includes the comparison
of predictions of individual models to measurement
results (such as particle angular distributions and
multiplicities). In the scope of this thesis, the FLUKA
physics is assumed to be accurate, and any discrep-
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ancy observed in the benchmarking of the complex
application to the LHC is more likely due to geomet-
rical effects or a non-ideal understanding of the beam
loss mechanisms. In the more general context of radi-
ation to electronics (R2E) at CERN, FLUKA has been
extensively used not only for the experimental areas,
but also to address electronics failures at intensive
beam loss regions around the LHC accelerator, but
also in the ARC regions.

The simulation data are continuously reevaluated to
predict the radiation levels for several LHC opera-
tional conditions (in particular the nominal config-
uration), as well as for feasibility studies for future
colliders (mostly for the High Luminosity LHC up-
grade). The aim of the R2E activity is to provide spe-
cifications on the maximum fluence/dose values for
each critical underground area, taking into account
the related uncertainties (such as assumptions in op-
erational constraints, equipment sensitivities, etc.). A
safety rule of thumb is that the values obtained by the
simulation benchmarking should rather overestimate
measured data, rather than underestimate.

The outcome of such studies represents the starting
point in the environment parametrization and radi-
ation hardness qualification requirements that need
to be fulfilled by considered electronic devices meant
to have a reliable operation.

At CERN, in addition to R2E, FLUKA is extensively
used for machine protection issues such as energy
deposition or power calculations and studies of ma-
terial damage to accelerator beamline elements [277,
278].

3 Geometry construction tools

The advanced graphical user interface for particle
simulation programs (FLAIR) tool [132, 133] is an
advanced graphical user interface for particle simula-
tion programs that eases the geometry construction
for the user. Initially for FLUKA, the interface is
now separated from the functionality permitting an
easy integration of other simulation packages, such
as FLUKA, geometry and tracking (GEANT)4 [69,

182–184], penetration and energy loss of positrons
and electrons (PENELOPE) [73], and Monte Carlo
n-particle transport (MCNP) [70].

Considering the complexity of the LHC acceler-
ator, several tools have been developed that help
the user to build the simulation files. In order
to implement the geometry, FLUKA Element Data-
base (fedb) and the linebuilder (LB) have been used
[IPAC2012:Mereghetti:WEPPD071]. The fedb is a
database containing the FLUKA geometry models
of different accelerator components (such as mag-
nets, collimators, absorbers, BLMs, etc.), which are
used with a modular approach to build the whole
line. These elements, together with the tunnel, are
implemented based on the CERN Drawing Direct-
ory [279]. The LB is a Python-based tool for assem-
bling accelerator beam lines for FLUKA simulations
(such as LHC, SPS, SPS). In particular, it allows to
arrange accelerator components from fedb on the
basis of Twiss file information [280]. The radiation
monitors are not beamline elements, but can be ad-
ded as additional components to LB by specifying
their position (and orientation). This information
has been extracted from the CERN layout database
(LDB) [281], and visually double checked with the
GIS portal [282].
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Radiation monitors employed at the LHC

The radiation monitoring sensors at the LHC consist
of: over 400 radiation monitors (RadMon) and 4000
beam loss monitors (BLM). For Run 3 (but already for
the interaction point IP1 in 2018 of Run 2), passive
measurements done with the optical fiber detectors
will also be used, with the advantage of a continuous
spatial resolution for the detected radiation. The last
radiation monitor used at CERN are the radio photo
luminescence (RPL)s, very small detectors that can
absorb high levels of dose.

1 Radiation monitors (RadMon)

In total, roughly 400 radiation monitors (RadMons)
[151, 152, 249] are placed in strategic locations around
the LHC tunnel and its adjacent shielded areas to
monitor the radiation field relevant to radiation in-
duced failures in LHC electronics [249]. The Rad-
Mon detectors provide measured data on the total
tonizing dose (TID) by means of radiation-sensitive
metal-oxide-silicon field-effect transistor (RADFET)s,
displacement damage (DD) by the means of p-i-n di-
odes and high energy hadron equivalent (HEHeq) flu-
ence (for particle energies above 20 MeV) by counting
single event upsets (SEU) of SRAM memories.

The RadMon was developed at CERN in the engineer-
ing (EN) department. The first generation of RadMon
deployed in the LHC (referred to as V5) has 9 radi-
ation sensors on the board: 2 RADFETs with different
oxide thicknesses (100 nm, 400 nm and 1000 nm) for
the TID measurements, 3 photodiodes in series for
the measurements of 1 MeV equivalent neutron flu-
ence and a Toshiba SRAM memory to measure the
cumulative fluence of hadrons with energy higher
than 20 MeV (HEHeq) and thermal energy neutrons
(THN) through different voltage settings. [249]

Obsolescence of several components used for the
RadMon V5, feedback from the on-field usage of the
monitor in Run 1 of LHC operation (2010-2012), and,
in particular, new monitoring requirements lead to

Table 1: RadMon V5 cross sections for high energy
hadrons and thermal energy neutrons

Bias σTHN σHEH
[V] [cm2/bit] [cm2/bit]
5 3.1 · 10−15 3.0 · 10−14

3 1.7 · 10−13 7.0 · 10−14

the launch of a new design of the RadMon (referred
to as V6) [151], which aims at resolving issues and
limitations experienced with the previous version.
The main developments are: higher radiation toler-
ance (more than 200 Gy, as opposed to the 80 Gy
for V5), modular achitecture for easy replacement
of parts and updates, remote configurability and im-
proved measurement accuracy. On the sensor side,
the RadFETs and the pins are the same as for V5,
but the Toshiba SRAMs are now paired with 4 chips
of Cypress 40 nm SRAM, which are insensitive to
thermal neutrons. The use of two memories with
different sensitivities to thermal neutrons allow the
direct evaluation of the R-factor.

The RadMons can be operated at two different
voltage settings in order to achieve different sens-
itivities to both thermal neutrons and high-energy
hadrons. The Toshiba memories become significantly
more sensitive to thermal neutrons when it operates
a 3 V bias voltage compared to 5 V, as indicated by
the cross section from Table 1. All the RadMons de-
ployed in the tunnel are biased at 5 V and an R factor
of 1.5 is considered. Reports on RadMon measure-
ments can be found for p-p (proton) runs in ref. [148],
while for the Pb-Pb and p-Pb runs in ref. [264].

Regarding the position of the RadMons, the locations
are not exactly the same in all the cells and points.
All the RadMon installed in the tunnel are repor-
ted on CERN’s "GIS machine map" (Machine/Equip-
ment/RadMons) [282, 283]. In the ARC regions,
the RadMons are placed under the interconnection
between the last bending magnet (quadrupole) of a
given cell (where usually the electronic equipment
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are placed) and are deployed until cell 21. The Rad-
Mon in the shielded areas unfortunately are not
included in the machine map, but their exact loc-
ations are collected in the drawings in the CERN
database, and readily reported in the Appendix of
ref. [148].

2 Radiophotoluminescence (RPL)
dosimeters

Radiophotoluminescence (RPL) dosimeters are silver-
doped phosphate glass rods primarily used as pass-
ive monitors of radiation levels in medical applica-
tions. At CERN, their operational range is extended
thanks to a two-light measurement method that quan-
tifies both radiation-induced luminescence and the
light absorption [154]. Under radiation, electron-hole
pairs are formed within the glass through ionization
process. These additional carriers, when trapped by
intrinsic and extrinsic point defects introduced by the
silver ions, create adiophotoluminescence and color
centers in the glass. The luminescence light is lin-
early proportional to the absorbed dose up to around
1 kGy, where it saturates due to the accumulation of
color centers and the consequent self-light absorp-
tion [154]. At higher doses, the luminescence light
intensity decreases with increasing dose. Thanks to
their small size, stability and wide range, RPLs have
been widely used at CERN for materials irradiation
campaigns [284], beam characterization [285], and
the monitoring of radiation levels throughout the
accelerator complex [286].

3 Distributed optical fibre for radiation
sensing (DOFRS)

Within R2E, a distributed optical fibre system
(DOFRS) on radiation sensitive optical fibers. al-
lowing to perform online and distributed dosimetry
measurements has been developed. Presently, it is de-
ployed in the proton synchrotron booster (PSB) [287]
and proton synchrotron (PS) [288], and during long
shutdown (LS)2 it has been deployed in super proton

synchrotron (SPS) and Large Hadron Collider (LHC)
dispersion suppressor (IP1, IP5 and IP7), while it had
already been installed in IP1 dispersion supressor
(DS) in 2018 for passive measurements.

The radiation sensor of choice is a p-doped OF
privately produced by iXBlue Photonics [289],
namely a step-index single-mode OF with an ex-
ternal cladding diameter of 125 µm with a pure silica
cladding and a P-doped silica core, investigated the
accelerator environment usage in ref. [288, 290]. The
interest in this technological solution is not only
thanks to the possible cost/performance advantages,
but also to the technical benefits with respect to
the point dosimetry systems currently employed at
CERN. The optical fibre allows to perform online
and distributed dosimetry measurements, and it is
well adapted to be employed in long accelerators,
running parallel to the beamline. It provides a linear
map of the cumulated radiation dose with a spatial
resolution of 1 m [291].
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Sampling for the beam gas profile

The procedure to generate secondary products of
(only) inelastic beam-gas interactions can be concep-
tually divided into three steps:

1. Setting up the gas density profile along the
beam trajectory.

2. Sampling of beam-gas interaction points.

3. Simulation of particle showers.

1 Setting up a gas density profile
along the beam trajectory

The procedure allows to specify different gas con-
stituents (i.e. a mixture of gases, as the residual gas is
typically made of several gas species) and their dens-
ity profiles along the beam trajectory. This represents
the main user input and is typically obtained from
the beam gas instrument collaboration of interest (via
measurements and/or simulations as is the case for
the Beam Gas Vertex (BGV) and Beam Gas Curtain
(BGC) in figures 6.2 and 7.2).

2 Sampling of beam-gas interaction
points

The gas density profile defined in the previous step is
interpolated, to the desired step size and the cumulat-
ive distribution function (CDF) of interaction probab-
ility along the particle trajectory is calculated.

The position of beam-gas interactions is sampled as
a function of the s-coordinate of the curvilinear co-
ordinate system describing particle motion in the
accelerator. All beam particles are assumed to be
on an unique orbit (e.g. the ideal orbit) such that
the obtained s value can be uniquely mapped to
cartesian coordinates used by FLUKA. Considering a
s-coordinate interval [sa, sb], the (unormalized) beam-
gas interaction probability becomes:

Θ(s; sa, sb) =

s∫
sa

N

∑
j=1

σjρj(s)ds (1)

Then, the cumulative distribution function (CDF) for
sampling the probability at location s can then be
written as:

C(s) =
1 − exp (−Θ(s; sa, sb))

1 − exp (−Θ(sb; sa, sb))
(2)

For computational reasons, the gas distribution is
assumed to be a discrete function of s:

Θk =
k

∑
i=1

N

∑
j=1

σjρj(s)∆si → Ck =
1 − exp (−Θk)

1 − exp (−ΘM)
(3)

where ∆si = si+1 − si, and M is the number of dis-
crete points in s.

Due to the low density of typical residual gases in
vacuum chambers, the exponential term generally
yields a number very close to 1. This holds also for
when gas is intentionally injected for the beam-gas
instruments. The subtraction 1 − exp(−x) is there-
fore prone to loss of significant digits (even in double
precision). Numerically, it is more robust to approx-
imate the above expression by using first terms of the
Taylor expansion of the exponential function:

1 − exp (−x) ≈ 1 −
∞

∑
l=1

(−1)l xl

l!
≈ x − x2

2!
+ . . . (4)

Using such an approximation, the natural question
to ask next is what is the error that we introduce. For
example, for the beam gas demonstrator investigated
in this thesis, one injects Neon gas up to 10−7 mbar
(roughly 104 larger than the residual gas). Consider-
ing the cross sections discussed in section 5.1.2, this
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yields terms of the order of Θk ≈ 10−8. If one were
to compute the second order term, then it would be
in the order of 10−16, which is 108 smaller than the
previous term. Hence, we retain only the first term,
and the CDF then simplifies to:

Ck =
Θk

ΘM
=

∑k
i=1 ∑N

j=1 σj Aj(si)∆si

∑M−1
i=1 ∑N

j=1 σj Aj(si)∆si
(5)

In this form, the CDF is implemented in the source
routine to sample the position as a function of dis-
crete s-coordinates.

3 Simulation of particle showers

As a third step, an inelastic interaction is enforced
and secondary products are loaded on the stack. This
step is further divided into four actions:

1. The position of interaction is sampled accord-
ing to the aforementioned CDF.

2. At this position, a collision partner is sampled,
according to the local gas composition and the
cross section of the constituents.

Once the location of the interactions has been
determined, the source routine randomly se-
lects an elemental species among the gas con-
stituents. Assuming the obtained coordinate
is s = sn, the collision partner is sampled by
means of the following CDF:

Cl =
∑k

j=1 σjρj(sn)

∑N
j=1 σjρj(sn)

(6)

where l=1, ..., N.

3. The FLUKA event generator is called. The col-
lision is generated and the secondary particle
showers from this single geam-gas event are
sampled.

4. FLUKA simulated the shower development of
these secondary particles

This routine ensures a high efficiency, as all primary
particles are scattered. Finally, the interaction prob-
ability is calculated which is used as a normalization
factor.

P =
M−1

∑
i=1

N

∑
j=1

σj Aj(si)∆si (7)

The output of the FLUKA simulations will be given
in the value of interest (e.g. TID) per primary for a
given pressure, and have to be renormalized to the
values of interest.

198



Fit procedure

When analysing the data and plotting histograms
of the several values of interest (e.g. the total ToT
volume for the clusters), the signal was fitted with
well known theoretical models. Particularly relevant
for the calibration data, where the peak signal was
thus isolated. The fitting procedure is summarised
below:

1. Find maxima, by identifying the bin location
ToTmax with most counts y0.

2. Fit Gaussian distributions, using as first guess
the parameters µG = ToTmax, y0 and σ =
ToTmax/10

G(x; µG, σG, y0,G) = y0,G · exp− (x − µG)
2

2σ2
G

(1)

3. Fit more physical models, where relevant, us-
ing as first guess the Gaussian parameters µG,
σG and y0,G. Here, the Landau distribution is
considered for its utility in high-energy physics
and radiation detection. It describes the en-
ergy loss of a charged relativistic particle due
to ionization of the medium [292–294]. It is ap-
proximated numerically via an implementation
using the Python scipy moyal package [295].
The probability density function for moyal is
given as:

M(x; µ, σ) =
1√
2π

· 1
σ

(2)

exp
(
−1

2

(
x − µ

σ
+ exp

(
− x − µ

σ

)))

From these fitting functions, the peak ToT (or energy)
and the associated errors as: E0

+∆E+
−∆E−, or for symmetric

distributions simply E0 ± ∆E, are retrieved.
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