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Abstract—The currently researched 6G communication stan-
dard promises to enable new applications with the native integra-
tion of new technologies and concepts. Especially the medical area
will greatly benefit from the developments of new communication
networks. As the communication infrastructure will be able to
satisfy stringent and varying requirements, emerging medical
applications such as telemedicine and telesurgery will be enabled.
However, the concrete networking architecture remains an open
question for research. In this paper, we propose a dedicated med-
ical 6G Radio Access Network (RAN) architecture and discuss
possible usage scenarios based on two medical use cases. First,
a network architecture is presented which leverages in-network
computing to execute medical applications. The main idea of this
concept is the dynamic interaction between medical applications
and the network. In particular, the placement of Modular
Application Functions (MAFs) and their execution depends on
the state of the network. Secondly, we map two medical use
cases, namely a semiautonomous telerobotic examination suite
and a context-sensitive medical environment, to the proposed
network architecture and explain the interaction between our
network architecture and these applications in detail. Our ap-
proach demonstrates the potential of the combined development
of medical applications and their underlying communication
architecture.

Index Terms—6G, In-Network Computing, Virtualization,
MAF, Medical Technology.

I. INTRODUCTION

The fifth generation of mobile communication standards
(5G) aimed to satisfy the requirements of each possible
application. The goal was to provide a flexible underlying
communication infrastructure capable of serving every de-
mand. However, since the roll-out of 5G, its limitations have
become more and more visible. In particular, emerging appli-
cations such as virtual reality (VR) and connected autonomous
systems place demands on the networking infrastructure which
5G cannot satisfy [1]. Thus, research toward 6G is currently
trying to address those challenges. With 6G, the performance
of networking parameters such as throughput, latency and
availability is envisioned to increase tremendously. To achieve
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this, 6G follows a holistic design which fully integrates
applications within the network, introducing new technologies
such as higher frequencies, as well as new concepts such as
the native integration of Machine Learning (ML) and Artificial
Intelligence (AI) [1], [2].

With these new features, 6G will enable new applications,
which will particularly suit the medical field [3]. Medical
applications are challenging, since they can place stringent
requirements on the underlying communication infrastructure
with potentially severe consequences in case of failure to
satisfy them. Thus, in-network computing is leveraged in 6G
to process applications [2]. The challenge lies now in the
optimal placement of such medical applications within the
in-network computing resources. Existing work has already
tackled this challenge in a comparable area. For example,
the authors in [4], [5], and [6] investigate the placement of
Virtual Network Functions (VNFs) on processing nodes in
existing networks. Furthermore, Hentati et al. [7] optimize
the VNF placement in a medical telerobotic setup. However,
with the emergence of 6G and therefore the introduction of
new technologies and concepts, the placement of applications
and their integration within the network must be re-evaluated.
Especially demands which origin from different use cases and
therefore with various requirements, typical for medical use
cases, have to be addressed.

Thus, in this paper we introduce and discuss a new architec-
ture combining 6G networking infrastructure and application
placement within the network. In particular, we combine the
design of applications and the design of the 6G network. For
this, we abstract applications (or parts of them) as Modular
Application Functions (MAFs). Those MAFs are then placed
on in-network computing resources. In this way, new process-
ing capabilities are added to the network, leveraging Software-
Defined Networking (SDN) and programmable networking de-
vices. The main advantage of using MAFs lies in their flexible
description with various parameters and the close interaction
with the network, allowing it to change the occupation of
networking resources within an application and therefore to
use different levels of service, depending on the state of the



network. In a second step, we map two medical use cases,
namely a semiautonomous telerobotic examination suite for
remote patient examination and a context-sensitive medical
environment for clinical patient monitoring, to the proposed
concept and explain in detail how our approach benefits such
medical scenarios. The main message of this paper is that
the combined development of MAFs and the underlying 6G
network shows a high potential to increase the overall achieved
performance. In detail, the main contributions of this paper are:

• We introduce an architecture for new 6G networks with
in-network computing capabilities to run MAFs. The
MAFs interact closely with the network by adapting their
service levels to the available networking resources.

• We apply our architecture to two medical use cases and
discuss them in detail.

The remainder of the paper is structured as follows. In Sec-
tion II, background and related work are provided. Next, we
introduce our concept for future 6G networks in Section III. In
Section IV, we describe two medical use cases and map them
to our proposed architecture. Finally, Section V concludes the
paper.

II. BACKGROUND AND RELATED WORK

In this section, we provide background and related work
on the existing concepts such as networking and placement
concepts on which we base our approach.

A. Software-Defined Networking and Programmable Data
Planes

In the paradigm of SDN [8], the control plane of network-
ing devices such as switches is separated from the packet-
forwarding data plane. This approach enables a network
operator to control several switches with one controller and
therefore enables network optimization by leveraging a more
complete overview of the network. Furthermore, it enables the
straightforward deployment of devices from different vendors.
One famous protocol implementation of SDN is OpenFlow [9].
OpenFlow provides a common interface, allowing the con-
troller to insert rules into the match-action tables of the
switches. Those rules consist of a key to which a packet
is matched, and a corresponding action which is executed
upon matching. Since these actions can only be taken from a
predefined set of actions, Programmable Data Planes (PDPs)
have been introduced in a next step. PDPs allow the network
operator to precisely define the way a packet is handled
in a switch. One well-known implementation of combined
SDN and PDP is the domain-specific programming language
P4 [8]. Extending the features of OpenFlow, the network
operator is able to define the packet header parsing in P4,
allowing the easy and fast implementation of custom protocols.
Furthermore, the executed actions upon matching can now be
defined in detail. However, despite the aim of P4 to achieve
target-independence, this is not generally valid in practice.
The reason for this lies in the actions and the capabilities of
switches. If a P4 switch does not support some defined action

of a P4 program, the P4 program needs to be adapted and
cannot be ported from another target.

B. In-network Computing and Edge Computing

The computing of applications in our proposed approach
is based on the combination of various existing computing
concepts to execute applications such as in-network computing
and edge computing. Thus, it is worth to take a closer look at
existing definitions for a better distinction. The authors in [10]
provide an exhaustive survey on this topic. According to them,
edge computing (and various related concepts such as fog
computing, mobile edge computing, etc.) was introduced in
order to offload traffic processing in data centers and reduce
latency by placing processing capabilities closer to the end
devices. Since the network traffic is increasing further and
further, the concept of in-network computing was introduced
in a next step. As there is no standard definition of in-network
computing, the authors in [10] compare different definitions
in literature. In principle, they describe in-network computing
as traffic processing on networking elements. However, the
integration of edge computing within the controlling of the
network and the close interaction between pure networking
devices and general-purpose processing capabilities such as
SmartNICs and CPU-based processing units blurs the border
between edge computing and pure in-network computing on
switches. Thus, in this paper we use in-network computing for
every sort of computation within the network, since the term
highly emphasizes the close interaction between the network
and computing resources.

C. Placement of Virtual Network Functions

Literature is already rich on different solutions for function
placement on in-network processing nodes. In particular, the
very similar problem of optimally placing Virtual Network
Functions (VNFs) with different aspects has been subject
to exhaustive research. Harutyunyan et al. investigate the
placement of VNFs and their resource allocation, optimizing
latency, service costs and migration frequency. VNF migration
with minimized power consumption is evaluated in [11]. By
optimizing costs and resource consumption in IoT networks,
the authors in [12] present a solution for the VNF reconfigura-
tion problem. Focusing on minimizing the deployment costs of
radio resource allocation and VNF placement, [13] proposes a
new placement approach which considers end-to-end latency.
Further optimization of resource usage constrained by the end-
to-end latency is done by the authors of [14] and [15] with
the usage of parallel executed and shared VNFs. In [16], the
authors consider variable usage of computational resources
by VNFs and dynamically resize them to optimize resource
usage. Varasteh et al. introduce a heuristic framework for
VNF placement and routing with power consumption and
resource constraints. Applying VNF placement in a medical
scenario, Hentati et al. formulate a joint VNF placement and
scheduling problem, optimizing deployment cost with respect
to various parameters such as maximum latency, to conduct
robotic surgery. Thiruvasagam et al. focuses more on the
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Fig. 1. Network architecture of the envisioned 6G RAN consisting of Access
Points (APs), (programmable) switches and Processing Units (PUs), executing
Modular Application Functions (MAFs) of the two considered medical use
cases.

optimized availability when placing VNFs in 5G networks.
Also targeting 5G networks, the authors in [17] introduce a
VNF placement and traffic prediction framework for 5G O-
RAN and the authors in [18] consider the dynamic VNF and
traffic deployment for more real-world parameters. In [6], the
authors target future 6G networks with a latency-sensitive VNF
placement and scheduling optimization problem considering
VNF reuse. Furthermore, VNF placement frameworks lever-
aging Machine Learning (ML) and Artificial Intelligence (AI)
have been introduced by [19], [20].

While the previous work already elaborates on the place-
ment of VNFs considering various parameters, in this work
we extend those approaches, leveraging existing concepts such
as SDN and PDP, as well as the native integration of in-
network computing resources, to form a new 6G network
concept which is specifically designed for (but not limited to)
medical application scenarios. In particular, we explain such a
network in detail and introduce a new form of virtual function:
the MAF. In contrast to VNFs, MAFs also abstract applications
or parts of applications. Using this approach, the network and
applications executed within the network can interact even
closer and react to changing situations, allowing for an overall
better networking performance and end-user experience.

III. ENVISIONED 6G RAN CONCEPT

In this section, we present our concept for the envisioned 6G
RAN network as shown in Fig. 1. In the following subsections,
we first explain the network components in detail and then
introduce the concept of MAFs.

A. Network Components

As presented in Fig. 1, the network mainly consists of Ac-
cess Points (APs), Processing Units (PUs) and switches. APs
abstract the access technology of the user device, called User
Equipment (UE), to the network. The underlying technology
such as LiFi, WiFi, 5G or 6G base stations depends on the
scenario. Considering a smart medical operating room (OR),
a UE could be, for example, a laparoscopic camera. It might
be connected to the 6G network via a 6G base station utilizing

high frequencies for a data rate up to 1 Tbit/s [1]. Other
possibilities are the connection via LiFi for high data rates
and due to security reasons, as light cannot exit a closed room.
For optimal resource usage and performance, a combination
of LiFi and WiFi also is possible, as proposed in [21]. Note
that although wired connections are still possible, we focus
only on wireless connections in this paper.

PUs abstract the processing capabilities within the network.
For that, each PU is described by a certain set of attributes.
Examples of such attributes might be overall CPU/GPU com-
putation capability, current utilization, power consumption,
memory, possible throughput, current traffic throughput, etc.
Furthermore, they can be characterized by the distance to an
AP and therefore the latency to the UE. Additionally, each PU
might have certain special features such as hardware acceler-
ation or specific CPU generations. The advantage of such a
description is that every possible processing capability within
the network can be described and used for the placement of
MAFs, including conventional PCs, data centers, SmartNICs,
etc. In this case, the physical deployment of such a PU is of
interest. Similar to the DU/CU concept in 5G [22], smaller
sized PUs (in terms of processing capability) are usually
located closer to the UE, providing lower latency, whereas
larger ones might be integrated as data centers located further
away, introducing a higher delay. In a medical OR, smaller
PUs could be placed on-site, whereas larger PUs are located
off-site for more complex processing such as ML applications.

The last components in the network, switches, connect all
components within the network. They are SDN-enabled and
programmable with domain-specific programming languages
such as P4 [8]. As a network operator can now specify the
packet handling in detail, this enables the use of switches
to perform very fast processing actions on each packet. An
idea of this fast processing for already existing P4 devices is
presented in [23]–[25], where the authors analyze and model
P4 processing for various targets and programs. Furthermore,
custom protocols can be implemented. Since such switches
provide processing capabilities with their programmability,
they can also be abstracted as PUs. However, those processing
capabilities are usually limited compared to general-purpose
processors, since they depend on the actual implementation
of the devices and their programming language with its own
limitations [26]. In a clinical scenario, such switches could be
used for very fast responses, e.g. to abnormal vital parameters.
Furthermore, they enable to duplicate packet streams for
critical applications such as telesurgery with several experts
at different locations.

B. Modular Application Functions

MAFs are the core of our new concept. They abstract
all sorts of applications which can be executed within the
network. This includes network functions necessary to run
the network such as SDN controllers or 6G radio resource
allocation. It further includes applications such as the algo-
rithms applied within the medical use cases described in this



paper. Similar to PUs, MAFs can be described with differ-
ent requirements. They can include (but are not limited to)
throughput, latency, availability, priority, CPU consumption,
memory consumption, etc. Furthermore, each MAF has certain
requirements for the PUs on which it can be executed. As an
example, P4 programs can only be executed on P4-enabled
networking devices. The exact requirements for the MAFs
may vary for specific scenarios and is currently still subject
to research. In Section IV, we aim to provide first insights for
the design of MAFs in a medical context.

The MAF concept seems close to the Application Function
(AF) concept in 5G. However, with our approach we capture
all sorts of executable functions. Additionally, MAFs interact
more closely with the network resources. The concept of
MAFs not only allows the placement of applications in the
network with respect to certain constraints. Rather, MAFs
are designed to interact with the network, opening up the
possibility to adapt applications to network conditions by
changing their requirements on the network and networking
resources. More precisely, this is achieved by assigning certain
requirements to MAFs, such as maximum tolerable latency and
desired latency or minimum tolerable throughput and desired
throughput. These serve as an upper and lower bound for
performance requirements. An application designer creating
a new MAF can now consider this during development and
adapt the MAF’s behavior according to provided networking
resources. For example, if the network can no longer pro-
vide sufficient resources to satisfy all demanded networking
resources in terms of throughput, an MAF streaming video
data from a camera could reduce the video resolution within
the range of the throughput requirement. Thus, MAFs interact
closely with the network, featuring a reactive behavior and
achieving an optimized performance of both the network and
the application.

In order to further improve the performance in the network,
MAF placement is envisioned to be dynamic. This means that
– depending on the network state – MAFs can, once running,
be dynamically reallocated to another PU for further perfor-
mance optimization. Similar to the VNF placement as in [4]
and [11], this flexibility introduces further challenges for the
network and MAF design. Availability is an important factor
especially for critical applications; therefore solid approaches
for reallocation must be designed for both MAFs and the
network. Additionally, the migration of stateful MAFs, i.e.,
MAFs using memory to store data, needs to be investigated
as well as the sharing of MAFs for applications with different
requirements.

Another interesting aspect of placing MAFs is the method
used for placement. Typically, the placement problem is for-
mulated as an optimization problem such as in [7] where an
objective such as minimizing placement costs, maximizing
throughput, etc. is optimized with respect to certain constraints
such as maximum latency or minimal availability. However,
the time needed to run such an optimization problem and
find an optimal solution is usually very high, especially if

many parameters are used. This long execution time may
be problematic for real-time usage with critical applications.
Therefore, heuristics are required to reach a near-optimal
solution while only using a fraction of the execution time
compared to finding an optimal solution. Another approach
to place MAFs lies in the native integration of ML and
AI in 6G networks. However, compared to the analytical
solution-finding approach, problems might occur if situations
are different than what the ML/AI algorithm is trained for. This
can pose a huge risk for critical applications such as those in
a medical context and potentially threaten the well-being of
humans. Thus, the employed placement approach needs to be
evaluated and adapted for each use case.

The proposed concept of MAFs running within future 6G
networks shows great potential to improve the overall perfor-
mance and enable emerging applications. However, there are
still several challenges which need to be addressed. In the next
section, we investigate our concept in a medical environment.
For this purpose, we describe two medical use cases in detail
and explain how they leverage our proposed networking and
MAF concept.

IV. MEDICAL USE CASES AND 6G RAN

In the following, we discuss the proposed 6G network
executing MAFs, as introduced in Section III, based on two
medical use cases, namely a semiautonomous telerobotic ex-
amination suite and a context-sensitive medical environment.

A. Semiautonomous Telerobotic Examination Suite

High-precision telemedical applications are being developed
to reduce the healthcare gap between metropolitan and rural
areas. For this purpose, the usage of robotic telemedical sys-
tems is especially promising, since it can enable the provision
of comprehensive remote medical examinations by integrating
video consultations with robot-assisted diagnostics [3], [27]–
[30]. The increasing complexity of telemedical use cases,
especially when utilizing human-robot interaction scenarios,
correlates with increasingly stringent demands on the underly-
ing communication infrastructure. As an example, the semiau-
tonomous telerobotic examination suite developed in [31] uses
synchronous transmission of multiple high-resolution video
streams and high-quality multimodal sensor data, along with
ultra-reliable transmission of control commands to enable safe
teleoperation of a robotic telediagnostic system. These features
place large demands on the latency, throughput and reliability
of the network [31]–[34].

The semiautonomous telerobotic examination suite lever-
ages the MAF concept to improve the system performance
and reduce the hardware footprint of local UE by enabling
the placement of computationally intensive application com-
ponents on network resources. A possible system architecture
using the MAF concept based on [31] is illustrated in Fig. 2,
where functions involving robotic control (MAF 1-5), video
conferencing (MAF 6-8) and medical device interaction (MAF
9-10) are combined into a multimodal distributed application
suite. In this example, the computer vision (CV) component
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Fig. 2. Possible MAF-based system architecture for a telerobotic examination suite based on [31]. Blue: Robotic control pipeline (MAF 1-5). Green: Video
conferencing pipeline (MAF 6-8). Pink: Medical device pipeline (MAF 9-10).

(MAF 2) of the robotic control pipeline places a considerable,
constant load on the system resources, making it a suitable
candidate for in-network placement. Likewise, the system
performance can further be optimized by offloading functions
with a smaller computational burden and low latency require-
ments, such as the path planning node (MAF 3), allowing them
to be placed anywhere in the network. In [31], we implement
such a system exemplarily and discuss various MAF placement
strategies.

B. Context-Sensitive Medical Environment

The goal of context-sensitive applications is to combine
process-specific knowledge with real-time environmental in-
formation to enable systems to react and respond to changing
situations in dynamic environments. In the medical field, the
integration of such applications and their augmentation with
patient information, medical process models and other situa-
tional data can provide an important framework for developing
new assistive technologies to reduce the workload of medical
professionals and improve patient care. As described in [35],
the use of context-sensitive information to trigger actions in
medical applications can enable the autonomous adaptation
of such systems in highly dynamic hospital environments.
Another promising research area is the development of AI-
based applications to enhance available clinical information
or perform autonomous tasks in healthcare settings [36]. As
an example, the situation-dependent adjustment of patient
monitoring devices can help to deliver necessary information
at the right time, depending on the current clinical context.
However, the increased use of such computationally intensive
applications correlates with a steady increase in computing re-
sources in the hospital [37]. Developing new context-sensitive
applications using the MAF concept can help to alleviate these
demands by enabling the use of network resources [38], [39].

C. Prioritization in Medical Applications

A prioritization of application components, data streams
and – in the concept proposed in this paper – MAFs, can
be considered by classifying them on an application-specific
level, as demonstrated in [40]. In medical applications, this
can be facilitated to a certain degree by ranking the criticality

of MAFs or information streams for the intended medical
use case. In scenarios where the satisfaction of application
requirements cannot be guaranteed by the underlying network,
the prioritization of MAFs can positively impact the reliability
of medical applications, thus helping to facilitate efficient
medical workflows and improve patient safety. Considering
the semiautonomous telerobotic examination suite described
above, it is possible to rank the different data streams by
priority. For example, the image stream from the patient-
side camera to the clinician should have a higher priority
than the stream from the clinician-side camera, since the
visual monitoring of the patient side is critical not only
for diagnostic purposes, but also to ensure the safety of
the patient during the examination. Likewise, manual control
commands to facilitate teleoperation from the clinician-side
haptic interface to the robotic system must be prioritized over
the transmission of peripheral data to an external consulting
physician. Regarding MAFs, a path planning module placed
on network resources must receive a higher priority than
e.g. a status logging function, since the former is essential
for the robotic control pipeline. Considering the context-
sensitive medical environment, MAFs which are essential to a
clinical process workflow, such as vital parameter monitoring
functions, must be prioritized over other assistive functions
such as AI tracking algorithms. In this use case, it may
also be beneficial to prioritize certain data streams, such
as information from specific vital parameter sensors, over
others depending on their relevance to the current medical
situation. Finally, optimizing resource utilization by sharing
certain MAFs (e.g. vital parameter monitoring functions)
among multiple applications with specific requirements and
priorities is another idea worth exploring.

V. CONCLUSION

In this paper, we propose a new 6G RAN concept for
medical applications leveraging in-network computing. For
this, we abstract medical applications (or parts of them) as
MAFs with various parameters and place them on processing
capabilities within the network. The network interacts with the
MAFs and can dynamically adjust the provided level of service



in terms of networking resources, according to changes in the
network. Based on two medical use cases, a semiautonomous
telerobotic examination suite and a context-sensitive medical
environment, we study a potential use of medical applications
within such a network architecture in detail. Our study shows
the potential of the combined development of medical appli-
cations and the underlying networking architecture.

In the future, we will optimize the placement of MAFs in
such a 6G network for various objectives such as minimized
costs or a maximized number of executed MAFs and imple-
ment both use cases to demonstrate the capabilities of our
concept.
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