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ABSTRACT
Wavelength-routed networks-on-chip (WRONoCs) are known for
providing high-speed and low-power communication. Despite those
advantages, the key components, microring resonators (MRRs), are
prone to process and thermal variations, which cause signals to
fail to reach their intended destinations. Thus, several WRONoC
fault-tolerant methods propose to prepare a constant number of
backups, which often leads to inefficient resource allocation, i.e.
insufficient backups for the signals that are prone to errors, while
more than enough backups for the signals that are barely affected,
resulting in much power waste. In this work, we propose a dynami-
cal backup resource allocation method for reliability maximization
and power minimization in WRONoCs. Precisely, our method starts
with accurately modeling the WRONoC faults, which considers the
deviation of an MRR’s default behavior as a Gaussian Distribution.
Since signal paths consist of different numbers of MRRs, and the
signals have different probabilities of deviating from their desig-
nated paths, our method customizes the number of backup paths
for every signal and automatically allocates the minimum resources
to optimize the reliability.
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1 INTRODUCTION
To meet the extraordinary interconnect requirements of many-
core chips, optical networks-on-chips (ONoCs) are considered as a
next-generation solution for several critical advantages [1–7]: high
bandwidth thanks to the wavelength-division multiplexing tech-
nology, low transmission latency in waveguides, high modulation
speed (10 – 40Gb/s), and low power consumption with microring
resonators (MRRs). Therefore, ONoCs attract increasing research
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Figure 1: (a) A WRONoC topology, where a master sends two
signals modulated on wavelengths 𝜆𝑖 and 𝜆 𝑗 to two slaves,
Slave1 and Slave2, respectively. (b) An implementation of the
OSE in (a). The signal on 𝜆𝑖 is on-resonance to the MRR, and
the signal on 𝜆 𝑗 is off-resonance to the MRR in the OSE.

interest and industrial investment [1–5].
Among all categories of ONoCs, wavelength-routed ONoCs (WR-

ONoCs) are well-known for supporting collision-free and reconfigu-
ration-free communication. OnWRONoCs, a master talks to a slave
at any time without data collision using a pre-defined signal path,
i.e. the routing of the signal path and the configuration of the MRRs
along the signal path are reserved and fixed during the design phase.
In other words, no time and energy for arbitration are required
in WRONoCs, which makes WRONoCs a promising option for
high-speed on-chip communication [3, 8–12].

In WRONoCs, a signal path that supports a communication
from a master to a slave is established by connecting the network
components by waveguides and configuring the wavelength of
MRRs [12, 13]. Figure 1(a) shows that a master and two slaves are
connected by waveguides to an optical switching element (OSE),
which is formed by an MRR and two orthogonal waveguides, as
shown in Figure 1(b). The MRR of this OSE is configured to resonate
to the wavelength 𝜆𝑖 . Both signals from the master travel along the
horizontal waveguide until the signal on 𝜆𝑖 is demultiplexed by the
MRR of the OSE. Specifically, when the signal on 𝜆𝑖 approaches this
MRR, it is coupled to the MRR and leaves the MRR via the vertical
waveguide. On the other hand, the signal on 𝜆 𝑗 ignores the MRR
and keeps its original propagation direction along the horizontal
waveguide to reach its planned designation, Slave2.

Despite the advantages of WRONoCs, MRRs, the key compo-
nents ofWRONoCs, are highly sensitive to process and thermal vari-
ations [14–17], which raises the reliability concern in WRONoCs.
For example, a change of 1 ◦C in temperature can shift the resonant
wavelength of an MRR by 0.1 nm [15]. If the resonant wavelength
of an MRR shifts to a different wavelength than was intended, the
signals that should be on-resonance to the MRR cannot be coupled
to the MRR and thus fail to reach their designated destinations.
As a result, communications relying on those signal paths are lost,
which severely degrades the reliability of WRONoCs. As shown in
Figure 2(a), the resonant wavelength of the MRR shifts from 𝜆𝑖 to
𝜆𝑖 + Δ𝜆. Due to the shift, the signal on 𝜆𝑖 fails to be coupled to the



ASPDAC ’25, January 20–23, 2025, Tokyo, Japan Zheng et al.

λi

λi

Figure 2: (a) The shift of a transmission spectrum for an
MRR, which is resonant to 𝜆𝑖 + Δ𝜆 rather than its planned
wavelength 𝜆𝑖 . (b) The signal on 𝜆𝑖 cannot be coupled to the
MRR and does not reach its designated destination, Slave1.
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Figure 3: (a) The signal on 𝜆𝑖 fails to be coupled to the MRR
due to the shift of the MRR’s resonant wavelength. (b) Two
backup MRRs and a waveguide are inserted so that Master1
can talk to Slave1 again. (c) The backup MRR is placed right
next to the original MRR without forming extra crossings.

MRR and deviates from its planned path, as shown in Figure 2(b),
which causes the loss of the communication fromMaster1 to Slave1.

To date, several fault-tolerant WRONoC design methods have
been proposed to prepare backup signal paths [18–20]. Specifically,
they add extra waveguides and MRRs to a WRONoC topology and
construct one backup path for every master-slave communication
pair. In this case, if a fault occurs on a signal path, as shown in
Figure 3(a), the master can use a backup path to communicate with
the slave, as shown in Figure 3(b), so that the system can function
correctly. In particular, the latest fault-tolerant design, LightR [19],
proposes an efficient way of inserting MRRs by taking advantage of
the topology built with parallel switching elements (PSEs), where
MRRs are placed between two parallel waveguides. As shown in
Figure 3(c), LightR places a backup MRR adjacent to each original
MRR in a topology, which is easy to implement and avoids the power
penalties caused by the extra waveguide crossings that appear in
other fault-tolerant designs.

Despite the effective ways of establishing backups, the backup
resources in current fault-tolerant designs are not efficiently allo-
cated and utilized. On one hand, there are insufficient backup paths
for the communications relying on the error-prone signal paths.
Precisely, all communications in current designs [18–20] always
have a constant number of backup paths. Thus, for the communica-
tions supported by the error-prone signal paths, more backup paths
should be considered to maximize their reliability. On the other
hand, some communications use the signal paths that are already
reliable, and thus their backup paths are usually redundant. This
redundancy introduces a waste of resources and an unnecessary
increase in power overhead.

Besides, current methods have overlooked many potential faults.
Typically, they assume that only one single fault will appear, re-
gardless of the network scale, and no backup MRRs can cause

faults [18, 20]. That assumption is rather unrealistic because mul-
tiple MRRs can cause faults in reality, especially for large-scale
networks [15, 16]. Moreover, backup MRRs, similar to the regular
MRRs, can also lead to the deviation of signal paths. Their fault
models have ignored those potential faults, and thus can hardly
predict the reliability of current methods accurately.

The main contributions of this paper are summarized as follows:
• We propose an accurate fault model that considers the shift
of an MRR’s transmission spectrum as a Gaussian Distribu-
tion, i.e. which models if a signal path can correctly behave
or fail. Given a WRONoC topology, our fault model out-
puts the probability of each signal path failing to reach its
designated destination, which reflects the reliability of the
communication relying on that path.

• We propose the first method that can dynamically allocate
backup resources for fault-tolerant WRONoC topologies. To
optimize reliability and avoid redundant backups, we cus-
tomize the number of backup signal paths for the communica-
tions according to the outputs of our fault model. To further
improve the energy efficiency, our method takes advantage
of PSEs and establishes the topologies correspondingly with
a path search algorithm to look for the signal paths with the
minimum increase in resource usage and insertion loss.

We compare our method to four state-of-the-art fault-tolerant
design methods: RobustONoC [18], LightR [19], Actin-STAR [20],
and Zygo-STAR [20]. The experimental results demonstrate our
superiority in improving reliability. For example, for a large-scale
network, our method increases the worst-case probability of a com-
munication not being lost by 4% – 12% compared to the three latest
methods: LightR, Actin-STAR, and Zygo-STAR.

2 BACKGROUND
2.1 ONoC Faults
In ONoCs, MRRs are very susceptible to process and temperature
variations [15–17]. When the transmission spectrum of an MRR
shifts to a different wavelength than was intended, it can cause
faults in signal paths. There are typically two types of faults: on-
resonance and off-resonance faults. Specifically, if a signal that should
be on-resonance to an MRR cannot be coupled to this MRR, as
shown in Figure 2, it suffers an on-resonance fault at this MRR. On
the other hand, if a signal that should be off-resonance to an MRR is
erroneously coupled with this MRR, it suffers an off-resonance fault.
Both faults can result in transmission errors, i.e., a signal cannot
reach its designated designation, which concerns the reliability of
ONoCs.

2.2 Typical WRONoC Topologies
In WRONoCs, a topology specifies the logic connections among
OSEs and the resonant wavelengths of the MRRs and the signals [3,
21]. Figure 4(a) and (b) show two topologies built with two typical
designs of OSEs: a crossing switching element (CSE) and a parallel
switching element (PSE), respectively. In both topologies, each
master-slave communication has only one signal path. For example,
master𝑚1 talks to slave 𝑠4 in a 4×4 Light topology using the signal
path represented by the green arrow shown in Figure 4(b). Without
backups, the communications in those topologies can be lost when
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Figure 4: (a) A 4 × 4 GWOR topology built with four CSEs.
Each CSE consists of a pair of orthogonal waveguides and
two MRRs resonating to the same wavelength. Signals on
that wavelength will experience a 90◦ change in their propa-
gation directions when they are coupled to the MRRs, such
as the signal represented by the green arrow. (b) A 4× 4 Light
topology built with four PSEs. Each PSE consists of a pair
of parallel waveguides and an MRR, which can change the
propagation directions of on-resonance signals by 180◦.

the MRRs along any signal path cannot work normally and the
signals fail to reach the designated slaves. Therefore, backup paths
are important to improve the reliability of WRONoCs.

2.3 Related Works
RobustONoC [18] and LightR [19] are two fault-tolerant design
methods that prepare backup paths in GWOR and Light topologies,
respectively. They have different ways of inserting backup MRRs:
RobustONoC adds extra waveguides and MRRs in a GWOR to form
CSEs, as shown in Figure 5(a), while LightR makes full use of the
PSEs by placing a backup MRR adjacent to an original MRR in Light
topology, as shown in Figure 5(b). Thus, the results of RobustONoC
usually have many extra MRRs and waveguide crossings. The 4 × 4
GWOR topology generated by RobustONoC shown in Figure 5(a)
increases the numbers of MRRs and crossings by 67% and 80%,
respectively, compared to the original GWOR topology shown in
Figure 4(a). That introduces a large increase in insertion loss. In
contrast, LightR avoids extra crossings and high MRR usage, which
reduces the insertion loss compared to RobustONoC.

Actin-STAR and Zygo-STAR are two fault-tolerant WRONoC
topologies [20]. They have new topological structures and avoid
forming the waveguide crossings outside the CSEs, as shown in
Figure 5(c) and (d). Therefore, compared to RobustONoC, those
two topologies reduce the number of waveguide crossings, which
decreases insertion loss. Moreover, they optimize their wavelength
usage compared to other fault-tolerant design methods. However,
they still have higher MRR usage than LightR.

The performance of current methods is challenged by inaccurate
fault models and inefficient backup resource allocation. Specifically,
they always prepare a constant number of backup paths for all
communications, which is inefficient in matching the different re-
liability requirements. Moreover, current methods assume a fixed
number of faults in a topology and randomly decide the malfunc-
tioning MRRs for their fault models, which can hardly reflect the
reliability accurately and comprehensively.

3 METHODOLOGY
In this paper, we propose a fault model to identify the reliability
of a WRONoC topology and a method to customize the number
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Figure 5: (a) A 4 × 4 fault-tolerant GWOR topology generated
by RobustONoC [18]. (b) A 4× 4 fault-tolerant Light topology
generated by LightR [19]. (c) A 4×4Actin-STAR topology [20].
(d) A 4 × 4 Zygo-STAR topology [20].

of backup paths and dynamically allocate backup resources ac-
cording to the different reliability requirements. Specifically, we
construct backup paths and take the PSE-based and scalable Light
topology [13] as the starting point for reliability maximization and
resource usage minimization.

3.1 Fault Model
To model the faults, we first introduce the transmission spectrum of
an MRR. Specifically, an MRR’s on-resonance transmissiona, denoted
as 𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆), can be calculated as follows [6]:

𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆) =
(1 − 𝑟 2 )2𝑎

1 − 2𝑎𝑟 2𝑐𝑜𝑠 (𝑛𝑒𝑓 𝑓 (𝜆)𝐿) + (𝑟 2𝑎)2 (1)

where 𝑎 is the single-pass amplitude transmission, 𝑟 is the self-
coupling efficiency, and 𝑛𝑒 𝑓 𝑓 (𝜆)𝐿 is the single-pass phase shift with
𝐿 the round trip and 𝑛𝑒 𝑓 𝑓 (𝜆) the wavelength-dependent effective
indexb. For example, Figure 6(a) shows the transmission spectrum
of an MRR, where the wavelengths corresponding to the peaks
represent the resonant wavelengths, and the wavelengths at the
troughs are the non-resonant wavelengths. When the process or
thermal variation happens, the transmission spectrum of an MRR
shifts, which causes the wavelengths corresponding to the peaks
and troughs to differ from their initially intended wavelengths,
denoted as target wavelengths.

Since it has been proved that wavelength shifts under process
variation can be described by a Gaussian distribution [23], wemodel
the shift as 𝑆 ∼ N(𝜇 = 0, 𝜎2), where 𝜇 represents the mean value
and 𝜎 denotes the standard deviation of the wavelength shift. We set
𝜎 as the minimum positive difference between the target resonant
wavelength and the wavelengths at the midpoints of the transmis-
sion spectrumc, given by 𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆𝑝 )−𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆𝑡 )

2 , where 𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆𝑝 )
aThe power transmission happens when a signal on 𝜆 is coupled to an MRR.
bIt is proposed in [22] that 𝑛𝑒𝑓 𝑓 is equal to 2.57 - 0.85 ∗(𝜆[µm] - 1.55).
cBy setting the distance between these two wavelengths as 𝜎 , the probability of the
shift being within this range in a Gaussian distribution is 68.2% [24], thereby ensuring
a high production yield.
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Figure 6: (a) The transmission spectrum of an MRR, which
resonates to 𝜆𝑖 and 𝜆′

𝑖
and does not resonate to 𝜆 𝑗 and 𝜆′

𝑗
. (b)

Two models S ∼ N(0, (Δ𝜆)2) and S ∼ N(0, (𝛼Δ𝜆)2) for the
deviation from 𝜆𝑖 and 𝜆 𝑗 , respectively.

and 𝑇𝑜𝑛,𝑟𝑒𝑠 (𝜆𝑡 ) are the maximum and minimum transmission val-
ues, respectively. For an MRR with a target resonant wavelength 𝜆𝑖 ,
we introduce a set Λ𝑚𝑖𝑑 for the wavelengths corresponding to the
middle points and set 𝜎 =𝑚𝑖𝑛{|𝜆𝑚𝑖𝑑 − 𝜆𝑖 |}, where ∀𝜆𝑚𝑖𝑑 ∈ Λ𝑚𝑖𝑑 .
As shown in Figure 6(a), the wavelengths of the two middle points
closest to the target resonant wavelength 𝜆𝑖 are 𝜆𝑖 +Δ𝜆 and 𝜆𝑖 −Δ𝜆.
In this case, we set 𝜎 to (𝜆𝑖 + Δ𝜆) − 𝜆𝑖 = Δ𝜆. The model for 𝜆𝑖
S ∼ N(0, (Δ𝜆)2) is represented by the green curve in Figure 6(b).

For an MRR with a target non-resonant wavelength 𝜆 𝑗 , we deter-
mine 𝜎 similarly. For instance, the wavelength of the middle point
closest to 𝜆 𝑗 is 𝜆𝑖 − Δ𝜆, as shown in Figure 6(a). Thus, we set 𝜎 as
𝜆𝑖 − Δ𝜆 − 𝜆 𝑗 . The resulting shift model, S ∼ N(0, (𝛼Δ𝜆)2), where
𝛼 =

𝜆𝑖−𝜆 𝑗

Δ𝜆 − 1, is represented by the orange curve in Figure 6(b).
Based on the models, we calculate the probability that a sig-

nal suffers an on-resonance or an off-resonance fault at an MRR.
For an MRR with a shift model S ∼ N(0, (Δ𝜆)2), if the resonant
wavelength of the MRR deviates from the 𝜆𝑖 and most signal power
cannot be coupled to the MRR, the signals on 𝜆𝑖 suffer on-resonance
faults at this MRR. To determine the value, we introduce a thresh-
old transmission denoted as 𝑇𝑡ℎ and a set Λ𝑡ℎ of the wavelengths
corresponding to 𝑇𝑡ℎ . For a target resonant wavelength 𝜆𝑖 , if the
resonant wavelength of the MRR shifts to the wavelength greater
than the closest largest value, denoted as 𝜆𝑟

𝑡ℎ,𝑖
, or smaller than the

closest smallest value, denoted 𝜆𝑙
𝑡ℎ,𝑖

, we consider that the signal
on 𝜆𝑖 suffers an on-resonance fault at this MRR. Based on the shift
model S ∼ N(0, (Δ𝜆)2), when the shift of resonant wavelength is
out of the range (−𝑑1, 𝑑2), where 𝑑1 = 𝜆𝑖 − 𝜆𝑙

𝑡ℎ,𝑖
and 𝑑2 = 𝜆𝑟

𝑡ℎ,𝑖
− 𝜆𝑖 ,

we consider that the on-resonance fault happens and calculate the
probability 𝑃𝑜𝑛 = 𝑃 (𝑥 ≤ −𝑑1) + 𝑃 (𝑥 ≥ 𝑑2) using the Cumulative
Distribution Function (CDF) of the Gaussian distribution:

𝑃 (𝑥 ≤ −𝑑1 ) =
1

√
2𝜋

∫ −𝑑1
Δ𝜆

−∞
𝑒−

1
2 𝑡

2
𝑑𝑡

𝑃 (𝑥 ≥ 𝑑2 ) = 1 − 𝑃 (𝑥 ≤ 𝑑2 ) = 1 − 1
√
2𝜋

∫ 𝑑2
Δ𝜆

−∞
𝑒−

1
2 𝑡

2
𝑑𝑡

(2)

Similarly, we apply the same way to calculate the probability of a
signal suffering an off-resonance fault at an MRR, denoted as 𝑃𝑜 𝑓 𝑓 .

We set the parameters of our fault model as follows. Assuming
that an MRR with a radius 30 µm has a target resonant wavelength
1503.99 nm and a target non-resonant wavelength 1505.63 nm, we
can calculate their transmission values using the Eq. 1d and have
dWe set the single-pass amplitude transmission 𝑎 = 1 and the self-coupling efficiency
𝑟 =

√︁
(1 − 0.852 ) = 0.53 according to [25].

Calculate the Pc for 
all communications

Fault model

An input 
Light topology

A valid
solution?

Y
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Sort all communications 
based on their Pc

For each communication with Pc = Pmin:

Opt1: Reflect the orignal signal

Opt2: Construct a new signal pathDetermine the best com-
bination of opt1 and opt2

Discard this solution

Store this solution

Meet 
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for all communications

N
Output the solutions

with the maximum Pmin

Y

Figure 7: The flow chart of our method.

our shifts models for 1503.99 nm and 1505.63 nm: S ∼ N(0, 0.582)
and S ∼ N(0, 0.362), respectively. By setting 𝑇𝑡ℎ = 0.35e, we
calculate the probabilities of causing an on-resonance fault and an
off-resonance fault using Eq. 2. Finally, we have the 𝑃𝑜𝑛 = 4.2% and
𝑃𝑜 𝑓 𝑓 = 0.5%. In the rest parts of this paper, we use these two values
to check the reliability of signal paths.

For a signal path, denoted as 𝑠 , consisting of 𝑁𝑜𝑛
𝑠 on-resonance

MRRs and 𝑁
𝑜 𝑓 𝑓
𝑠 off-resonance MRRs, we calculate the possibility

of reaching its designated destination as 𝑃𝑠 = (1 − 𝑃𝑜𝑛)𝑁
𝑜𝑛
𝑠 ∗ (1 −

𝑃𝑜 𝑓 𝑓 )𝑁
𝑜𝑓 𝑓
𝑠 . If any of the 𝑁𝑜𝑛

𝑠 MRRs causes an on-resonance fault
or any of the 𝑁𝑜 𝑓 𝑓

𝑠 MRRs causes an off-resonance fault, 𝑠 can fail
to reach its designated slave.

Given a topology, we create a set C to store all master-slave
communication pairs. If 𝑐 ∈ C relies on only one signal path 𝑠 , its
probability of not being lost, denoted as 𝑃𝑐 , is equal to 𝑃𝑠 . On the
other hand, if 𝑐 relies on more than one signal path, its 𝑃𝑐 is related
to the 𝑃𝑠 of every signal path 𝑠 that supports 𝑐 . We introduce a set S𝑐
to store the signal paths of 𝑐 . A communication 𝑐 is lost only when
all of its signal paths fail to reach the planned slave. Therefore, we
calculate its 𝑃𝑐 as: 1 −

∏
𝑠∈S𝑐 (1 − 𝑃𝑠 ). Among all communications,

we denote the minimum 𝑃𝑐 as 𝑃𝑚𝑖𝑛 , which reflects the worst-case
reliability of this topology.

3.2 Backup Resource Customization and
Allocation

Figure 7 shows the flow of our method to customize backup re-
sources for the communications in an input Light topology. By
applying our fault model and calculating the 𝑃𝑐 for every 𝑐 ∈ C, we
identify the 𝑃𝑚𝑖𝑛 and sort the communications in ascending order.
For the communication with 𝑃𝑐 = 𝑃𝑚𝑖𝑛 , we have two approaches
to increase their 𝑃𝑐 values: the first is to reflect its original signal
in the topology, and the second is to construct a new signal path.
We will introduce the details of both approaches later. There are
three possible combinations of them: only using the first, or the
second, or using both of them. For each combination, we check the
resulting new 𝑃 ′𝑐 and the resource usages. Among the combinations
resulting in the new 𝑃 ′𝑐 larger than the previous 𝑃𝑐 , we choose the
one that leads to the least increase in MRR usage and the largest
improvement in 𝑃𝑐 . For the chosen combination, we determine its
resulting 𝑃 ′

𝑚𝑖𝑛
. If it is larger than or equal to the previous 𝑃𝑚𝑖𝑛

eThe 0.35 transmission is a crucial threshold for power compensation. A transmission
below 0.35 can lead to significant power compensation, resulting in excessive crosstalk
noise and a low signal-to-noise ratio (SNR).
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Figure 8: (a) The signal that intends to support the communi-
cation between𝑚1 to 𝑠2 deviates from it planned path repre-
sented by the green dashed line and suffers an on-resonance
fault. (b) A backup MRR, which is configured to resonate to
the wavelength of the signal path from 𝑚1 to 𝑠2, is placed
right next to the original on-resonance MRR of this signal
path. (c) A new signal path represented by the blue line for
the communication from𝑚1 to 𝑠2.

minus a user-defined tolerance value 𝜖 , we mark this solution valid
and store it; otherwise, we discard the solution and repeat the pro-
cess for the other communications with 𝑃𝑚𝑖𝑛 until we meet the
termination conditions: either the latest resulting 𝑃𝑚𝑖𝑛 is greater
than or equal to 99.9%, the largest possible value, or we have not
found a valid solution for 𝑋 consecutive times. 𝑋 is a user-defined
coefficient to control the computational effort.

The first approach is inserting MRRs to reflect the deviating
signal to its original path. Specifically, we apply the way shown
in Figure 3(c) to place an MRR adjacent to the on-resonance MRR
along a signal path and configure the backupMRR to resonate to the
wavelength of this signal path. Figure 8(a) and (b) show an example.
Note that the backup MRRs must be placed after the position where
the signal meets its original on-resonance MRR; otherwise, they
will cause additional faults.

The second approach is constructing a new signal path as a
backup for a communication, which means introducing a newwave-
length and a set of MRRs configured to resonate to this wavelength.
For example, Figure 8(c) shows a signal path represented by the
blue line for the communication from𝑚1 to 𝑠2. To establish a new
signal path with minimized resource usage and insertion loss, we
propose a two-step path-establishment method:

Step1: we model the interconnection of a Light topology as a
graph and apply the breadth-first search (BFS) algorithm to find
all possible signal paths for a communication. For simplicity, we
consider multiple sequentially connected PSEs as a PSE array, as
highlighted by the red dashed square shown in Figure 9(a), and treat
it as a single component with two inputs and two outputs. Then, we
model a PSE array with a small graph with four vertices and four
edges, as shown in Figure 9(b). To generate the graph modeling the
interconnection of an 𝑁 × 𝑁 Light, we identify all 𝑁 ( 𝑁2 − 1) PSE
arrays, index them as 1, . . . , 𝑁 ( 𝑁2 − 1), and model each of them as
the small graph. Moreover, we introduce 2𝑁 vertices to indicate
the masters and the slaves and add directed edges to connect the
masters and the slaves to the inputs and outputs of the PSE arrays
aligned with the logic scheme of the Light topology. For example,
Figure 9(c) shows a graph for a 4 × 4 Light topology. Based on the
graph, we search for all possible signal paths for a communication
using BFS and set them as candidates.

Step2: for every candidate, we check its resource usage and
insertion loss. Firstly, we check if the candidate signal path can reuse
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Figure 9: (a) A 4× 4 Light topology with four PSE arrays. (b) A
small graph for a PSE array, where each vertex represents an
input or an output, and each directed edge represents the path
from an input to an output. The signal paths from 𝑖𝑛1 to 𝑜𝑢𝑡2
and from 𝑖𝑛2 to 𝑜𝑢𝑡1 rely onMRRs. (c) The graph representing
the interconnection of a 4 × 4 Light, where 𝑖𝑛𝑖, 𝑗 /𝑜𝑢𝑡𝑖, 𝑗 means
the input/output 𝑗 for the 𝑖-th PSE array.

the wavelengths and MRRs that have been used by the existing
signal paths. To this end, we propose a vertex coloring model,
where all existing signal paths and the candidate signal path are
represented as vertices and wavelengths as a set of colors. An
undirected edge is added between two vertices representing the
overlapping signal paths that should not use the same wavelengths
to avoid data collision. To solve the problem, we apply the Recursive
Largest First (RLF) algorithm [26]. When we finish assigning the
wavelengths to the signal paths, we configure the on-resonance
MRR along the paths to resonate to the corresponding signals and
calculate the resource usage. Note that the signal paths on the same
wavelengths can share the same MRRs if they use the paths from
𝑖𝑛𝑖,1 to 𝑜𝑢𝑡𝑖,2 and from 𝑖𝑛𝑖,2 to 𝑜𝑢𝑡𝑖,1 of the 𝑖-th PSE array. For the
insertion loss of a signal path, we apply the same way in [13] to
calculate it. Among the candidate signal paths, we select the one
that minimizes resource usage. If there are multiple candidates, we
choose the one with minimum insertion loss.

4 RESULTS
We implemented our method in C++ and conducted all experi-
ments in this paper on a computer with an Intel 8-core 2.6GHz
CPU. To evaluate the performance of our method, we compare
it to four state-of-the-art fault-tolerant WRONoC methods: Ro-
bustONoC [18], LightR [19], Actin-STAR [20], and Zygo-STAR [20],
in terms of three aspects: the worst-case reliability, energy effi-
ciency, and scalability.

4.1 Discussion: The Worst-Case Reliability
We test all methods for five networks: a 4 × 4, 6 × 6, 8 × 8, 12 × 12,
and 16 × 16 networkf. In an 𝑁 × 𝑁 network, there are 𝑁 (𝑁 −
1) communications, i.e. every master communicates to all other
slaves. For the topologies synthesized by all methods, we apply
our fault model and identify the worst-case reliability among all
communications, i.e. 𝑃𝑚𝑖𝑛 . For all networks, our method prepares
backup paths for the communications with the setting 𝜖 = 1% and
fNote that for the comparison to RobustONoC, we only consider the 4 × 4 network
since the MRRs in RobustONoC in larger sizes of networks have different settings than
ours and the other state-of-the-art methods.
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Figure 10: The 𝑃𝑚𝑖𝑛 over all communications in all networks.
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Figure 11: The average number of backup paths for each
communication and the resulting 𝑃𝑚𝑖𝑛 in our 8 × 8 network.

𝑋 = 1000g. Among all valid solutions, we choose the one with the
largest 𝑃𝑚𝑖𝑛 and compare the results to that of the other methods.

Figure 10 shows the comparison results. In all cases, our method
improves the reliability compared to the state-of-the-art methods.
The improvement becomes more significant when the network
scales up. For example, for a 16× 16 network, our method increases
the 𝑃𝑚𝑖𝑛 by 12.2%, 4.2%, and 4.0% compared to Actin-STAR, LightR,
and Zygo-STAR, respectively. The improvement of reliability in our
fault-tolerant topologies is mainly driven by effectively customizing
the number of backups for each communication. As shown in Fig-
ure 11, for the 8×8 network, the worst-case reliability is maximized
when each communication has, on average, 2.14 backup paths. In
contrast, state-of-the-art methods always prepare one backup path
for every communication. The constant number of backup paths can
hardly ensure high reliability, especially for large-scale networks.

4.2 Discussion: Energy Efficiency
Constructing different numbers of backup paths results in not only
different reliability but also various power overhead. To evaluate
the energy efficiency of all methods, for each 𝑐 ∈ C of a network, we
identify the worst-case insertion loss value over all its signal paths,
denoted as 𝑖𝑙𝑚𝑎𝑥

𝑐 , and calculate the power of this signal path as
10(𝑖𝑙𝑚𝑎𝑥

𝑐 +𝐸𝑝𝑑 )/10 [27], where 𝐸𝑝𝑑 is a constant value and denotes the
photodetector sensitivity. We apply the loss and power parameters
proposed from [20] and [9]. By summing up the signal power for
each 𝑐 ∈ C, we obtain the total signal power. For the comparison
in this subsection, we focus on the large-scale networks: 12 × 12,
and 16 × 16, and show the comparison results in Figure 12(a). In
particular, we present our all valid solutions with the 𝑃𝑚𝑖𝑛 that is
higher than the 𝑃𝑚𝑖𝑛 of all other methods.

Generally, Actin-STAR has the highest total signal power and the
least 𝑃𝑚𝑖𝑛 among the four methods. LightR and Zygo-STAR have
a similar performance in reliability, but LightR decreases signal
power versus Zygo-STAR. When our method prepares a similar
number of backups as LightR and results in almost the same power
consumption, the worst-case reliability of our method surpasses
that of LightR. With more backups, our method achieves the high-
est 𝑃𝑚𝑖𝑛 among the state-of-the-art methods and requires slightly
gThis setting can effectively avoid accepting worse solutions and excessive program
runtime.
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Figure 12: (a) The total signal power and (b) the total MRR
usage corresponding the worst-case reliability in large-scale
networks.

more signal power (< 1mW) than LightR. Since we minimize the
insertion loss during backup allocation, our method can achieve a
good balance between reliability and energy efficiency.
4.3 Discussion: Scalability
We count the total MRR usage in each fault-tolerant topology and
evaluate the scalability of the methods for the large-scale networks.
Figure 12(b) shows the comparison results. Similar to the perfor-
mance in signal power, Actin-STAR and Zygo-STAR have the high-
est MRR usage among the four methods, while LightR minimizes
the number of MRRs. When our method uses the same number of
MRRs as LightR, our 𝑃𝑚𝑖𝑛 is still higher than the result of LightR.
Even with the largest 𝑃𝑚𝑖𝑛 , our method can decrease the MRR
usage by 20% – 40% compared to Actin-STAR and Zygo-STAR. Tak-
ing advantage of PSEs and the scalable topological structure, our
method can generate efficient fault-tolerant topologies at any scale.

5 CONCLUSION
In this work, we propose a design method to synthesize fault-
tolerantWRONoC topologies. Specifically, we propose a fault model,
which can accurately model the faults caused by the shift of an
MRR’s spectrum and reflect the reliability of a network. Instead of
preparing a constant number of backup paths, our method consid-
ers the different reliability requirements, customizes the number of
backup paths for the communications, and automatically allocates
the minimum backup resources. The comparison to the state-of-the-
art fault-tolerant methods shows that our method can effectively
improve reliability. The communications in our synthesized net-
works have the least probability of being lost compared to the
current methods. More importantly, since our method constructs
backups, minimizing the increase in resource usage and insertion
loss, our method outperforms the state-of-the-art methods, Actin-
STAR and Zygo-STAR, significantly reducing total signal power
and MRR usage.
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