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Abstract

The use of real-time data for operational decision-making has already transformed several
industries and continues to hold great potential for the future of transportation and sup-
ply chain management. However, these opportunities require the development of novel
optimization methodologies, especially to leverage contextual information, i.e., feature
variables that may provide partial information regarding the uncertain problem param-
eters. Against this background, this thesis proposes novel models and methods focusing
on three key application areas: inventory management, logistics, and urban mobility.

This thesis includes an introduction, a literature review, three methodological chapters,
and a conclusion. The introduction outlines current trends and operational challenges
related to transportation and supply chain management, where contextual and data-
driven optimization can make significant impact. The literature review describes state-of-
the-art methodologies, highlighting recent publications in the aforementioned application
areas. The three methodological chapters are the main contributions of this thesis.

The first methodological chapter considers the feature-based newsvendor problem, in
which the decision-maker has access to historical data containing demand observations
and contextual information. The chapter proposes a novel bilevel programming formu-
lation and a mixed integer linear programming reformulation that directly incorporates
feature selection into solving the feature-based newsvendor. Computational experiments
show that the proposed method recovers ground-truth features with accuracy above 96%
already for instances with 400 observations. In contrast, existing regularization-based
techniques often fail at feature recovery or require thousands of observations to obtain
similar accuracy.

The second methodological chapter focuses on a vehicle routing problem with time win-
dows (VRPTW) and uncertain travel times, in which the decision-maker observes contex-
tual information before making routing decisions. The chapter introduces a novel prob-
lem variant, the contextual stochastic VRPTW, which minimizes the total transportation
cost and expected late arrival penalties conditioned on the observed features. The chap-
ter presents multiple data-driven prescriptive methods for approximating the problem’s
objective function and develops specialized solution algorithms based on branch-price-
and-cut. Computational experiments show that, surprisingly, a feature-dependent sample
average approximation outperforms existing and novel methods in most settings.

The third methodological chapter studies a mixed-service ride-hailing platform that
offers users the option of requesting a ride on demand or pre-booking a ride in advance.
The chapter presents a novel optimization framework that allows us to study the trade-offs
between higher planning certainty due to pre-booked requests and the rise of unfavorable
rides due to shifts in the travel demand distribution. The chapter provides managerial
insights regarding the performance of a mixed-service platform compared to a purely on-
demand system, based on the New York City yellow taxi trip data. Results show that
greedily accepting all pre-booking requests leads to a 14.5% reduction in the operator’s
profit compared to the purely on-demand baseline. In contrast, the proposed solutions
lead to profit increases of up to 7.7% while satisfying customer pick-up time windows.

The thesis concludes with a summary of the main contributions and managerial insights.
The chapter then discusses limitations and opportunities for future research building upon
the proposed methodologies.



1 Introduction

1.1 Background

Over the past decades, many industries across the globe have transformed their opera-
tions by automating and digitalizing their processes to reduce costs and improve efficiency
and productivity—a transition commonly referred to as digital transformation. Simulta-
neously, advancements in sensor technologies, the adoption of smartphones with precise
global positioning systems, and accessible mobile Internet have enabled the collection
of unprecedented amounts of data. Against this background, new business models have
emerged that are transforming customer behavior and the dynamics of supply chain and
transportation systems. For instance, the retail and logistics industries have experienced
profound changes with the rise of e-commerce and same-day parcel delivery, while ride-
hailing platforms have reshaped passenger transportation in urban areas (Cramer and
Krueger, 2016).

In today’s rapidly changing environments, companies face the task of efficiently opti-
mizing large-scale operations involving several complex decisions. Moreover, uncertainty
plays a critical role due to the dynamic nature of customer behavior and uncertain external
factors affecting the supply chain and transportation systems. In this context, the growing
availability of data creates opportunities for companies to make more informed decisions,
but also poses challenges that require novel methodologies. Accordingly, data-driven
decision-making has attracted the attention of both academia and industry. In particu-
lar, the research fields of contextual and data-driven optimization have focused on solving
stochastic optimization problems where the decision-maker has access to historical data on
the uncertain parameters and possibly to related contextual information, represented as
feature variables. This thesis makes methodological contributions to these research fields,
focusing on three application areas where contextual and data-driven decision-making can
have significant impact: inventory management, logistics, and urban mobility.

First, a fundamental problem faced in the retail industry is matching supply with de-
mand for perishable products with short life cycles. In this context, the newsvendor
problem and its variants have served as fundamental building blocks for modeling inven-
tory and supply chain management problems. In particular, the feature-based newsvendor
problem (cf. Ban and Rudin, 2019; Beutel and Minner, 2012) considers a decision-maker
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that optimizes the inventory of a product with uncertain demand, having access to related
contextual information before making ordering decisions. However, in many practical set-
tings, companies have large amounts of feature data, which may compromise explainability
or cause the model to overfit to the training data. Although feature selection methods are
known to address these challenges in the predictive machine learning setting (cf. Kuhn
and Johnson, 2019), an open challenge remains regarding how to effectively integrate
the tasks of feature selection, demand estimation, and inventory optimization within the
newsvendor setting.

Second, day-ahead route planning is a complex challenge that is prevalent in the logis-
tics industry. Vehicle routing is not only a computationally intractable problem in theory
but is in practice also heavily affected by several uncertain factors, some of which are not
directly observable by the decision-maker. As optimization theory and technologies have
become more mature for deterministic vehicle routing problems (cf. Laporte, 2009), the
research community has shifted its attention to the challenge of handling uncertainty (cf.
Gendreau, Jabali, and Rei, 2014). However, despite the extensive literature in this field,
current models cannot fully capture the complexities and nuances that influence the dy-
namics of real-world vehicle routing. Accordingly, this thesis aims to contribute to the
theory and practice of vehicle routing by introducing novel optimization methods that
leverage contextual information, e.g., regarding road closures, seasonal events, or the day
of the week, to improve routing decisions.

Third, ride-hailing platforms are constantly exploring new concepts for urban mobility
with the aim of improving customer experience. One recent innovation deployed by ma-
jor platforms is a pre-booking service, which allows time-sensitive customers to reserve
rides in advance (Bolt 2023; Lyft 2023; Uber 2023). Accordingly, customers have the
option to either pre-book a ride in advance or request a ride on demand, giving rise to
mixed-service ride-hailing systems. From the operator’s perspective, pre-booked rides cor-
respond to higher planning certainty, as the travel demand is known in advance. However,
the operator must decide whether to accept pre-booking customers without knowledge of
future on-demand requests, which may later force the operator to reject potentially more
profitable on-demand customers if the driver availability is insufficient to meet overall de-
mand. In addition, mixed-service systems may face induced pre-booking demand in areas
traditionally experiencing low driver supply, e.g., low-demand suburban neighborhoods,
resulting in a shift in the travel demand distribution. These challenges motivate the
need for novel optimization frameworks to analyze and control mixed-service ride-hailing
systems.

In conclusion, current supply chain and transportation systems face several method-
ological challenges regarding the effective use of data and contextual information for
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making more informed decisions. Moreover, different industry sectors present specific nu-
ances that require tailored methodologies. Against this background, this thesis provides
a broad set of contributions to the fields of contextual and data-driven decision-making
for the aforementioned application areas.

1.2 Aims and Scope

This thesis proposes novel models and methods combining concepts from machine learning
and operations research for data-driven and contextual optimization, focusing on three
different application domains, particularly inventory management, logistics, and urban
mobility. Specifically, this thesis addresses the following challenges and opportunities:

Feature selection and contextual optimization: Companies nowadays have large data
sets for training machine learning models, which are embedded into contextual op-
timization frameworks. However, it is often necessary to reduce the number of
available feature variables to avoid overfitting to the training data and to improve
explainability, which is crucial, e.g., when dealing with high-stakes decisions. This
thesis investigates the challenge of integrating feature selection within a contextual
optimization framework, focusing on a data-driven newsvendor problem setting.

Route planning with contextual information: In day-ahead route planning, incorpo-
rating contextual information—such as road closures, seasonal events, or the day
of the week—creates opportunities for logistics service providers to plan more cost-
effective routes. This thesis investigates novel optimization models and methods
for integrating contextual information into day-ahead route planning, specifically
focusing on a vehicle routing problem with time windows (VRPTW) with uncertain
travel times.

Mixed-service ride-hailing platforms: Pre-booking services offer potential advantages
for time-sensitive customers by providing service guarantees regarding driver avail-
ability and on-time pick-up. This thesis proposes a novel data-driven optimization
framework for the analysis of mixed-service ride-hailing systems, allowing us to
evaluate their profitability compared to purely on-demand systems.
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1.3 Structure and Contribution

The remainder of this thesis is organized as follows:
Chapter 2 reviews the literature on contextual and data-driven optimization from a

methodological perspective. Connecting to the application areas investigated in this the-
sis, the chapter reviews recent literature on the data-driven newsvendor problem, stochas-
tic vehicle routing problems, and mobility-on-demand systems.

Chapter 3 addresses the feature-based newsvendor problem, in which a decision-maker
has access to historical data consisting of demand observations and related exogenous
features. This chapter investigates the task of feature selection, aiming to derive sparse,
explainable models with improved out-of-sample performance. The chapter introduces a
novel bilevel programming formulation for learning a decision function that prescribes or-
dering decisions directly from feature observations, utilizing only relevant features among
a possibly large set of available features. Specifically, the upper-level problem selects a
subset of features that minimizes an estimate of the out-of-sample cost based on a held-
out validation set. The lower-level problem learns the optimal coefficients of the decision
function on a training set, using only the features selected by the upper-level. The bilevel
program is reformulated as a mixed integer linear program and solved to optimality with
standard optimization solvers. The computational experiments showed that the proposed
method recovers ground-truth features with accuracy above 96% already for instances
with 400 observations. In contrast, existing regularization-based methods often fail at
feature recovery and even the best-performing methods cannot consistently achieve ac-
curacy values above 90%. Regarding out-of-sample generalization, the proposed method
achieved improved or comparable cost performance.

Chapter 4 deals with the VRPTW under uncertain travel times, assuming that feature
data is revealed to the decision-maker before routing decisions are made. For example, the
decision-maker may use information about road closures, seasonal events, or simply knowl-
edge of the day of the week, among other travel time predictors, to make better routing
decisions. Accordingly, this chapter introduces the contextual stochastic VRPTW, which
minimizes the total transportation costs and expected late arrival penalties conditional
on observed features. Since the contextual stochastic VRPTW formulation relies on the
unknown joint distribution of travel times and features, the chapter presents data-driven
prescriptive models that leverage historical data to approximate the conditional expecta-
tion in the objective function. The prescriptive models are distinguished between three
different paradigms: point-based approximation, sample average approximation (SAA),
and penalty-based approximation, each taking a different perspective on dealing with un-
certainty. A specialized branch-price-and-cut (BP&C) algorithm is developed for solving
the proposed models. Computational experiments compare the out-of-sample cost per-
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formance of different data-driven prescriptive models based on instances with up to one
hundred customers. The proposed conditional SAA method provides up to a 13.2% re-
duction in test cost compared to the classical SAA baseline, and up to a 26.1% reduction
compared to a point-based approximation method following the traditional predict-then-
optimize approach.

Chapter 5 considers a mixed-service ride-hailing system that offers customers the
option to request a ride on demand or to pre-book it in advance. This chapter introduces
a novel two-stage stochastic optimization formulation in which the first-stage problem
consists of deciding which pre-booking requests to accept, while the second-stage problem
involves assigning vehicles to requests and planning routes with uncertain on-demand
requests. The chapter then presents a SAA formulation and develops a scalable solution
algorithm that solves approximations of the second-stage subproblems using a polynomial-
time algorithm. Computational experiments based on the New York City yellow taxi data
show that a greedy policy that accepts all pre-booking requests can lead to a profit decrease
of up to 14.5%. In contrast, the proposed SAA solutions lead to profit increases ranging
from 6.5% to 7.7%, in settings with weak and strong distributional shifts, respectively,
while satisfying customer pick-up time windows.

Chapter 6 offers a comprehensive summary of the key managerial and methodolog-
ical contributions, before discussing current limitations and highlighting future research
perspectives.



2 State of the art

This chapter provides an overview on works related to contextual and data-driven opti-
mization, focusing on the application areas studied in the thesis. Section 2.1 provides a
brief overview of recent developments in the field of contextual and data-driven optimiza-
tion. Section 2.2 discusses the literature on data-driven and feature-based newsvendor
problems. Section 2.3 reviews works on stochastic and dynamic vehicle routing problems.
Section 2.4 focuses on methodologies for the control and optimization of mobility-on-
demand systems.

2.1 Contextual and Data-driven Optimization

The emerging field of contextual optimization addresses optimization problems in which
the objective function and the feasible region depend on parameters that are uncertain
and for which related contextual information is available to the decision-maker. Mišić and
Perakis (2020) reviewed recent applications of contextual and data-driven optimization
to operations management problems, including supply chain management, revenue man-
agement, and healthcare operations. From a methodological perspective, Sadana et al.
(2024) surveyed the recent literature and categorized the proposed methods into three
different paradigms, which we summarize in the following. Other loosely related research
streams, not covered in our literature review, have investigated different ways of com-
bining machine learning (ML) and combinatorial optimization (CO), e.g., using ML to
improve solution algorithms for solving CO problems, or directly learning solutions to CO
problems, among other topics. We refer to Bengio, Lodi, and Prouvost (2021) and Kotary
et al. (2021) for a general overview of those research areas.

Decision rule optimization consists in employing a parameterized decision function
that maps feature observations to decisions, and learning the parameter values by opti-
mizing the empirical performance based on the available data. In the context of inventory
optimization, Ban and Rudin (2019) and Beutel and Minner (2012) studied the data-
driven newsvendor problem and proposed models for learning a decision function that
prescribes order quantities directly from feature observations. Further works by Oroo-
jlooyjadid, Snyder, and Takáč (2020) and Zhang and Gao (2017) employed non-linear
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decision functions based on neural networks in a similar problem setting. Shlezinger, El-
dar, and Boyd (2022) provide a general introduction to decision rule optimization based
on deep neural networks.

Sequential learning and optimization is a two-stage procedure that first estimates the
conditional distribution of the uncertain parameters given the features, and then solves the
corresponding conditional stochastic optimization problem. Bertsimas and Kallus (2019)
proposed a framework for contextual optimization based on weighted sample average
approximation (SAA) and derived weight functions based on ML methods, such as k-
nearest neighbors regression, local linear regression, and tree-based methods. The authors
applied the framework to a two-stage shipment planning problem and to a multi-product
inventory problem. Bertsimas and McCord (2019) and Bertsimas, McCord, and Sturt
(2023) extended the framework of Bertsimas and Kallus (2019) to multi-stage and multi-
period stochastic optimization problems, respectively. Ban, Gallien, and Mersereau (2019)
and Rios, Wets, and Woodruff (2015) proposed a scenario generation method based on
estimating the distribution of forecast errors, i.e., residuals. Ban, Gallien, and Mersereau
(2019) focused on a multi-stage stochastic procurement problem under uncertain demand,
where they learned a regression model that relates features to demands and then used
the residuals to generate demand samples for a new product. At a subsequent stage, they
solved an SAA model to determine the optimal procurement policy.

Integrated learning and optimization takes the structure of the downstream opti-
mization problem into account while training the predictive component, e.g., by consider-
ing a modified loss function instead of minimizing a standard regression loss. Donti, Amos,
and Kolter (2017) proposed a gradient-based method for training a neural network model
that minimizes a loss function with respect to the downstream optimization problem.
The authors focused on quadratic optimization problems, and evaluated their approach
on applications to energy systems and inventory management. Focusing on problems
with a linear objective, Elmachtoub and Grigas (2021) introduced the smart “predict,
then optimize” framework, which trains the prediction model based on a modified regret
loss function. Structured learning is an alternative approach for solving contextual op-
timization problems that consists of embedding a differentiable CO layer within an ML
prediction model (see, e.g., Dalle et al. 2022; Nowozin and Lampert 2011; Parmentier
2021). Using structured learning, Jungel et al. (2023) proposed a framework for control-
ling a fleet of autonomous mobility-on-demand (AMoD) vehicles and Baty et al. (2024)
solved a dynamic vehicle routing problem with time windows (VRPTW). Parmentier
and T’kindt (2023) used a structured learning framework for solving a single-machine
scheduling problem with release dates.
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This thesis contributes to the literature in the following ways. Chapter 3 proposes
a novel method based on bilevel optimization that directly integrates feature selection
and decision rule optimization for the data-driven feature-based newsvendor introduced
by Ban and Rudin (2019) and Beutel and Minner (2012). Chapter 4 shows how existing
sequential learning and optimization approaches can be adapted to the stochastic VRPTW
and proposes novel methods for this problem setting. Chapter 5 proposes a data-driven
optimization framework for analyzing a mixed-service ride-hailing system, particularly
focusing on the impact of distributional shifts on the system performance.

2.2 Data-driven Newsvendor Problem

The newsvendor problem, along with its many variants, has served as a foundational
model for inventory and supply chain management. In its traditional form, the problem
involves a risk-neutral decision-maker who sets the order quantity of a perishable product
before observing its uncertain demand. At the end of the day, after demand realizes, the
newsvendor incurs a shortage cost per unit of unmet demand and a holding cost per unit of
unsold products discounted by their unit salvage value. Early works assumed the demand
distribution to be known, allowing the optimal order quantity to be derived as a specific
quantile of the demand distribution. There is extensive literature on extensions of the
newsvendor problem, e.g., with different objectives or utility functions (Chen et al., 2007;
Wang and Webster, 2009), pricing policies (Petruzzi and Dada, 1999), and multi-product
or multi-period settings (Kogan and Lou, 2003; Lau and Lau, 1996). We focus only on
closely related works in the following and refer to Khouja (1999), Qin et al. (2011), and
Choi (2012) for general surveys on newsvendor models, extensions, and applications.

In practice, the decision-maker does not have access to the true underlying demand
distribution, relying instead on a finite set of demand observations, which has led to
research on the distribution-free newsvendor problem. In this context, the seminal work
of Scarf (1958) derived the optimal order quantity that maximizes profit against the
worst-case demand distribution, assuming that only the mean and variance of demand
are known. For a review on the distribution-free newsvendor and extensions thereof, we
refer to Gallego and Moon (1993), Moon and Gallego (1994), and Yue, Chen, and Wang
(2006).

More recent works on the data-driven newsvendor proposed model formulations that
directly leverage a sample of available data instead of focusing on estimating distributional
parameters. In this context, SAA is a common solution approach (see, e.g., Kleywegt,
Shapiro, and Mello, 2002; Shapiro, 2003). Levi, Roundy, and Shmoys (2007) applied
SAA for the single-period featureless newsvendor problem and established upper bounds
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on the number of samples required to achieve a specified relative error. In this course,
Besbes and Mouchtaki (2023), Cheung and Simchi-Levi (2019), and Levi, Perakis, and
Uichanco (2015) further improved upon previous SAA bounds. Bertsimas and Thiele
(2005) proposed a data-driven model based on robust optimization that can be reformu-
lated as a linear program (LP) and trades off higher profits for a decrease in the downside
risk. Further robust optimization approaches were investigated by Bertsimas and Thiele
(2006) and See and Sim (2010) for a multi-period inventory problem. Finally, several
authors employed data-driven distributionally robust approaches in the context of multi-
item newsvendor problems (see, e.g., Ben-Tal et al., 2013; Bertsimas, Gupta, and Kallus,
2018; Hanasusanto et al., 2015; Wang, Glynn, and Ye, 2016).

Beutel and Minner (2012) and Ban and Rudin (2019) introduced feature-based newsven-
dor models that integrate demand estimation and order quantity optimization. They pro-
posed to learn a linear decision function that directly predicts ordering decisions based on
input features, in contrast to the existing “estimate-then-optimize” paradigm, which first
estimates the demand distribution and then optimizes the inventory level. Further works
by Oroojlooyjadid, Snyder, and Takáč (2020) and Zhang and Gao (2017) applied neural
networks to the newsvendor problem, incorporating tailored loss functions that take into
account the inventory shortage and holding costs. A related study by Huber et al. (2019)
empirically compared various data-driven approaches to the feature-based newsvendor,
evaluating their performance against model-based approaches that rely on distributional
assumptions. Their experiments on real-world data showed the superior performance of
data-driven approaches in most cases.

Regarding feature selection, Ban and Rudin (2019) penalized the complexity of the
solution by including a regularization term in the objective function, thereby favoring
the selection of fewer features. However, specifying the regularization parameter value
remains an open challenge, for which heuristics are often employed. To address this
challenge, Chapter 3 formalizes the combined problem of feature selection and decision
rule optimization as a bilevel optimization problem and provides a tractable single-level
reformulation, which avoids regularization altogether.

2.3 Vehicle Routing

Vehicle routing is a fundamental problem arising in the transportation of goods across
supply chain networks. Due to its practical importance, researchers have studied the VRP
and its several variants for more than six decades (Laporte, 2009). The VRP variants
that received the most attention in research are the capacitated vehicle routing problem
(CVRP), in which vehicles have limited capacity; the vehicle routing problem with time
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windows (VRPTW), in which vehicles can only serve customers during the respective
customer time windows; and the pick-up and delivery problem (PDP), in which vehicles
transport goods from a pick-up location to a drop-off location. For general surveys on
classic and emerging VRP variants, we refer to Golden, Raghavan, and Wasil (2008), Toth
and Vigo (2014), and Vidal, Laporte, and Matl (2020).

Solution methods for VRPs fall into the category of exact algorithms or (meta)heuristics.
The most efficient exact methods typically adopt a set-partitioning formulation and rely
on branch-and-price (Barnhart et al., 1998), which combines branch-and-bound with col-
umn generation (CG). The additional use of cutting planes (Desaulniers, Desrosiers, and
Spoorendonk, 2011) leads to so-called branch-price-and-cut (BP&C) algorithms. Feillet
(2010) provides a tutorial on the fundamental concepts behind BP&C for VRPs, while
Costa, Contardo, and Desaulniers (2019) review recent advancements. Pessoa et al. (2020)
developed a generic VRP solver based on BP&C that includes most state-of-the-art com-
ponents introduced for the most classical problem variants. Regarding (meta)heuristics,
a wide variety of tailored algorithms have been proposed to address the several VRP
variants from the literature. We refer to Cordeau et al. (2002) and Vidal et al. (2013)
for comprehensive surveys. A more detailed discussion on modern solution algorithms
for VRPs remains out of scope of this thesis and we focus instead on the main modeling
assumptions of problem variants that are closely related to our work.

A VRP variant that is related to this thesis is the time-dependent VRP, which considers
travel times that vary as a continuous (deterministic) function of time. Consequently, the
time of the day implicitly provides contextual information that relates to the travel times.
These travel time functions may be obtained, e.g., by directly taking into account histor-
ical patterns that capture traffic congestion throughout the day. In this setting, Dabia
et al. (2013) proposed a branch-and-price algorithm and Gmira et al. (2021) developed a
heuristic based on tabu search for the time-dependent VRPTW. For an introduction to
time-dependent routing problems, we refer the reader to the review paper by Gendreau,
Ghiani, and Guerriero (2015).

In practice, uncertainty plays a key role in routing problems, e.g., due to uncertain
customers, demands, travel times, or service times. In response to this practical chal-
lenge, several problem variants have emerged aiming to address different aspects related
to uncertainty. Pillac et al. (2013) proposed a classification of VRPs into two dimen-
sions regarding information quality (i.e., stochasticity) and information evolution (i.e.,
dynamism). Accordingly, a problem may be deterministic or stochastic regarding infor-
mation quality, and may be static or dynamic regarding information evolution. In the
following, we review recent works on stochastic VRPs (Section 2.3.1) and dynamic VRPs
(Section 2.3.2).
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2.3.1 Stochastic Vehicle Routing

Stochastic VRPs traditionally refer to day-ahead (static) planning problems having un-
certain or probabilistic parameters, which can be represented as random variables. Routes
are designed before their execution and uncertainty realizes during their execution. After
uncertainty realization, there is limited flexibility for reoptimization, and typically mi-
nor adjustments are allowed. The most common variants of this problem type focus on
stochastic demands, travel times, and customers. For example, demand may be static,
i.e., time-invariant, but uncertain, such that demand is unknown to the decision-maker
during route planning and only realizes when a vehicle visits the respective customer.
In the case of stochastic customers, the set of possible customers is known a priori but
each customer has a probability of actually requiring service. For an introduction to
stochastic VRPs, we refer to the surveys of Oyola, Arntzen, and Woodruff (2017, 2018)
and to the respective book chapter in Gendreau, Jabali, and Rei (2014). The three most
common modeling approaches from the literature are based on stochastic programming
with recourse (SPR), chance-constrained programming (CCP), and robust optimization
(RO). Given the extensive body of literature, we provide only a concise overview of recent
publications on stochastic VRPs for day-ahead planning.

Stochastic programming with recourse: The decision-maker defines a recourse pol-
icy describing what actions to take in case of a route failure. The objective typically
minimizes the deterministic transportation cost associated with the planned routes plus
the expected cost associated with the recourse policy. In the case of uncertain demand, a
simple recourse policy determines that the vehicle returns to the depot to restock when
its capacity is exceeded (Rei, Gendreau, and Soriano, 2010). After restocking, the vehicle
resumes service at the customer where the route failure occurred and then continues the
planned route. Other common recourse policies consist in returning to the depot for pre-
ventive restocking before a failure occurs (Marinakis, Iordanidou, and Marinaki, 2013), or
re-optimizing the vehicle route after each customer visit (Secomandi and Margot, 2009).
Florio, Hartl, and Minner (2020) developed an exact algorithm for the VRP with stochas-
tic demands assuming optimal restocking. Exact BP&C algorithms were also developed
by Gauvin, Desaulniers, and Gendreau (2014), among others. Stochastic VRPTW for-
mulations often assume soft time windows, such that early or late service are penalized
(see, e.g., Taş et al. 2014a; Taş et al. 2014b). In particular, Taş et al. (2014b) studied a
stochastic version of the time-dependent VRPTW with soft time windows, in which travel
times are represented by random variables whose probability distribution functions vary
with time.

Chance-constrained programming: A chance-constrained model formulation con-
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tains probabilistic constraints which bound the level of risk experienced by the decision-
maker. These constraints ensure that the probability of route failure is below a certain
threshold, while typically ignoring the cost of failures (Tan, Cheong, and Goh, 2007). In
particular, Mendoza, Rousseau, and Villegas (2016) proposed a model formulation for
the VRP with stochastic demand that enforces that the probability of the total route
duration exceeding a maximum duration must be lower than a given threshold. Miranda
and Conceição (2016) and Errico et al. (2018) adopted a CCP approach for the VRPTW
with stochastic travel and service times, respectively. Further model formulations based
on CCP were investigated by Beraldi et al. (2015) and Zhang, Lam, and Chen (2013,
2016), among others. Dinh, Fukasawa, and Luedtke (2018) investigated exact algorithms
for solving chance-constrained VRPs.

Robust optimization: A robust solution corresponds to routes that are feasible for
all realizations of the uncertain parameters within a predetermined uncertainty set. Lee,
Lee, and Park (2012) studied the stochastic VRP with deadlines, a special case of the
VRPTW, and considered stochastic demands and travel times. Adulyasak and Jaillet
(2016) proposed a distribution-free RO approach that minimized the risk of violating
the deadlines, i.e., the lateness probability. Zhang et al. (2021) addressed the VRPTW
with stochastic travel times and proposed a data-driven distributionally robust optimiza-
tion model. Gounaris, Wiesemann, and Floudas (2013) proposed an RO formulation for
the CVRP with stochastic demand. Further works by Ghosal, Ho, and Wiesemann (2024)
and Ghosal and Wiesemann (2020) proposed distributionally robust chance-constrained
optimization models.

Chapter 4 contributes to the literature by introducing a novel problem formulation that
incorporates contextual information into the well-studied VRPTW variant. In the novel
contextual stochastic VRPTW, travel times are uncertain and the decision-maker observes
related contextual information before planning the routes. Given the complexity of the
stochastic VRPTW, several tailored solution techniques have been developed over the last
decades. Chapter 4 introduces customized BP&C algorithms for solving the contextual
stochastic VRPTW, describing how state-of-the-art solution algorithms designed for the
VRPTW can be adapted to incorporate contextual information.

2.3.2 Dynamic Vehicle Routing

In dynamic VRPs, requests enter the system throughout the operating horizon and the
decision-maker must redesign vehicle routes in an ongoing fashion in response to revealed
information. For example, food delivery or ride-hailing platforms receive customer re-
quests throughout the day and, in response, must dynamically plan vehicle routes to
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serve those requests. In contrast to stochastic VRPs, all request-specific parameters be-
come known to the decision-maker once the request enters the system, i.e., even before the
customer is visited by a vehicle. We note that, in practice, VRPs may be both dynamic
and stochastic, where information becomes available during the operating horizon and
the input parameters are represented as random variables, whose probability distribution
function may also change over time. For surveys on dynamic VRPs, we refer the reader
to Bektaş, Repoussis, and Tarantilis (2014), Pillac et al. (2013), Psaraftis, Wen, and Kon-
tovas (2016), Rios et al. (2021), Ritzinger, Puchinger, and Hartl (2016), and Soeffker,
Ulmer, and Mattfeld (2022).

The earliest approaches for solving dynamic VRPs often adapted solution methods
developed for static versions of the problem (Gendreau et al., 1999). In particular, myopic
approaches repeatedly solve a static version of the optimization problem in a rolling
horizon fashion, as soon as new information is revealed. Bent and Van Hentenryck (2004)
proposed a look-ahead scenario-based approach, which samples possible realizations of
future requests, individually solves the VRP corresponding to each scenario, and then
selects a consensus solution. Further works in the literature investigated approaches
based on approximate dynamic programming (see, e.g., Novoa and Storer 2009; Ulmer,
Soeffker, and Mattfeld 2018; Ulmer 2017) and reinforcement learning (RL; see, e.g., Joe
and Lau 2020; Nazari et al. 2018; Zhao et al. 2021). In particular, the survey papers
by Hildebrandt, Thomas, and Ulmer (2023) and Raza, Sajid, and Singh (2022) discuss
recent advancements and opportunities for solving dynamic VRPs using RL. Recently,
Baty et al. (2024) proposed a novel ML pipeline that incorporates a CO layer for solving
a dynamic VRPTW.

Lastly, related works on partially dynamic VRPs consider that part of the requests are
known to the decision-maker before the start of operations, while the remaining requests
are revealed in an online fashion. Lund, Madsen, and Rygaard (1996) introduced the
concept of degree of dynamism, defined as the number of dynamic requests divided by the
total number of requests that enter the system, i.e., before and during the operating hori-
zon. They proposed heuristic methods adapted from the insertion heuristic by Solomon
(1987). Larsen, Madsen, and Solomon (2002) proposed the effective degree of dynamism,
which extends the degree of dynamism by considering the requests’ pick-up times.

One particular real-world application that involves dynamic vehicle routing is the op-
eration of mobility-on-demand systems. Chapter 5 specifically studies a mixed-service
ride-hailing platform that serves both on-demand and pre-booked customers. Since pre-
booked requests are known to the system operator before the start of the operating hori-
zon, this system can be viewed as a partially dynamic VRP. The following section reviews
concepts related to mobility-on-demand systems, discusses methodologies for their control
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and optimization, and outlines our contributions to this area of research.

2.4 Mobility-on-Demand Systems

Mobility-on-demand (MoD) typically refers to systems in which a fleet of vehicles provides
flexible and individualized point-to-point passenger transportation. Taxi services were
among the earliest MoD systems, offering fast transportation within cities. Over the
past decades, cities worldwide have experienced the rise of ride-hailing platforms (Cramer
and Krueger, 2016) in which customers request rides via a mobile app, and a central
operator dispatches incoming ride requests to nearby available drivers. More recently,
the emergence of autonomous vehicles has inspired new business models for passenger
transportation, such as autonomous mobility-on-demand (AMoD) systems. Lastly and
particularly related to this thesis, mixed-service ride-hailing systems offer time-sensitive
customers the option of pre-booking a ride in advance. In the following, we review the
literature on MoD systems that are most related to this thesis.

From an optimization and control perspective, MoD systems face several operational
challenges, including travel demand estimation and forecasting (Moreira-Matias et al.,
2013a,b; Osorio, 2019), pricing (Banerjee, Freund, and Lykouris, 2021; Garg and Naz-
erzadeh, 2022; Ma, Fang, and Parkes, 2021), driver compensation and incentive schemes
(Bai et al., 2019; Hu and Zhou, 2020), trip-vehicle assignment (Xu et al., 2018), pooling,
routing, and repositioning (Braverman et al., 2019). In addition, MoD platforms have
multiple objectives that may conflict with each other (Lyu et al., 2019), including short-
term goals, such as maximizing immediate earnings or minimizing customer wait times,
and long-term goals related to passenger and driver satisfaction, platform profit and rep-
utation. We refer the reader to Wang and Yang (2019) for a review of methodologies for
the operation of different MoD systems.

Ride-hailing systems can be modeled as dial-a-ride problems (DARPs), a variant of
PDPs, in which vehicles transport customers instead of products, and customers may be
associated with pick-up time windows. For a review on dynamic DARPs, we refer to
the survey paper by Cordeau and Laporte (2007). In particular, Berbeglia, Cordeau, and
Laporte (2012) introduced a hybrid tabu search algorithm for the dynamic DARP. A large
body of literature focused on trip-vehicle assignment—often denoted as order or vehicle
dispatching—and alternatively modeled the problem as a dynamic bipartite matching
problem (see, e.g., Dickerson et al. 2021; Özkan and Ward 2020; Xu et al. 2018). For a
survey on dynamic pricing and matching for ride-hailing, we refer to Yan et al. (2020).

The earliest approaches for dynamic matching involved batching incoming ride requests
during a given time interval and then determining trip-vehicle assignments by solving a
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(static) maximum weighted bipartite matching, where the weights correspond, e.g., to
the profits associated with each trip-vehicle pair (Ashlagi et al., 2022). Bertsimas, Jaillet,
and Martin (2019) proposed an online re-optimization method that iteratively assigns
incoming ride requests to vehicles by solving an offline optimization model in a rolling-
horizon fashion. Additional constraints may be considered to prevent drivers from being
assigned to customers at distant pick-up locations (Feng, Kong, and Wang, 2020). Further
works incorporated predictive components in order to anticipate future demand (see, e.g.,
Jungel et al., 2023).

Algorithms for online bipartite matching are often more scalable than algorithms for
VRPs, which favored their deployment in real-world systems. In particular, Zhang et
al. (2017) provided a detailed description of the matching algorithm based on request
batching that was deployed at DiDi, serving tens of millions of users daily. Zhou et al.
(2019) introduced a multi-agent RL method that extends a deep Q-learning network with
Kullback-Leibler divergence optimization. Tang et al. (2019) proposed a novel RL method
for vehicle dispatching and conducted offline simulations using data from DiDi. Sadeghi
Eshkevari et al. (2022) and Xu et al. (2018) described RL methods deployed by DiDi that
dynamically solves a maximum weighted bipartite matching problem using a state value
function. Jiao et al. (2021) studied the problem of rebalancing idle vehicles using an RL
framework.

Ride-sharing, or ride pooling, refers to a mobility concept that allows multiple passen-
gers to share a vehicle when traveling along similar routes. Ride-sharing systems can
potentially bring significant societal and environmental benefits by improving vehicle uti-
lization and reducing the amount of privately-owned cars, but introduce challenges that
require novel optimization methodologies. For a review on dynamic ride-sharing, we re-
fer to Agatz et al. (2012), Furuhata et al. (2013), and Lokhandwala and Cai (2018). In
particular, Alonso-Mora et al. (2017) proposed an algorithm based on model-predictive
control for optimizing a ride-sharing system. Liu and Samaranayake (2020) extended the
framework of Alonso-Mora et al. (2017) focusing on techniques for proactive rebalancing.
Ashlagi et al. (2022) proposed a batching algorithm for online matching in a ride-sharing
application where at most 2 passengers can share a ride. Pavone et al. (2022) proposed
a polynomial-time randomized batching algorithm and generalized the work of Ashlagi
et al. (2022) to the setting of high capacity ride-sharing, i.e., where potentially more
than 2 passengers share a ride. Soza-Parra, Kucharski, and Cats (2024) investigated how
different travel demand patterns affect the shareability of a ride-pooling system, a metric
that measures the extent to which different customers can share rides, taking into account
the rides’ compatibility in time and space, and customer preferences. Qin, Zhu, and Ye
(2021, 2022) surveyed papers that employ RL for the control of ride-sharing systems.



16 Breno Serrano: Contextual and Data-Driven Decision-Making

Autonomous mobility-on-demand is an emerging concept wherein a centrally con-
trolled fleet of robotic, self-driving vehicles transports passengers on demand. AMoD
systems hold the potential of transforming personal urban mobility as they relieve pas-
sengers from the task of driving and allow for the rebalancing of idle vehicles to areas
with potentially more customers. For a general overview of methods for the analysis and
control of AMoD systems, we refer to Pavone (2015) and Zardini et al. (2022). Spieser et
al. (2014) performed a case study in the city of Singapore, in which they provided guide-
lines regarding fleet sizing and assessed the financial feasibility of implementing an AMoD
system. Common approaches for the control of AMoD systems include methods based
on network flow optimization (Rossi et al., 2018), queuing-theoretical models (Zhang and
Pavone, 2016), stochastic model predictive control (Tsao, Iglesias, and Pavone, 2018),
structured learning (Jungel et al., 2023), and reinforcement learning (Qin, Zhu, and Ye,
2022). In particular, Enders et al. (2023) and Hoppe et al. (2024) proposed a hybrid
RL algorithm that uses multi-agent soft actor-critic to parameterize a weighted bipartite
matching problem. Other works focused explicitly on the rebalancing problem (see, e.g.,
Gammelli et al., 2021; Iglesias et al., 2018; Liang et al., 2022; Pavone et al., 2012; Skordilis
et al., 2022).

Mixed-service ride-hailing systems—also denoted as reservation-based systems—offer
customers the option to either pre-book a ride in advance or request a ride on demand.
Although some of the most popular ride-hailing platforms recently started to offer pre-
booking services (Bolt 2023; Lyft 2023; Uber 2023), research on this type of system is still
scarce. In particular, Engelhardt, Dandl, and Bogenberger (2022) studied a mixed-service
ride-pooling system, and proposed a solution algorithm that first provides an offline solu-
tion for pre-booked requests and then accommodates on-demand customers in an online
fashion by using a framework based on Alonso-Mora et al. (2017). Engelhardt, Dandl,
and Bogenberger (2022) showed that on-demand customers also benefit from decreased
waiting and detour times when pre-booking is enabled. Bilali et al. (2019) proposed an
analytical model to study the influence of ride requests’ reservation times in a ride-sharing
system, considering short reservation times between 2 to 15 minutes. In contrast, this
thesis focuses on systems with longer reservation times, where pre-booking requests enter
the system at least one day before the operating horizon.

According to the review paper by Narayanan, Chaniotakis, and Antoniou (2020), pre-
booking has been studied in the context of shared AMoD systems by Lamotte, De Palma,
and Geroliminis (2017), Levin (2017), Ma et al. (2017), and Pimenta et al. (2017). How-
ever, most works assumed that only pre-booking is possible, instead of considering a mix
of pre-booking and on-demand requests. Duan et al. (2020) considered a mixed-service
AMoD system and proposed a framework consisting of a centralized dispatcher that as-
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signs short-term requests to vehicles, while each vehicle manages its own long-term route,
using a heuristic method to respond to incoming long-term requests. Abkarian, Mah-
massani, and Hyland (2022) studied a mixed-service system that combined on-demand
passenger transportation and carsharing using autonomous vehicles, such that customers
can either rent a vehicle for a certain time slot or pre-book a ride specifying their origin
and destination locations. The authors developed a dynamic simulation framework and
proposed re-optimization methods for assigning vehicles to requests. In contrast to our
work, they assumed that the operator cannot reject ride requests and that customers are
willing to wait indefinitely for their ride. Lastly, Elting and Ehmke (2021) considered
the option of pre-booking a ride in a dynamic ride-sharing system, modeled as a variant
of a DARP. The authors studied how the degree of dynamism (cf. Lund, Madsen, and
Rygaard 1996) affects the system performance, e.g., in terms of rejection and occupancy
rates.

Literature on mixed-service platforms is limited and often assumes that on-demand and
pre-booking requests follow the same spatio-temporal distribution, although pre-booking
requests may arrive before the operating horizon. Chapter 5 studies a mixed-service
ride-hailing system under distributional shift, i.e., considering that the travel demand dis-
tribution of pre-booking and on-demand customers may diverge. The chapter analyzes the
system performance under varying levels of distributional shift and provides managerial
insights for ride-hailing operators.

2.5 Conclusion

This chapter presented a concise review of recent literature related to the research areas
explored in this thesis. These research fields have been subject to vivid activity in recent
years, emphasizing their relevance in academia and practice. This thesis contributes to
the existing literature by closing the research gaps outlined in the preceding sections,
which are summarized in the following.

Feature selection in the data-driven newsvendor: Recent literature on the feature-
based newsvendor problem has proposed methods that integrate demand estimation
and inventory optimization. In practical settings, it is often necessary to reduce the
number of available feature variables in order to avoid overfitting to the training data
and to improve explainability. This thesis addresses this challenge by proposing an
integrated approach to feature selection based on bilevel optimization.

Contextual optimization for vehicle routing: Despite extensive literature on day-ahead
planning for stochastic vehicle routing, integrating contextual information with
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data-driven optimization has received limited attention in this setting. This the-
sis proposes novel models and methods that enable logistics service providers to
harness historical data on travel times and related contextual information to plan
context-dependent delivery routes.

Data-driven optimization for mixed-service ride-hailing: There is limited academic
literature on mixed-service ride-hailing systems, particularly regarding shifts in the
travel demand distribution. This thesis proposes a novel data-driven optimization
framework and provides managerial insights to support ride-hailing platforms in the
operation of such mixed-service systems.



3 Bilevel Optimization for Feature
Selection in the Data-Driven
Newsvendor Problem

Abstract

We study the feature-based newsvendor problem, in which a decision-maker has access to histor-
ical data consisting of demand observations and exogenous features. In this setting, we investi-
gate feature selection, aiming to derive sparse, explainable models with improved out-of-sample
performance. Up to now, state-of-the-art methods utilize regularization, which penalizes the
number of selected features or the norm of the solution vector. As an alternative, we introduce
a novel bilevel programming formulation. The upper-level problem selects a subset of features
that minimizes an estimate of the out-of-sample cost of ordering decisions based on a held-out
validation set. The lower-level problem learns the optimal coefficients of the decision function
on a training set, using only the features selected by the upper-level. We present a mixed
integer linear program reformulation for the bilevel program, which can be solved to optimal-
ity with standard optimization solvers. Our computational experiments show that the method
recovers ground-truth features with accuracy above 96% already for instances with 400 obser-
vations. In contrast, regularization-based techniques often fail at feature recovery and even the
best-performing methods cannot consistently achieve accuracy values above 90%. Regarding
out-of-sample generalization, we achieve improved or comparable cost performance.

This chapter is based on an article published as:

Serrano B., Minner S., Schiffer M., Vidal T. (2024). Bilevel optimization for feature selec-
tion in the data-driven newsvendor problem. European Journal of Operational Research
315(2):703-714. https://doi.org/10.1016/j.ejor.2024.01.025

https://doi.org/10.1016/j.ejor.2024.01.025
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3.1 Introduction

The newsvendor problem and its variants have served as fundamental building blocks for
models in inventory and supply chain management. In the classical newsvendor problem,
a decision-maker optimizes the inventory of a perishable product that has a stochastic
demand with a known distribution. However, having complete knowledge of the demand
distribution is a strong assumption that does not hold in practice: often, the only infor-
mation available is a limited set of historical data. Against this background, data-driven
approaches became popular and strive to use past demand data to inform the newsven-
dor’s ordering decisions.

In this context, we study the feature-based newsvendor problem (cf. Ban and Rudin
2019; Beutel and Minner 2012) in which the decision-maker has access not only to his-
torical demand observations but also to a set of feature variables—often referred to as
contextual information or covariates—that may provide partial information about future
realizations of the uncertain demand. For example, consider a retail company that sells
products in stores at different locations and with different assortments, e.g., newspa-
per stands, a chain of restaurants, or fashion retail stores. Then, features could include
information about store location, product characteristics, weather forecasts, e.g., temper-
ature and expected precipitation, day of the week, seasonal trends, social media events,
competitor activity, epidemic outbreaks, supplier promotions, regulatory changes, and in-
formation about holidays or special events close to the store location. In a broader sense,
feature variables can include any information that is available to the decision-maker be-
fore or at the time instant when ordering decisions are made, e.g., past sales of related
products to capture correlated demands, or forecasts based on human expert knowledge.
In the context of a car retailer, Tian and Zhang (2023) applied a feature-based newsven-
dor model where features included historical sales data, textual online reviews, search
traffic data, and macroeconomic indicator data. Moreover, the newsvendor model has
applications beyond inventory management, such as finding the optimal staffing level of
nurses for hospital emergency rooms (Ban and Rudin, 2019), where the uncertain demand
corresponds to the number of arriving patients and features include the day of the week
and time of the day, among others.

Companies nowadays have large amounts of data that are used to train machine learn-
ing models with the aim of improving operational decisions. In practice, such models
often suffer from overfitting to the training data, or lack explainability, which is crucial,
e.g., when dealing with high-stakes decisions. In this setting, selecting a subset of the
available features can lead to sparser, more explainable models with improved out-of-
sample performance. Against this background, we investigate the challenge of feature
selection (cf. Kuhn and Johnson, 2019; Molina, Belanche, and Nebot, 2002): given a data
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set with a possibly large set of feature variables, we aim to learn a linear decision function
for the feature-based newsvendor that can generalize to out-of-sample data, utilizing only
relevant features.

The goal of this paper is to propose an approach to feature selection based on bilevel op-
timization. Accordingly, we learn a linear decision function for the feature-based newsven-
dor based on a training data set, where the set of features available for training is restricted
to a given subset of all features. The problem of learning a linear decision function cor-
responds to the lower-level problem of our bilevel optimization formulation, while the
problem of selecting a subset of available features corresponds to the upper-level problem.
In the upper-level problem, we search for a subset of features that minimizes the out-of-
sample cost measured on a held-out data set, which we denote as the validation data set.
In the remainder of this section, we first review related literature before we detail our
contribution and describe the organization of this paper.

3.1.1 Related Works

Our work relates to the fields of data-driven optimization for the newsvendor problem,
and more broadly to prescriptive analytics, machine learning, and bilevel programming.
We briefly review the most related papers in the following.

Newsvendor problem. Research on the newsvendor problem often assumed a decision-
maker with full knowledge about the demand distribution, and considered various settings,
e.g., with different objectives or utility functions (Chen et al., 2007; Wang and Webster,
2009), pricing policies (Petruzzi and Dada, 1999), and multi-product or multi-period
settings (Kogan and Lou, 2003; Lau and Lau, 1996). For general surveys on newsven-
dor models and extensions, we refer the interested reader to Khouja (1999), Qin et al.
(2011) and Choi (2012). In practice, the decision-maker often has only a finite set of
demand observations and cannot estimate the true underlying distribution, which moti-
vated works on the distribution-free newsvendor problem. In this context, the seminal
work of Scarf (1958) derived the optimal order quantity that maximizes profit against the
worst-case demand distribution, assuming that only the mean and variance of demand
are known. For a review on the distribution-free newsvendor and extensions thereof, we
refer to Gallego and Moon (1993) and Moon and Gallego (1994), and Yue, Chen, and
Wang (2006). Later works on this problem variant assumed additional information about
the demand distribution, such as percentiles (Gallego, Ryan, and Simchi-Levi, 2001),
symmetry, and unimodality (Perakis and Roels, 2008).

In contrast to working with moments or distributional parameters, data-driven ap-
proaches build directly upon a sample of available data that reflects realizations of the
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underlying uncertainty. In this context, a common solution approach is sample aver-
age approximation (SAA) (cf. Kleywegt, Shapiro, and Mello 2002; Shapiro 2003). Levi,
Roundy, and Shmoys (2007) applied SAA for the single-period featureless newsvendor
problem and established upper bounds on the number of samples required to achieve
a specified relative error. In this course, Levi, Perakis, and Uichanco (2015), Cheung
and Simchi-Levi (2019), and Besbes and Mouchtaki (2023) further improved upon previ-
ous SAA bounds. Ban (2020), Besbes and Muharremoglu (2013), and Sachs and Minner
(2014) studied the impact of demand censoring, i.e., a problem variant in which only sales
observations are available but excess demand is not recorded. They derived upper and
lower bounds on the difference between the cost achieved by a policy and the optimal cost
with knowledge of the demand distribution. Adopting a robust optimization perspective,
Bertsimas and Thiele (2005) proposed a data-driven approach that can be reformulated
as a linear program (LP) and trades off higher profits for a decrease in the downside risk.
Robust optimization approaches were also investigated by Bertsimas and Thiele (2006)
and See and Sim (2010) for a multi-period inventory problem. Finally, many authors
applied data-driven distributionally robust approaches for dealing with uncertainty in the
context of multi-item newsvendor problems (see, e.g., Ben-Tal et al. 2013; Hanasusanto
et al. 2015; Wang, Glynn, and Ye 2016, and Bertsimas, Gupta, and Kallus 2018).

Despite numerous extensions to the newsvendor problem, most data-driven approaches
consider only demand data but no feature variables to be available. However, ignoring
the presence of features can lead to inconsistent decisions as shown in Ban and Rudin
(2019). In the following, we review papers that also consider the presence of features in
the context of data-driven optimization.

Data-driven optimization. Beyond the newsvendor problem, some recent works have
studied the integration of estimation and optimization. In particular, Bertsimas and
Kallus (2019) proposed a framework for feature-based stochastic optimization problems
based on a weighted SAA approach, in which the weights are generated by machine learn-
ing methods, such as k-nearest neighbors regression, local linear regression, classification
and regression trees, or random forests. Elmachtoub and Grigas (2021) focused on prob-
lems with a linear objective and used features to learn a prediction model for the stochastic
cost vector. They proposed a modified loss function that directly leverages the structure
of the optimization problem instead of minimizing a standard prediction error, such as the
least squares loss. Despite this modification, their approach still handles prediction and
optimization as separate tasks and does not integrate them into a one-step process. Mandi
et al. (2020) further adapted the approach from Elmachtoub and Grigas (2021) to solve
some hard combinatorial problems, e.g., by proposing tailored warm-starting techniques.

In the context of the feature-based newsvendor, Beutel and Minner (2012) integrated es-
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timation and optimization by learning a decision function that predicts ordering decisions
directly from features, opposed to first estimating the demand and then optimizing the
inventory level. The proposed model formulation is an LP that solves an Empirical Risk
Minimization (ERM) problem over a training data set. Oroojlooyjadid, Snyder, and Takáč
(2020) and Zhang and Gao (2017) applied neural networks to the newsvendor problem,
proposing specific loss functions that consider the impact of inventory shortage and hold-
ing costs. Huber et al. (2019) provided an empirical evaluation of different data-driven
approaches for the feature-based newsvendor and compared their performance against
model-based approaches, which model the uncertainty through a demand distribution as-
sumption. Their experiments on real-world data showed that data-driven approaches
outperform their model-based counterparts in most cases. Further, Mandl and Minner
(2023) studied a multi-period commodity procurement problem under price uncertainty
and proposed a data-driven model to derive optimal purchase policies based on economic
indicators.

Regarding feature selection, Ban and Rudin (2019) extended the model of Beutel and
Minner (2012) by including a regularization term to the objective function, which penalizes
the complexity of the solution, thereby favoring the selection of fewer features. However,
feature selection is not the main focus of Ban and Rudin (2019), and an open challenge
remains regarding the specification of the regularization parameter, for which heuristics
are often employed. In this work, we avoid regularization by formalizing the task of feature
selection as a bilevel optimization problem for which we provide a tractable single-level
reformulation.

Bilevel optimization in machine learning. Bilevel optimization has been applied
in the field of machine learning for hyperparameter optimization (Bennett et al., 2006,
2008; Franceschi et al., 2018; Mackay et al., 2019) and feature selection (Agor and Özaltın,
2019). In particular, Bennett et al. (2006, 2008) proposed a bilevel program for optimizing
the hyperparameters of a support vector regression model. They reformulated the model
into a single-level nonlinear program and employed off-the-shelf solvers based on Sequen-
tial Quadratic Programming (Fletcher and Leyffer, 2002). Franceschi et al. (2018) also
proposed a bilevel programming approach for hyperparameter optimization, highlighting
connections to meta-learning, and solved it with a gradient-based method.

Only Agor and Özaltın (2019) addressed feature selection as a bilevel optimization prob-
lem in the context of classification models, e.g., Lasso-based logistic regression and support
vector machines. However, their bilevel formulations do not apply to our problem setting,
since the feature-based newsvendor combines aspects from supervised learning, i.e., regres-
sion, and data-driven optimization. Moreover, the solution method of Agor and Özaltın
(2019) consists of a tailored genetic algorithm, which does not provide solution-quality
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guarantees. In contrast, our methodology is based on mixed integer linear programming
(MILP) and allows to optimally solve the proposed bilevel programming formulations.

Mixed integer optimization for feature selection. The problem of feature selection,
also referred to as the best subset selection problem, has been extensively studied in ma-
chine learning research. For an introduction to different methods, we refer to Guyon and
Elisseeff (2003), Kuhn and Johnson (2019), and Molina, Belanche, and Nebot (2002). Re-
cent works proposed mixed integer programming (MIP) formulations for feature selection
in the context of multiple linear regression (Takano and Miyashiro, 2020), classification
with support vector machines (Maldonado et al., 2014), and cluster analysis (Benati and
García, 2014), among others. In particular, Maldonado et al. (2014) proposed a MILP for-
mulation that simultaneously learns the classifier and selects relevant features by limiting
the number of selected features using a budget constraint.

For regression models, Miyashiro and Takano (2015) proposed a mixed integer second-
order cone programming formulation for feature selection with respect to various statistical
criteria. Gómez and Prokopyev (2021) showed that a formulation based on mixed integer
fractional programming has a stronger convex relaxation than Miyashiro and Takano
(2015). Bertsimas, King, and Mazumder (2016) considered a MIP formulation for linear
regression under a cardinality constraint on the subset of selected features, and proposed
discrete first-order algorithms and tailored warm-starting techniques. Park and Klabjan
(2020) solved a mixed integer quadratically constrained program for feature selection with
respect to criteria such as the mean squared error and the mean absolute error. Kimura
and Waki (2018) proposed a mixed integer nonlinear program and a tailored branch-
and-bound algorithm for minimizing the Akaike information criterion (AIC) criterion.
However, many statistical criteria designed for linear regression are not meaningful in the
context of feature-based stochastic optimization, as we are interested in the impact of
feature selection in the downstream newsvendor problem. Therefore, we adopt a cross-
validation criterion that evaluates the out-of-sample cost of a selection of features on a
held-out validation data set, which requires only mild assumptions in contrast to other
information criteria (cf. Takano and Miyashiro 2020).

Related work by Takano and Miyashiro (2020) proposed a bilevel optimization for-
mulation for feature selection based on a cross-validation criterion. They focused on
multiple linear regression and proposed a single-level reformulation based on mixed inte-
ger quadratic programming (MIQP). Due to its computational complexity, they cannot
optimally solve the MIQP in most cases. A key difference to our work is that they rely
on regularization in the lower-level problem and require a regularization parameter value
to be given a priori. In the experiments, they employ a grid search method to tune this
parameter and leave it for future research to devise a formulation that simultaneously
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selects features and the optimal regularization value. As we discuss later, the problem
of hyperparameter tuning itself can be cast as a bilevel optimization problem for which
currently no tractable reformulation exists. In contrast, we propose a bilevel program
for feature selection which does not require regularization and has a MILP single-level
reformulation.

3.1.2 Contribution

We close the research gaps outlined above by proposing a novel bilevel optimization model
that directly incorporates feature selection into solving the data-driven newsvendor prob-
lem. Specifically, our contribution is fourfold. First, we introduce a bilevel program de-
signed for feature selection, which we denote the Bilevel Feature Selection (BFS) model.
In contrast to regularization-based methods, which penalize the norm of the solution
vector, BFS captures the more intuitive notion of selecting a subset of features that min-
imizes an estimate of the out-of-sample cost, measured on a held-out validation set. We
reformulate the bilevel program into a single-level optimization problem, which we solve
to optimality with off-the-shelf optimization solvers. Second, we extend the BFS model
to accommodate cross-validation strategies, which further improves its solution quality.
Third, to illustrate the drawback of regularization-based methods for feature selection,
we present a bilevel program, which we refer to as Bilevel Hyperparameter Optimization
(BHO), that searches for the optimal hyperparameter for the regularized ERM model (cf.
Ban and Rudin 2019). BHO formally describes the optimization model that established
hyperparameter optimization methods implicitly solve by means of heuristics, such as grid
search, random search, or Bayesian optimization. Fourth, we conduct extensive numerical
experiments, using synthetic instances with correlated features. We compare the proposed
BFS models against regularization-based methods in terms of out-of-sample performance
and ground-truth feature recovery. We further compare the methods’ behavior under de-
mand misspecification, assuming a nonlinear demand model. Our results show that the
proposed BFS approach consistently achieves higher accuracy in feature recovery. In most
cases, we also observe an improvement in out-of-sample cost performance, i.e., a decrease
in test cost.

3.1.3 Organization

The remainder of this paper is structured as follows. In Section 3.2, we review the model
formulations for the classical newsvendor and the feature-based newsvendor problem.
Section 3.3 presents the BHO and the BFS models, and consecutively extends the BFS to
cross-validation. Section 3.4 describes our experimental design, and Section 3.5 presents
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the results comparing the proposed method against state-of-the-art techniques based on
regularization. Section 3.6 concludes this paper and gives an outlook on future research.

3.2 Fundamentals

In the classical newsvendor problem, a risk-neutral decision-maker sets the order quantity
of a product before observing its uncertain demand. Here, the objective is to minimize
the expected cost:

min
q≥0

E [C(q; d)] , (3.1)

where q is the order quantity, d ∼ D is the random variable representing the uncertain
demand,

C(q; d) := b(d− q)+ + h(q − d)+ (3.2)

is the cost of ordering q units and observing demand d, based on the per unit shortage
cost b for lost profits and unit holding cost h, corresponding to the procurement cost of
unsold products discounted by their unit salvage value. If the demand distribution is
known, then the optimal decision q∗ is given at the b/(b + h) quantile of its cumulative
distribution function.

In practice, the demand distribution is often not known. We consider the feature-based
newsvendor problem, in which the decision-maker has access to historical demand data
and contextual information given by a set of feature variables x ∈ Rm+1 (cf. Beutel and
Minner 2012). Here, the uncertain demand d and feature variables x follow an (unknown)
joint probability distribution (x, d) ∼ X × D = Z. The decision-maker’s objective is to
minimize the expected cost conditioned on the observed features:

min
q≥0

E [C(q(x); d(x))|x] . (3.3)

One approach to solve the feature-based newsvendor is to separate the estimation and
optimization problems, i.e., one first estimates the conditional demand distribution from
historical data and then optimizes the order quantity based on new feature observations.
One drawback of this approach is that the first step’s estimation problem does not account
for the asymmetry in the newsvendor cost function, related to under- and over-predicting
demand. To address this issue, Beutel and Minner (2012) proposed to integrate estimation
and optimization into a one-step process, by introducing a linear decision function that
maps feature observations directly to ordering decisions. To learn the optimal coefficients
of the decision function, one minimizes the empirical cost over a data set with demand
and feature observations.
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Let {(xi, di)}i∈S be a data set indexed by S = {1, . . . , n}, where xi is an (m + 1)-
dimensional feature vector and di is a scalar demand observation. Let J = {0, . . . ,m} de-
note the set of feature indices. We assume that x0

i = 1 represents the feature-independent
intercept term, for all i ∈ S. In this setting, Beutel and Minner (2012) consider a linear
decision function of the form:

q(x) = β0 +
m∑
j=1

βjxj = β⊤x, (3.4)

where β ∈ Rm+1 is the parameter vector, whose values are learned by minimizing the
empirical cost on data set S. Upon observing new feature values, the decision-maker
can then directly decide upon the order quantity instead of first estimating the uncertain
demand.

Since the learned decision function may overfit to the in-sample data set S, it is common
practice in machine learning to evaluate the out-of-sample generalization on a separate
test data set Stest. To avoid overfitting and improve the out-of-sample generalization, Ban
and Rudin (2019) proposed an extension of Beutel and Minner (2012) by integrating a
regularization term into the loss function. Accordingly, the objective comprises a trade-
off between minimizing the empirical in-sample cost and the regularization term, with a
constant hyperparameter balancing these two terms:

(ERM-ℓp) min
β

1

|S|
∑
i∈S

C(qi ; di) + λ ||β||p (3.5)

s.t. qi = β⊤xi ∀i ∈ S, (3.6)

where λ ≥ 0 is the regularization hyperparameter and ||β||p is the ℓp-norm of the vector β.
Depending on the choice of p in the regularization, the resulting model may be a MILP, an
LP, or a second-order cone program, for ℓ0, ℓ1, and ℓ2-norm regularization, respectively.
Effectively, regularization enables feature selection by penalizing the complexity of the
solution, thereby favoring sparse solution vectors.

3.3 Methodology

We start this section presenting the BHO model, which incorporates hyperparameter
fitting in (ERM-ℓp). Then, we introduce the BFS model as an alternative bilevel program
that avoids regularization.
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3.3.1 Bilevel Hyperparameter Optimization (BHO)

In Section 2, we assumed the hyperparameter λ as introduced in (ERM-ℓp) to be given.
However, identifying λ constitutes a challenge in itself as a respective misspecification
can significantly reduce cost performance. To parametrize λ correctly, one may utilize
existing techniques for hyperparameter optimization, which partition the original data
set S into a training set T and a validation set V . On the training set, one learns the
model parameters for a fixed hyperparameter value. Using the validation set, one can
then assess the cost of the trained model for a variety of hyperparameter values, to finally
choose the value λ∗ that leads to a minimum cost on the validation set. Next, we present
the BHO formulation, which models the search for the optimal hyperparameter λ∗ as a
bilevel optimization problem.

We introduce variables ui to model the inventory shortage and variables oi to model the
surplus inventory at the end of period i ∈ T ∪ V . In the following bilevel programming
formulation, the upper-level (UL) problem searches for an optimal regularization value
λ∗ ≥ 0 that minimizes cost on the validation set V . In turn, the lower-level (LL) problem
solves the feature-based newsvendor, as stated in (ERM-ℓp), on the training set T :

(BHO-ℓp UL) C∗
BHO = min

1

|V |
∑
i∈V

(bui + hoi) (3.7)

s.t. ui ≥ di − β⊤xi ∀i ∈ V (3.8)

oi ≥ β⊤xi − di ∀i ∈ V (3.9)

ui ≥ 0, oi ≥ 0 ∀i ∈ V (3.10)

λ ≥ 0 (3.11)

β ∈ Ωp(λ), (3.12)

where Ωp(λ) is the set of optimal solutions β to the lower-level problem, parameterized
by λ:

(BHO-ℓp LL) Ωp(λ) := argmin
1

|T |
∑
i∈T

(bui + hoi) + λ ||β||2p (3.13)

s.t. ui ≥ di − β⊤xi ∀i ∈ T (3.14)

oi ≥ β⊤xi − di ∀i ∈ T (3.15)

β ∈ Rm+1 (3.16)

ui ≥ 0, oi ≥ 0 ∀i ∈ T (3.17)

The upper-level objective (3.7) minimizes the newsvendor cost on the validation set V and
the lower-level objective (3.13) minimizes the regularized newsvendor cost on the training
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set T . Constraints (3.8) and (3.14) define the inventory shortage for period i ∈ V and
i ∈ T , respectively, given the decision function parametrized by β. Constraints (3.9)
and (3.15) define the surplus inventory at period i ∈ V and i ∈ T . Constraints (3.10),
(3.11), (3.12), (3.16), and (3.17) define the variable domains.

So far, we define the BHO formulation in (3.7)–(3.17) for a general ℓp-norm, which leads
to a different model for different p. In the following, we illustrate some properties of BHO
under the special case of the ℓ0-norm regularization, which minimizes the number of non-
zero elements in the β vector. In this case, we introduce the binary variable zj to indicate
whether coefficient βj is non-zero. The lower-level problem can then be formulated as a
MIP:

(BHO-ℓ0 LL) Ω0(λ) := argmin
1

|T |
∑
i∈T

(bui + hoi) + λ
∑
j∈J

zj (3.18)

s.t. (3.14)–(3.17)

βj = 0 if zj = 0 ∀j ∈ J (3.19)

zj ∈ {0, 1} ∀j ∈ J, (3.20)

where Constraints (3.14)–(3.17) define the shortage and surplus inventory and Con-
straints (3.19) enforce that βj = 0 if the corresponding feature is not selected.

The BHO formulation (3.7)–(3.17) generalizes many common methods for hyperpa-
rameter optimization. To avoid the high computational effort of solving the BHO model
to optimality, existing methods relax the assumption that λ can take any value in R≥0,
and consider a finite support set Λ ⊆ R≥0 instead (Bergstra and Bengio 2012; Bergstra,
Yamins, and Cox 2013). For example, suppose the values in Λ are equally spaced along
a grid, i.e., a line segment, then the resulting model corresponds to the well-known grid
search method. If the values in Λ are randomly selected in a closed region, then the formu-
lation describes the random search method. Other approaches, e.g., based on Bayesian
optimization, would perform an adaptive search, iteratively selecting a value λ for the
upper-level variable and then optimizing the lower-level problem. The iterative selection
of new values for λ depends on the validation performance of previously selected points.
In essence, current methods for hyperparameter optimization, such as the examples de-
scribed above, are heuristics that avoid solving the BHO model to optimality.

3.3.2 Bilevel Feature Selection (BFS)

To remedy the drawback of BHO, we introduce a bilevel programming formulation specif-
ically designed for feature selection. Instead of penalizing the number of selected features,
we propose a more intuitive model, in which the upper-level problem selects a subset of
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features that minimize the empirical cost on a validation set. We then reformulate the
resulting model into a single-level problem, which is computationally more tractable, and
finally compare the proposed BFS and BHO models.

Consider our original data set S, which we partition into a training set T and a valida-
tion set V . We introduce binary variables zj, for j ∈ J , to indicate whether feature j is
marked as relevant (zj = 1) or not (zj = 0). In the upper-level, BFS selects a subset of
features that minimizes the empirical cost on the validation set V . The lower-level prob-
lem then learns the optimal coefficients of the decision function in the training set T by
solving the ERM model using only the features selected in the upper-level. We formulate
the resulting upper-level problem as follows:

(BFS UL) C∗
BFS = min

1

|V |
∑
i∈V

(bui + hoi) (3.21)

s.t. (3.8)–(3.10)

zj ∈ {0, 1} ∀j ∈ J (3.22)

β ∈ Π0(z), (3.23)

where Π0(z) is the set of optimal solutions β to the lower-level problem:

(BFS LL) Π0(z) := argmin
1

|T |
∑
i∈T

(bui + hoi) (3.24)

s.t. (3.14)–(3.17)

βj = 0 if zj = 0 ∀j ∈ J (3.25)

The upper and lower-level objectives (3.21) and (3.24) minimize the newsvendor cost on
the validation set V and training set T , respectively. Constraints (3.8)–(3.10) and (3.14)–
(3.17) define the shortage and surplus inventory. Constraints (3.22)–(3.23) define the
variable domains and Constraints (3.25) ensure that βj = 0 if feature j is not selected.

We reformulate Model (3.21)–(3.25) by substituting the lower-level problem by its
Karush-Kuhn-Tucker (KKT) conditions (cf. Cao and Chen 2006; Fontaine and Minner
2014). We introduce the dual variables µi, and γi corresponding to constraints (3.14) and
(3.15) of the lower-level problem. The equivalent single-level (SL) optimization problem
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can then be expressed by using indicator constraints:

(BFS SL) min
1

|V |
∑
i∈V

(bui + hoi) (3.26)

s.t. (3.8)–(3.10), (3.14)–(3.17), (3.22), (3.25)
1

|T |
∑
i∈T

(bui + hoi) ≤
∑
i∈T

(γi − µi)di (3.27)

µi +
b

|T | ≥ 0 ∀i ∈ T (3.28)

γi +
h

|T | ≥ 0 ∀i ∈ T (3.29)∑
i∈T

(µi − γi)x
j
i = 0 if zj = 1 ∀j ∈ J (3.30)

µi ≤ 0, γi ≤ 0 ∀i ∈ T (3.31)

As before, Constraints (3.8)–(3.10) and (3.14)–(3.17) define the shortage and surplus
inventory. Constraints (3.22) and (3.25) model the selection of features. Constraint (3.27)
represents the optimality condition of the lower-level problem, by comparing its primal
objective value with the corresponding dual objective value. Constraints (3.28) and (3.29)
are the dual constraints of the lower-level problem associated with primal variables ui and
oi for i ∈ T . Constraints (3.30) are the dual constraints related to the primal variables βj

for j ∈ J , and Constraints (3.31) define the domain of the dual variables. The single-level
reformulation has 2n+ 2|T |+2|J | variables and 2n+ 2|T |+2|J |+1 constraints.

The BFS model shares some similarities with the BHO model. Both models have the
same upper-level objective and the lower-level objectives differ only in the presence of
the regularization term. We provide an overview of the main properties of both models
in Table 3.1. The main advantage of the BFS model regarding tractability is due to
the existence of binary variables being limited to the upper-level problem. Consequently,
we can reformulate the BFS model into a MILP and leverage existing exact methods to
find optimal solutions at a limited scale or heuristic methods to efficiently solve larger
instances.

Moreover, the following results show that the optimal cost of the BFS model is a lower
bound to the optimal cost of the BHO model when adopting ℓ0-norm regularization.

Lemma 3.1 Given a fixed selection of features z for both BHO and BFS, i.e., zBHO =

zBFS = z′ (assuming that z′ is feasible for both problems), solving the remaining problems
for the rest of the decision variables yields optimal solutions βBHO|z=z′ = βBFS|z=z′ with
costs CBHO|z=z′ = CBFS|z=z′.



32 Breno Serrano: Contextual and Data-Driven Decision-Making

Formulation BHO (ℓ0-norm reg.) BFS

Upper-level
Objective minimize validation cost minimize validation cost

Variables λ ∈ R≥0 z ∈ {0, 1}m+1

Lower-level
Objective

minimize training cost +

regularization
minimize training cost

Variables β ∈ Rm+1, z ∈ {0, 1}m+1 β ∈ Rm+1

Table 3.1: Comparison between BFS and BHO with ℓ0-norm regularization

Proof. By fixing zBHO = z′, the regularization term in the lower-level objective becomes
constant and λ does not influence the optimal solution. Therefore, we can ignore reg-
ularization and the lower-level problem of the BHO becomes equal to the lower-level
problem of the BFS, leading to βBHO|z=z′ = βBFS|z=z′ as the optimal solution. Since
the upper-level objectives are equal in both models, the optimal costs will be equal:
CBHO|z=z′ = CBFS|z=z′ . □

Proposition 3.1 The optimal cost of the BFS model is a lower bound for the optimal
cost of the BHO model with ℓ0-norm regularization: C∗

BHO ≥ C∗
BFS.

Proof. Let zBHO = z∗ be the optimal selection of features according to BHO with cost
C∗

BHO. Suppose that zBFS = z′ is a solution to BFS, such that C∗
BHO < CBFS|z=z′ . We can

always improve the cost of BFS by setting zBFS = z∗ in the upper-level problem. Because
of Lemma 3.1, this will result in a new solution with cost CBFS|z=z∗ = C∗

BHO ≥ C∗
BFS. □

3.3.3 Bilevel Feature Selection with Cross-Validation (BFS-CV)

Cross-validation strategies often improve the generalization ability of machine learning
models and prevent overfitting by using data re-sampling methods. Accordingly, we ex-
tend the BFS model to cross-validation instead of simple hold-out validation. We consider
K training-validation splits of the data and search for the set of features that minimize
the average cost over all K validation sets. For each k ∈ [K] = {1, . . . , K}, we consider
a subset of observations Sk ⊆ S sampled from the original data set S. Analogously to
BFS, we partition the set Sk into a training set Tk and a validation set Vk. We introduce
variables uik and oik to model the inventory shortage and surplus, respectively, at the
end of period i ∈ Tk ∪ Vk for each training-validation split k ∈ [K]. We then learn the
model parameters βk ∈ Rm+1 using the corresponding training set Tk, and select features
by minimizing the average validation cost over all validation sets Vk for k ∈ [K]. The
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resulting problem is a bilevel program with K lower-level problems:

(BFS-CV UL) min
1

K

K∑
k=1

1

|Vk|
∑
i∈Vk

(buik + hoik) (3.32)

s.t. uik ≥ di − β⊤
k xi ∀ k ∈ [K],∀i ∈ Vk (3.33)

oik ≥ β⊤
k xi − di ∀ k ∈ [K],∀i ∈ Vk (3.34)

uik ≥ 0, oik ≥ 0 ∀ k ∈ [K],∀i ∈ Vk (3.35)

zj ∈ {0, 1} ∀j ∈ J (3.36)

βk ∈ Πk(z) ∀ k ∈ [K], (3.37)

where Πk(z) is the set of optimal solutions corresponding to the kth lower-level problem:

(BFS-CV LL) Πk(z) := argmin
1

|Tk|
∑
i∈Tk

(buik + hoik) (3.38)

s.t. uik ≥ di − β⊤
k xi ∀i ∈ Tk (3.39)

oik ≥ β⊤
k xi − di ∀i ∈ Tk (3.40)

uik ≥ 0, oik ≥ 0 ∀i ∈ Tk (3.41)

βj
k = 0 if zj = 0 ∀j ∈ J (3.42)

βk ∈ Rm+1 (3.43)

Constraints (3.33)–(3.35) and (3.39)–(3.41) define the shortage and surplus inventory for
period i ∈ Vk and i ∈ Tk, respectively for each split k ∈ [K]. Constraints (3.36), (3.37),
and (3.43) define the variable domains and Constraints (3.42) ensure that βj

k = 0 if feature
j is not selected for the training-validation split k.

The above model can accommodate different cross-validation strategies, such as K-fold,
random permutations (Shuffle & Split), or Leave-P-Out cross-validation (see, e.g., Arlot
and Celisse 2010; Hastie, Tibshirani, and Friedman 2009). Each particular choice of cross-
validation strategy corresponds to a different approach for constructing the subsets Sk and
partitioning the data into Tk and Vk. Moreover, the special case with K = 1 corresponds
to the previously introduced BFS model.

Analogously to BFS, BFS with cross-validation (BFS-CV) can be reformulated into a
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single-level MILP:

(BFS-CV SL) min
1

K

K∑
k=1

1

|Vk|
∑
i∈Vk

(buik + hoik) (3.44)

s.t. (3.33)–(3.36), (3.39)–(3.43)
1

|Tk|
∑
i∈Tk

(buik + hoik) ≤
∑
i∈Tk

(γik − µik)di ∀ k ∈ [K] (3.45)

µik +
b

|Tk|
≥ 0 ∀k ∈ [K], ∀i ∈ Tk (3.46)

γik +
h

|Tk|
≥ 0 ∀k ∈ [K], ∀i ∈ Tk (3.47)∑

i∈Tk

(µik − γik)x
j
i = 0 if zj = 1 ∀k ∈ [K], ∀j ∈ J (3.48)

µik ≤ 0, γik ≤ 0 ∀k ∈ [K], ∀i ∈ Tk (3.49)

Constraints (3.45) represents the optimality condition of the lower-level problem, for each
training-validation split k ∈ [K]. Constraints (3.46) and (3.47) are the dual constraints of
the lower-level problem associated with primal variables uik and oik for i ∈ Tk for k ∈ [K].
Constraints (3.48) are the dual constraints related to the primal variables βk for k ∈ [K],
and Constraints (3.49) define the domain of the dual variables. The single-level reformu-
lation has K(4|T |+2|V |+|J |) + |J | variables and K(4|T |+2|V |+2|J |+1) constraints.

3.4 Experimental Design

To benchmark our approaches, we perform extensive computational experiments on syn-
thetic instances. The goals of our computational experiments are fourfold.

(i) We evaluate the performance of a MILP approach for the proposed BFS and BFS-
CV models in terms of feature selection and generalization to out-of-sample data;

(ii) We compare the performance of our approach against existing regularization-based
methods;

(iii) For each method, we compare the performance of hold-out validation against cross-
validation;

(iv) We analyze the effect of different instance parameters on each method’s performance.

We implemented all methods in C++, using CPLEX 20.1 to solve the respective MILP
formulations. All experiments were performed on machines with Intel Core i7-6700 CPU
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at 3.40 GHz, with 16 GB of RAM, and Ubuntu 16.04.6 LTS operating system, under a
time limit of 900 seconds. We provide the source code and data at https://github.com/
tumBAIS/Feature-Selection-Newsvendor.

3.4.1 Instances

We adapt the experimental setup from Zhu, Huang, and Li (2012) and consider a linear
demand model with additive noise:

dlinear(x) = 5 + β⊤x+ ϵ, (3.50)

where β = (0, 2,−2,−1, 1, 0, . . . , 0)⊤/
√
10 is an (m + 1)-dimensional vector represent-

ing the ground-truth coefficients. The feature variables x ∈ Rm+1 are drawn from a
multivariate Gaussian distribution with mean zero and covariance matrix with entries
σij = 0.5|i−j|, for (i, j) ∈ J2. The noise term follows a Gaussian distribution ϵ ∼ N (0, σ2

ϵ ).
We set negative demand values to zero.

We generate instances varying the number of samples n from 40 to 2000 and the number
of features m from 8 to 14. We deliberately limit the instance sizes in our experiments
so that we can find globally optimal or near-optimal solutions within reasonable compu-
tation time. For each configuration, we generate 20 instances to account for variability
in the distributions. Additionally, we generate a separate test set with 1000 observations
associated with each instance, following the same distributions.

Furthermore, we analyze the impact of demand misspecification, i.e., when the demand
is not linearly related to the features. We investigate the following nonlinear demand
model (cf. Zhu, Huang, and Li 2012):

dnonlinear(x) = 10 + sin (2(β⊤x)) + 2 exp (− 16(β⊤x)2) + φ(β⊤x)ϵ, (3.51)

where φ(β⊤x) = 1 for a homoscedastic case and φ(β⊤x) = exp(β⊤x) for a heteroscedastic
case.

We solve the proposed BFS and BFS-CV models and compare the results against
regularization-based methods from the literature. Since our motivation for feature se-
lection is to provide more explainable decisions, we focus on methods based on linear
decision functions, which are intrinsically more explainable. We consider the ERM model
of Ban and Rudin (2019) with ℓ0 and ℓ1-norm regularization and use grid search with 50
break-points to calibrate the regularization parameter. We run each considered method
once using a hold-out validation set and once with Shuffle & Split cross-validation (CV).
For hold-out validation, we use half of the samples in each instance as a training set and

https://github.com/tumBAIS/Feature-Selection-Newsvendor
https://github.com/tumBAIS/Feature-Selection-Newsvendor
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the other half as a validation set, following the setting in Zhu, Huang, and Li (2012). For
cross-validation, we perform K = 50 re-sampling iterations, where we sample a subset of
size |Sk|= min{200, n}, for each k ∈ [K].

3.4.2 Performance metrics

We assess the ability of each method to recover the ground-truth feature vector, adopting
the accuracy measure:

α =
1

m

m∑
j=1

1(ẑj = z∗j ), (3.52)

where 1(·) is the indicator function, ẑ = [ẑ1, . . . , ẑm] is the estimated binary feature vector,
and z∗ = [z∗1 , . . . , z

∗
m] is the ground-truth vector, defined as z∗j = 0 if β∗

j = 0, i.e., feature
j is non-informative, otherwise z∗j = 1. Our definition of accuracy is analogous to the
one commonly adopted for binary classification, where z∗j ∈ {0, 1} represents the class
assigned to feature j.

Additionally, we analyze the cost performance of applying the learned decision functions
to out-of-sample data. We therefore evaluate the out-of-sample cost on a separate test
data set with 1000 observations. We report the test cost values of each method M in
terms of its percentage deviation relative to the test cost achieved by BFS-CV on the
same configuration:

δ(M) = 100× C test
M − C test

BFS-CV

C test
BFS-CV

, (3.53)

where C test
M is the average newsvendor cost of method M calculated on the test set.

Deviation values greater than zero indicate that BFS-CV improves upon method M
regarding test cost performance, while values below zero indicate that methodM achieves
lower test cost than BFS-CV.

3.5 Results

First, we present results concerning instances generated by the linear demand model, and
then discuss results on instances with nonlinear demand.

3.5.1 Linear demand model

We analyze how instance size, number of features, noise level, shortage cost, and holding
cost affect the performance of each method. Unless otherwise stated, we use a setting
with n = 1000 samples, m = 10 features, a shortage cost of b = 2, and a holding cost
of h = 1 as reference configuration. For the noise term, we consider σϵ = 1 as reference
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configuration for the Gaussian distribution. We provide results regarding computation
times in Appendix 3.A.

Instance size. Figure 3.1 reports the feature recovery accuracy of the different methods
for a varying number of samples n ∈ [40, 2000], averaged over 20 randomly generated
instances. In general, BFS-CV achieves the highest accuracy among all methods and
faster convergence for increasing n, with accuracy values above 0.9 already for instances
with 200 samples. In contrast, existing methods often yield accuracy values below 0.9

and fail to recover the ground-truth features accurately, even for instances with a larger
number of samples. We confirm these results at 5% significance level by pairwise Wilcoxon
signed-rank tests, and refer to Appendix 3.B for details on the respective p-values.
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Figure 3.1: Impact of instance size on the accuracy of feature recovery

Besides feature recovery, we evaluate the out-of-sample cost performance of each method.
Figure 3.2 shows the distribution of percentage deviations, where a positive deviation in-
dicates that BFS-CV is superior to the respective other method. We split the results
in three different plots based on the sample size n, classifying each instance as small,
medium, or large. BFS-CV outperforms the other methods in most cases, as the lower
quartiles are always above or close to zero. For smaller instances, test cost deviations can
be as high as 30% in the best case. As we increase n, all methods present improving test
cost performance and the variance in the test cost distribution decreases. Yet, BFS-CV
is still superior to the other methods in the wide majority of cases. For large instances,
all methods present mostly positive test cost deviations, with values ranging from −1%
to 8%.

Number of features. Figure 3.3 shows average feature recovery accuracy values, where
we now fix the number of samples to n = 1000 and vary the number of features m ∈
{8, 10, 12, 14}. For all methods, the number of features does not strongly affect the accu-
racy performance. Notably, BFS-CV achieves average accuracy values consistently above
0.95, being superior to the other methods, as confirmed by pairwise Wilcoxon tests.
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Figure 3.2: Impact of instance size on the test cost performance of different methods, relative to BFS-CV

8 10 12 14

Number of features m

0.5

0.6

0.7

0.8

0.9

1

A
v
g.

fe
at

u
re

re
co

ve
ry

ac
c.

Method
BFS

BFS-CV

ERM-`0

ERM-`0 (CV)

ERM-`1

ERM-`1 (CV)

Figure 3.3: Impact of number of features m on the accuracy of feature recovery

Regarding test cost performance, Figure 3.4 shows the distribution of test cost devia-
tions. We focus on large instances (n ≥ 1500) in this analysis, which have lower variance,
so that we can isolate the impact of m on the test cost. For BFS, ERM-ℓ0, and ERM-ℓ1,
the number of features has no strong influence on the test cost deviations. In contrast,
the performance of ERM-ℓ0 (CV) and ERM-ℓ1 (CV) shows increasing deviation values
for increasing m. In the majority of cases, BFS-CV outperforms the other considered
methods.
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Figure 3.4: Impact of number of features m on the test cost performance of different methods, relative to
BFS-CV

Noise level. We vary the coefficient of variation cv = σϵ/µ ∈ [0.2, 1] and report the
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average feature recovery accuracy for each method in Figure 3.5. As we increase the level
of noise, it becomes harder to recover the informative features and the accuracy of all
methods deteriorates. For cv ∈ [0.2, 0.6], BFS-CV achieves the highest accuracy among
the considered methods. Outside this range, BFS-CV is outperformed by ERM-ℓ0 (CV)
for cv = 0.1 and by ERM-ℓ0 for cv ≥ 0.8, respectively. Still, BFS-CV generally attains
comparatively high accuracy, being superior to most other methods.
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Figure 3.5: Impact of different noise levels on the accuracy of feature recovery

Figure 3.6 illustrates the impact of different noise levels on test cost performance,
considering large instances (n ≥ 1500). Methods BFS, ERM-ℓ0, and ERM-ℓ1 mostly out-
perform BFS-CV for cv ≥ 0.4. In such cases, test cost deviations range from −4% to 4%,
indicating that BFS-CV achieves comparable results even when its performance is infe-
rior to other methods. Methods ERM-ℓ0 (CV) and ERM-ℓ1 (CV) perform comparatively
worse, with mostly positive deviations and larger variance in the distribution.
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Figure 3.6: Impact of noise level on the test cost performance of different methods, relative to BFS-CV

Shortage and holding costs. Figure 3.7 displays results on the accuracy performance
as a function of the newsvendor ratio b/(b + h), by varying (b, h) ∈ [1, 10]2. In general,
BFS-CV has accuracy values consistently above 0.9 and outperforms the other methods.

Figure 3.8 shows results on test cost performance of each method as a function of b,
for large instances (n ≥ 1500), where we fixed h = 1, corresponding to newsvendor ratios
b/(b+h) ≥ 0.5. ERM-ℓ0 (CV) and ERM-ℓ1 (CV) generally perform worse than BFS-CV,
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Figure 3.7: Impact of shortage cost b and holding cost h on the accuracy of feature recovery

since the deviation values are often positive. For all considered methods, we observe that
the test cost deviations range from −6% to 10% and the variance increases with increasing
b. We observed similar results for cases with b/(b+ h) < 0.5.
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Figure 3.8: Impact of shortage cost b on the test cost performance of different methods, relative to BFS-
CV

3.5.2 Nonlinear demand model

Demand may not be linearly related to the features. Therefore, we investigate how each
method performs under nonlinear demand models, considering homoscedastic and het-
eroscedastic settings. In the following, we only present results regarding accuracy perfor-
mance. Results on test cost performance did not provide new insights, since we observed
similar patterns as in the case of linear instances (see Appendix 3.C). Unless otherwise
stated, we use the same reference configuration as in the previous section.

Instance size. Due to the nonlinear structure of the demand models, Figure 3.9 shows
considerably lower accuracy values compared to instances with linear demand. For het-
eroscedastic instances, BFS-CV outperforms existing methods, with accuracy values above
0.9 already for n = 500 samples. For the homoscedastic case, all methods present inferior
accuracy compared to the heteroscedastic case. In this setting, BFS-CV and ERM-ℓ0
present comparable performance, superior to the other considered methods.
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Figure 3.9: Impact of instance size on the accuracy of feature recovery

Number of features. Figure 3.10 shows the average feature recovery accuracy for
varying m ∈ {8, 10, 12, 14}, for both homoscedastic and heteroscedastic demand. Similarly
as for instances with linear demand, the number of features does not strongly influence
the accuracy performance for nonlinear instances.
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Figure 3.10: Impact of number of features m on the accuracy of feature recovery

Noise level. For the heteroscedastic case, BFS-CV outperforms existing methods (Fig-
ure 3.11). In this setting, varying the standard deviation σϵ does not strongly affect the
accuracy performance. For homoscedastic instances, all methods present inferior accuracy
compared to heteroscedastic instances. Here, ERM-ℓ0 is superior to other methods for
most values of σϵ, but BFS-CV often presents comparable accuracy.

Shortage and holding costs. In Figure 3.12, for heteroscedastic instances, BFS-CV has
superior accuracy than other methods when b/(b+h) ≥ 0.3. We observe that all methods
perform poorly when the newsvendor ratio is below 0.3. In particular, the considered
methods often do not recover any features when b/(b+h) ∈ [0.1, 0.2], leading to accuracy
values between 0.5 and 0.65. For the homoscedastic case, the accuracy of all methods
decreases with increasing newsvendor ratios, with values often below 0.8. In this setting,
BFS-CV is superior to most methods, but is outperformed by ERM-ℓ0 when b/(b+h) ≥ 0.8
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Figure 3.11: Impact of different noise levels on the accuracy of feature recovery

and by ERM-ℓ1 (CV) when b/(b+ h) ∈ [0.2, 0.35].
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Figure 3.12: Impact of shortage cost b and holding cost h on the accuracy of feature recovery

One comment on these results is in order. Applying a linear decision function to nonlin-
ear data may naturally lead to poor results, due to the inconsistent dependency structure
with respect to the features. In some cases, we observed that all methods fail to achieve
reasonable accuracy in feature recovery. However, for the vast majority of settings that
we considered, BFS-CV presented good performance, outperforming the other methods.
One possibility for dealing with such nonlinear instances would be to include additional
features by considering nonlinear transformations of the original features, which we leave
for future research.

3.6 Conclusion

We have presented a novel formulation based on bilevel optimization for incorporating
feature selection in the feature-based newsvendor problem. The proposed BFS mod-
els provide an intuitive approach specifically designed for the task of feature selection,
in which the upper-level problem directly selects the subset of relevant features. Our
experimental results on synthetic data show that the proposed methods can accurately
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recover ground-truth informative features, leading to more explainable inventory decisions
in comparison to previous methods.

There are many possibilities for follow-up works. First, research on tailored solution
methods for BFS and BFS-CV, e.g., based on decomposition strategies for mixed integer
programming, may allow to improve the scalability of the proposed methods when dealing
with a large number of features. Second, tailoring heuristic methods to efficiently solve
very large instances remains an interesting avenue for future research. In this context, our
proposed solution methods provide useful benchmarks for evaluating the performance of
heuristics with respect to solution quality. Third, other classes of data-driven optimization
problems may benefit from an extension of the proposed methodology. As an example,
the newsvendor problem also captures the fundamental trade-offs emerging in decisions
related to capacity planning. Accordingly, an extension of the proposed BFS models may
be applied to select features in stochastic, data-driven variations of such problems. Finally,
from a broader perspective, incorporating concepts from machine learning into data-driven
optimization problems may lead to crucial advances for both fields. As exemplified in this
work, feature selection is one among possibly many machine learning tasks that can be
integrated into the decision-making process, especially given the growing need for more
explainable decisions.
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Appendix 3.A Computation times

In this section, we report the computation times of the different methods considered in
the experiments. Figures 3.13, 3.14, 3.15, and 3.16 show how the solution times scale with
the number of samples n, respectively for m ∈ {8, 10, 12, 14} features. Here, we consider
instances with linear demand model and we fix shortage cost to b = 2, the holding cost
to h = 1, and the noise level to σϵ = 1.
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Figure 3.13: Solution times (in seconds) for instances with m = 8 features
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Figure 3.14: Solution times (in seconds) for instances with m = 10 features
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Figure 3.15: Solution times (in seconds) for instances with m = 12 features
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Figure 3.16: Solution times (in seconds) for instances with m = 14 features

Considering instances with a larger number of features (m = 14), BFS-CV cannot
solve all instances to optimality within the specified time limit. Accordingly, Figure 3.17
illustrates the distribution of the optimality gaps (in percentage values) for instances with
m = 14 features. In this case, optimality gaps are often below 5%.
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Figure 3.17: MIP gaps for m = 14

Appendix 3.B Complementary results

In the following, we report the p-values of the non-parametric one-sided Wilcoxon signed-
rank test, with null hypothesis that the median difference in accuracy between the BFS-
CV and other methods is negative. Tables 3.2 and 3.3 report p-values for instances with
linear and nonlinear demand, respectively.
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Figure BFS ERM-ℓ0 ERM-ℓ0 (CV) ERM-ℓ1 ERM-ℓ1 (CV)

Figure 3.1 2.31E-35 8.73E-12 6.88E-23 2.25E-38 1.23E-32

Figure 3.3 2.53E-14 7.76E-04 4.14E-10 2.32E-14 1.95E-13

Figure 3.5 3.45E-07 8.89E-02 1.08E-11 1.06E-15 4.47E-13

Figure 3.7 2.00E-32 6.56E-08 3.96E-23 1.77E-37 5.02E-27

Table 3.2: P-values for linear instances.

Figure Noise BFS ERM-ℓ0 ERM-ℓ0 (CV) ERM-ℓ1 ERM-ℓ1 (CV)

Figure 3.9
Homoscedastic 8.20E-33 3.15E-01 1.77E-53 4.49E-55 2.81E-19

Heteroscedastic 8.92E-56 1.92E-12 1.02E-29 7.49E-65 9.00E-49

Figure 3.10
Homoscedastic 4.45E-08 7.87E-01 2.66E-13 2.01E-12 2.37E-05

Heteroscedastic 6.90E-13 3.32E-02 8.34E-08 9.35E-15 2.25E-11

Figure 3.11
Homoscedastic 2.47E-02 9.86E-01 5.60E-11 7.19E-10 6.27E-07

Heteroscedastic 3.05E-16 1.72E-03 9.18E-15 5.51E-20 6.52E-08

Figure 3.12
Homoscedastic 2.58E-13 3.98E-01 6.28E-25 2.51E-22 2.21E-09

Heteroscedastic 4.86E-13 6.03E-02 4.44E-17 1.72E-26 1.59E-16

Table 3.3: P-values for nonlinear instances.

Appendix 3.C Test cost results for nonlinear

instances

We present results regarding test cost performance for instances with nonlinear demand
model. This section follows the same structure as Section 3.5.2 of the main paper.

3.C.1 Instance size

Regarding the impact of instance size n, Figures 3.18 and 3.19 show test cost results for
instances with heteroscedastic and homoscedastic demand, respectively.
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Figure 3.18: Impact of instance size on the test cost performance (heteroscedastic demand with Gaussian
noise)
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Figure 3.19: Impact of instance size on test cost performance (homoscedastic demand with Gaussian
noise)

3.C.2 Number of features

Figures 3.20 and 3.21 show the impact of the number of features m on test cost results for
large instances (n ≥ 1500) with heteroscedastic and homoscedastic demand, respectively.
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Figure 3.20: Impact of number of features m on the test cost (heteroscedastic demand with Gaussian
noise)
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Figure 3.21: Impact of number of features m on test cost (homoscedastic demand with Gaussian noise)

3.C.3 Noise level

Figures 3.22 and 3.23 show the impact of noise level σϵ on test cost results for large
instances (n ≥ 1500) with heteroscedastic and homoscedastic demand, respectively.
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Figure 3.22: Impact of noise level σϵ on test cost (heteroscedastic demand with Gaussian noise)
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Figure 3.23: Impact of noise level σϵ on test cost (homoscedastic demand with Gaussian noise)

3.C.4 Shortage cost

Figures 3.24 and 3.25 show the impact of shortage cost b on test cost results for large
instances (n ≥ 1500) with heteroscedastic and homoscedastic demand, respectively.
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Figure 3.24: Impact of shortage cost b on the test cost (heteroscedastic demand with Gaussian noise)
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Figure 3.25: Impact of shortage cost b on test cost (homoscedastic demand with Gaussian noise)

3.C.5 Holding cost

Figures 3.26 and 3.27 show the impact of holding cost h on test cost results for large
instances (n ≥ 1500) with heteroscedastic and homoscedastic demand, respectively.
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Figure 3.26: Impact of holding cost h on test cost (heteroscedastic demand with Gaussian noise)
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Figure 3.27: Impact of holding cost h on test cost (homoscedastic demand with Gaussian noise)



4 Contextual Stochastic Vehicle
Routing with Time Windows

Abstract

We study the vehicle routing problem with time windows (VRPTW) and stochastic travel times,
in which the decision-maker observes related contextual information, represented as feature vari-
ables, before making routing decisions. Despite the extensive literature on stochastic VRPs, the
integration of feature variables has received limited attention in this context. We introduce the
contextual stochastic VRPTW, which minimizes the total transportation cost and expected late
arrival penalties conditioned on the observed features. Since the joint distribution of travel times
and features is unknown, we present novel data-driven prescriptive models that use historical
data to approximate the conditional expectation in the objective function. We distinguish the
prescriptive models between point-based approximation, sample average approximation (SAA),
and penalty-based approximation, each taking a different perspective on dealing with stochastic
travel times and features. We develop specialized branch-price-and-cut algorithms to solve these
data-driven prescriptive models. Our computational experiments compare the out-of-sample cost
performance of different methods on instances with up to one hundred customers. Our results
show that, surprisingly, a feature-dependent SAA outperforms existing and novel methods in
most settings. The proposed method provides up to a 13.2% reduction in test cost compared to
the classical SAA baseline and up to a 26.1% reduction compared to a point-based approximation
method following the traditional predict-then-optimize approach.

This chapter is based on an article available as:

Serrano B., Florio A. M., Minner S., Schiffer M., Vidal T. (2024). Contextual Stochastic
Vehicle Routing with Time Windows. https://doi.org/10.48550/arXiv.2402.06968
(Available as pre-print).

https://doi.org/10.48550/arXiv.2402.06968
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4.1 Introduction

The vehicle routing problem (VRP) is one of the most studied problems in operations
research, with the majority of papers focusing on deterministic variants, in which the
decision-maker has complete information regarding the model parameters. In practice,
VRPs have many sources of uncertainty, e.g., related to travel times, demands, or service
times, which stimulated research interest in stochastic optimization models for VRPs.
However, many studies on stochastic VRPs consider stylized problems and assume that the
uncertain parameters of the optimization problem have known probability distributions.

With the growing availability of data, decision-makers can harness historical data on
the uncertain parameters in addition to correlated contextual information, represented as
feature variables, to improve uncertainty representation in VRP models. The benefits of
contextual optimization for decision-making problems under uncertainty are evident in
works from many fields (see, e.g., Sadana et al. 2024). However, within the VRP liter-
ature, integrating feature variables related to uncertain parameters has received limited
attention. We address this research gap and directly incorporate contextual information
into the classical VRP framework.

Specifically, we study the vehicle routing problem with time windows (VRPTW) and
uncertain travel times, in which the decision-maker observes related features before mak-
ing routing decisions. For example, the decision-maker may use contextual information
about road closures, seasonal events, or the day of the week to improve routing deci-
sions. To capture the dependence of the optimization problem on external features, we
introduce the conditional stochastic VRPTW, which minimizes the total transportation
cost and expected late arrival penalties conditioned on a set of observed features. We
present prescriptive models that use historical data to provide an approximate solution
to the problem. We distinguish the data-driven prescriptive models between point-based
approximation, sample average approximation (SAA), and penalty-based approximation,
each taking a different perspective in dealing with uncertain travel times and features.
In particular, point-based approximation models correspond to the surrogate problem in
which travel times are fixed to some estimated values given, e.g., by using a predictive
model. In contrast, SAA models capture travel time variability by considering a set of
travel time scenarios. In this setting, the decision-maker can take the observed features
into account either by associating a feature-dependent weight function to each training
observation or by directly constructing feature-dependent travel time scenarios. Finally,
we present a penalty-based approximation model, which consists of a predictive model
that is trained to directly predict late arrival penalties from features. We develop spe-
cialized branch-price-and-cut (BP&C) algorithms and compare the prescriptive models in
computational experiments.
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4.1.1 Related Work

We identified two main research streams in the related literature. Specifically, we start
with a review of related works on stochastic VRPs and then discuss data-driven stochastic
optimization problems that consider the presence of features for different problem settings
beyond VRPs.

Stochastic VRPs. Numerous works have investigated stochastic variants of the VRP,
e.g., with stochastic demands, travel times, or service times, among other sources of un-
certainty. The three most common modeling approaches from the literature are based
on robust optimization (RO), chance-constrained programming (CCP), and two-stage
stochastic programming with recourse (SPR). Similarly to our paper, many SPR formula-
tions assume a simple recourse policy consisting of a penalty, e.g., for late or early arrivals
when time windows are considered. For an introduction to stochastic VRPs, we refer the
reader to Gendreau, Jabali, and Rei (2014) and Oyola, Arntzen, and Woodruff (2017,
2018).

The seminal work of Laporte, Louveaux, and Mercure (1992) introduced an uncapacited
VRP with stochastic service and travel times. Kenyon and Morton (2003) extended the
work of Laporte, Louveaux, and Mercure (1992) by focusing on minimizing the completion
time instead of the total transportation cost. Li, Tian, and Leung (2010) considered time
window constraints, extending the formulations of Laporte, Louveaux, and Mercure (1992)
to the stochastic VRPTW, for which they proposed a heuristic based on tabu search. Taş
et al. (2014a) later solved a VRPTW under independently gamma-distributed travel times,
in which early and late service are permitted but penalized. Their objective minimized the
sum of transportation costs and the expected early and late arrival penalties. In contrast
to Taş et al. (2014a), we make no assumptions about the distribution of travel times. In
addition, we assume that early service is forbidden, which increases the problem difficulty
because the distributions of service start times at customers are truncated (cf. Zhang
et al. 2019).

From an RO perspective, Lee, Lee, and Park (2012) and Adulyasak and Jaillet (2016)
studied the stochastic VRP with deadlines, a special case of the VRPTW. Further works
by Miranda and Conceição (2016) and Errico et al. (2018) adopted a CCP approach
for the VRPTW with stochastic travel and service times, respectively. Zhang et al.
(2021) addressed the VRPTW with stochastic travel times and proposed a data-driven
distributionally robust optimization model.

Focusing on the capacitated vehicle routing problem (CVRP) under demand uncer-
tainty, Gounaris, Wiesemann, and Floudas (2013) proposed an RO formulation, and
Ghosal and Wiesemann (2020) and Ghosal, Ho, and Wiesemann (2024) proposed distribu-
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tionally robust chance-constrained optimization models. Recently, Rostami et al. (2021)
considered a CVRP in which travel times are stochastic and statistically correlated. Their
bi-objective model minimized the total expected travel time and total variance, assuming
that the mean and covariance matrix of the travel times are known.

In terms of different optimization criteria, Jaillet, Qi, and Sim (2016) proposed the
requirements violation (RV) index, which considers both the probability and magnitude
of time window violations. They model a traveling salesman problem with time windows
(TSPTW) where early service is permitted, and the total RV measure is minimized.
Inspired by the RV index, Zhang et al. (2019) proposed the essential riskiness index,
which enables a multi-commodity flow formulation of the TSPTW where early service is
forbidden.

A number of works implicitly considered the impact of external features by modeling
time-dependent travel times. For a review on time-dependent routing problems, we refer
the reader to Gendreau, Ghiani, and Guerriero (2015). Dabia et al. (2013) proposed an
arc-based formulation for the VRPTW under deterministic time-dependent travel times
and Taş et al. (2014b) proposed metaheuristics for the VRPTW with time-dependent
and stochastic gamma-distributed travel times. In contrast to time-dependent VRPs, we
assume that travel times are time-independent within a service period, and we explicitly
model the dependence of travel times on a set of external features.

Despite the extensive literature on stochastic VRPs, previous works considered the
presence of contextual information only implicitly, e.g., with time-dependent travel times.
Incorporating contextual information into the model can significantly reduce routing costs.
Accordingly, we contribute to the current state of the art by proposing novel models and
algorithms for the conditional stochastic VRPTW. In addition, we show how to adapt
state-of-the-art BP&C techniques when contextual information is available.

Contextual stochastic optimization. Many recent works have investigated the use
of contextual information to improve decisions under uncertainty, with applications to
transportation, inventory, and operations management, among others. The recent survey
by Sadana et al. (2024) reviewed papers on contextual optimization with a focus on
models and methods, while the review paper by Mišić and Perakis (2020) discussed recent
applications in the operations management literature.

Bertsimas and Kallus (2019) proposed a framework for conditional stochastic optimiza-
tion based on weighted SAA and derived weight functions based on machine learning
methods, such as k-nearest neighbors regression, local linear regression, and tree-based
methods. The authors applied the framework to a two-stage shipment planning prob-
lem and to a multi-product inventory problem. Nearly simultaneously, Bertsimas and
McCord (2018) adapted the framework for problems with decision-dependent uncertain-
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ties. Bertsimas and McCord (2019) and Bertsimas, McCord, and Sturt (2023) extended
the framework of Bertsimas and Kallus (2019) to multi-stage and multi-period stochastic
optimization problems, respectively. Van Parys and Bennouna (2022) proposed robust
formulations based on regularized SAA for conditional two-stage optimization problems.

Elmachtoub and Grigas (2021) proposed a framework tailored to optimization problems
consisting of a linear objective with uncertain coefficients. They used feature data to learn
a prediction model for the objective coefficients and adopted a modified loss function
that directly leverages the structure of the optimization problem instead of minimizing a
standard prediction error, such as the least squares loss. Mandi et al. (2020) extended this
framework to solve some discrete combinatorial problems and illustrated their algorithmic
improvements on a weighted knapsack problem and a scheduling problem.

In the context of inventory optimization, Beutel and Minner (2012) and Ban and Rudin
(2019) studied the data-driven newsvendor problem and proposed models for learning a
decision function that predicts order quantities directly from feature observations. Serrano
et al. (2024) extended their framework, introducing an integrated approach based on
bilevel programming that performs feature selection. Mandl and Minner (2023) studied a
multi-period commodity procurement problem under price uncertainty with forward and
spot purchase options. They proposed a data-driven model to derive optimal purchase
policies based on features, such as economic indicators.

In the context of last-mile delivery operations, Liu, He, and Shen (2021) assigned orders
to drivers under uncertain service times and considered that drivers’ routes may deviate
from planned routes. The authors used features, e.g., based on the customers’ locations,
to learn a prediction model for the drivers’ travel times, which is then integrated into the
order assignment optimization.

Motivated by the problem of forecasting electricity demands given a set of features,
Rios, Wets, and Woodruff (2015) proposed a scenario generation method based on esti-
mating the distribution of forecast errors, i.e., residuals. Ban, Gallien, and Mersereau
(2019) investigated a similar methodology for a multi-stage stochastic procurement prob-
lem under uncertain demand, where they learned a regression model that relates features
to demands and used the residuals to generate demand samples for a new product. They
subsequently solved an SAA model to determine the optimal procurement policy.

Many works in the contextual optimization literature deal with optimization problems
that can be efficiently solved, e.g., that can be modeled as linear programs. In contrast,
the VRPTW is a challenging optimization problem, for which many researchers have
proposed problem-tailored solution techniques over the last decades. On the one hand,
we show how existing contextual optimization methods can be applied to this challenging
application. On the other hand, we investigate novel methods that can be generally
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applied to other contextual optimization problems.

4.1.2 Contributions

Our work contributes to the research streams outlined in the previous section. First,
we introduce a novel formulation for the conditional stochastic VRPTW, in which re-
alizations of travel times are conditioned on a set of related features. Second, we show
how existing contextual optimization methods can be applied to the conditional stochastic
VRPTW and propose novel data-driven methods leveraging historical data. In particular,
we propose a conditional sample average approximation (CSAA) method, a general tech-
nique based on SAA for solving conditional stochastic optimization problems. Third, we
propose a problem-tailored penalty-based prescriptive method that uses machine learning
to predict late arrival penalties at customers instead of relying on travel time estimates.
Fourth, we describe a specialized BP&C algorithm that is generally applicable to stochas-
tic VRP variants in which the travel times can capture the problem uncertainty, e.g.,
when uncertain service times or costs can be modeled in terms of uncertain travel times.
One key component of our BP&C implementation is the use of completion bounds in-
stead of common dominance rules for discarding labels in the pricing algorithm. Fifth,
we conduct computational experiments to compare the proposed prescriptive models and
conclude that SAA methods equipped with feature-dependent scenarios show the best
average performance, providing solutions that are closest to the full-information bench-
mark.

The remainder of this paper is organized as follows. Section 4.2 formally introduces the
conditional stochastic VRPTW. Section 4.3 presents our data-driven prescriptive models.
Section 4.4 describes the corresponding solution methods based on BP&C. Section 4.5
presents our experimental design and Section 4.6 discusses computational results. Finally,
Section 4.7 concludes the paper.

4.2 The Conditional Stochastic VRPTW

We define the conditional stochastic VRPTW on a complete digraph G = (V ,A), where
V = {0, . . . , N} is the set of nodes and A = {(i, j) : i, j ∈ V} is the set of arcs. Set V \{0}
represents customers, and node 0 denotes the depot. A homogeneous fleet of K vehicles,
each with a capacity of Q, is stationed at the depot. Each node i ∈ V has known demand
qi and a time window [ei, ℓi], 0 ≤ ei ≤ ℓi. Each arc (i, j) ∈ A has a deterministic cost cij

and an uncertain travel time t̃ij. Throughout the paper, we use a tilde to indicate random
variables and follow standard boldfaced notation for vectors and vector-valued functions.
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We focus on a setting in which the joint distribution of travel times t̃ = [t̃ij](i,j)∈A is
unknown. The decision-maker observes a set of features, represented by a p-dimensional
vector x = [x1, . . . , xp], before the travel times are revealed. Features are exogenous
variables that may be travel time predictors, e.g., day of the week, season, events, mete-
orological data, and road works or closures.

A route is a non-empty sequence of customers θ = (v1, . . . , vL) such that
∑

i∈θ qi ≤ Q

and vi ̸= vj if i ̸= j. We further define:

Cθ = c0v1 +
L∑

k=2

cvk−1vk + cvL0 (4.1)

as the transportation cost of route θ. We assume that transportation costs are determin-
istic and independent of travel times and features, e.g., if drivers have fixed salaries, and
if fuel consumption costs can be well approximated considering only the distance traveled.
Note that this assumption is not restrictive since all proposed methods can be adapted to
a setting with uncertain costs by using (simplified variants of) the methodology presented
in this work.

All routes start at the depot. We assume that service times equal to 0, without loss of
generality, as a positive service time at a customer can be added to the travel times of its
outgoing arcs. Early service is forbidden, such that in case of early arrival at customer
i, the vehicle must wait until ei before service can start. Given a route θ = (v1, . . . , vL)

and realized travel times t = [tij](i,j)∈A, we define the arrival time aθ(vk; t) at customer
vk ∈ θ as:

aθ(vk; t) =

{
t0v1 , if k = 1,

max{evk−1
, aθ(vk−1; t)}+ tvk−1vk , if k ∈ {2, . . . , L}.

(4.2)

Since early arrivals are not permitted, the instant when customer vk ∈ θ is served, i.e.,
the service start time at customer vk, is given by:

sθ(vk; t) = max{evk , aθ(vk; t)}. (4.3)

Equivalently, sθ(vk; t) + tvkvk+1
= aθ(vk+1; t). Moreover, a penalty of π(aθ(vk; t) − ℓvk)

occurs in case of late arrivals at customer vk, where π(·) is a nondecreasing penalty
function such that π(0) = 0. For notational convenience, we define π(u) = 0 if u < 0.

With Θ being the set of all routes, we represent a solution to the conditional stochastic
VRPTW by a vector z = [zθ]θ∈Θ ∈ {0, 1}|Θ|, where zθ = 1 if and only if route θ belongs



58 Breno Serrano: Contextual and Data-Driven Decision-Making

to the solution. Accordingly, the feasible region is determined by the set:

ZΘ =

z ∈ {0, 1}|Θ|

∣∣∣∣∣∣∣∣
∑
θ∈Θ

1(i ∈ θ)zθ = 1, i ∈ V \ {0}, (a)∑
θ∈Θ

zθ ≤ K (b)

 , (4.4)

where 1(·) is the indicator function. The partitioning constraints (4.4a) ensure that all
customers are visited once, and constraint (4.4b) enforces that no more than K vehicles
are used.

We formulate the conditional stochastic VRPTW as a two-stage stochastic program:

z∗(x) = arg min
z∈ZΘ

C(z) + E
[
Q(z, t̃)

∣∣ x̃ = x
]
, (CS-VRPTW)

where the first-stage objective corresponds to the total transportation costs C(z) =∑
θ∈ΘCθzθ, and the second-stage recourse policy consists of penalizing late arrivals, lead-

ing to the second-stage value function:

Q(z, t) =
∑
θ∈Θ

(∑
i∈θ

π(aθ(i; t)− ℓi)
)
zθ. (4.5)

We further denote by fΘ(z, t) the value of a solution z under realized travel times t:

fΘ(z, t) = C(z) +Q(z, t). (4.6)

Thus, we can equivalently express the CS-VRPTW as:

z∗(x) = arg min
z∈ZΘ

E
[
fΘ(z, t̃)

∣∣ x̃ = x
]
. (4.7)

Since the joint distribution of travel times and features is unknown, we approximate
the conditional expectation in the CS-VRPTW formulation using data-driven prescriptive
models that leverage historical travel times and features.

4.3 Data-driven Prescriptive Models

As the conditional stochastic VRPTW formulation cannot be solved directly, we discuss
approximate and computationally tractable reformulations in the following. We assume
that the decision-maker has access to historical travel times for the last n periods, repre-
sented by the n×|A| matrix T = [t1, . . . , tn]⊤, where tk = [tkij](i,j)∈A are the travel times
observed at period k. Further, the decision-maker has access to feature data for the last
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n periods, represented by the n×p matrix X = [x1, . . . ,xn]⊤, where xk = [xk
1, . . . , x

k
p]

contains the realizations of p features at period k. We assume w.l.o.g. that xk
1 = 1 for

all k ∈ {1, . . . , n}. We further assume that the data is low-dimensional, i.e., p < n, and
that X has full rank. The decision-maker solves the CS-VRPTW for period n+1, having
observed the feature vector xn+1 but without knowing the realization of travel times.

4.3.1 Point-based Approximation

We simplify the CS-VRPTW by fixing the travel times to point estimates t̂ = [t̂ij](i,j)∈A

and considering the deterministic optimization problem:

ẑ∗d(x) = arg min
z∈ZΘ

fΘ
(
z, t̂

)
= arg min

z∈ZΘ

C(z) +Q(z, t̂). (P)

In this setting, different options to compute t̂ from historical travel times T and feature
data X exist. If X is a poor predictor of T, then a reasonable option is to set t̂ij to a
statistic of {tkij}k∈{1,...,n}, e.g., the mean, median, or a higher percentile in case more
protection against late arrivals is desired. Otherwise, if X is a good predictor of T, we
may fix travel times to:

t̂ = g(xn+1;φ), (4.8)

where g : Rp 7→ R|A| is a travel time prediction model, e.g., a multivariate regression
model or a neural network, with parameters φ trained from historical travel times and
features. The latter approach corresponds to the predict-then-optimize (PTO) paradigm
(Elmachtoub and Grigas, 2021). Since point estimates are used, Model (P) does not
capture the impact of travel time variability on the decision cost and thus may yield poor
decisions because the effects of under- and over-predicting travel times are not symmetric.

Note that a special case of Model (P) arises when the penalty function is such that
π(s) = ∞ if s > 0. In this case, the model reduces to the classical VRPTW with
hard time windows, for which efficient exact algorithms exist (cf. Pessoa et al. 2020).
For general non-decreasing penalty functions, we solve Model (P) with a tailored BP&C
algorithm as described in Section 4.4.

4.3.2 Sample Average Approximation

Travel time variability plays a key role in the CS-VRPTW since late arrival penalties grow
with the amount of delay. We represent travel time variability in the stochastic model
with a set of scenarios {tω}ω∈Ω, where tω = [tωij](i,j)∈A is a possible realization of travel
times at period n+ 1, corresponding to scenario ω ∈ Ω. We further associate a feature-
dependent weight function αω(x) : Rp 7→ R to each scenario ω ∈ Ω and approximate the
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conditional expected penalty using weighted SAA:

ẑ∗s(x) = arg min
z∈ZΘ

∑
ω∈Ω

αωfΘ (z, tω) = arg min
z∈ZΘ

C(z) +
∑
ω∈Ω

αωQ(z, tω), (S)

where we assume, w.l.o.g., that
∑

ω∈Ω αω = 1. Model (S) computes the second-stage cost
by SAA (Shapiro, Dentcheva, and Ruszczyński, 2014). Note that Model (P) is a special
case of Model (S) with |Ω|= 1.

Before solving Model (S), the decision-maker must define the set of scenarios Ω. If
the feature data X are poor predictors of the travel times T, then a sensible option is
to define the travel time scenarios as the historical travel times {tω}ω∈Ω = {tk}k∈{1,...,n},
with αω = 1/n for ω ∈ Ω.

4.3.3 Conditional SAA

To generate feature-dependent scenarios, we specify a probabilistic model for travel times
and features. Let x̃ = [x̃1, . . . , x̃p] be a random vector representing features before they
are revealed at the current period n+1. Then, we assume that travel times (conditioned
on x̃) are given by:

t̃ | x̃ = B⊤x̃+ ε̃, (4.9)

where B is a p×|A| matrix of constant parameters and ε̃ = [ε̃ij](i,j)∈A is a random noise
vector following a multivariate distribution with zero mean and unknown covariance ma-
trix Σ.

The conditional travel times model from Equation (4.9) generalizes the correlated travel
times model by Jaillet, Qi, and Sim (2016) in that x̃1, . . . , x̃p are not assumed to be inde-
pendent and the noise terms ε̃ij allow for a stronger or weaker dependence between t̃ij and
x̃ for each arc. Therefore, the feature space may include interaction terms between travel
time covariates, which may improve travel time prediction accuracy as non-linearities can
be captured. Moreover, the error terms ε̃ij may be correlated, so the model allows for
correlated travel time variability caused by unanticipated events, e.g., emergency work or
traffic incidents.

From historical travel times T and feature data X, we estimate matrix B by least
squares:

B̂ = (X⊤X)−1X⊤T. (4.10)

Following multivariate analysis theory (Rencher and Christensen, 2012), an estimate of
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the covariance matrix Σ is given by:

Σ̂ =
T⊤T− B̂⊤X⊤T

n− p
. (4.11)

Accordingly, if the feature data are good travel time predictors, we obtain a feature-
dependent representation of travel time uncertainty at period n+ 1 by sampling travel
times from a multivariate distribution with mean and covariance given by B̂⊤xn+1 and
Σ̂, respectively.

4.3.4 Residual-based SAA

The conditional SAA model from Section 4.3.3 requires the decision-maker to make distri-
butional assumptions on travel times to generate feature-dependent scenarios. We present
a distribution-free residual-based sample average approximation (RSAA) model based on
the residual tree method of Ban, Gallien, and Mersereau (2019). Consider a travel time
prediction model g(·) as introduced in Equation (4.8) with parameters learned from his-
torical travel times T and features X. We compute the prediction error, which we denote
as the residual, associated with training observation k as:

ϵk = g(xk)− tk. (4.12)

Given a feature vector xn+1 at period n + 1, we generate a set of feature-dependent
scenarios where scenario k is given by the sum of the model prediction for the observed
feature vector and the residual associated with training observation k:

Ω =
{
g(xn+1;φ) + ϵk

}
k=1,...,n

. (4.13)

We then solve Model (S) with uniformly weighted residual-based scenarios Ω.

4.3.5 Late Arrival Penalty Approximation

Instead of leveraging feature data to estimate the travel times distribution, and then
using such estimates to approximate the expected penalty of a solution, we can use data
to predict penalties directly. We define the penalty-based approximation model:

ẑ∗p(x) = arg min
z∈ZΘ

f̂Θ(z,x) = arg min
z∈ZΘ

C(z) + Q̂(z,x), (L)

where Q̂(z,x) approximates the conditional expected penalty E
[
Q(z, t̃)

∣∣ x̃ = x
]
.

By definition, the conditional expected penalty of a solution z in Equation (4.5) can be



62 Breno Serrano: Contextual and Data-Driven Decision-Making

decomposed into the sum of the late arrival penalties at the customers along the routes
in z. Clearly, the predicted penalty at a given customer i along a given route θ ∈ Θ

depends on customer and route characteristics, e.g., the expected penalty is correlated
with the position of i in the route or the customer time window, in addition to the features
x related to the travel times. Therefore, we define a feature projection function (FPF),
f : Rp ×Θ× V \ {0} 7→ Rp̄, that combines travel time covariates with node and route
characteristics to obtain a vector of penalty predictors y ∈ Rp̄:

y = f(x, θ, i). (4.14)

Essentially, f(x, θ, i) projects x onto a p̄-dimensional feature space with potential predic-
tors of the penalty at customer i ∈ θ. We describe the projected features in detail in
Appendix 4.A.

A prediction model h(·) outputs late arrival penalty predictions based on the projected
features y given by the FPF. We approximate the expected value Q̂ of the second-stage
penalty as:

Q̂(z,x) =
∑
θ∈Θ

∑
i∈θ

h(y;H) zθ (4.15)

where H denotes the trained parameters of the prediction model h(·).
We adopt a supervised learning setting and build a training dataset with n̄ observations

of the projected features yk and penalties πk, for k ∈ {1, . . . , n̄}. Specifically, we generate
the projected features, represented by Y = [y1, . . . ,yn̄], from the original feature data X,
historical travel times T, and a set of routes Θ. In our experiments, we construct a set Θ
of routes by solving the other prescriptive models, i.e., point-based and SAA models, using
the BP&C algorithm described in Section 4.4, and record all routes evaluated during the
solution process. The corresponding penalties, represented by π = [π1, . . . , πn̄], can be
computed by propagating the arrival times at each node along the route based on the
respective travel times. The learning problem then corresponds to finding the model
parameters that minimize some empirical risk of the form:

Ĥ = argmin
H

n̄∑
k=1

L(h(yk;H), πk) (4.16)

where L defines a loss function, e.g., a squared error, and the prediction model can be
any supervised regression model, e.g., based on linear regression or neural networks.
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4.4 Solution Methods for the Data-driven Prescriptive

Models

We adopt a set-partitioning formulation, where the set of decision variables representing
the feasible routes Θ can be exponentially large. To solve the proposed models, we rely on
branch-and-price, which is an effective method for solving integer linear programs with a
very large number of variables (Barnhart et al., 1998). In vehicle routing, the technique is
applied to solve many problem variants that admit a set-partitioning formulation (Costa,
Contardo, and Desaulniers, 2019). We start by introducing the solution method for solving
Model (S) in Sections 4.4.1 and 4.4.2 before we explain how to adapt the method to solve
Model (L) in Section 4.4.3.

4.4.1 Column Generation

In branch-and-price, we solve the continuous relaxation of the set-partitioning formulation
by column generation. We define a restricted master problem (RMP) considering only a
subset Θ′ ⊂ Θ of the set of feasible routes, which yields the following linear program:

min
∑
ω∈Ω

αωfΘ′ (z, tω) (RMP)

s.t.
∑
θ∈Θ′

1(i ∈ θ)zθ = 1, i ∈ V \ {0}∑
θ∈Θ′

zθ ≤ K

0 ≤ zθ ≤ 1, θ ∈ Θ′.

The column generation procedure repeatedly solves (RMP), identifies routes that cor-
respond to negative reduced cost variables, and adds those routes to Θ′. To this end, we
solve the corresponding pricing problem:

min
θ∈Θ

Cθ ≜ Cθ +
∑
ω∈Ω

αω
∑
i∈θ

π(aθ(i; t
ω)− ℓi)−

∑
i∈θ

γi − µ, (PP-S)

where, given a solution to (RMP), γ = [γi]i∈V\{0} and µ are the dual values associated
with Constraints (4.4a) and (4.4b), respectively. The pricing problem is an elementary
shortest path problem with resource constraints (ESPPRC), which is NP-hard.
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4.4.2 Pricing Algorithm

We use an extend-and-bound labeling algorithm, where a label represents a partial path
from the depot to a customer. The labeling procedure creates new labels by extending
partial paths to all feasible customers. For each new label extension, we compute a lower
bound on the reduced cost of all routes that can be generated from the label extension, i.e.,
a completion bound. Then, we discard the label extension if this bound is non-negative.

A label Lθ representing a path θ is a tuple Lθ = (i, Cθ, qθ, τθ), where i ∈ V \ {0} is the
last customer in θ, Cθ is the reduced cost, qθ =

∑
v∈θ qv is the cumulated load along θ,

and τθ is the earliest time at which service can start at customer i if θ is used to reach i:

τθ = min
ω∈Ω
{sθ(i; tω)} , (4.17)

considering all scenarios ω ∈ Ω.
If we extend label Lθ along an arc (i, j), we generate a new path θ′ = θ ⊕ (i, j) with a

corresponding label Lθ′ = (j, Cθ′ , qθ′ , τθ′), such that:

Cθ′ = Cθ − ci0 + cij + cj0 +
∑
ω∈Ω

αω · π(aθ′(j; tω)− ℓj)− γj (4.18)

τθ′ = min
ω∈Ω
{sθ′(j; tω)}. (4.19)

Path θ′ is feasible if qθ′ ≤ Q. Otherwise, it is infeasible, and we discard the new label.
A completion bound T̂ (i, q) is a lower bound on the value of the best path starting

at customer i and ending at the depot with a total load less than or equal to q. If
the following condition holds, then we can discard label Lθ without losing any negative
reduced cost route:

Cθ + T̂ (i, Q− qθ) ≥ 0. (4.20)

Since we solve the pricing problem multiple times during the execution of the BP&C
method, it is important to generate completion bounds quickly. Hence, we employ heuris-
tic algorithms based on a resource-constrained shortest path (RCSP) problem and based
on a knapsack formulation (cf. Florio, Hartl, and Minner 2020). Unlike many labeling al-
gorithms from the literature, we do not discard labels based on dominance rules. In order
to use dominance rules in our setting, we would need labels to store a resource correspond-
ing to the service start time under each travel time scenario. We leave the investigation
of dominance rules and the assessment of their effectiveness for future research.

Resource-Constrained Shortest Path (RCSP) Bound. We derive RCSP bounds by
relaxing the elementary requirement of the ESPPRC and enforcing 2-cycle elimination,
i.e., we allow paths with cycles only if cycles have a length of at least three customers.
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Resource constraints correspond to the capacity constraints on the vehicles. We compute
a lower bound on the late arrival penalties along a path θ based on the earliest service
start time τθ. We provide a dynamic programming (DP) algorithm for computing the
RCSP bounds in Appendix 4.B, where we apply a time discretization with a time step
∆t such that we can efficiently store the optimal value of each subproblem. The DP
algorithm solves the following recursive formulation:

T̂RCSP(i, Q−qθ) = −ci0+ min
j∈V\{0}: θ′=θ⊕(i,j),

j ̸=i, ρ(i)̸=j,
qθ+qj≤Q

{
cij + π(δθ′ − ℓj)− γj + cj0 + T̂RCSP(j,Q− qθ′)

}
,

(4.21)
where θ′ = θ⊕(i, j) denotes the extension of path θ along the arc (i, j) and δθ is a multiple
of ∆t representing a lower bound on the service start time of customer i ∈ θ, such that
τθ ∈ [δθ, δθ +∆t]. The resulting completion bound expresses the maximum reduced cost
decrease from node i given that departure from node i is not before δθ.

Proposition 4.1 Let θ be a route starting at the depot and ending at customer i with
reduced cost Cθ and cumulative demand qθ. Let Lθ′ be a label extension associated with
the route θ′ = θ ⊕ E, where E = (u1, u2, . . . , uL) is a path such that uj /∈ θ, ∀uj ∈ E, and
qθ′ ≤ Q. If Cθ + T̂RCSP(i, Q− qθ) ≥ 0, then the label extension has non-negative reduced
cost, i.e., Cθ′ ≥ 0.

Proof. We provide proof for the RCSP bound in Appendix 4.C. □

Knapsack Bound. Consider a label Lθ representing a route θ that ends at customer i.
We build a {0, 1}-knapsack problem with N items and capacity Q − qθ. We associate a
weight wj = qj to each item j ∈ {1, . . . , N}, equal to the demand of customer j ∈ V \{0},
and a value consisting of the dual value γj minus a lower bound on the average penalty:

vij(θ) = γj − π(τθ +min
ω∈Ω

tωij − ℓj), (4.22)

such that the following inequality holds:

−vij(θ) ≤
∑
ω∈Ω

αω · π(aθ⊕(i,j)(j; t
ω)− ℓj)− γj. (4.23)
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We can express the knapsack problem as an integer linear program:

max
∑

j∈V\{0}

vij(θ) zj (4.24)

s.t.
∑

j∈V\{0}

qjzj ≤ Q− qθ (4.25)

zj = 0 if j ∈ θ ∀j ∈ V \ {0} (4.26)

zj ∈ {0, 1} ∀j ∈ V \ {0} (4.27)

where Constraints (4.26) enforce that item j is considered for inclusion in the knapsack
only if it is not already in route θ. Let z∗ be an optimal solution to the {0, 1}-knapsack
problem and let z be a solution to its linear relaxation. Then, we define the following
completion bound:

T̂ks(i, Q− qθ) = −
∑

j∈V\{0}

vij(θ) zj. (4.28)

Proposition 4.2 Let θ be a route starting at the depot and ending at customer i with
reduced cost Cθ and cumulative demand qθ. Let Lθ′ be a label extension associated with
the route θ′ = θ ⊕ E, where E = (u1, u2, . . . , uL) is a path such that uj /∈ θ, ∀uj ∈ E, and
qθ′ ≤ Q. If Cθ+ T̂ks(i, Q− qθ) ≥ 0, then the label extension has non-negative reduced cost,
i.e., Cθ′ ≥ 0.

Proof. We provide proof for the knapsack bound in Appendix 4.C. □

4.4.3 Column Generation for Penalty-based Approximation

We now describe how the column generation (CG) approach from the previous sections
can be modified to solve the penalty-based approximation of Model (L). The RMP for
the penalty-based model optimizes the objective function:

min f̂Θ′(z,x), (RMP-L)

while the constraints remain the same as in (RMP). Accordingly, we incorporate the late
arrival penalty prediction model into the pricing problem:

min
θ∈Θ

Cθ ≜ Cθ +
∑
i∈θ

h(f(xn+1, θ, i);H)−
∑
i∈θ

γi − µ. (PP-L)

To solve the pricing problem in (PP-L), we make the following modifications to the
labeling algorithm described in Section 4.4.2. First, when extending a label Lθ along an
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arc (i, j), we generate a new path θ′ with a reduced cost given by:

Cθ′ = Cθ − ci0 + cij + cj0 + h(f(xn+1, θ′, j);H)− γj, (4.29)

where we replace the sample averaged penalty in Equation (4.18) by the predicted penalty.
Second, we cannot define the earliest service start time τθ as in Equation (4.17) since we

do not assume a set of scenarios to be available under the penalty-based approximation
model. Instead, we rely on the following assumption to compute τθ:

Assumption 4.1 (Earliest Arrival Times) Given a route θ, it holds that

aθ(i; t̃) ≥ min
k∈{1,...,n}

aθ(i; t
k) ∀i ∈ θ.

Assumption 4.1 states that, for a given route θ, any realization of the vector of travel times
will lead to an arrival time at customer i ∈ θ that is not earlier than the most optimistic
arrival time that one would observe given the historical travel times {tk}k∈{1,...,n} from
the training data set T. In practice, there often exists periods in which highways have
no traffic and cars can travel at free flow, e.g., during quiet night hours. We argue
that Assumption 4.1 is reasonable if the historical data contains travel time observations
recorded at such periods with low traffic. Even if the historical data does not contain
such observations, our assumption is not limiting as one can always augment the data set
with artificial scenarios by computing free-flow travel times for each arc. Given the above
assumption, we define the earliest service start time:

τθ = min
k∈{1,...,n}

{
sθ(i, t

k)
}
, (4.30)

which is independent of the penalty prediction model h(·). We run the pricing algorithm
from Section 4.4.2 with the above modifications to solve Problem (PP-L).

4.5 Design of Experiments

The goals of our experiments are to (i) compare different data-driven methods for the CS-
VRPTW, based on the average cost calculated on a test data set containing travel times
and features, (ii) analyze the value of incorporating features in the VRPTW, and (iii)
investigate the performance of the proposed methods under different generative models
for travel times and features.

We implemented the BP&C method in C++, using CPLEX as the underlying linear pro-
gramming solver. All experiments were conducted on the Narval computing cluster from
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the Digital Research Alliance of Canada, Canada’s national high-performance computing
system. We set a time limit of 5 hours per run. We provide the source code and data to
reproduce our experiments at [to be disclosed after peer-review].

4.5.1 Instances

We base our experiments on the instances of Solomon (1987), a standard benchmark
for the VRPTW. Each instance describes a graph G = (V ,A), a vehicle capacity Q, de-
mands qi and time windows [ei, ℓi] of each node i ∈ V , with the demand for the depot
being equal to zero. We define the deterministic cost cij to be the Euclidean distance
between each pair of customers (i, j) ∈ A, and assume a quadratic penalty function, i.e.,
π(u) = u2 for u ≥ 0.

We adopted 29 instances from problem sets R1, C1, and RC1, which have short time
windows, allowing only a few customers per route. Problem set R1 contains randomly
generated geographical data, C1 contains clustered data, and RC1 has a mix of random
and clustered structures.

For each instance, we generate synthetic historical data X ∈ Rn×p and T ∈ Rn×|A| with
n = 100 training travel time scenarios and p = 10 features. We selected the values for
n and p reflecting, e.g., a typical VRP application in city logistics where one might have
daily observations of features and average travel times for a certain period of the day. For
each k ∈ {1, . . . , n}, we sample a feature vector from a p-variate distribution xk ∼ X and
we sample travel times from an |A|-variate distribution tk ∼ T(xk) conditioned on the
observed feature vector xk. We consider three different generative models, which specify
the distributions X and T.

Linear model. For each arc (i, j) ∈ A, the deterministic cost cij defines a nominal travel
time tij corresponding to the free-flow travel time of the arc. We define the stochastic
travel times as the nominal travel times t = [tij](i,j)∈A plus a random noise term which
depends linearly on the features:

t̃linear(x̃) = t+B⊤x̃+ ε̃ (4.31)

where B is a p×|A| matrix whose columns are given by the vectors bij ∈ Rp for (i, j) ∈ A.
We sample values in bij from a uniform distribution with support ranging from 1% to 20%

of the corresponding nominal travel time tij = cij. Moreover, we assume that features are
binary, x ∈ {0, 1}p, corresponding to categorical data, e.g., day of the week, holidays, or
roadworks. The noise term ε̃ follows a multivariate normal distribution with zero mean,
and covariance matrix generated according to the method of Rostami et al. (2021), such
that noise values at different arcs are correlated. Lastly, we assume that travel times on
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each arc must be greater than or equal to the nominal travel time, and we truncate travel
times whenever necessary.

Exponential model. For each arc (i, j) ∈ A, we consider that features are related to
the travel times via an exponential function:

t̃ij = tij + 0.2 tij exp (2b
⊤
ij x̃) + ε̃ij (4.32)

where features now follow a uniform distribution between 0 and 1. We generate the
parameter vectors bij ∈ Rp by sampling each element from a uniform distribution between
0.1 and 0.3, and we multiply each element by −1 with a probability of 0.2. Due to
the exponential travel times, having normally distributed ε̃ij does not provide sufficient
noise. Therefore, we assume that ε̃ij follows a log-normal distribution with zero mean and
standard deviation σε = 1.

Sigmoidal model. For each arc (i, j) ∈ A, we generate travel times:

t̃ij = tij + tij σ
(
32(

1

2
b⊤
ij 1− b⊤

ij x̃)
)
+ ε̃ij (4.33)

where σ(x) = 1/(1 + e−x) is the sigmoid function. Features follow a uniform distribution
between 0 and 1. The noise term ε̃ij follows a log-normal distribution with mean 0 and
standard deviation σε = 1.2. We generate the parameter vectors bij by sampling each
element from a uniform distribution between 0.3 and 0.8, and we multiply each element
by −1 with a probability of 0.2. Due to its characteristic shape, we can interpret the
sigmoidal model as representing two feature-dependent states of traffic, e.g., a congested
and a non-congested state.

4.5.2 Prescriptive Metrics

We use the term prescription to refer to any function ẑ(x) that provides a decision given
the feature observation x̃ = x. We evaluate the performance of a given prescription ẑ(·)
by its expected cost under the true joint distribution of travel times and features:

R(ẑ) = Ex̃∼X

[
Et̃∼T[fΘ(ẑ(x), t̃) | x̃ = x]

]
(4.34)

In practice, calculating the above expectation is often intractable. We therefore estimate
R(ẑ) using a test data set, which we construct by sampling a set X = {xk ∼ X}k=1,...,nX

of features and, for each feature vector x ∈ X , a set T (x) = {tk ∼ T(x)}k=1,...,nT of
travel times from the corresponding generative model. The empirical test cost R̂(ẑ) of a
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prescription ẑ(·) is an approximation of R(ẑ) which is given by:

R̂(ẑ) =
1

nX · nT

∑
x∈X

∑
t∈T (x)

fΘ (ẑ(x), t) . (4.35)

In Section 4.6, we provide test cost results for prescriptions based on different models,
where we replace ẑ in Equation (4.35) by the solution to the corresponding model.

4.5.3 Full-information benchmarks

We compare our models against benchmark solutions that rely on knowledge of travel
times and feature distributions. The following benchmark solutions are impractical in
a real-world setting, as the decision-maker does not know the underlying distributions.
However, these benchmark solutions provide us with a relative measure of how well the
proposed practical models perform.

Full-information solution. Based on the test data set, we can approximate the full-
information solution of the CS-VRPTW, given a feature vector x ∈ X , as:

ẑ∗full(x) = arg min
z∈ZΘ

1

nT

∑
t∈T (x)

fΘ(z, t), (4.36)

with optimal objective value:

υ̂∗
full(x) = min

z∈ZΘ

1

nT

∑
t∈T (x)

fΘ(z, t). (4.37)

Given the prescription ẑ∗full, the empirical test cost is given by:

R̂full = R̂(ẑ∗full) =
1

nX · nT

∑
x∈X

∑
t∈T (x)

fΘ (ẑ∗full(x), t) =
1

mX

∑
x∈X

υ̂∗
full(x), (4.38)

which provides a lower bound for the empirical test cost of any model. With this definition,
we calculate the full-information percentage gap of a prescription ẑ as:

ρ(ẑ) =
R̂(ẑ)− R̂full

R̂full
. (4.39)

Predict with full information, then optimize. The performance of a prescription
under the PTO framework depends on the choice of predictive model g(·) providing travel
time predictions t̂ = g(x;φ). For the purpose of benchmarking, we define the PTO-F
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problem, which assumes that the predictive model perfectly predicts the expected travel
times given observed features:

z∗pto-f(x) = arg min
z∈ZΘ

fΘ
(
z, t

)
with t = E

[
t̃
∣∣ x̃ = x

]
. (4.40)

A solution for the PTO-F problem requires knowledge of the joint distribution of travel
times and features. We can approximate the PTO-F solution using the test data set:

ẑ∗pto-f(x) = arg min
z∈ZΘ

fΘ
(
z, t̂

)
with t̂ =

1

nT

∑
t∈T (x)

t. (4.41)

We note that although PTO-F often performs better than PTO with practical prediction
models, PTO-F does not necessarily provide a lower bound for PTO regarding test cost
since neither PTO nor PTO-F account for the structure of the downstream optimiza-
tion problem. Specifically, the true conditional expected travel times do not necessarily
correspond to the travel times leading to minimum cost.

4.5.4 Prescriptive methods

We compare the ten prescriptive methods summarized in Table 4.1. The top eight methods
are derived from the data-driven prescriptive models of Section 4.3 and correspond to
practical methods for solving the CS-VRPTW. The bottom two prescriptive methods are
full-information benchmarks, included for comparison, and cannot be applied in practice
as they require knowledge of the true travel times distribution (see Section 4.5.3).

Table 4.1: Data-driven prescriptive methods (top) and full-information benchmarks (bottom).

Method Model Description

D-avg (P) Predicted travel times given by average travel times t̂ =
∑n

k=1 t
k/n

PTO-OLS (P) Predicted travel times t̂ = φxn+1 using OLS regression (predict-then-optimize)
PTO-kNN (P) Predicted travel times t̂ given by k-NN regression (predict-then-optimize)
SAA (S) Travel time scenarios are the set of historical travel times Ω = {t1, . . . , tn} with αω = 1/n

SAA-kNN (S) Historical travel times with weights αω given by k-NN regression (Bertsimas and Kallus, 2019)
CSAA (S) Feature-dependent travel time scenarios (see Section 4.3.3)
RSAA (S) Feature-dependent travel time scenarios based on linear regression residuals (see Section 4.3.4)
P-NN (L) Penalty prediction model based on fully-connected neural network

PTO-F (P) Predict-then-optimize under true conditional expected travel times t̂ = Et∼T[t |xn+1]

Full (S) Full-information lower bound under the true travel times distribution t ∼ T(xn+1)

D-avg is the point-based model under average travel times based on historical data.
PTO-OLS is the point-based model under the predict-then-optimize framework, where
the coefficients φ ∈ R|A|×p of the prediction model are trained by solving a multiple least
squares regression on the historical data. PTO-kNN is the point-based model under the
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predict-then-optimize framework, where we used a k-nearest neighbor regression model
to predict the travel times. The SAA model assumes that the travel time scenarios are
given by the historical travel times. SAA-kNN corresponds to the approach of Bertsimas
and Kallus (2019), where we adopted a k-nearest neighbors regression model for the
weight function. As described in Section 4.3.3, CSAA generates a set of travel time
scenarios Ω from a multivariate Gaussian distribution with mean and covariance given
by B̂⊤xn+1 and Σ̂, respectively. RSAA generates a set of travel time scenarios Ω based
on the residuals of a linear regression model trained on historical data. P-NN is the
penalty-based approximation model in which the late arrival penalty prediction model is
a fully-connected neural network with two hidden layers with 100 neurons each, trained
with the Adam optimization algorithm to minimize the squared error loss with an ℓ2

regularization term equal to 0.1. Note that methods D-avg and SAA ignore the features
and only consider the historical travel times when searching for a solution for the current
period n+ 1.

4.6 Computational Results

We start our analysis with a small example illustrating the benefit of incorporating infor-
mation from feature data in the VRPTW formulation, which eases the reader to develop
an intuition why feature-based approaches can yield results superior to feature-agnostic
approaches. We then report results on larger instances, where we discuss the test cost
performance of the different prescriptive methods.

4.6.1 Illustrative example

We consider a network with N = 2 customers and a training data set with n = 2 samples
and p = 1 binary feature. Figure 4.1a shows the customer locations and arcs connecting
each pair of customers. A small bar chart next to each arc shows the corresponding travel
times in the y-axis as a function of the feature value in the x-axis. We omitted the values
in the y-axis since this illustrative example is not concerned with specific travel time values
but rather aims to show the relation between travel times and features. Figure 4.1b and
4.1c show the two possible scenarios, representing travel time realizations when the feature
value equals x = 0 and x = 1, respectively. The color and line thickness of each arc indicate
the amount of congestion, with thicker lines representing more congestion, and different
colors indicating whether the arc is strongly congested (red), mildly congested (orange),
or free from congestion (green). Under the scenario displayed in Figure 4.1b, a route
that starts at the depot and visits customers in a clockwise direction will experience more
congestion than a counter-clockwise route. Therefore, if the decision-maker finds herself
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(a) Travel times as a function of feature value. (b) Travel times for x = 0. (c) Travel times for x = 1.

Figure 4.1: Joint distribution and different realizations of travel times and feature variable.

in a scenario where x = 0, following the counter-clockwise route is optimal. Figure 4.1c
shows the reverse pattern, i.e., when x = 1, the counter-clockwise route is more congested
than the clockwise route. Existing methods based on SAA, which are widely adopted in
the field, would provide a clockwise route that is optimal when x = 0 but not when x = 1.
In contrast to featureless methods, feature-dependent solutions for the CS-VRPTW can
provide the optimal route in both cases.

We now extend our previous example and consider a network with N = 5 customers
and a training data set with n = 10 samples and p = 1 continuous feature with domain
x ∈ [0, 1]. To capture different degrees of congestion, we assume sigmoidal travel times
(see Section 4.5.1). In Figure 4.2a, each scatter plot in row i ∈ {0, . . . , 5} and column
j ∈ {0, . . . , 5} shows the travel times and features in the training data set corresponding
to arc (i, j) ∈ A. For a more palatable exposition, we normalized the travel times of
each arc based on its nominal free-flow travel time. We compare the optimal solutions
of two featureless prescriptive methods, i.e., D-avg and SAA, against CSAA and full-
information solutions. Figures 4.2c and 4.2b show the solution structures that emerge
in our example. Note how the solution structures are fundamentally different from each
other. In particular, Solution A requires three vehicles, while Solution B requires only
two vehicles. In Figure 4.2d, we show the solution structures obtained by each method
under different realizations of the feature variable. When x = 0.28, the featureless point-
based approximation (D-avg) retrieves the full-information solution, but it fails to do
so when x = 0.83. We see the opposite behavior for the featureless SAA method, i.e.,
it fails for x = 0.28 but can retrieve the full-information solution when x = 0.83. In
contrast to the featureless approaches, CSAA provides feature-dependent solutions that
match the full-information solution in both cases. This small example shows that ignoring
information from feature data can lead to suboptimal solutions, underlying the benefit of
the proposed CS-VRPTW formulation.
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Figure 4.2: Data set and solution structures of our illustrative example.

4.6.2 Results

We analyze the suitability of the different prescriptive methods in solving the CS-VRPTW.
Specifically, we investigate the performance of each method in terms of their test cost R̂

and full-information percentage gaps ρ. To provide a meaningful comparison of the pre-
scriptive methods, we only consider instances for which all methods could find a near-
optimal solution with an optimality gap of at most 1%. We restrict the discussion in
the subsequent analyses to instances with 25 and 50 customers, for which we obtained a
reasonably large set of near-optimal solutions. We provide detailed results for instances
with 25 and 50 customers in Appendices 4.D and 4.E, respectively. We focus on larger
instances with 75 and 100 customers in Section 4.6.3, where we study the scalability of
the BP&C algorithm. As we later discuss, the P-NN method has longer run times and
could not solve many instances with 50 customers. Therefore, we show results for P-NN
only for instances with 25 customers.

Average test cost performance. Table 4.3 summarizes the test cost performance of
all methods, showing the full-information percentage gap of test costs averaged over all
instances with a common number of customers N , generative model, and instance type. In
the last column, we show the absolute test cost values of the full-information benchmark.
Among the data-driven prescriptive methods, we highlight the lowest values on each row
with boldface numbers.

In most settings, CSAA and RSAA achieve the lowest test costs among the data-driven
prescriptive methods. In particular, they outperform the PTO-F benchmark, even though
PTO-F has an unfair advantage of having access to the full distribution. As discussed in
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Table 4.3: Overview of average test costs for different instance types and generative models.

N
Gen.
model

Inst.
type D-avg SAA PTO-

OLS
PTO-
kNN

SAA-
kNN

CSAA RSAA P-NN PTO-F Full
(Abs.)

25

Lin.
R 23.42 3.38 0.97 11.00 4.25 0.06 0.11 0.59 0.99 483.19
C 0.00 0.00 0.00 0.00 0.48 0.00 0.00 0.14 0.00 192.66
RC 17.32 6.00 2.97 16.48 3.14 0.42 0.38 2.56 2.11 374.16

Exp.
R 65.10 15.07 3.71 15.73 6.37 2.24 2.07 2.54 2.18 624.45
C 44.37 3.98 12.67 42.28 8.52 2.82 3.47 2.16 7.94 220.52
RC 99.82 24.70 13.24 34.30 10.53 7.75 9.58 10.52 6.03 514.96

Sig.
R 97.60 19.10 39.06 58.83 18.95 13.70 12.89 23.03 16.96 612.18
C 85.70 30.37 74.45 72.38 45.89 41.00 42.48 47.35 81.26 231.30
RC 233.19 31.12 89.02 120.53 34.35 32.77 37.99 52.42 49.80 516.79

50

Lin.
R 23.49 4.14 2.06 14.20 3.47 0.38 0.31 - 1.33 917.0
C 1.14 5.22 0.49 1.14 0.89 0.16 0.16 - 0.49 369.6
RC 55.09 5.76 4.87 23.38 7.84 0.71 0.64 - 3.69 896.9

Exp.
R 49.12 13.31 6.96 13.75 6.27 3.67 4.34 - 3.76 1171.4
C 45.44 10.37 5.25 30.75 3.42 2.89 2.36 - 5.21 432.2
RC 82.81 34.14 22.35 25.20 28.06 6.19 9.63 - 4.80 1274.0

Sig.
R 191.73 34.13 67.16 95.00 32.86 24.37 26.51 - 27.82 1229.0
C 105.19 23.49 62.00 67.45 28.58 34.54 29.78 - 46.55 451.3
RC 303.64 49.66 101.90 157.20 54.73 44.97 48.50 - 35.49 1413.9

previous works (cf. Bertsimas and Kallus 2019; Elmachtoub and Grigas 2021), travel time
predictions minimizing a least squares deviation may not lead to optimal decisions since
they do not account for the structure of the optimization objective. In line with previous
works, our results show that PTO-F often finds suboptimal decisions despite using the
true expected travel times under full distributional information.

Analysis of test cost distributions. We focus on the distribution of test costs for
instances with 25 customers. Figure 4.3 presents full-information gaps of each method,
summarized as boxplots with whiskers that extend to 1.5 times the interquartile range.
Points outside this range are marked as outliers and noted with an “×”.
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Figure 4.3: Distribution of test costs for instances with 25 customers from different generative models.

We first note that, as expected, CSAA and RSAA have the smallest gaps for instances
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with linear travel times, as the data in this case conforms with the model assumptions.
Second, we observe that P-NN provides competitive solutions in general and, especially
for instances with exponential travel times, often outperforms all other methods. In par-
ticular, P-NN often improves upon PTO-based methods, highlighting the advantage of
directly predicting the late arrival penalty rather than relying on travel time predictions.
Still, CSAA and RSAA present equal or even superior performance in this non-linear
setting. Third, for instances with sigmoidal travel times, we observe that SAA-based
methods, i.e., SAA-kNN, CSAA, RSAA, and the classical SAA, have the smallest full-
information gaps. In this highly non-linear setting, we benefit from using scenarios that
better capture travel time variability, as illustrated in our example in Section 4.6.1. In
general, we conclude that simpler methods that extend SAA using feature-dependent sce-
narios are the most promising, providing solutions that are closest to the full-information
benchmark. Although it might be surprising that CSAA and RSAA can outperform
the more sophisticated P-NN method, we argue that predicting late arrival penalties is
not straightforward because the training data set must reflect the relation between the
different combinatorial structures, encoded in the projected features, and the resulting
penalty. The proposed penalty prediction model is not always capable of learning all the
combinatorial intricacies of the VRP problem.

Trade-offs between first and second-stage costs. We analyze the contributions of
the first-stage and second-stage costs to the total test cost. Figure 4.4 displays the average
test cost of each method for instances with an exponential generative model, where we
decompose the test cost R̂(ẑ) of a solution as the sum of the first-stage cost Ĉ and the
second-stage cost Q̂:

R̂(ẑ) =
1

nX · nT

∑
x∈X

∑
t∈T (x)

C (ẑ) +Q(ẑ, t) = Ĉ(ẑ) + Q̂(ẑ). (4.42)

The top, middle, and bottom plots show results for instances of types R, C, and RC, re-
spectively. Full-information solutions have first-stage costs that are often larger than those
of other methods, showing that it is often beneficial to incur larger first-stage costs and
compensate them with comparatively small late arrival penalties. On the contrary, opti-
mizing for the first-stage cost can lead to solutions with large penalties and, consequently,
large overall test costs, as we see, e.g., in the middle plot for the D-avg method. Com-
pared to practical PTO methods, i.e., PTO-OLS and PTO-kNN, our proposed CSAA and
P-NN methods often present larger first-stage costs but smaller total test costs, bearing
more similarity to the results from the full-information benchmark.



Breno Serrano: Contextual and Data-Driven Decision-Making 77

0 250 500 750 1000

D-avg

SAA

PTO-kNN

SAA-kNN

PTO-OLS

P-NN

CSAA

RSAA

PTO-F

Full

Type R instances

Ĉ
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Figure 4.4: Average first-stage and second-stage test costs for instances from the exponential generative
model.

4.6.3 Scaling to larger instances

Figure 4.5 compares the solution times of the different methods. For this plot, we con-
sidered all instances with 25 customers and a linear generative model. We observe that
P-NN shows the longest run times, followed by SAA and the full-information benchmark.
Recall that we solve all methods using the BP&C algorithm described in Section 4.4.
Specifically for the P-NN method, we adopt the modified pricing problem described in
Section 4.4.3. Consequently, with the exception of the P-NN method, the solution algo-
rithms to all data-driven models differ only in the specific travel time scenarios given as
input to the BP&C algorithm.
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Figure 4.5: Solution times of different methods for instances with 25 customers with a linear generative
model.

Figure 4.6 shows how solution times increase as we increase the number of customers.
Here, we focus on the CSAA method and consider instances with a linear generative
model. With 25 customers, we can solve most instances in less than 10 seconds. Due to
the NP-hardness of the problem, solution times increase drastically, and we observe some
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runs reaching the 5-hour time limit already with 50 customers. With 100 customers, we
can only solve very few instances within the time limit.
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Figure 4.6: Solution times of the CSAA method for increasing number of customers on instances with a
linear generative model.

4.7 Conclusions

This work connects the recent literature on contextual optimization with the established
research field of VRPs. We introduced a novel formulation incorporating contextual infor-
mation into the stochastic VRPTW. To solve the proposed formulation, we derived several
data-driven prescriptive models by (i) applying existing contextual optimization methods
to our problem setting and (ii) proposing novel methods based on conditional SAA and
penalty-based prediction. From a computational perspective, solving the VRPTW is a
challenging task for which many solution techniques exist in the literature. We showed
how state-of-the-art techniques can be adapted when contextual information is available,
leading to a customized BP&C algorithm that can solve instances with up to 100 cus-
tomers. We analyzed the out-of-sample cost performance of the data-driven methods.
We observed that the penalty-based approximation model that relies on penalty predic-
tions provides competitive solutions, but in general, an SAA method based on feature-
dependent scenarios yields solutions that are closest to the full-information benchmark.

This work raises several possibilities for future research. First, although we studied
various data-driven methods and compared them against different benchmarks, we cer-
tainly did not exhaustively explore all possible approaches for solving the CS-VRPTW.
Future research could investigate variations of the presented methods, e.g., the use of
non-linear probabilistic models within the CSAA approach, or propose novel models and
algorithms. Second, while extending the presented techniques to some VRP variants might
be straightforward, e.g., with stochastic service times, other problem variants could lead
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to more interesting research problems. Finally, since this paper focused on modeling as-
pects and exact solution methods, one open question is how to adapt existing heuristic
methods to harness contextual information to efficiently solve larger instances.
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Appendix 4.A Feature Projection Function.

The FPF is a function f : Rp×Θ×V \{0} 7→ Rp̄ that generates a p̄-dimensional vector of
projected features given a feature vector x ∈ Rp, a route θ ∈ Θ, a node i ∈ θ, and travel
time estimates t̂. The projected features are split into groups, as follows:

Table 4.4: Feature Projection Function: predictors of the penalty at customer i ∈ θ returned by f(x, θ, i; t̂)

Predictor Group Description

x1, . . . , xp (a) Travel time covariates (original features)

ei (b) Start of time window of customer i ∈ θ
ℓi (b) End of time window of customer i ∈ θ
ℓρ(i) (b) End of time window of customer ρ(i) ∈ θ that precedes i ∈ θ
cρ(i),i (b) Transportation cost of the arc from ρ(i) to i
σ̂2
ρ(i),i

(b) Estimated variance in the travel time from ρ(i) to i

ki (b) Position of customer i along route θ

aθ(i; t) (c) Lower bound on arrival time at customer i ∈ θ with free-flow travel times t
sθ(i; t) (c) Lower bound on service start time at customer i ∈ θ with free-flow travel times t
(aθ(i; t)− ℓi)

+ (c) Lower bound on lateness
π(aθ(i; t)− ℓi) (c) Lower bound on penalty

t̂ρ(i),i (d) Predicted travel time of the arc from ρ(i) to i

aθ(i; t̂) (d) Arrival times at customer i ∈ θ given predicted travel times t̂
sθ(i; t̂) (d) Service start time at customer i ∈ θ given predicted travel times t̂
(aθ(i; t̂)− ℓi)

+ (d) Lateness at customer i ∈ θ given predicted travel times t̂
π(aθ(i; t̂)− ℓi) (d) Penalty at customer i ∈ θ given predicted travel times t̂

ξθ(i; t̂) (e) Variability model of service start time at customer i ∈ θ (see Appendix 4.A.1)

4.A.1 Variability of service start time.

In order to derive penalty predictors that take into account travel time variability and
its impact on the service start time, we introduce a measure of variability of service start
time, which we denote as service start time risk. Given a route θ and a customer i ∈ θ,
the distribution of max{ei, aθ(i; t̃)} (the service start time at customer i) is, in general,
truncated, because of possible early arrivals and waiting times at customer i and at other
customers previously visited. Such a truncation decreases service start time variability;
therefore, a covariate for service start time risk should consider both travel time variability
and the likelihood of early arrivals along a route.

Let Σ = [σij,lm](i,j),(l,m)∈A be the travel times covariance, and let σ2
ij = σij,ij. Given a

route θ = (v1, . . . , vL), we denote by ξθ(i) the service start time risk at customer i ∈ θ,
and consider the following risk propagation model:

ξθ(vk) =

(1− Pθ(vk))σ
2
0vk

, if k = 1,

(1− Pθ(vk))(ξθ(vk−1) + σ2
vk−1vk

+ 2σvk−2vk−1,vk−1vk), otherwise,
(4.43)

where Pθ(i) = P(aθ(i; t̃) < ei | xn+1) is the early arrival probability at customer i ∈ θ
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conditional on observed features xn+1, and v0 = 0.
Model (4.43) propagates the variabilities of travel time and service start time along route

θ as far as early arrival probabilities are low. When the early arrival probability Pθ(i)

is high, the service start time risk at customer i is low, since service occurs at instant ei

with high probability. In this case, the service start time risk at other customers along
route θ following customer i also decreases. Note that the model accounts for travel time
correlation between adjacent arcs in the network.

Service start time risk measures ξθ(i), i ∈ θ, cannot be computed directly because
the travel time distribution is unknown. Following our distribution-free approach, we
estimate Σ and Pθ(i) (and hence ξθ(i)) from data. Let Σ̂ = [σ̂ij,lm](i,j),(l,m)∈A be the
estimated travel times covariance (as described in Section 4.3.3) and let σ̂2

ij = σ̂ij,ij. In
the remainder of this section, we discuss how to estimate Pθ(i) for any route θ. To this
end, we let g : Rp 7→ R|A| be a travel time prediction model. Further, we assume that
for each customer i ∈ V \ {0} a set of training routes Θi is available, where i ∈ θ for all
θ ∈ Θi. This is an unrestrictive assumption as these training routes may be arbitrary
routes, e.g., generated by solving other VRP models. Finally, let ρθ(vk) be the node that
precedes vk in route θ = (v1, . . . , vL), that is, ρθ(vk) = 0 if k = 1, and ρθ(vk) = vk−1 if
k ≥ 2.

Given a vector x of travel time covariates, let wi,θ(x) be the vector of early arrival
covariates, with components as described in Table 4.5. Clearly, if ei = 0, then we have
Pθ(i) = 0. Further, note that if Cθ > ei, then Pθ(i) = 0, since we assume that t̃ij ≥ cij.
Finally, if maxj∈θ\{i}{ej} > ei, then we have again Pθ(i) = 0.

Table 4.5: Components of the early arrival covariates vector wi,θ(x) at customer i ∈ θ given feature
vector x

Predictor Description
x1, . . . , xp Travel time covariates
ei Opening of time window
aθ(i;g(x)) Estimated arrival time at customer i ∈ θ
σ̂2
ρθ(i)i

Estimated variance in the travel time from ρθ(i) to i

maxj∈θ\{i}{ej} Latest ej along route θ before arriving at customer i
Cθ Transportation cost of route θ up to customer i

Since our predicted quantity is a probability, a sensible learning model is a logistic
regression. Let S(z) = 1/(1 + exp(−z)) be the logistic function, and let Lnll(a, b) =

−(b log a + (1 − b) log(1 − a)) be the negative log likelihood loss function. For each
customer i ∈ V \{0}, we train the parameters ϕ̂0

i and ϕ̂i ∈ Rp+2 of the logit model: where
we use wk

i,θ := wi,θ(x
k), λ is the regularization parameter and ∥ϕi∥1 is the ℓ1 norm of ϕi.

Regularization by the ℓ1 norm leads to sparsity in the model parameters.
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Hence, for any route θ we estimate the early arrival probability at customer i ∈ θ by

P̂θ(i) = S(ϕ̂0
i + ϕ̂⊤

i w
n+1
i,θ ).

Appendix 4.B Dynamic programming algorithm for

RCSP

We present a DP algorithm for obtaining a RCSP bound. In Algorithm 4.1, variable
T1[δ, i, q] stores a lower bound on the reduced cost of extending a route that ends at
customer i with remaining capacity q, departing from i at time δ (i.e., the arrival time
at customer i is equal to δ). We relax elementarity by allowing routes with cycles but
we still remove 2-cycles. Similarly, T2[δ, i, q] stores the second best lower bound on the
reduced cost. Finally, N [δ, i, q] stores the customer following i on the route associated
with the best lower bound.
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Algorithm 4.1: Dynamic programming algorithm for RCSP
Result: matrix T1 of lower bounds on the reduced costs of route extensions

1 ℓmax ← maxi∈V+{ℓi} // latest end of time window among all customers

2 ∆t← ℓmax/40 // define a time step

3 for δ = 0,∆t, 2∆t, . . . , ℓmax do
4 T1[δ, i, q]←∞, for i ∈ V+, q = 1, . . . , Q // initialize matrix T1: lower bound on reduced

costs

5 T1[δ, 0, q]← 0, for q = 0, . . . , Q // initialize matrix T1

6 T1[δ, i, 0]← ci0, for i ∈ V+ // initialize matrix B

7 T2[δ, i, q]←∞, for i ∈ V, q = 0, . . . , Q // initialize matrix T2: second best cost

8 N [δ, i, q]← 0, for i ∈ V, q = 0, . . . , Q // initialize matrix N: next customer in the route

9 for q = 1, . . . , Q do
10 for i ∈ V+ do
11 T1[δ, i, q]← T1[δ, i, q − 1]

12 T2[δ, i, q]← T2[δ, i, q − 1]

13 N [δ, i, q]← N [δ, i, q − 1]

14 for j ∈ V+ do
15 if j = i or qj > q or arc (i, j) is forbidden by branching then
16 continue // does not extend label L to customer j

17 if N [δ, j, q − qj ] ̸= i then
18 v ← cij − γj + T1[δ, j, q − qj ] + π(δ − ℓj) // xxx

19 else
20 v ← cij − γj + T2[δ, j, q − qj ] + π(δ − ℓj) // avoid 2-cycles

21 if v < T1[i, q] then
22 T2[δ, i, q]← T1[δ, i, q] // move best to second best

23 T1[δ, i, q]← v // set new best

24 N [δ, i, q]← j // set next customer

25 else if v < T2[δ, i, q] then
26 T2[δ, i, q]← v // just update second best

27 return T1

Appendix 4.C Proof of completion bounds

We provide proofs for the RCSP and knapsack bounds in the following.

Proof of Proposition 4.1. From the definition of the RCSP bound in Equation (4.21),
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we have:

0
(a)
≤ Cθ + T̂RCSP(i, Q− qθ)

(b)
≤ Cθ − ci0 + ciu1

+ π(δθ⊕u1
− ℓu1

)− γu1
+ cu10 + T̂RCSP(u1, Q− qθ⊕u1

)

(c)
≤ Cθ − ci0 + ciu1 + π(δθ⊕u1 − ℓu1)− γu1 + cu10

− cu10 + cu1u2
+ π(δθ⊕u1⊕u2

− ℓu2
)− γu2

+ cu20

. . .

− cuL−10 + cuL−1uL
+ π(δθ⊕E − ℓuL

)− γuL
+ cuL0 + T̂RSCP(uL, Q− qθ⊕E)

(d)
= Cθ − ci0 + ciu1

+

L∑
j=2

cuj−1uj
+ cuL0 +

L∑
j=1

(
π(δθ⊕u1⊕...⊕uj

− ℓuj
)− γuj

)
+ T̂RSCP(uL, Q− qθ′)

(e)
≤ Cθ − ci0 + ciu1

+

L∑
j=2

cuj−1uj
+ cuL0 +

L∑
j=1

( ∑
ω∈Ω

αω · π(aθ′(uj ; t
ω)− ℓuj

)− γuj

)
+ T̂RSCP(uL, Q− qθ′)

(f)
= Cθ′ + T̂RSCP(uL, Q− qθ′)

(g)
≤ Cθ′ .

Inequality (b) follows from the fact that extending path θ to customer u1 cannot lead
to a smaller bound than the bound associated with the optimal path extension from the
minimization operator in Equation (4.21). In Inequality (c), the same argument holds
when extending path θ ⊕ u1 to customers u2, . . . , uj. In Equation (d) we rearrange the
terms, and Inequality (e) is due to the fact that, given a path θ ending at customer j:

δθ ≤ τθ ≤ aθ(j; t
ω), ∀ω ∈ Ω (4.44)

Finally, Equality (f) is due to the resource extension function for the reduced cost given
by Equation (4.18), and Inequality (g) holds since going from uL back to the depot incurs
no additional cost and can not improve the completion bound. □

Proof of Proposition 4.2. From the resource extension function given by Equation (4.18),
we have:

Cθ′

(a)
= Cθ − ci0 + ciu1 +

L∑
j=2

cuj−1uj
+ cuL0 +

L∑
j=1

(∑
ω∈Ω

αω · π(aθ′(uj; t
ω)− ℓuj

)− γuj

)
(b)
≥ Cθ +

L∑
j=1

(∑
ω∈Ω

αω · π(aθ′(uj; t
ω)− ℓuj

)− γuj

)
(c)
≥ Cθ +

L∑
j=1

(
π(τθ +min

ω∈Ω
tωiuj
− ℓuj

)− γuj

)
(d)
= Cθ +

∑
l∈V\{0}

−vil(θ) z∗l
(e)
≥ Cθ + T̂ks(i, Q− qθ) ≥ 0
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where Inequality (b) is due to the triangle inequality, which implies that the cost of
a route cannot decrease if we add customers to it. Inequality (c) is a consequence of
Equation (4.23) and the fact that adding more customers to a route between i and uj can
only increase the arrival time at customer uj. Equality (d) holds by our definition of the
knapsack values. Inequality (e) is due to the optimality of the knapsack solution and the
definition of the completion bound. □

Appendix 4.D Detailed results for instances with 25

customers

The BP&C method could find optimal solutions for all instances with 25 customers within
the predetermined time limit. In the following, we analyze the test cost results under the
different generative models of travel times.

Linear generative model. Table 4.6 reports the test costs of different data-driven
approaches for instances with 25 customers and a linear generative model. Among the
practical models, we highlight with boldface numbers the models that achieve the lowest
cost on each instance. For PTO-F and “Full” models, we highlight the results in boldface
whenever one of the practical models achieves equal or lower test cost. CSAA achieves
the lowest test costs among the practical models for most instances. For C-type instances,
most models achieve the full information lower bound.

Exponential generative model. Table 4.7 reports the test costs for instances with 25
customers and an exponential generative model. We observe higher deviations from the
lower bound in this setting than in the previous results under the linear generative model.
On average, CSAA is superior to the other models. We also note that P-NN is superior
on a number of instances. However, the lower bound is achieved only in a single instance,
illustrating the greater difficulty of solving the conditional stochastic VRPTW under a
nonlinear generative model.

Sigmoidal generative model. Table 4.8 reports test costs for instances with 25 cus-
tomers and a sigmoidal generative model. As before, on average, CSAA is superior to
the other models. For some instances, CSAA is outperformed by SAA. In this setting,
SAA is superior to PTO and P-NN, in contrast to the results with linear and exponential
generative models.

Comparison of generative models. Table 4.9 compares the average test costs of all
considered approaches under the different generative models of travel times. Considering
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the practical models, CSAA achieves the lowest test costs on average. PTO-F is superior
to CSAA for the exponential and sigmoidal instances, indicating that the PTO framework
could be the best approach in those settings, provided that one can train a model that can
predict the conditional expected travel times perfectly. Further investigation is needed
to assess how well the PTO framework can perform in practice under different predictive
models. However, in all settings, the average test cost performance of CSAA is close to
that of PTO-F, meaning that CSAA would be on par with PTO-F even in the unlikely
case in which one could predict the true conditional expected travel times.

Table 4.6: Test cost results for instances with linear generative model and 25 customers

Instance D-avg SAA PTO-
OLS

PTO-
kNN

SAA-
kNN

CSAA RSAA P-NN PTO-F Full
(Abs.)

R101 2.88 1.48 1.03 1.63 1.06 0.09 0.05 1.68 1.03 649.6
R102 2.13 2.46 0.02 1.27 1.04 0.02 0.02 0.56 0.02 576.5
R103 8.62 0.17 2.69 2.77 0.00 0.06 0.09 0.09 0.00 465.4
R104 13.98 2.94 1.29 5.76 0.34 0.00 0.00 0.02 0.8 435.6
R105 10.5 3.4 0.28 8.13 2.51 0.06 0.06 0.07 0.28 544.9
R106 75.0 0.00 1.89 42.85 8.32 0.00 0.84 2.67 5.85 502.4
R107 0.16 0.16 0.25 0.25 0.91 0.00 0.00 0.3 0.25 437.6
R108 5.34 6.12 0.9 3.37 0.9 0.17 0.05 0.34 0.85 411.9
R109 1.34 1.98 0.02 0.75 0.77 0.02 0.02 0.02 0.02 455.0
R110 22.39 4.51 0.63 4.03 2.2 0.04 0.04 0.17 0.41 458.7
R111 108.97 12.23 0.89 31.46 27.09 0.13 0.13 1.02 1.44 450.4
R112 29.73 5.17 1.73 29.73 5.87 0.12 0.02 0.1 0.9 410.3
C101 0.00 0.00 0.00 0.00 3.1 0.00 0.00 0.00 0.00 196.5
C102 0.00 0.00 0.00 0.00 0.77 0.00 0.00 0.92 0.00 195.8
C103 - - - - - - - - - -
C104 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 0.00 187.5
C105 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 191.8
C106 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 194.3
C107 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 191.8
C108 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 191.8
C109 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 191.8
RC101 30.89 1.73 5.96 45.5 12.68 0.02 0.04 4.03 5.7 533.2
RC102 56.1 17.4 1.43 42.96 2.68 0.08 0.03 0.54 1.94 392.5
RC103 15.55 15.17 2.67 12.67 0.12 0.03 0.03 1.74 2.82 344.0
RC104 2.88 0.94 2.88 5.73 1.72 0.38 0.44 2.66 0.63 319.3
RC105 2.67 1.24 1.38 1.15 0.48 0.55 0.55 1.34 0.6 419.1
RC106 16.89 7.54 5.41 10.76 6.31 1.86 1.65 6.79 2.48 375.4
RC107 10.93 1.3 3.97 9.33 0.91 0.29 0.16 3.09 2.63 307.5
RC108 2.68 2.68 0.07 3.74 0.26 0.13 0.13 0.33 0.07 302.3

Average 14.99 3.16 1.26 9.42 2.86 0.14 0.16 1.02 1.03 369.03
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Table 4.7: Test cost results for instances with exponential generative model and 25 customers

Instance D-avg SAA PTO-
OLS

PTO-
kNN

SAA-
kNN

CSAA RSAA P-NN PTO-F Full
(Abs.)

R101 8.3 4.08 0.33 3.29 2.49 0.7 0.52 0.33 0.24 1259.2
R102 8.21 11.71 2.74 5.81 5.13 1.22 1.33 1.99 0.92 779.6
R103 34.77 8.01 4.05 15.32 6.94 1.32 1.03 2.93 1.7 522.9
R104 14.99 3.11 7.26 13.58 8.48 3.74 2.76 4.5 3.01 510.9
R105 51.75 25.06 4.98 10.67 9.76 4.11 4.15 10.64 1.99 804.5
R106 7.61 8.06 1.3 2.56 2.27 1.91 1.19 0.54 1.08 538.6
R107 356.78 46.89 3.43 20.96 6.54 0.86 0.34 0.6 3.51 498.2
R108 34.38 10.64 3.67 12.74 4.2 0.49 0.79 1.2 3.67 466.3
R109 103.98 21.15 5.13 14.67 2.87 2.73 3.75 2.78 2.46 557.5
R110 25.27 4.3 4.32 5.36 1.96 1.57 1.98 1.63 2.14 509.4
R111 31.54 23.4 1.43 30.21 12.38 1.26 0.99 1.35 1.65 586.2
R112 103.67 14.45 5.89 53.55 13.41 6.93 6.0 1.93 3.83 460.1
C101 176.85 8.42 47.02 178.59 39.88 4.33 5.6 1.66 9.31 258.8
C102 33.29 6.4 5.75 20.71 4.32 1.21 0.86 2.51 8.26 231.3
C103 20.52 0.35 12.53 11.43 4.49 1.95 0.9 1.75 6.54 200.3
C104 - - - - - - - - - -
C105 104.16 13.72 26.16 104.16 13.16 13.34 17.5 8.32 35.03 233.2
C106 19.29 2.05 9.0 22.45 5.39 0.84 2.05 2.16 3.49 263.3
C107 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 0.78 192.8
C108 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 192.7
C109 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 191.8
RC101 91.45 78.9 20.86 25.11 26.11 22.34 20.85 20.93 2.67 674.5
RC102 126.85 39.67 16.3 119.7 4.66 4.32 4.45 2.88 2.02 573.5
RC103 42.63 6.33 9.85 14.79 4.94 5.81 5.81 11.14 5.37 497.5
RC104 53.44 19.32 4.91 7.56 14.94 5.92 5.87 5.75 6.95 415.6
RC105 15.94 5.85 4.62 15.31 4.5 2.44 2.71 4.84 5.76 553.8
RC106 350.2 21.77 10.36 27.22 6.61 2.07 5.06 7.42 5.55 537.4
RC107 11.18 5.46 26.13 11.67 5.87 10.59 22.0 21.92 10.63 470.4
RC108 106.85 20.28 12.87 53.0 16.62 8.54 9.9 9.29 9.27 397.0

Average 69.1 14.65 8.99 28.62 8.17 3.98 4.62 4.71 4.93 477.76
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Table 4.8: Test cost results for instances with sigmoidal generative model and 25 customers

Instance D-avg SAA PTO-
OLS

PTO-
kNN

SAA-
kNN

CSAA RSAA P-NN PTO-F Full
(Abs.)

R101 14.06 11.3 13.04 15.14 10.2 6.31 7.34 11.27 8.57 1100.6
R102 123.88 30.19 25.34 79.38 39.03 21.92 14.00 16.09 9.44 926.2
R103 111.72 19.45 26.71 65.46 12.78 10.55 9.26 19.47 13.97 529.0
R104 102.4 16.32 38.33 61.99 27.79 17.44 14.36 27.87 21.28 500.1
R105 163.67 27.7 35.37 37.17 21.83 26.02 18.68 25.07 12.17 702.8
R106 55.21 12.21 56.77 49.9 12.03 10.34 11.69 25.38 14.79 572.5
R107 106.36 13.47 91.1 76.81 16.12 15.57 13.74 36.45 28.34 514.4
R108 118.65 8.65 40.72 86.72 13.81 17.15 11.27 24.16 15.58 473.0
R109 81.88 53.94 54.22 106.62 30.46 11.85 15.78 31.13 21.04 567.9
R110 180.97 12.7 20.84 42.72 11.09 8.16 10.46 13.74 18.81 508.7
R111 24.16 11.01 20.08 20.39 14.9 7.82 8.13 16.33 14.68 495.9
R112 88.22 12.28 46.23 63.7 17.31 11.27 19.93 29.36 24.87 455.1
C101 189.53 12.97 137.29 67.08 14.62 21.97 18.33 39.35 127.22 272.2
C102 35.91 17.81 53.93 44.82 19.52 17.81 19.77 32.02 69.02 239.2
C103 79.54 10.61 53.04 63.37 15.79 2.62 7.42 8.56 29.73 210.2
C104 - - - - - - - - - -
C105 191.87 14.78 181.6 186.98 136.84 132.73 134.21 145.46 154.58 243.5
C106 10.33 8.43 49.47 38.37 7.88 16.09 23.27 33.13 91.13 272.9
C107 101.25 101.2 43.13 101.25 101.34 59.64 59.64 43.13 101.25 216.3
C108 45.79 45.79 45.79 45.79 39.76 45.79 45.79 45.79 45.79 204.2
C109 31.37 31.37 31.37 31.37 31.37 31.37 31.37 31.37 31.37 191.9
RC101 52.94 46.07 60.23 61.72 35.21 37.71 35.0 31.80 7.6 783.1
RC102 90.07 19.06 105.58 92.49 24.62 51.48 39.6 44.91 64.77 558.9
RC103 175.45 25.33 64.98 87.81 33.82 33.37 39.18 53.55 36.04 448.9
RC104 223.16 49.96 70.28 96.86 36.56 29.07 39.9 60.37 62.82 404.5
RC105 285.53 21.61 86.97 162.95 31.7 25.52 40.26 46.15 47.67 571.6
RC106 320.05 27.7 83.45 66.89 17.76 15.04 24.95 36.59 64.34 471.4
RC107 432.47 29.59 111.35 245.93 40.74 37.07 29.59 61.34 47.04 485.3
RC108 285.87 29.62 129.35 149.61 54.36 32.88 55.46 84.66 68.14 410.6

Average 132.94 25.75 63.45 80.33 31.04 26.95 28.51 38.38 44.72 476.1

Table 4.9: Average test costs and percentage gaps to the full-knowledge model for instances with 25
customers

Gen. model D-avg SAA PTO-
OLS

PTO-
kNN

SAA-
kNN

CSAA RSAA P-NN PTO-F Full

R̂
Linear 436.0 382.1 374.4 411.0 381.8 369.6 369.7 373.3 373.6 369.0
Exponential 809.5 559.0 515.5 596.6 515.8 497.3 499.8 502.0 496.5 477.8
Sigmoidal 1102.7 593.2 751.4 844.7 607.1 588.9 592.7 638.9 642.0 476.1

Gap(%)
Linear 18.16 3.55 1.46 11.38 3.47 0.16 0.17 1.17 1.25 0.00
Exponential 69.42 16.99 7.89 24.86 7.95 4.08 4.61 5.06 3.91 0.00
Sigmoidal 131.61 24.60 57.82 77.42 27.52 23.69 24.49 34.19 34.85 0.00
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Appendix 4.E Detailed results for instances with 50

customers

With 50 customers, we could not solve all instances to optimality. To conduct a fair
comparison between the models, we consider in the following analyses only instances
for which all models could find optimal solutions or integer feasible solutions with an
optimality gap of at most 0.01.

Linear generative model. Table 4.10 shows test cost results for 22 instances that
could be solved to an optimality gap of at most 1%. Among the practical models, CSAA
achieves the lowest test costs in all instances. The full-information lower bound is achieved
in 5 out of the 22 instances. Notably, the test costs of CSAA are smaller than or equal
to those of PTO-F in all instances.

Exponential generative model. Table 4.11 reports the test costs of different data-
driven approaches for 24 instances that could be solved to an optimality gap of at most
1%. For most instances, CSAA has the lowest test costs among the practical models.
Moreover, CSAA is also superior to PTO-F, on average.

Sigmoidal generative model. Table 4.12 reports the test cost of different data-driven
approaches for 21 instances that could be solved to an optimality gap of at most 1%. As
before, on average, CSAA is superior to the other practical models. However, we observe
a larger gap to the full-information lower bound.

Comparison of generative models. We compare the average test costs achieved by
the different methods across the different generative models in Table 4.13. For linear and
exponential travel times, CSAA has the lowest average test costs. For sigmoidal travel
times, we observe significantly larger gaps. In this setting, CSAA has a full-information
gap of 32.93%, close to PTO-F, with 32.20%.
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Table 4.10: Test cost results for instances with linear generative model and 50 customers
Instance D-avg SAA PTO-

OLS
PTO-
kNN

SAA-
kNN

CSAA RSAA PTO-F Full

R101 25.36 5.84 1.11 10.97 3.48 0.7 0.66 0.97 1237.0
R102 18.32 3.72 0.99 16.39 1.44 0.16 0.21 1.01 1155.8
R103 6.96 2.91 3.05 4.53 1.99 0.27 0.42 1.29 850.2
R104 - - - - - - - - -
R105 51.25 6.4 2.44 23.05 5.86 0.67 0.28 1.28 994.4
R106 - - - - - - - - -
R107 7.52 2.12 1.81 16.82 2.63 0.3 0.18 2.12 772.8
R108 - - - - - - - - -
R109 7.64 3.98 4.16 7.75 0.52 0.23 0.24 1.81 828.7
R110 35.0 3.22 1.45 14.33 5.92 0.44 0.22 0.99 758.5
R111 32.81 3.6 2.26 19.8 6.85 0.12 0.08 1.58 738.5
R112 - - - - - - - - -
C101 1.66 21.32 1.66 1.66 3.09 0.00 0.00 1.66 379.0
C102 4.7 4.7 0.05 4.7 1.55 0.05 0.05 0.05 367.8
C103 - - - - - - - - -
C104 - - - - - - - - -
C105 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 363.2
C106 1.52 9.57 1.52 1.52 1.52 0.95 0.95 1.52 387.5
C107 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 363.2
C108 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 363.2
C109 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 363.2
RC101 54.67 6.1 5.9 16.93 6.23 1.28 1.09 4.91 1130.4
RC102 93.37 9.48 3.92 24.37 6.37 0.75 0.81 2.4 987.5
RC103 45.81 5.42 4.35 22.79 11.45 0.10 0.46 2.13 774.5
RC104 - - - - - - - - -
RC105 47.79 2.21 7.64 40.57 17.12 0.6 0.44 4.59 917.1
RC106 27.19 5.22 4.55 17.09 3.17 0.91 0.65 4.77 879.3
RC107 56.66 5.72 1.82 18.36 2.18 0.26 0.09 2.71 692.7
RC108 - - - - - - - - -

Average 24.68 4.83 2.32 12.46 3.87 0.37 0.33 1.7 728.79



Breno Serrano: Contextual and Data-Driven Decision-Making 91

Table 4.11: Test cost results for instances with exponential generative model and 50 customers
Instance D-avg SAA PTO-

OLS
PTO-
kNN

SAA-
kNN

CSAA RSAA PTO-F Full

R101 10.48 10.82 3.14 9.02 4.51 1.75 2.29 1.63 1466.0
R102 45.24 15.37 3.4 8.94 6.75 2.81 2.66 1.28 1821.7
R103 20.0 18.88 5.54 11.45 9.37 3.93 3.92 3.05 1679.8
R104 31.36 8.07 21.56 18.97 3.59 8.09 13.81 6.43 794.4
R105 4.76 4.33 7.89 3.59 3.01 4.72 5.33 3.36 1252.7
R106 - - - - - - - - -
R107 198.4 23.5 13.08 34.34 11.52 4.12 4.6 5.21 907.8
R108 - - - - - - - - -
R109 24.21 11.09 6.54 7.95 5.43 2.44 3.23 5.33 975.9
R110 - - - - - - - - -
R111 158.52 16.74 4.38 21.72 4.78 3.78 3.92 6.69 887.8
R112 14.73 7.8 5.37 24.43 6.52 3.45 3.23 6.15 756.5
C101 4.79 1.85 6.97 4.9 2.48 1.65 1.69 7.05 492.3
C102 5.7 0.13 2.74 2.74 0.99 0.65 1.12 2.41 473.7
C103 - - - - - - - - -
C104 - - - - - - - - -
C105 124.2 6.62 12.26 70.73 5.23 3.79 4.06 12.74 438.0
C106 66.09 7.29 7.97 26.75 6.51 9.75 5.75 7.49 500.5
C107 113.86 60.36 3.89 113.86 7.64 2.64 2.64 3.89 393.8
C108 0.14 0.14 0.63 0.14 0.14 0.14 0.22 0.69 364.0
C109 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 363.2
RC101 120.37 44.11 5.5 18.79 64.71 3.37 4.64 2.06 1663.0
RC102 96.18 49.45 14.25 24.92 25.28 7.31 9.02 3.93 1605.4
RC103 44.07 15.06 7.25 18.17 6.69 2.51 4.28 5.2 1029.9
RC104 - - - - - - - - -
RC105 39.43 17.38 19.16 14.49 8.52 4.09 10.17 5.56 1235.6
RC106 109.79 55.04 13.84 46.25 35.6 9.23 13.02 4.87 1181.6
RC107 58.82 6.72 98.41 32.39 7.36 12.33 20.5 9.71 928.5
RC108 - - - - - - - - -

Average 58.69 17.31 11.99 23.39 10.3 4.21 5.46 4.76 964.19



92 Breno Serrano: Contextual and Data-Driven Decision-Making

Table 4.12: Test cost results for instances with sigmoidal generative model and 50 customers
Instance D-avg SAA PTO-

OLS
PTO-
kNN

SAA-
kNN

CSAA RSAA PTO-F Full

R101 87.09 31.48 43.26 54.85 27.75 21.85 29.31 8.52 2179.0
R102 131.73 53.93 53.77 69.1 53.27 29.65 30.23 18.79 1732.0
R103 241.33 46.09 76.05 90.64 26.26 26.61 35.35 17.02 1627.7
R104 - - - - - - - - -
R105 303.68 23.6 32.32 104.4 16.23 16.23 17.99 25.09 1278.4
R106 252.94 43.82 106.23 107.35 42.77 28.46 22.93 50.4 1021.1
R107 233.67 32.1 92.73 81.15 31.91 23.07 25.51 37.18 940.9
R108 - - - - - - - - -
R109 261.41 16.81 72.51 156.4 26.91 19.46 22.79 41.33 978.7
R110 167.15 18.02 80.05 107.21 35.25 26.35 23.18 44.34 862.7
R111 164.21 26.28 80.91 115.21 31.36 23.87 30.57 44.54 873.8
R112 170.69 28.15 83.54 144.91 37.41 29.05 15.94 33.91 795.3
C101 186.14 16.02 59.32 62.29 25.45 49.13 29.6 63.04 532.5
C102 128.54 16.09 108.06 124.41 24.31 21.4 24.45 48.58 506.0
C103 - - - - - - - - -
C104 - - - - - - - - -
C105 - - - - - - - - -
C106 - - - - - - - - -
C107 52.86 52.86 52.68 52.86 52.46 52.26 52.68 52.86 402.4
C108 - - - - - - - - -
C109 12.25 12.25 12.25 12.00 12.8 12.00 12.25 12.74 364.1
RC101 228.78 33.32 89.05 80.05 36.36 46.11 53.35 9.24 2619.1
RC102 292.43 97.24 88.67 168.9 79.34 57.24 68.13 41.78 1337.6
RC103 509.92 80.08 143.89 143.32 77.7 32.20 37.6 47.19 1021.2
RC104 - - - - - - - - -
RC105 262.02 36.06 84.24 294.37 76.76 50.57 51.29 27.66 1422.8
RC106 203.06 44.88 90.33 90.65 35.20 41.64 39.01 72.9 1100.6
RC107 477.15 21.88 149.12 237.37 36.3 34.21 26.74 54.2 982.0
RC108 - - - - - - - - -

Average 218.35 36.55 79.95 114.87 39.29 32.07 32.44 37.57 1128.9

Table 4.13: Average test costs and percentage gaps to the full-knowledge model for instances with 50
customers

Gen. model D-avg SAA PTO-
OLS

PTO-
kNN

SAA-
kNN

CSAA RSAA PTO-F Full

R̂
Linear 953.4 764.5 749.1 839.7 762.1 732.1 731.7 743.5 728.8
Exponential 1549.8 1160.9 1082.4 1159.9 1096.5 1007.3 1021.7 1006.1 964.2
Sigmoidal 3690.0 1570.5 2029.8 2440.4 1588.8 1500.7 1524.4 1492.4 1128.9

Gap(%)
Linear 30.83 4.90 2.78 15.22 4.57 0.46 0.40 2.02 0.00
Exponential 60.73 20.40 12.26 20.30 13.72 4.47 5.96 4.34 0.00
Sigmoidal 226.87 39.12 79.80 116.18 40.73 32.93 35.04 32.20 0.00



5 Optimizing ride-hailing with a mix
of on-demand and pre-booked
customers under distributional
shift

Abstract

We consider a mixed-service ride-hailing system that offers customers the option to request a
ride on demand or to pre-book it in advance. For time-sensitive customers, pre-booking provides
a service guarantee at a price premium. From the operator’s perspective, pre-booking allows
for planning ahead with higher certainty but may incur the duty to operate unfavorable trips
that may even induce a shift in the demand distribution, e.g., in low-demand suburban neigh-
borhoods. Against this background, we develop an optimization framework for a mixed-service
ride-hailing system, allowing us to study the trade-offs between higher planning certainty and
the rise of unfavorable rides due to shifts in the demand distribution. We propose a two-stage
stochastic optimization formulation in which the first-stage problem consists of deciding which
pre-booking requests to accept, while the second-stage problem involves assigning vehicles to
requests and planning routes with uncertain on-demand requests. We present a sample average
approximation (SAA) formulation and develop a scalable solution algorithm that approximates
the second-stage subproblems using a polynomial-time algorithm. We conduct experiments based
on the New York City network using historical yellow taxi trip data. We show that greedily ac-
cepting all pre-booking requests leads to a 14.5% reduction in the operator’s profit compared
to a purely on-demand baseline in environments with strong distributional shifts. In contrast,
the proposed SAA solutions lead to profit increases ranging from 6.5% to 7.7%, in settings with
weak and strong distributional shifts, respectively, while satisfying customer pick-up time win-
dows. Additionally, we provide managerial insights to assist system operators in making informed
design choices to counteract the effects of distributional shifts.

This chapter is based on the working paper:

Serrano B., Jacquillat A., Minner S., Schiffer M. (2024). Optimizing ride-hailing with a
mix of on-demand and pre-booked customers under distributional shift.
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5.1 Introduction

Over the past decades, technological advances, such as the widespread use of smartphones,
precise global positioning systems, and accessible wireless Internet via mobile networks,
have fueled the rise of ride-hailing platforms offering on-demand passenger transportation.
Although users can often secure a ride within minutes in densely populated urban areas,
driver supply can vary, e.g., based on the pick-up location and time of day, occasionally
leading to longer wait times or a lack of available drivers. In this context, ride-hailing
platforms such as Uber, Lyft, and Bolt have recently started to offer pre-booking ser-
vices (Bolt 2023; Lyft 2023; Uber 2023) especially targeting time-sensitive customers
heading to airports or on holiday travels. Customers pay an additional pre-booking fee
to reserve a ride in advance, and the operator commits to sending a driver to the agreed
pick-up location at the specified time. In line with the terminology from the literature
(see, e.g., Abkarian, Mahmassani, and Hyland 2022; Engelhardt, Dandl, and Bogenberger
2022), we refer to such a system as a mixed-service system.

From an operational perspective, pre-booked rides offer higher planning certainty for
the operator, as the travel demand is known in advance. However, the commitment to
serving pre-booked customers may force the operator to reject potentially more profitable
on-demand requests if the driver supply is insufficient to meet overall demand. Addition-
ally, introducing a pre-booking service may induce travel demand in areas traditionally
experiencing low driver availability, such as low-demand suburban neighborhoods, leading
to a shift in the travel demand distribution, i.e., creating a mismatch between the trip
distribution of pre-booked and on-demand ride requests. Consequently, implementing a
pre-booking service introduces a trade-off between higher planning certainty and the rise
of unfavorable rides due to shifts in the demand distribution.

Despite the extensive literature on optimizing ride-hailing systems, few studies have
focused on mixed-service systems, particularly regarding shifts in the travel demand dis-
tribution. To address this research gap, we first illustrate the complexity of the problem
by introducing a simplified queuing-theoretical model, having as few degrees of freedom
as possible, while still capturing the main aspects of a mixed-service system. This illus-
trative analysis motivates the need for an optimization framework that more accurately
represents the temporal and spatial details of the problem. Accordingly, we propose a
novel two-stage stochastic optimization model that maximizes the sum of pre-booking
fees and the expected total profit from serving pre-booked and on-demand customers,
considering driving costs. Specifically, in the first stage, the operator decides to accept or
reject incoming pre-booking requests, and in the second stage, assigns vehicles to requests
and plans routes in response to incoming on-demand requests. Following a data-driven
approach, we present a sample average approximation (SAA) formulation based on sce-
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narios describing possible realizations of on-demand requests. However, solving the SAA
model is challenging as it requires the solution of integer subproblems that must satisfy
linking constraints with respect to first-stage decisions, leading to a computationally in-
tractable problem. To address these challenges, we develop a scalable heuristic algorithm
that solves approximate versions of the second-stage subproblems, modeled as K-disjoint
shortest path problems (K-DSPPs). We conduct experiments based on New York City
yellow taxi data and derive managerial insights indicating that a mixed-service system
can lead to increased profit compared to the purely on-demand baseline system, even in
environments with strong distributional shifts.

5.1.1 Related Works

Our work relates to the literature on optimizing ride-hailing systems, often modeled as
a taxi routing problem. In this section, we first review related works in the field of
ride-hailing systems, before we discuss related works that also investigate the concept
of pre-booking within this setting. For a general overview of vehicle routing problems
(VRPs), we refer the interested reader to Vidal, Laporte, and Matl (2020). Finally, we
discuss papers that model transportation problems using queuing-theoretical models.

Optimizing ride-hailing systems: Previous works have modeled ride-hailing as a
variant of the pick-up and delivery problem (PDP), in which vehicles transport goods
from a pick-up location to a drop-off location. Similarly, the dial-a-ride problem (DARP)
considers vehicles that transport customers instead of products. Berbeglia, Cordeau, and
Laporte (2010) and Cordeau and Laporte (2007) surveyed works on the dynamic versions
of the PDP and the DARP. Bertsimas, Jaillet, and Martin (2019) proposed an online re-
optimization method that iteratively assigns incoming ride requests to vehicles by solving
an offline optimization model in a rolling-horizon fashion.

The possibility of customers sharing rides also attracted research interest in the litera-
ture. For a review on dynamic ride-sharing, we refer to Agatz et al. (2012). Alonso-Mora
et al. (2017) proposed an algorithm based on model-predictive control for optimizing a
ride-sharing system. Soza-Parra, Kucharski, and Cats (2024) investigated how different
travel demand patterns affect the shareability of a ride-pooling system, a metric that
measures the extent to which different customers can share rides, taking into account the
rides’ compatibility in time and space, and customer preferences.

The emergence of autonomous vehicles has inspired new business models for passenger
transportation. In particular, an autonomous mobility-on-demand (AMoD) system con-
sists of a centrally-operated fleet of autonomous vehicles serving customers on demand
(cf. Pavone 2015). For a general overview of methods for the analysis and control of
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AMoD systems, we refer to Zardini et al. (2022). Rossi et al. (2018) proposed a network
flow framework for controlling an AMoD system while also considering the effects of con-
gestion. Tsao, Iglesias, and Pavone (2018) proposed a stochastic model predictive control
algorithm that incorporates probabilistic forecasts of future requests for dispatching and
rebalancing in AMoD systems. Jungel et al. (2023) proposed a hybrid combinatorial op-
timization method combined with machine learning for controlling an AMoD fleet. The
authors learn control policies for dispatching vehicles to serve ride requests and for rebal-
ancing idle vehicles in anticipation of future demand. Other works focused explicitly on
the rebalancing of idle vehicles (see, e.g., Iglesias et al. 2018; Liu and Samaranayake 2020;
Pavone et al. 2012; Zhang and Pavone 2016).

A large body of literature focused on applying reinforcement learning (RL) for control-
ling (autonomous) mobility-on-demand systems. Qin, Zhu, and Ye (2022) surveyed RL
methods applied to ride-hailing and ride-sharing systems. Zhou et al. (2019) proposed
a multi-agent RL method that extends a deep Q-learning network with Kullback-Leibler
divergence optimization. Tang et al. (2019) proposed a novel RL method for vehicle dis-
patching and conducted offline simulations using data from DiDi. Sadeghi Eshkevari et al.
(2022) described an RL method deployed by DiDi that dynamically solves a maximum
bipartite matching problem using a state value function. Enders et al. (2023) and Hoppe
et al. (2024) proposed a hybrid algorithm that uses multi-agent soft actor-critic to pa-
rameterize a weighted bipartite matching problem. Further works focused on the topic of
fleet rebalancing, such as Gammelli et al. (2021), Jiao et al. (2021), and Skordilis et al.
(2022), and Liang et al. (2022), among others.

Our work relates to the partially dynamic VRP, where part of the requests are known to
the operator before the day of operation begins, while the remaining requests are revealed
in an online fashion. Lund, Madsen, and Rygaard (1996) introduced the concept of degree
of dynamism, defined as the number of dynamic requests divided by the total number of
requests that enter the system during the whole time horizon. They proposed heuristic
methods adapted from the insertion heuristic by Solomon (1987). Larsen, Madsen, and
Solomon (2002) introduced the effective degree of dynamism, which extends the degree of
dynamism by taking into account the requests’ pick-up times.

Pre-booking in shared mobility systems: Ride-hailing systems offering pre-booking
services are often denoted as reservation-based systems in the literature. Bilali et al. (2019)
proposed an analytical model to study the influence of ride requests’ reservation times
in a ride-sharing system. However, the reservation times considered in their experiments
are rather short, between 2 to 15 minutes, such that requests may still be considered
on-demand. In contrast, we consider that pre-booking requests enter the system at least
one day before operation.
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Only a few papers have considered a mix of pre-booking and on-demand requests.
Engelhardt, Dandl, and Bogenberger (2022) studied a mixed-service ride-pooling system,
and proposed a solution algorithm that first provides an offline solution for pre-booked
requests and then accommodates on-demand customers in an online fashion by adopting
a framework based on Alonso-Mora et al. (2017). Engelhardt, Dandl, and Bogenberger
(2022) showed that on-demand customers also benefit from decreased waiting and detour
times when pre-booking is enabled. Their experimental setup assumes that on-demand
and pre-booking requests follow the same distribution. In contrast, our work analyzes
the impact of distributional shifts on the system performance, focusing on pre-booking
acceptance decisions.

According to the review paper by Narayanan, Chaniotakis, and Antoniou (2020), pre-
booking has been studied in the context of shared autonomous vehicle services by Lamotte,
De Palma, and Geroliminis (2017), Levin (2017), and Ma et al. (2017), and Pimenta et al.
(2017). However, most works considered only pre-booking requests, not a mix of pre-
booking and on-demand requests. Duan et al. (2020) studied a ride-hailing system in
which autonomous vehicles serve a mix of pre-booking and on-demand requests. Their
framework consists of a centralized dispatcher that assigns short-term requests to vehicles,
while each vehicle manages its own long-term route, using a heuristic method to respond to
incoming long-term requests. Abkarian, Mahmassani, and Hyland (2022) studied a mixed-
service system of autonomous vehicles, combining on-demand passenger transportation
and carsharing, where customers can either rent a vehicle for a certain time slot or pre-
book a ride specifying their origin and destination locations. The authors developed
a dynamic simulation framework and proposed re-optimization methods for assigning
vehicles to requests. In contrast to our work, they assumed that the operator cannot
reject ride requests and that customers are willing to wait indefinitely for their ride.

Related to our work is the paper by Elting and Ehmke (2021), who considered the
option of pre-booking a ride in a dynamic ride-sharing system, modeled as a variant of a
dial-a-ride problem. They studied how the degree of dynamism (cf. Lund, Madsen, and
Rygaard 1996) affects the system performance, e.g., in terms of rejection and occupancy
rates.

Queuing models for shared mobility systems: There is extensive literature on us-
ing queuing models to analyze systems with customer or service differentiation. For an
introduction to the topic, we refer to Hassin and Haviv (2003). Afèche (2013) consid-
ered a firm offering two service classes that are differentiated in prices and delays, e.g.,
corresponding to wait times or lead times. The authors adopted a single-server queuing
system to model the firm’s problem of designing revenue-maximizing price and lead-time
menus and scheduling policies. Maglaras, Yao, and Zeevi (2017) extended the framework
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of Afèche (2013) to a setting with multiple service classes using a multi-server system.
Recent literature has proposed the use of queuing models to analyze transportation

systems. In particular, Braverman et al. (2019) modeled a ride-hailing system using a
closed queuing network, where vehicles correspond to jobs moving through the network.
The authors focused on the rebalancing of empty vehicles and proposed a fluid-based
optimization problem to study the steady-state convergence of the network. Banerjee,
Freund, and Lykouris (2021) introduced an approximation framework for closed queuing
network models of vehicle-sharing systems. Their framework is based on a continuous-time
Markov chain and models pricing, matching, and rebalancing while considering multiple
objectives and system constraints. Chopra et al. (2023) studied a hybrid transportation
system consisting of a mix of shuttle buses and on-demand vehicles. The authors analyzed
the system using a queuing model where passengers wait in a single queue for a shuttle
service. If a passenger arrives when the queue length is greater than the shuttle capacity,
then the passenger is assigned to an on-demand vehicle. Zhang and Pavone (2016) and
Zhang, Rossi, and Pavone (2019) introduced closed Jackson network models for analyzing
and controlling (autonomous) mobility-on-demand systems. Despite recent advances in
using queuing systems to model ride-hailing, no previous work has analyzed a mixed-
service system that combines on-demand and pre-booked rides.

5.1.2 Contributions

Our work addresses the research gaps outlined above. Specifically, our contribution is four-
fold. First, we present a queuing system that models the mixed-service ride-hailing system
at a high level and motivates the need for a more accurate optimization framework that
captures the spatial and temporal intricacies of the problem. Second, we introduce a novel
two-stage stochastic optimization model and present a SAA formulation that estimates
the value of the second-stage recourse function based on a set of scenarios describing pos-
sible realizations of on-demand requests. Third, we develop a scalable heuristic algorithm
for solving the SAA model. The heuristic approximates the second-stage subproblems as
K-disjoint shortest path problems by fixing pick-up times and relaxing the linking con-
straints that enforce first-stage decisions. The algorithm then combines the solutions to
the approximated subproblems and determines a consensus on first-stage decisions based
on majority voting. Fourth, we conduct extensive experiments and provide managerial
insights regarding the introduction of pre-booking into a ride-hailing system, particularly
in the presence of distributional shifts. Our results show that our SAA model increases
profits compared to a purely on-demand baseline system, even in the presence of distri-
butional shifts. Moreover, we show that greedily accepting all pre-booking requests can
reduce the operator’s profit in environments with strong distributional shifts.
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The remainder of this paper is organized as follows. Section 5.2 describes our problem
setting and presents a queuing-theoretical model for the mixed-service system. Section 5.3
introduces the optimization framework. Section 5.4 presents our experimental design and
Section 5.5 discusses computational results. Finally, Section 5.6 concludes the paper.

5.2 Problem Setting & Analysis

We introduce our general problem statement before we present a simplified analysis based
on a queuing-theoretical system, which motivates the need for a more detailed optimiza-
tion framework.

5.2.1 General Problem Statement

We consider a profit-maximizing ride-hailing operator who centrally controls a fleet of
vehicles V of fixed size. In our mixed-service system, customers can either pre-book
a ride in advance or request a ride on demand. A ride request is defined by a tuple
i = (oi, di, si, ei, pi), indicating its origin oi, destination di, earliest pick-up time si, latest
pick-up time ei, and the price pi paid to the operator. Accordingly, each customer i has
a pick-up time window [si, ei]. Each vehicle is associated with an initial time sv from
which it is available for service, and an initial location ov. We consider a continuous
planning horizon [1, T ]. Pre-booking requests enter the system before the start of the
planning horizon, and the operator decides to accept or reject each pre-booking request.
By accepting a pre-booking request, the operator commits to serving the customer at
their earliest pick-up time. During the planning horizon, on-demand requests may arrive
at any time, and the operator decides to accept or reject each incoming request and
dispatches vehicles to serve all accepted (pre-booking and on-demand) requests. Notably,
the operator makes pre-booking acceptance decisions without knowledge of future on-
demand requests and before determining vehicle routes. We denote the set of all pre-
booking requests by D1 and the set of all on-demand requests that arrive throughout the
planning horizon by D2.

Before presenting our optimization framework, we analyze the potential effects of distri-
butional shifts on the operator’s profit in a stylized setting based on a queuing-theoretical
model. Although this simplified setting does not capture all the problem’s nuances, partic-
ularly neglecting spatial aspects, it already reveals interesting unintuitive effects, strongly
indicating the need for a further detailed study.
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5.2.2 Queuing-theoretical Analyses

We introduce a simplified queuing model, with as few degrees of freedom as possible, that
captures the core components of the mixed-service ride-hailing system, aiming to obtain
managerial insights while abstracting the technical details of the system’s operation. We
first introduce the baseline queuing model for a purely on-demand system, before we
present a queuing model for the mixed-service system.

Baseline Queuing System: In the baseline case, we consider that the system receives
only on-demand requests, and the operator may decide to reject a percentage of the
incoming requests to ensure that the wait time in the queue remains below a certain time
limit. We model the system using an M/M/1 queue with Poisson distributed arrivals
with arrival rate λ and service rate µ. The average wait time in an M/M/1 queue is given
by: W q = λ

µ(µ−λ)
. The operator observes an arrival rate Λ and decides on a share of

incoming requests that are allowed to enter the M/M/1 queue such that the wait time in
the queue is on average not longer than Wmax. Variable y models the operator’s acceptance
decision, determining the share of incoming requests that enter the queue. We formulate
the operator’s revenue maximization problem as:

Rbaseline = max λp (5.1)

s.t. λ ≤ Wmax µ(µ− λ) (5.2)

λ = Λy (5.3)

0 ≤ y ≤ 1 (5.4)

which has the following optimal solution:

y∗ = min

{
1,

1

Λ

Wmax µ
2

(1 +Wmaxµ)

}
(5.5)

Mixed-service Queuing System: We consider a system that receives a mix of pre-
booking and on-demand requests, as depicted in Figure 5.1. We consider two customer
types with arrival rates Λ1 and Λ2, and service times 1/µ1 and 1/µ2, respectively. Cus-
tomer type 1 corresponds to pre-booking requests, and customer type 2 corresponds to
on-demand requests. We model the system using a non-preemptive priority queue with
two priority classes, where pre-booking requests have priority class 1 and on-demand re-
quests have priority class 2. Accordingly, pre-booked requests have higher priority than
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on-demand requests. The expressions for the wait times in each queue are given by:

W q,1 =
ρ1/µ1 + ρ2/µ2

1− ρ1
(5.6)

W q,2 =
ρ1/µ1 + ρ2/µ2

(1− ρ1)(1− ρ1 − ρ2)
(5.7)

where ρ1 = λ1/µ1 and ρ2 = λ2/µ2 (cf. Larson and Odoni 1981).

Figure 5.1: Non-preemptive priority queue with acceptance decisions and wait time constraints.

Let y1 ∈ [0, 1] and y2 ∈ [0, 1] be the acceptance decisions regarding pre-booking and
on-demand requests, respectively. We formulate the operator’s revenue maximization
problem:

Rmixed = max λ1p1 + λ2p2 (5.8)

s.t. λ1 = Λ1 y1 (5.9)

λ2 = Λ2 y2 (5.10)
ρ1/µ1 + ρ2/µ2

1− ρ1
≤ W1 (5.11)

ρ1/µ1 + ρ2/µ2

(1− ρ1)(1− ρ1 − ρ2)
≤ W2 (5.12)

0 ≤ y1 ≤ 1 (5.13)

0 ≤ y2 ≤ 1 (5.14)

which is equivalent to:

max p1Λ1 y1 + p2Λ2 y2 (5.15)

s.t.
Λ1

µ1

(
1

µ1
+W1

)
y1 +

Λ2

µ2
2

y2 ≤W1 (5.16)

− Λ2
1

µ2
1

W2 y
2
1 −

Λ1Λ2

µ1µ2
W2 y1y2 +

Λ1

µ1

(
1

µ1
+ 2W2

)
y1 +

Λ2

µ2

(
1

µ2
+W2

)
y2 ≤W2 (5.17)

0 ≤ y1 ≤ 1, 0 ≤ y2 ≤ 1 (5.18)

The model formulation is a non-convex quadratically constrained linear program. In the
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following, we compare the mixed-service system against the baseline system in a numerical
simulation.
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Figure 5.2: Revenue curve of queuing model

Simulation of Queuing System: In this simulation, we compare the revenue perfor-
mance of the two systems by fixing the average service time of on-demand requests 1/µ2,
while varying the service time of pre-booking requests 1/µ1. This corresponds to a setting
where pre-booking and on-demand requests are characterized by different distributions,
thereby modeling a distributional shift. Specifically, we consider a setting with |V |= 2000

vehicles, |D1|= |D2|= 10000 pre-booking and on-demand requests, and a time horizon of
T = 360 minutes (6 hours). We compute the arrival rate for pre-booking and on-demand
requests as Λ1 = Λ2 =

|D1|
|V |×T

≈ 0.014 requests per minute. We consider an average service
time of 20 minutes for on-demand requests, leading to a service rate of µ2 = 0.05. We set
the maximum wait time for on-demand requests to W2 = 10 minutes and set the prices
to p1 = 15 and p2 = 10, respectively, for pre-booked and on-demand requests.

In the baseline system, we assume that pre-booking customers enter the same queue as
on-demand customers, such that there is no service differentiation. Thus, the arrival rate
is Λ = Λ1 + Λ2 and we compute the mean service time as the weighted average among
the service times of on-demand and pre-booking requests, leading to the service rate:

µ =
Λ1 + Λ2

Λ1/µ1 + Λ2/µ2

. (5.19)

Figure 5.2 shows the revenue in the y-axis as we increase the service time of pre-booked
requests in the x-axis. The dashed orange line shows the revenue curve for the baseline
system, while the solid lines show the revenue curves for the mixed-service system for
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different values of the maximum pre-booking wait time W1 ∈ {1, 2, 3, 4, 5}, in minutes.
Under the baseline system, the operator accepts all requests up to the critical point when
the average wait time in the queue reaches the maximum allowable wait time W2 =

10 minutes, which corresponds to an average service time of 1/µ = 14.548 minutes.
Accordingly, the baseline revenue remains constant as long as the pre-booking service time
is less than 1/µ1 = 9.097 minutes. After this point, revenue starts to decrease. Under the
mixed-service system, the revenue also decreases as we increase the pre-booking service
time. For this system, there is also a critical point, when the pre-booking service time is
approximately between 1/µ1 = 23 and 1/µ1 = 24 minutes, after which the operator must
reject all pre-booking requests in order to satisfy the corresponding wait time constraint.
After this critical point, the acceptance rate of on-demand requests remains constant at
y1 = W1µ

2
2/Λ2.

This analysis shows that introducing service differentiation between pre-booking and
on-demand requests can result in either an increase or a decrease in revenue compared
to the baseline system, depending on service quality constraints and distributional shifts
between pre-booking and on-demand requests. Therefore, it is not straightforward to
determine whether a mixed-service system would be more profitable than a purely on-
demand system in practice. We acknowledge that this stylized setting does not capture
some important aspects of real ride-hailing systems, e.g., spatial and temporal dynamics.
In the following, we hence introduce an optimization framework that represents the system
more faithfully, allowing us to conduct a more detailed and nuanced analysis.

5.3 Optimization framework

We model the problem faced by the operator as a two-stage stochastic optimization prob-
lem. The first-stage problem models the planning phase before operations start, in which
a set of pre-booking requests D1 enter the system, and the operator decides on accepting
or rejecting each pre-booking request. The second-stage problem models the operations
during the planning horizon, which involves acceptance decisions regarding on-demand
customers and routing decisions for all accepted requests. We are interested in analyzing
the pre-booking acceptance decisions of the first-stage problem. Therefore, to not bias
our analyses, we compute an upper bound for the second stage, assuming that on-demand
requests are all revealed at once, corresponding to a setting with perfect foresight. We
denote by D2 the uncertain set of on-demand requests that enter the system in the second
stage.
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5.3.1 Two-stage Stochastic Optimization Model

Let xi be a binary decision variable, taking value 1 if the operator accepts the pre-booking
ride request i ∈ D1. Each pre-booking customer i ∈ D1 incurs an additional pre-booking
fee pi,1. The two-stage stochastic optimization problem maximizes the revenue from pre-
booking fees and the expected profit obtained from the second-stage problem.

max
∑
i∈D1

xi pi,1 + ED2 [Π(x;D1, D2)] (5.20)

s.t. xi ∈ {0, 1} ∀i ∈ D1, (5.21)

where Π(x;D1, D2) is the optimal objective value of the second-stage problem. Uncer-
tainty in the second-stage problem stems from the set of on-demand requests D2.

We define the second-stage problem on a directed graph G = (V ,A). Each node in
V = D1 ∪D2 ∪ V represents either a request i ∈ D1 ∪D2 or a vehicle v ∈ V . The arc set
is composed of two sets of arcs A = AV ∪ AD, where the existence of an arc (v, i) ∈ AV

represents the possibility for customer i ∈ D1 ∪ D2 to be the first request picked up by
vehicle v ∈ V , while an arc (i, j) ∈ AD represents the possibility for a vehicle to pick up
customer j ∈ D1∪D2 immediately after servicing customer i ∈ D1∪D2. Let τ(ℓ1, ℓ2) be a
function that computes the travel time from location ℓ1 to location ℓ2, and let δ(ℓ1, ℓ2) be
a function that computes the driving distance from location ℓ1 to ℓ2. Each arc (v, i) ∈ AV

has a travel time Tvi = τ(ov, oi) from the initial location of vehicle v to the origin oi of
request i and a profit πvi = pi−βδ(ov, oi)−βδ(oi, di), i.e., the fare paid by i minus the cost
of driving from ov to the pick-up point of i and to its destination. Parameter β expresses
the unit operating cost which is a combination of fuel consumption cost and driver’s wage.
Each arc (i, j) ∈ AD has a travel time Tij = τ(oi, di) + τ(di, oj) representing the time to
serve request i and to drive from the destination di to the origin oj, such that we must have
si+Tij ≤ ej. In addition, each arc (i, j) ∈ AD has a profit πij = pj,2−βδ(di, oj)−βδ(oj, dj),
i.e., the fare paid by j minus the cost of driving from the drop-off point of i to the pickup
point of j (dead-heading) and cost of driving customer j to its destination (occupied trip).
Based on the travel times defined above, we can equivalently define the arc set as:

A = {(i, j) ∈ V × (D1 ∪D2) : si + Tij ≤ ej}. (5.22)

We denote by N+(i) = {j ∈ V : (i, j) ∈ A} the set of nodes that are reachable by the
arcs going out of i ∈ V and we denote by N−(j) = {i ∈ V : (i, j) ∈ A} the set of nodes
that can reach j ∈ V by the arcs going into j.

The second-stage vehicle dispatching problem assigns a sequence of requests to each
vehicle, such that the operator’s profit is maximized, subject to routing and pick-up time
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window constraints. Let yi denote the request acceptance decisions, i.e., yi = 1 if request i
is picked up by a vehicle. We represent routing decisions by binary variables zvi and zij,
where zvi = 1 if request i assigned to vehicle v as a first request in the sequence, and zi,j = 1

if request i is picked up by a vehicle immediately after request j. Variable ti ∈ [si, ei]

models the pick-up time of request i. Given pre-booking and on-demand request sets, D1

and D2, and first-stage decisions x, we formulate the second-stage problem as follows:

Π(x;D1, D2) = max
∑

(i,j)∈A

πij zij (5.23)

s.t. yi = xi ∀i ∈ D1 (5.24)

yj =
∑

i∈N−(j)

zij ∀j ∈ D1 ∪D2 (5.25)

∑
j∈N+(i)

zij ≤ yi ∀i ∈ D1 ∪D2 (5.26)

∑
i∈N+(v)

zvi ≤ 1 ∀v ∈ V (5.27)

tj − ti ≥ (sj − ei) + (Tij − (sj − ei))zij ∀(i, j) ∈ AD (5.28)

ti ≥ si + (sv + Tvi − si)zvi ∀(v, i) ∈ AV (5.29)

si ≤ ti ≤ ei ∀i ∈ D1 ∪D2 (5.30)

zij ∈ {0, 1} ∀(i, j) ∈ A (5.31)

yi ∈ {0, 1} ∀i ∈ D1 ∪D2 (5.32)

We enforce that wait times for pre-booked customers are equal to zero, i.e., ti = si = ei for
all i ∈ D1. Constraints (5.24) are linking constraints and ensure that pre-booking requests
are served (or not) in accordance with first-stage acceptance decisions. Constraints (5.28)
and (5.29) define the pick-up time of each accepted request. Constraints (5.30)–(5.32)
define the variable domains.

Since the true underlying distribution of on-demand requests is unknown, we cannot
compute the objective value in Model (5.20)–(5.21). Therefore, we approximate the two-
stage stochastic optimization problem by SAA. Let K be a set of scenarios describing
possible realizations of the on-demand request set Dk

2 , for k ∈ K. We introduce the SAA
model formulation:

max
∑
i∈D1

xi pi,1 +
1

|K|
∑
k∈K

Π(x;D1, D
k
2) (5.33)

s.t. xi ∈ {0, 1} ∀i ∈ D1, (5.34)

where we replace the expectation in the objective of Model (5.20)–(5.21) with the average
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second-stage objective value among the scenarios.

5.3.2 Heuristic Algorithm

We develop a heuristic for solving the SAA model presented in Section 5.3.1. A core
component of our heuristic is the formulation of an approximate second-stage subproblem,
where we fix customer pick-up times, and remove the linking constraints related to first-
stage decisions. The resulting approximate subproblem is a K-DSPP, which we can solve
in polynomial time, e.g., using the algorithm from Schiffer et al. (2021).

To define the approximate second-stage subproblem, we rely on a directed graph Ĝ =

(V̂ , Â). As before, the node set V̂ = V consists of requests i ∈ D1∪D2 and vehicles v ∈ V .
The arc set Â = ÂV ∪ ÂD is such that ÂV = AV and ÂD is defined as:

ÂD = {(i, j) ∈ (D1 ∪D2)× (D1 ∪D2) : ei + Tij ≤ ej}, (5.35)

which ensures that pick-up times are fixed to ti = ei for all i ∈ D1 ∪D2, resulting in an
acyclic graph Ĝ. Note that the arc set Â is more restrictive than the arc set A defined
in Equation (5.22). Similar to Section 5.3.1, we define N̂+(i) = {j ∈ V : (i, j) ∈ Â} and
N̂−(j) = {i ∈ V : (i, j) ∈ Â}. We formulate the approximate second-stage subproblem
based on graph Ĝ as follows:

Π̂(D1, D2) = max
∑

(i,j)∈Â

πij zij (5.36)

s.t. yj =
∑

i∈N̂−(j)

zij ∀j ∈ D1 ∪D2 (5.37)

∑
j∈N̂+(i)

zij ≤ yi ∀i ∈ D1 ∪D2 (5.38)

∑
i∈N̂+(v)

zvi ≤ 1 ∀v ∈ V (5.39)

zij ∈ {0, 1} ∀(i, j) ∈ Â (5.40)

yi ∈ {0, 1} ∀i ∈ D1 ∪D2 (5.41)

where we removed linking constraints (5.24). Equation (5.35) ensures that the pick-up
time windows are always satisfied, and therefore Constraints (5.28)–(5.30) become unnec-
essary in this model. The K-DSPP algorithm for solving the approximate subproblem
Π̂(D1, D2) has a complexity of O(|Â|(|V̂|+K)+K|V̂|log|V̂|), where K = |V | is the number
of vehicles.

Our heuristic algorithm separately solves the approximate subproblem corresponding
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Algorithm 5.1: Heuristic algorithm
Input: Set of vehicles V , pre-booking requests D1, and on-demand scenarios Dk

2 , for k ∈ K
1 for k ∈ K do
2 Solve Π̂(D1, D

k
2 ) based on graph Ĝk = (V̂k, Âk) using K-DSPP algorithm (Schiffer et al.

2021)
3 Obtain pre-booking acceptance decisions for scenario k: xk

i ← yi, ∀i ∈ D1 ∪D2

4 Determine first-stage decisions x from x1,x2, . . . ,x|K|, e.g., based on majority vote:
xi = 1( 1

|K|
∑

k∈K xk
i ≥ 0.5), ∀i ∈ D1

5 for k ∈ K do
6 Update arc profits based on first-stage decisions:

πk
ij ← πk

ij +

{
Mk if xj = 1

−Mk if xj = 0
, ∀(i, j) ∈ Ak : j ∈ D1

7 Re-solve Π̂(D1, D
k
2 ) based on graph Ĝk = (V̂k, Âk) with modified profits π

to each scenario and then determines first-stage decisions by combining the individual
solutions to the subproblems. We describe the heuristic in detail in Algorithm 5.1. At a
high level, the algorithm consists of three main steps.

1. Solving the approximate subproblems: We separately solve the approximate
subproblem for each scenario (lines 2–3).

2. Consensus fixing: We determine a consensus among the subproblems regarding
first-stage decisions by majority voting (line 4).

3. Arc weight adjustment and re-solving: We adjust arc weights, i.e., profits,
based on the first-stage decisions and re-solve each subproblem, with the aim of
enforcing consistent first-stage decisions among the scenarios (lines 6–7). To de-
termine the value of Mk in line 6, we solve a shortest path problem on graph Ĝk
using the Bellman-Ford algorithm to obtain the optimal cost c∗, and set Mk = −c∗.
Our experiments show that defining Mk in this manner provides a sufficiently large
constant to enforce consistent first-stage decisions.

5.4 Experimental Design

This section introduces our real-world case study (Section 5.4.1), describes our evaluation
metrics (Section 5.4.2), and details our baseline policies (Section 5.4.3).

5.4.1 Case Study

We adopt the data set from NYC Taxi & Limousine Commission, 2010 for our case study.
In this paper, we focus on the Yellow Cab rides of Tuesday, January 26, 2010, from 9:00
a.m. to 3:00 p.m. Rides from and to Manhattan constitute 92.17% of all rides in the
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considered time horizon. In order to study distributional shifts in the travel demand,
we also consider rides from or to the boroughs of Brooklyn, Queens, and The Bronx.
We exclude from our experiments rides from or to Staten Island and Newark Airport,
amounting to 2.41% of all rides.

Profit calculation: The standard metered fare described in NYC Taxi & Limousine
Commission, 2010 is a combination of the trip distance and vehicle speed with possible
surcharges, e.g., for trips during the night or during rush hours, among others. Although
the data contains information on the fare amount paid by each customer, the values are not
always consistent with the described fare calculation and some entries have missing values.
To avoid using inaccurate data, we use the standard metered fare to re-calculate the fare
associated with each trip. As we do not have accurate data on vehicle speed, we calculate
a simplified fare based only on the distance traveled, consisting of an initial charge of
$3.00 plus $3.50 per mile (equivalently, $2.1748 per kilometer). For simplicity, we do not
consider additional surcharges. For calculating the profit, we assume an operational cost
of $2.50 per mile (cf. Bösch et al. 2018; Litman 2020), which is equivalent to β = $1.55 per
kilometer. The operator charges an additional fee to pre-booked customers corresponding
to 10% of the regular fare amount.

Look-up table of distances and travel times: Computing the pair-wise dis-
tance and travel time between every pair of nodes in the graph can be excessively time-
consuming and memory-intensive. To avoid this computational burden, we discretize the
road network using the algorithm detailed in Appendix 5.B with a discretization radius
of 200 meters, and pre-compute a look-up table with distances and travel times between
region centers. To generate the look-up table, we compute the path with the shortest
travel time between each pair of region centers. Travel times are based on data retrieved
from Uber Movement for the year 2020 and take traffic conditions into account. If a
request’s pick-up and drop-off locations are in the same region, we assume a line distance
and an average driving speed of 20 kilometers per hour.

5.4.2 Evaluation Metrics

In-sample performance: Given first-stage decisions x̂, obtained by solving the SAA
model defined on scenarios Dk

2 , for k ∈ K, we evaluate the in-sample profit:

P (x̂) =
∑
i∈D1

x̂i pi +
1

|K|
∑
k∈K

Π(x̂, D1, D
k
2) (5.42)

which consists of the average second-stage objective value based on the in-sample scenar-
ios.
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Out-sample performance: Given first-stage decisions x̂, we estimate the out-of-
sample profit based on a set of (testing) scenarios D

k

2, for k ∈ K:

P (x̂) =
∑
i∈D1

x̂i pi +
1

|K|
∑
k∈K

Π(x̂, D1, D
k

2) (5.43)

which consists of the average second-stage objective value based on out-of-sample scenar-
ios.

5.4.3 Baseline Policies

We compare the solutions to the SAA model against the following baseline policies:

• Accept-all: this policy accepts all incoming pre-booking requests regardless of their
characteristics. Note that if the number of pre-booking requests is large compared
to the number of vehicles, it might be infeasible to serve all pre-booked requests
without delays.

• Reject-all: corresponds to the setting in which the operator does not offer a pre-
booking service. In this case, we assume that the pre-booking customers request
a ride on demand instead. When solving the SAA model, we create a copy of all
requests from set D1 in each scenario Dk

2 and create an empty set of pre-booking
requests D1 = ∅.

5.5 Results

First, we perform an assessment of the heuristic solutions based on small instances for
which the MIP solver can find provably optimal solutions (Section 5.5.1). Second, we
discuss results from a managerial perspective on large instances (Section 5.5.2). Third,
we analyze structural properties of the SAA solutions compared to the baseline policies
(Section 5.5.3). Fourth, we present and evaluate some simple and explainable heuristic
policies that are easy to implement in practice (Section 5.5.4).

5.5.1 Assessment of Heuristic Solutions

We assess the heuristic solutions regarding scalability and solution quality. Figure 5.3a
shows the run-time of the MIP solver and the heuristic algorithm as we increase the
number of requests in the system, keeping the number of vehicles fixed to 100. The
MIP solver reaches the time limit already for instances with two thousand requests. In
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contrast, the heuristic algorithm can solve instances with ten thousand requests in under
eight minutes.

We evaluate the quality of the heuristic solutions by computing the gap to the corre-
sponding optimal solution, as defined by the following metric:

Gap(%) =
P̂ − P ∗

P ∗ , (5.44)

where P̂ is the total profit given by a heuristic solution and P ∗ is the profit given by the
corresponding optimal solution to the SAA model. Figure 5.3b shows the distribution of
gap values for the heuristic solutions based on small instances with 100 to 1600 requests
and 100 vehicles, for which the MIP solver could find optimal solutions. Our heuristic
provides near-optimal solutions with an optimality gap not larger than 2.2% and with a
median value below 1%.

Our results show that the heuristic algorithm can efficiently find near-optimal solutions,
making it suitable for solving the SAA model and analyzing the mixed-service system.
In the following sections, we adopt the heuristic algorithm to solve larger instances and
derive managerial insights.
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Figure 5.3: Comparison between MIP solver and heuristic algorithm

5.5.2 Managerial Analysis

We compare the out-of-sample performance of our algorithm against the baseline policies.
We focus on a base case with 2000 vehicles, 5000 pre-booking requests, and 3 scenarios,
each containing 10000 on-demand requests sampled without replacement from the com-
plete pool of rides over our planning horizon. We perform a sensitivity analysis where we
fix the total number of requests to 15000, and we investigate the profit performance for
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varying fleet sizes and for different amounts of pre-booking requests. For this analysis, we
obtain the first-stage solution based on in-sample scenarios K. We then fix the first-stage
decisions and evaluate the profit based on out-of-sample scenarios K. In addition, we
compute the full-information solution, where we obtain the first-stage decisions based on
the out-of-sample scenarios K.

We analyze the effect of distributional shifts by sampling pre-booking requests from
a different distribution than on-demand requests. Specifically, given the number of pre-
booking requests m and given the share of pre-booking requests ν that are outside of
Manhattan, i.e., with pick-up or drop-off locations outside of Manhattan, we construct
D1 by sampling mν requests from boroughs outside Manhattan and m(1 − ν) requests
from within Manhattan.

Profit performance: Figure 5.4 shows the total profit from solutions to the SAA model
and the baseline policies as we increase the share parameter ν. We observe several inter-
esting insights. First, the SAA solutions have significantly higher profit than the reject-all
baseline, regardless of the parameter value ν. Accordingly, optimizing the mixed-service
system based on the SAA model leads to an increase in profit compared to the purely
on-demand system, regardless of how strong the distributional shift is. Second, greedily
accepting all pre-booking requests can lead to a significant decrease in profit compared
to the purely on-demand system, especially in regimes with stronger distributional shifts.
Third, in settings with weak distributional shifts, the greedy accept-all policy is more
profitable than the reject-all policy, showing a performance comparable to the SAA solu-
tions. Finally, we note that the SAA solution closely approximates the full-information
solution. Although this might be surprising at first glance, we argue that the performance
resulting from first-stage decisions is not heavily affected by the uncertainty from second-
stage on-demand requests. Due to our model’s design, most of the decisions are taken in
the second stage while the first stage only involves pre-booking acceptance decisions. Ac-
cordingly, after committing to first-stage decisions, the operator still has much flexibility
in the second-stage problem for deciding on the routes and whether to accept or reject on-
demand requests. Therefore, if the operator makes first-stage decisions that are close to
the full-information solution, the overall profit will likely be close to the full-information
profit. In Appendix 5.C.1, we analyze the accuracy of the first-stage decisions given by the
SAA solution compared to the full-information solution. In summary, we highlight that
the primary driver of our results is the distributional shift rather than the uncertainty
regarding on-demand requests. As previously mentioned, our experiments are based on
an upper bound for the second-stage problem, which represents a best-case scenario for
the operator. We note that results may differ if we consider online decision-making in the
second-stage problem. We leave this investigation for future work.
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Figure 5.4: Out-of-sample performance of the heuristic algorithm

Result 5.1 Introducing a pre-booking service into the ride-hailing system can lead to a
significant increase in profit, regardless of how strong the distributional shift is.

Result 5.2 In settings with weak distributional shifts, accepting all pre-booking leads to
an increase in profit compared to the purely on-demand baseline.

Result 5.3 In settings with strong distributional shifts, accepting all pre-booking requests
can lead to a significant decrease in profit compared to the purely on-demand baseline.

Varying the ratio of pre-booking requests: Figure 5.5 shows profit curves for
different values of ν ∈ {0.1, 0.2, 0.3, 0.4, 0.6, 0.7, 0.8, 0.9}, where we vary the number of
pre-booking requests while keeping the number of vehicles fixed to 2000 and the total
number of requests fixed to 15000. As can be seen, in settings with strong distributional
shifts, i.e., when ν ≥ 0.4 (bottom plots), increasing the ratio of pre-booking requests
leads to a decrease in profit. This occurs because more pre-booked requests result in more
trips outside of Manhattan, consequently increasing the number of unfavorable rides. At
ν = 0.3, we observe a shift in the curve’s behavior. Specifically, when ν ∈ {0.1, 0.2},
increasing the ratio of pre-booking requests results in an increase in profit for the SAA
solution. Across all settings, the on-demand baseline shows a decrease in profit as the
ratio of pre-booking requests increases.

Result 5.4 Increasing the ratio of pre-booking requests leads to a decrease in profit in
settings with strong distributional shift, but results in a profit increase in settings with
weak distributional shift.

Varying fleet size: Figure 5.6 displays profit curves for different values of ν ∈ {0.1, 0.4, 0.6, 0.9},
where we vary the fleet size from 125 to 2000 vehicles while keeping the number of pre-
booking requests fixed to 5000 and the number of on-demand requests fixed to 10000. In
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Figure 5.5: Profit performance for varying ratios of pre-booking requests and different values of ν

general, when the fleet size is small, the greedy accept-all policy shows the worst perfor-
mance among all policies. In settings with a weak distributional shift, e.g., when ν ≤ 0.4,
oversizing the fleet can compensate for the unfavorable rides resulting from the distri-
butional shift, allowing the accept-all policy to eventually outperform the on-demand
reject-all baseline. In settings with strong distributional shifts, e.g., when ν ≥ 0.6, the
accept-all policy results in remarkably worse profits compared to the on-demand reject-all
baseline, even with an oversized fleet.
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Figure 5.6: Profit performance for varying fleet sizes and different values of ν

Result 5.5 An operator adopting a greedy accept-all policy can compensate for weak dis-
tributional shifts by oversizing their fleet size, whereas strong distributional shifts lead to
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a significant decrease in profit.

Regime switches: Considering the two baseline policies described in Section 5.4.3, we
distinguish between two regimes, depending on which of the two policies outperforms the
other. As previously observed in Figure 5.4, the reject-all baseline policy outperforms
the accept-all policy in settings characterized by strong distributional shifts. As the
value of ν decreases, a regime switch eventually occurs, resulting in the accept-all policy
outperforming the reject-all baseline. We now characterize the regime switches for varying
fleet sizes and ratios of pre-booking requests. Figure 5.7 shows the values of ν at which we
observe a regime switch. As can be seen, systems with smaller fleets and large ratios of pre-
booking requests experience a regime switch at lower values of ν. Ride-hailing operators
adopting the accept-all policy may benefit from a system in which a regime switch occurs
at high values of ν, as they would be profitable even with strong distributional shifts. The
results from Figure 5.7 can support such operators in designing their system. Accordingly,
by adjusting the fleet size or the ratio of pre-booking requests, the operator may sustain
a regime where the accept-all policy outperforms the on-demand baseline. For example,
in a system with a fixed ratio of pre-booking requests, increasing the fleet size can help
the operator remain profitable even when faced with stronger distributional shifts.

Result 5.6 In a mixed-service system utilizing the accept-all policy, the operator can
improve profit performance compared to the reject-all policy by increasing their fleet size
and reducing the number of pre-booking requests.
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Figure 5.7: Regime switch for varying fleet sizes and number of pre-booking requests

5.5.3 Analysis of Structural Properties

In the following, we provide insights into the structure of the solutions by analyzing the
total number of customers served by each vehicle, the spatial distribution of rides, and
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customer profitability.

Number of served customers: Figure 5.8 illustrates the distribution of the number of
customers assigned to each vehicle. Figures 5.8a and 5.8b present results for instances with
500 and 2000 vehicles, respectively, with varying parameter values ν ∈ {0.1, 0.4, 0.6, 0.9},
as indicated at the top of each plot. When the fleet size is small, see Figure 5.8a, all
vehicles serve a relatively large number of customers, such that almost all vehicles serve
at least 10 customers in total. In settings with weak distributional shifts, as on the left
plots, the distributions for all policies are similar. However, as the value of ν increases, the
distribution for the accept-all policy changes, with both its mean and variance decreasing.
In the setting with ν = 0.9, under the accept-all policy, vehicles serve a large number of
pre-booking requests outside of Manhattan, leaving the drivers with little time available
to accommodate additional customers in their routes. When the fleet size is large, see
Figure 5.8b, most vehicles tend to serve a small number of customers along their routes. In
this case, the operator can easily serve most requests since the fleet is oversized, resulting
in some vehicles spending a considerable amount of time idling.

Result 5.7 With a small fleet, drivers serve many customers during the planning horizon,
whereas with a large fleet, most vehicles serve only a few customers.

Result 5.8 Both the SAA solution and the reject-all policy show similar distributions
for the number of customers per vehicle, while the accept-all policy diverges significantly
under strong distributional shifts.

Spatial distribution of rides: Figure 5.9 illustrates trips selected by each policy that
have either the origin or destination (or both) outside Manhattan. We focus on a small
instance with 100 vehicles, 400 on-demand requests, and 120 pre-booking requests, with
30% of the pre-booked requests being outside Manhattan, i.e., ν = 0.3. To provide a
more comprehensible visualization, we omit rides within Manhattan. Under the reject-
all policy, we observe fewer trips from/to outside Manhattan. Out of those trips that
leave Manhattan, many have an origin or destination in the JFK International Airport.
Moreover, for most of those trips leaving Manhattan, the pick-up and drop-off locations
are usually not far from Manhattan. In the SAA solution, we observe slightly more trips
in the close vicinity of Manhattan, e.g., around Downtown Brooklyn or in the Queens’
neighborhoods that are closest to Manhattan. Finally, under the accept-all policy, we
observe more trips, e.g., going through Brooklyn and Queens and some rather short trips
within The Bronx.

Result 5.9 Under the accept-all policy, we observe a more intense flow of vehicles serving
unfavorable trips outside of Manhattan.
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Figure 5.9: Sample trips leaving Manhattan for a setting with ν = 0.3

Customer profitability: Figure 5.10 illustrates the profits associated with each cus-
tomer in the routes served under each policy. The y-axis represents each vehicle, labeled
from V1 to V50, while the sequence of boxes along the x-axis denotes the rides served by
each vehicle. The color of each box indicates the amount of profit or loss incurred by the
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operator for that specific ride. Boxes representing pre-booked rides are highlighted by a
black border around them. As can be seen, the solution based on the accept-all policy
has many unfavorable pre-booking rides with negative profit. We observe unfavorable
rides even in the optimal solution, often associated with pre-booked customers. Although
the operator incurs a loss for serving those rides, they are more profitable than driving
empty to the next customer, effectively allowing these customers to serve the function
of relocating vehicles. Overall, we typically observe a positive total profit in routes that
contain unfavorable trips.

Result 5.10 Most unprofitable rides are associated with pre-booked customers, especially
under the accept-all policy.
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Figure 5.10: Profit heatmaps for a setting with ν = 0.3.

5.5.4 Heuristic Policies

Based on the insights from Section 5.5.3, we devise some heuristics that exploit structural
characteristics of the problem. The heuristic policies described in this section have the
advantages of being explainable and easily implementable in practice, which are desirable
characteristics in certain business settings.

• Accept-all in Manhattan: we accept all pre-booking requests with pick-up and
drop-off locations in Manhattan, and reject all requests outside Manhattan.

• Distance-based policy: accept all pre-booking requests that (a) are within Man-
hattan, or (b) have a ride distance shorter than a given threshold. The reasoning
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behind this policy is that by accepting shorter and rejecting longer rides outside
of Manhattan, the vehicles will have more time available for serving favorable on-
demand requests.
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Figure 5.11: Performance of distance-based policies

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Distance threshold (km)

58000

60000

62000

64000

66000

68000

70000

P
ro

fit
(U

S
D

)

Total profit - On-demand requests: 10000; Pre-booked requests: 5000; Vehicles: 2000; ν = 0.8

Distance-based policy

Accept-all

SAA solution

Reject-all

Figure 5.12: Threshold sensitivity analysis for ν = 0.8

Figure 5.11 shows the profit performance of the heuristic policies compared to the
SAA solution and the baseline policies. In general, it is more profitable to adopt the
SAA model. However, in cases where the operator requires explainability, the distance-
based policy with a threshold of 10 km provides a compromise between reject-all and
accept-all policies, being robust to distributional shifts. To complement these results,
we performed a sensitivity analysis to determine the optimal threshold value for the
distance-based heuristic. Figure 5.12 illustrates the profit performance of the distance-
based heuristic as we vary the distance threshold for a setting with ν = 0.8. We observe
that setting the distance threshold to 11 km provides the most profit in this setting. We
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present further sensitivity analyses regarding the distance threshold for different settings
in Appendix 5.C.2. In general, we observe that a distance threshold between 10 and 11
km is optimal across different settings.

Result 5.11 A distance-based policy offers a compromise in performance between the
reject-all and accept-all policies, having the benefit of being more explainable than the
SAA model and simpler to implement in practice.

5.6 Conclusions

In this paper, we investigated the performance of a mixed-service ride-hailing system,
where customers have the option to either request a ride on demand or pre-book a ride
in advance. To model this system, we introduced a two-stage stochastic optimization
model and presented a sample average approximation (SAA) formulation. We developed
a scalable heuristic algorithm that solves simplified subproblems separately and then
determines first-stage decisions by reaching a consensus based on majority voting. We
evaluated the performance of the SAA model by comparing its solutions to baseline policies
in computational experiments. Our results showed that a mixed-service system can be
more profitable than a purely on-demand system, regardless of distributional shifts. In
addition, we provided managerial insights to operators employing a greedy accept-all
policy, highlighting strategies to compensate for the effects of distributional shifts. We
further analyzed the structural properties of our proposed solutions with visualizations
that give an intuition into the system’s behavior. Lastly, we showed that a distance-based
heuristic policy offers a reasonable trade-off between performance, explainability, and ease
of implementation.

This work raises several interesting directions for future research. First, we considered
a setting in which all on-demand requests are revealed simultaneously, corresponding to
the assumption of perfect foresight from the operator’s perspective. Future research could
model the problem in a dynamic setting, where the operator makes online decisions as
information is revealed. Second, instead of assuming the set of requests to be given a
priori, one could model the customer choices, i.e., between pre-booking, requesting a ride
on demand, or opting for an alternative mode of transportation, based on prices and
expected wait times. Third, although we focused on a centrally operated system, many
ride-hailing platforms adopt a business model in which drivers independently choose to
accept or reject customers. Future work could investigate the extent to which the insights
from our work apply to a setting with decentralized decision-making. Fourth, future
research could investigate how the distribution of pre-booked and on-demand rides would
evolve over time. In particular, an open question is whether the travel distributions and
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especially the distributional shift would have a long-term convergence. Finally, although
we can reasonably expect a certain level of distributional shift in mixed-service systems,
the collection of real-world travel data would provide a more accurate characterization of
the travel distributions and empirical evidence of distributional shifts.
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Appendix 5.A Graph Pruning

We describe pruning strategies for creating a sparser graph Ĝ from a given graph G =

(V ,A).
Temporal pruning. We remove edges (i, j) ∈ A from the graph G for which the driver
must wait more than Wmax seconds to start serving a request:

sj − (ei + Tij) > Wmax (5.45)

S-Neighborhood pruning. Given a sparsity parameter S, we create a sparser graph
Ĝ by keeping the S-lowest cost out-going and incoming arcs for every node in V (cf.
Bertsimas, Jaillet, and Martin 2019).

Appendix 5.B Discretization into Regions

Let G = (V ,A) be the graph representing the road network of New York City. We fol-
low the incremental pruning approach of Alonso-Mora et al. (2017) to discretize the road
network into regions. Given a list C0 of all vertices, we select a subset C ⊆ C0 of vertices
representing region centers such that no two centers are within a given radius r of each
other, i.e., ||i − j||> r for all i, j ∈ V ′. Algorithm 5.2 presents the incremental pruning
procedure from Alonso-Mora et al. (2017), which uses the BallTree data structure to par-
tition the space, allowing for fast radius bounded nearest neighbor lookup. The BallTree
data structure allows us to query all points within a distance r of a point c using the
Query(c, r) function. Figure 5.13 shows the region centers used in the case study, using a
discretization radius of 200 meters.

Algorithm 5.2: Incremental pruning of region centers (Alonso-Mora et al., 2017)
Input: List C0 of intersections from the road network and discretization radius r

1 C = C0; i = 0
2 T ← BallTree(C0)
3 while i < |C| do
4 ci = C[i] // i-th element in C

5 C ← C \ T .Query(ci, r)
6 i = i+ 1
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Figure 5.13: Region centers of the road network determined by incremental pruning
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Appendix 5.C Extended Results

5.C.1 Analysis of First-stage Decisions

Accuracy performance of first-stage decisions. We assess the ability of each policy to
recover the full-information first-stage solution, adopting the following accuracy measure:

Accuracy =
1

|D1|
∑
i∈D1

1(x∗
i = x̂i) (5.46)

where 1 is the indicator function, x̂ = [x̂1, . . . , x̂|D1|] is the binary vector defining the
policy’s first-stage decisions, and x∗ = [x∗

1, . . . , x
∗
|D1|] is the vector of full-information

first-stage decisions. Figure 5.14 shows accuracy values from heuristic solutions to the
SAA model and the baseline policies as we increase the share parameter ν. The SAA
solutions achieve accuracy values close 1, indicating that the model can easily make first-
stage decisions that are close to the full-information solution. Since there are still many
decisions that can be taken in the second-stage problem, the operator has much flexibility
to compensate for the uncertainty stemming from on-demand requests. However, we
emphasize again that our experiments are based on the assumption of perfect foresight,
which provides a best-case analysis for the operator, and we can expect the results to
differ in a dynamic setting with online decision-making.
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Figure 5.14: Accuracy performance of the heuristic solution compared to the full-information first-stage
decisions (Large instance).
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5.C.2 Sensitivity Analysis for Distance-based Policy

Figures 5.15 and 5.16 show the profit performance of the distance-based heuristic as we
vary the distance threshold for settings with ν = 0.2 and ν = 0.5, respectively. Figure 5.17
aggregates in a single plot the profit performance of the distance-based policy for setting
with ν ∈ [0, 1].
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Figure 5.15: Threshold sensitivity analysis for ν = 0.2.
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Figure 5.16: Threshold sensitivity analysis for ν = 0.5.
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6 Conclusion

6.1 Summary

This thesis addressed research gaps in the literature on contextual and data-driven decision-
making, particularly focusing on three key application areas within supply chain and
transportation systems. The following provides a summary of each methodological chap-
ter.

Chapter 3 proposed a novel formulation based on bilevel optimization that automat-
ically performs feature selection while learning a decision function for the feature-based
newsvendor problem. In the proposed Bilevel Feature Selection (BFS) models, the upper-
level problem directly selects the subset of relevant features, while the lower level learns
the optimal coefficients of the decision function, using only the features selected by the
upper-level. Computational experiments on synthetic data showed that the proposed
methods achieved accuracy performance above 96% regarding the recovery of ground-
truth features, resulting in more explainable models compared to existing methods.

Chapter 4 bridged the gap between the well-established research field of vehicle routing
problems (VRPs) with the emerging literature on contextual optimization, by introducing
the novel contextual stochastic vehicle routing problem with time windows (VRPTW)
formulation. The chapter explored several data-driven prescriptive models including novel
methods based on conditional sample average approximation (CSAA) and penalty-based
prediction. Customized branch-price-and-cut (BP&C) algorithms, adapted from state-of-
the-art techniques, could solve instances with up to 100 customers. Computational results
showed that while the penalty-based approximation model offered competitive solutions,
the CSAA method generally achieved the smallest gaps compared to the full-information
benchmark, providing up to a 13.2% reduction in test cost compared to the classical SAA
baseline.

Chapter 5 considered a mixed-service ride-hailing system and introduced a novel two-
stage stochastic optimization model in which the first-stage problem consists of deciding
which pre-booking requests to accept before the uncertain on-demand requests enter the
system. The chapter presented an SAA formulation and developed a scalable heuristic
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algorithm that separately solves approximate subproblems and then reaches a consensus
on first-stage decisions by majority voting. Computational results showed that optimizing
the mixed-service system with the proposed SAA method lead to profit increases of up
to 7.7% compared to the purely on-demand system, even in settings with strong distribu-
tional shifts. The chapter further discussed structural properties of the proposed solutions
and managerial insights that may benefit ride-hailing operators.

In summary, this thesis contributed new models and methods that effectively addressed
methodological challenges related to contextual and data-driven decision-making in the
areas of inventory management, logistics, and urban mobility.

6.2 Limitations and Perspectives

While this thesis makes several contributions, some aspects remained out of scope. In
the following, we discuss specific limitations related to each chapter and outline possible
avenues for future research.

In Chapter 3, while our computational experiments demonstrated the superiority of
the proposed methods for feature recovery, a few comments are in order regarding their
applicability to real-world problems. First, the computational experiments were carried
out using synthetic data due to the lack of an accessible real-world data set containing a
sufficiently large set of features. Further research could investigate the effectiveness of the
proposed methods on real data and evaluate the applicability of the findings to a real-world
setting. Second, the proposed BFS and BFS with cross-validation (BFS-CV) may require
tailored solution methods in order to scale to instances with a large number of features.
Accordingly, future work could investigate the application of decomposition strategies
from mixed integer programming in this context. Third, to complement our experimental
results, an interesting research direction could be to investigate theoretical properties
of the BFS models, e.g., regarding asymptotic convergence or theoretical performance
guarantees for out-of-sample data.

Chapter 4 provides several possibilities for follow-up works, two of which we discuss
next. First, as in Chapter 3, the computational experiments were based on synthetic
data. Therefore, future research could extend the experimental design to real-world data.
We note that these experiments may involve considerable effort in data collection, as it
would require not only the street network of a real city, but also a data set containing
travel times on each street segment and relevant feature observations. Accordingly, it may
be necessary to combine multiple separate data sources to build the feature data, which
could include information related to the weather, road works, or events in the city, among
others. Second, future research could investigate variations of the presented methods, e.g.,
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extending the CSAA and residual-based sample average approximation (RSAA) methods
with non-linear probabilistic models, to more accurately capture the complex non-linear
relationships present in real-world settings.

Chapter 5 focused on a relatively new problem setting, offering several opportunities for
future research. We discuss three potential extensions of the proposed problem setting.
First, the assumption of a centrally-operated system may not reflect how most ride-hailing
platforms operate. In reality, drivers often have the autonomy to decide whether to accept
or reject ride requests and routes suggested by the operator. Therefore, future work could
investigate to what extent the insights gained from this centralized setting translate to
settings with decentralized decision-making. Second, follow-up works could investigate
different pricing strategies for pre-booking requests. Third, future work could model how
customers choose between pre-booking or on-demand rides considering factors such as the
prices and expected wait times corresponding to each service.

Finally, it is worth noting that all problem settings studied in this thesis are static.
Accordingly, extending the methods presented in this thesis to dynamic settings, where
decisions are made in an online fashion in response to revealed information, appears as a
natural next step.
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