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Identifying Electronic Transitions of Defects in Hexagonal
Boron Nitride for Quantum Memories

Chanaprom Cholsuk, Aslı Çakan, Sujin Suwanna, and Tobias Vogl*

A quantum memory is a crucial keystone for enabling large-scale quantum
networks. Applicable to the practical implementation, specific properties, i.e.,
long storage time, selective efficient coupling with other systems, and a high
memory efficiency are desirable. Though many quantum memory systems are
developed thus far, none of them can perfectly meet all requirements. This
work herein proposes a quantum memory based on color centers in hexagonal
boron nitride (hBN), where its performance is evaluated based on a simple
theoretical model of suitable defects in a cavity. Employing density functional
theory calculations, 257 triplet and 211 singlet spin electronic transitions are
investigated. Among these defects, it is found that some defects inherit the 𝚲
electronic structures desirable for a Raman-type quantum memory and optical
transitions can couple with other quantum systems. Further, the required
quality factor and bandwidth are examined for each defect to achieve a 95%
writing efficiency. Both parameters are influenced by the radiative transition
rate in the defect state. In addition, inheriting triplet-singlet spin multiplicity
indicates the possibility of being a quantum sensing, in particular, optically
detected magnetic resonance. This work therefore demonstrates the potential
usage of hBN defects as a quantum memory in future quantum networks.
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1. Introduction

A quantum memory is an essential build-
ing block enabling quantum repeaters
and thus potentially revolutionizing large-
scale quantum technologies, comprising
of quantum communication,[1–4] networked
quantum computing,[5,6] and quantum-
enhanced sensing.[7] Its successful imple-
mentation among each building block is
to communicate among them over long
distances; for instance, based on entan-
glement swapping via the Bell state mea-
surement (BSM), which requires flying
qubits from photons.[8–13] Consequently, a
quantum memory plays an essential role
in storing quantum states encoded in in-
coming photons, transforming them into
matter qubits, holding for an amount of
time, and later converting them on de-
mand back to the photonic states. Most re-
cently, the growing interest in feasible quan-
tum memory provides instances for warm
vapor memories,[14] laser-cooled atomic
systems,[15] rare-earth ion doped crystals,[16]

and solid-state crystals.[17–19] Common challenges of these phys-
ical systems include the capability to store a quantum state, co-
herently control and retrieve, and efficiently couple to other quan-
tum systems.

Solid-state quantum memories, particularly for nitrogen-
vacancy centers in diamond,[17,20–23] transition metal defects in
silicon carbide,[18] and the carbon center in silicon[19] demon-
strate the potential capabilities to tackle these challenges. These
systems require two key properties: the Λ-shaped electronic
structure and the storing state. The Λ structure is determined
by the optical transitions of the defect system. The aforemen-
tioned solid-state crystals feature the intersystem-crossing tran-
sition between the triplet and singlet configurations. Purpose-
fully, some nuclear spins can be used for storage due to sig-
nificantly longer coherent time than that of the electron spin.
Nevertheless, these systems still have some disadvantages, such
as undesired phonon transition in the NV center from thermal
noise[24] or even the requirement of pure quantum states for
the ground-state hyperfine manifold in SiC.[18] Although recent
progress on these systems has been significant and extensive, for
instance, detuning the control laser far from the phonon side
band (PSB),[24] or even proposing a novel nuclear spin prepa-
ration protocol for SiC,[18] further development still necessitates
and remains a study of active research.
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Figure 1. Schematics of quantum networks distributed by quantum repeaters in which each node consists of the quantum memory as one of the
components where the Λ-structure quantum memory needs to satisfy our four established criteria. In a global quantum network, there can be quantum
memories on satellites or on the ground,[1] likely in a hybrid way with a combination of both.

In this work, we investigate feasible candidates for a quan-
tum memory in fluorescent defects localized in a 2D hexago-
nal boron nitride (hBN). We explored hBN defects because of
the unique promising properties of hBN that could potentially
endow advantages for a quantum memory; namely, it has low
Fresnel reflection,[25] relatively low phonon coupling,[26] multi-
ple possible defect choices for the Λ structure, coupling with
the nuclear spin, and integrating with other quantum-network
components.[27,28] This may potentially alleviate the ongoing is-
sues occurring in the bulk systems.[17–23] Since the consideration
of hBN is lacking pertaining to alternative applications of quan-
tum memory so far, this work paves a way forward towards the
aims to 1) investigate the feasibility and performance of hBN de-
fects for being a quantum memory by calculating the writing ef-
ficiency, quality factor, bandwidth, and lifetime based on a sim-
ple dynamical quantum memory model, and 2) classify electronic
transitions of 257 triplet and 211 singlet configurations and col-
lect them into a database for further experiments.

There have been several protocols for quantum memories,
such as electromagnetically induced transparency (EIT),[29] Ra-
man off-resonance scattering,[30] and controlled reversible inho-
mogeneous broadening (CRIB).[31] This work assumes the tanta-
mount mechanism as the Raman (off-resonance) quantum scat-
tering protocol. More precisely, the hBN defects must inherit the
Λ structure to have the transition between triplet and singlet spin
configurations via an inter-system crossing channel. Then, the
signal and control pulses are expected to couple with a photon
and function during the writing/reading process. In some mech-
anisms, like in the bulk systems,[17–23] the information will later
be stored in the nuclear spin by entangling with the electron spin.
Nonetheless, the existence of the Λ structure is still indispens-
able. Due to the lack of identification of hBN for the application of
quantum memories, our model was applied to first evaluate the
performance of hBN being the Λ structure, a fundamental pre-
requisite for quantum memory. This includes ground state (|g〉),

excited state (|e〉), and meta-stable state (|s〉). Here, we assigned
the meta-stable state |s〉 as a storage state to estimate the writ-
ing efficiency. This way, we aim to characterize a large number
of defects and rule some of them out based on our construction,
which consists of four criteria: inheriting the Λ structure, com-
patible ZPL with other coupling systems, required cavity quality
factor in practice, and wide bandwidth as depicted in Figure 1
and discussed in detail in Section 2.3. With the selection of our
model, these defects are already qualified to be later applied to any
other quantum memory mechanism, such as coupling with the
nuclear spin. However, we leave the research questions of which
the optimal nuclear spin is and how we couple nuclear and elec-
tron spins in hBN for our ongoing work.

As our database reveals the intrinsic triplet-singlet defects and
includes transition energy, zero-phonon line (ZPL), transition
dipole moment (𝜇), lifetime (𝜏), quality factor (Q), and bandwidth
(Δ). This is not only useful for quantum memory applications,
but also applies to quantum sensing applications, including op-
tically detected magnetic resonance (ODMR) with the ground-
[32,33] and excited states.[34] The ODMR effect can be even used
to sense strain, as strain shifts the energy levels.[35] Using the
ODMR technique is potentially more sensitive than estimating
the strain based on the shift of the ZPL. Even though there are
some 2D databases reported earlier,[36,37] the hBN defects in par-
ticular remain largely unexplored and were calculated based on
the common Perdew-Burke-Ernzerhof (PBE) functional, which
might underestimate the bandgap and transition energy, espe-
cially for the wide-bandgap material like hBN.[38,39] Our database
on the other hand is then filling this critical discrepancy and also
provides a new dataset calculated from a more accurate HSE06
functional than PBE. This work therefore contributes to the re-
alization of hBN as a quantum memory through our material-
free quantum memory model and also provides a comprehensive
database, which can be made use of by other quantum applica-
tions.
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2. Methodology

In this section, we first summarize important parameters used
for constructing the quantum memory model, following our ini-
tial work in Ref. [40]. Then, the details of the first-principle calcu-
lation and database collection are explained. Last, the criteria for
determining performance are elaborated.

2.1. Quantum Memory Model

2.1.1. Electronic Transition in Quantum Memory

The performance of the proposed quantum memory model is
simulated based on the assumptions that the electronic transition
takes place among the Λ three-level structures: a ground state |g〉,
an excited state |e〉, and a meta-stable state |s〉. Here, we sum-
marized important parameters implemented in this work. The
Hamiltonian governing such transition is given by

H = ℏ
(
Ω�̂�se ⊗ 1̂ + g�̂�ge ⊗ â + H.c.

)
+ Δ�̂�ee ⊗ 1̂ + 𝛿�̂�ss ⊗ 1̂ (1)

where an incoming photon between |g〉 and |e〉 is coupled by a
signal field with the coupling constant gc. A control pulse between
|e〉 and |s〉 is restricted into a sigmoid function with characteristic
time T as shown in Equation (2) for an example. Of course, other
functions can also be applied.

Ω(t) =
Ω0

1 + exp t
T

(2)

where Ω0 is a peaked Rabi frequency. The transition is expressed
by the atomic operator �̂�ij = |i⟩⟨j|. Δ and 𝛿 represent the one-
photon detuning from the |g〉 to |e〉 transition, and a two-photon
detuning from the |g〉 to |s〉 transition, respectively. In our current
model, we neglect both detunings.

To map between the initial atomic state and a photon, it is done
via the stimulated Raman adiabatic passage (STIRAP) process,
which utilizes the changes of the dark state Φ0 to change the
wavefunction |Ψ〉 via the mixing angle 𝜃.[41,42] Under the adia-
batic process, |Ψ〉 needs to change sufficiently slow in which it
maintains in the dark state. The dark state |Φ0〉 can then be ex-
pressed as

|Φ0⟩ = cos 𝜃|g, 1⟩ + sin 𝜃|s, 0⟩ (3)

𝜃 = arctan
g

Ω(t)
(4)

where |Φ0〉 is written in the form of composite system |Ψ〉

= |atomicstate〉⊗|photonnumber〉.
Further, we assume that the quantum memory is in a cavity

with a volume V; thus, the coupling constant (gc) between an in-
coming photon and a signal field can be computed by[43]

gc = ⟨e|d̂ge ⋅ 𝜖|g⟩√ 𝜔1

2ℏ𝜖0V
(5)

where V is the volume of the cavity, which scales as V= n𝜆3 where
n = 1.76 is used in our calculation and it was taken from an exper-

iment of a hBN defect coupled to a microcavity;[44] d̂ge is a tran-
sition dipole moment obtained from density functional theory
(DFT) calculation from |g〉 to |e〉; and ϵ is a polarization unit vec-
tor of the signal field.

2.1.2. Quantum Memory Performance

The dynamics of a quantum memory are simulated by the Lind-
blad master equation, which takes population decay rates into ac-
count and is given by

d
dt
𝜌 = −i[H, 𝜌] +

∑
i,j

Cij𝜌C†
ij −

1
2

{
C†

ijCij, 𝜌
}

(6)

where Cij =
√
𝛾ij|i⟩⟨j| denotes a jump operator between states i

and j. In our case, these states are ground, excited, and meta-
stable states: i, j ∈ {g, e, s}. 𝛾 ij denotes the decay rate between these
channels. As the |s〉 state plays a critical role as a storage, we cal-
culated the writing efficiency by computing the probability of the
transition from |g〉 to |s〉 using the QuTiP package. It is noted that
the |s〉 is selected as a storing state because the transition between
|s〉 and |g〉 is unlikely. Also, in the absence of any decays, the writ-
ing efficiency will be equal to the reading efficiency because of
the reversibility of the transition pathways. Despite this reversible
transition pathway, the transition between |s〉 and |g〉 can still exist
in principle (even though they are dipole-forbidden) via another
intersystem crossing. Whether this is relevant depends on the re-
quired storage time, i.e., the lifetime of this transition needs to
be longer than the storage time; otherwise the stored quantum
information is lost through relaxation into the ground state.

2.1.3. Mapping Materials Properties Into Quantum Memory
Performance

To evaluate the quantum memory performance based on the ma-
terial’s properties, we computed the quality factor of a cavity and
the bandwidth corresponding to each defect, which can achieve
95% writing efficiency. To that end, we first calculated the dark-
state population d(t) among |g〉, |e〉, and |s〉 affected by the decay
rate of the cavity with the following equation.

𝜅(t) = k cos2 𝜃(t) (7)

where k is the non-zero value causing a loss of photons in the
cavity. The governing equation for the dark-state population de-
cay under the adiabatic process becomes

d
dt

d(t) = −𝜅(t)d(t) = −k cos2 𝜃(t)d(t) (8)

According to the control field Ω(t) given by Equation (2), the mix-
ing angle 𝜃 can then be substituted and given as

𝜃 = arctan
(

gc

𝜔0

(
1 + exp t

T

))
(9)
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Equation (8) can be solved analytically and leads to

d(t) = c1 exp

⎛⎜⎜⎜⎝
kΩ2

0

(
T log

((
et∕T + 1

)2 + Ω2
0

)
− 2t

)
2
(
Ω2

0 + 1
) ⎞⎟⎟⎟⎠

× exp

⎛⎜⎜⎜⎝
2kΩ0T tan−1

(
et∕T+1
Ω0

)
2
(
Ω2

0 + 1
) ⎞⎟⎟⎟⎠ (10)

where c1 is a constant, depending on the initial condition. Here,
we set the initial dark-state population d(t0) = d0 = 0.999 at a par-
ticular t0, implying that a photon enters the cavity when 99.9% of
the dark-state population is in the state |g〉. This condition is triv-
ially fulfilled for a suitable quantum emitter system at room tem-
perature (i.e., the Fermi energy is not close to the excited state).
We note that the initial time t0 can be obtained by

t0 = T log

(
p|Ω0|√
p(1 − p)

− 1

)
(11)

where p is the probability of the dark state overlapping with the
metastable state. Finally, we need to find the decay rate that sat-
isfies the condition of each writing efficiency.

Once we obtain the satisfied decay rate, the quality factor Q
required for each particular defect can be computed by

Q = 𝜔

2𝜅
(12)

where 𝜔 is the resonance frequency between the |g〉 and |e〉 tran-
sition, corresponding to the ZPL.

Finally, the bandwidth Δ for each defect is also calculated to
capture the working range of our memory under a desired thresh-
old of writing efficiency. For this, we calculate the half-width
at half maximum (𝜎Δ) of the writing efficiency affected by one-
photon detuning, which yields

Δ = gc𝜎Δ (13)

See Ref. [40] for additional details of the derivation.

2.2. First-Principle Calculation

2.2.1. Simulating Triplet-Singlet Spin Multiplicity

All DFT calculations with spin polarization included in this
work are performed by the Vienna Ab initio Simulation Pack-
age (VASP).[45,46] A plane wave is used as a basis set to handle
the periodic structures of 7× 7 ×1 supercell size. Pseudopoten-
tials treated by the projector augmented wave (PAW) method are
chosen to account for the nucleus and valence electrons.[47,48] Ad-
ditional computational details can be found in Section S1 (Sup-
porting Information).

As it is well known that hBN has a large bandgap (≈6 eV) and
the conventional PBE functional typically underestimates it, we

circumvent this issue by employing HSE06 functional instead,
as it has been benchmarked well with experimental results.[38,39]

We remark that every DFT strategy always has finite accuracy due
to defect environment and interaction; for example, the HSE06
functional has an uncertainty by ≈0.3–0.8 eV, depending on de-
fect electronic states.[49] Intrinsic crystal strain can shift the prop-
erties, especially for the defects fabricated by ion implantation
due to some substantial residual strain. Thus, for the purpose of
the microscopic assignment to identify the responsible defect or
its photophysical properties, comparing results across different
DFT schemes, i.e., periodic model and molecular cluster model,
or comparing with various properties[28,49] may be worthwhile.
However, as this work investigates 468 electronic structures in
total, comparing results with several DFT techniques requires
huge computational demand. We thus compared our calculation
with other DFT calculations and our own experiments[28,50–54] as
demonstrated in Section S3 (Supporting Information). As such,
we have restricted ourselves to employing only HSE06 functional
but still provided the fingerprint of all defects for benchmarking
with the future experiment.

To consider spin multiplicity, we relaxed every structure and
simultaneously constrained the total spin of all defects using
NUPDOWN = 0, 1, and 2 in VASP for singlet (S = 0), doublet
(S = 1/2), and triplet (S = 1) spin configurations. If the elec-
tron is fully occupied on both singlet and triplet configurations,
that defect satisfies our defect screening criteria. Then, such de-
fects are investigated further in the excited-state configurations
by manually occupying electrons in the excited state based on the
ΔSCF method.[55] However, if the neutral-charge defect has a full
electron occupation in the doublet configuration instead, singly
positive and negative charges will be applied, as summarized in
Figure 2. As the optical transition requires two-level defect states
with conserved spin polarization and in principle can take place
in both spin-up and spin-down pathways, we then investigated
the ZPL, transition dipole moment (𝝁), and lifetime of both spin
up and spin-down transitions if the spin-conserved two-level de-
fect states exist.

2.2.2. Transition Dipole Moment

The transition dipole moment (𝝁) is calculated from the |g〉 to |e〉

states to represent the coupling constant of the signal field gc by

𝝁 = iℏ
(Ef − Ei)m

⟨𝜓f |p|𝜓i⟩ (14)

where Ei/f are the eigenvalues of the initial/final orbitals, respec-
tively; m is the electron mass; and p is a momentum operator.
The wavefunctions of the initial/final states 𝜓 i/f are defined as
the |g〉 and |e〉 states, corresponding to Equation (5). As the wave-
functions of |g〉 and |e〉 states are not necessarily identical, we ex-
tract both wavefunctions separately by using the modified version
of PyVaspwfc.[56] Furthermore, to differentiate the dipole compo-
nents, we express 𝝁 as 𝝁 = |𝜇x|x̂ + |𝜇y|ŷ + |𝜇z|ẑ. This allows us
to identify a purely in-plane dipole if 𝜇z = 0; otherwise, it has an
out-of-plane component.
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Figure 2. Flowchart of the DFT database collection. The filled (unfilled) up and down arrows indicate the occupied (unoccupied) defect states with
spin-up and spin-down polarization, respectively. The parameters Q, Δ, 𝜏, and gc indicate the quality factor, bandwidth, lifetime, and coupling constant,
respectively.

2.2.3. Radiative Transition and Lifetime

One of the key performance metrics for a quantum memory is the
radiative transition rate, from which a lifetime can be obtained

ΓR =
nDe2

3𝜋𝜖0ℏ
4c3

E3
0𝜇

2 (15)

where e is the electron charge; ϵ0 is vacuum permittivity; E0 is
the energy difference between ground and excited states; nD is
the refractive index of the host material, which is 1.85 for hBN
in the visible;[26] and 𝜇2 is the modulus square of the transition
dipole moment obtained by Equation (14). The lifetime 𝜏 is the
inverse of the transition rate. It should be noted that this lifetime
belongs to the optical transition between |g〉 and |e〉 states, which
is different from the storage time.

2.3. Criteria for Quantum Memory Performance

Typically, fidelity, memory efficiency, and storage time are essen-
tial parameters for assessing the quantum memory performance
of any systems. Nonetheless, they are incomplete in the aspect of
the prerequisite of electronic structures and compatibility with
other systems. Thus, this work has established some further cri-
teria to comprehend all other necessary factors crucial for the per-
formance as follows.

i) Inheriting Λ structure: As a quantum memory requires the
Λ structure, a suitable defect is desired to inherit both triplet
and singlet configurations. This way, the triplet configura-
tion allows for the transition between |g〉 and |e〉, which is
responsible for the signal pulse, while the singlet one allows
for the state |s〉 responsible for the control pulse, which tran-
sitions with |e〉. This triplet-singlet transition exists via the
intersystem-crossing channel.

ii) Compatible ZPL with specific application: In principle, each
defect can emit a photon with any arbitrary wavelength;
hence, we attempted to match its ZPL with other physical
quantum systems. This comes from the fact that the quan-
tum memory in NV center struggles with losses for long-
distance quantum communication owing to the need for
wavelength conversion to couple with photonic devices.[57]

Matching the ZPL between hBN defects and other coupling
systems can then potentially circumvent this issue. However,
we emphasize that the defects with inconsistent ZPL remain
meaningful, and of course, their compatibility can still be
tuned or even coupled with other systems not stated in this
work.

iii) Practical quality factor of a cavity: According to Equation (12),
the required quality factor of the cavity depends on the sig-
nal field with optical frequency 𝜔 and coupling constant gc,
and the decay rate of a cavity 𝜅. The quality factor can then
lead to high required values. Nevertheless, the physical im-
plementation is limited to only the order of 103 for a dielectric
cavity[44] and up to 107 for a photonic crystal cavity.[58] As a
consequence, we aim to identify candidate defects for quan-
tum memory that require a cavity with a quality factor less
than 107.

iv) Wide (acceptance) bandwidth: This allows one to relax the
requirements of the linewidth of the to-be-stored quantum
state, making it easier to mode-match this state and the mem-
ory.

It is important to note that fidelity is assumed to be equal to one
in this case due to the non-decay and non-dephasing quantum
memory model.

3. Results and Discussion

Among a large number of possible optical transitions, we first
indicate the condition from our model for reaching 95% writ-
ing efficiency. Then, the quality factor and bandwidth are calcu-
lated for all defects. The defect’s electronic transition is in turn
revealed by investigating all possible decay paths and collected
in the database. The interactive browsing interface for retrieving
defect’s properties will be accessible in the future.

3.1. Condition for Writing Efficiency

According to Ref. [40], the condition for a specific writing effi-
ciency was identified. In this work, the condition of Ω0 > 10 and
T > 2 for 95% efficiency is selected for all calculations. This se-
lection of 95% efficiency can be justified by the fact that the writ-
ing efficiency is calculated from the transition probability from
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Figure 3. Finding optimal decay rate of a cavity where the initial condition
is set to match 95% writing efficiency and the initial dark state population
is 99.9% initially located at |g〉. All parameters are scaled with the coupling
constant gc.

|g〉 to |s〉 without any decay. Also, the 99.9% dark state popula-
tion is assumed to be in |g〉 initially, and this condition of state
preparation is feasible in practice. As a consequence, the writing
efficiency is likely to be high. Then, the cavity decay rate was in-
vestigated as shown in Figure 3 based on the criterion which the
maximum decay rate can remain the dark-state population to be
greater than 50% until the writing process loses the photon at
characteristic time T > 2. With this condition, it confirms that
the quantum memory can achieve 95% writing efficiency and
also beat the no-cloning limit, which is essential for quantum
networks.[15,59]

Figure 3 illustrates that the maximum possible decay rate is
0.06gc. Although lower decay rates of the cavity also satisfy the
assigned condition, they would yield even higher quality factor,
which is unlikely reachable by an ordinary cavity. As a result, we
fix the decay rate of 0.06gc throughout all calculations. Then, by
substituting this decay rate, the bandwidth can now be estimated
from Equation (13). As demonstrated in Figure 4, the bandwidth
yields 6.20gc. Then, the properties of each individual defect can
be examined and will be discussed in the following section.

Figure 4. Reduction of writing efficiency affected by one-photon detun-
ning.

3.2. hBN Quantum Memory Performance

In this section, we aim to investigate the quality factor and band-
width among 257 triplet-spin transitions of 211 defects in hBN
under 95% writing efficiency. To map between the quantum
memory performance and the material’s properties, the coupling
constant is computed according to the properties of each defect,
consisting of ZPL, transition dipole moment, and radiative tran-
sition rate.

From the database, we found that if the neutral-charge defect
prefers the doublet spin multiplicity, adding or removing an ex-
tra electron will rearrange the occupation and then turn the dou-
blet configuration into triplet or singlet ones, respectively. Hence,
the database was collected in such a way that if the neutral-
charge defect cannot belong to the triplet/singlet spin config-
urations, an electron will be added or removed. This way we
can manipulate the defects to support the Λ structure by having
triplet/singlet configurations qualified for the quantum memory.
This is also plausible in experiment, as can be seen from previ-
ous charge-state manipulation mechanisms.[60] Nonetheless, the
charge preference from the defect formation energy is beyond
the scope of this work.

Figure 5a demonstrates that most hBN defects require the
quality factor around 105 − 108 with random ZPL emission. The
minimum required quality factor is at 1.55× 105 by the AsB de-
fect; however, its ZPL at 335 nm is out of the range of interest for
quantum technology applications. We then use the stated crite-
ria in Section 2.3 to narrow down the list of defects to focus only
on the ones with ZPLs matching those of other physical systems.
The result is listed in Table 1, together with examples of poten-
tial applications. Some hBN defects have ZPLs consistent with
other single photon sources. Meanwhile, ZPLs of some defects
are matched with the storage transition of other quantum mem-
ories or wavelengths used for quantum computing, and quan-
tum communication. This suggests the potential comparable in-
tegration between hBN-based quantum memory and other com-
ponents without a need for wavelength conversion. We observed
that all defects in Table 1 except for AlBV+1

N and InBV+1
N require a

quality factor reachable by a photonic crystal cavity (no more than
107). It should be noted that InBV+1

N is ruled out due to the very
low radiative transition. This rather suggests that the transition
from |g〉 to |e〉 in this defect is unlikely, such that this defect has
effectively no practical Λ structure.

Further, we compare the performance with the bandwidth as
shown in Figure 5b. It displays that the quality factor has a reverse
relation with the bandwidth. That is, low-quality factor yields high
bandwidth. Nevertheless, for all defects in Table 1, except for the
defects with unreachable quality factor, their bandwidths are in
the order of 101 to 103 GHz. This is already in reach for hBN at
room temperature.[44]

Another essential parameter is the lifetime 𝜏 for each defect,
as depicted in Figure 5c. We found that unusually high lifetime
defects (the orange dots) inherit unreachable quality factor by the
common cavity and also have narrow bandwidth. This is due to a
small transition dipole moment between |g〉 and |e〉 states, which
results in a low transition rate, as shown in Section S2 (Support-
ing Information). As a result, these defects are not suitable candi-
dates for quantum memories. Compared to the lifetime of other
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Figure 5. hBN Quantum memory performance based on 257 optical triplet-spin transitions where (a) is quality factor Q, (b) bandwidth Δ, and (c)
lifetime 𝜏. The green diamond marks a defect with the lowest quality factor and highest bandwidth. The red stars represent the defects compatible with
other quantum systems, whereas the orange squares represent the defects with the highest quality factor and lifetime. The remaining blue dots are all
other studied defects.

defects, this suggests that the lifetime likely has a direct corre-
lation with the quality factor, but a reverse correlation with the
bandwidth. Considering the defects in Table 1, their lifetime is
typically in the order of 10−1 − 10−2 microsecond, which is suf-
ficiently long compared to the commonly found hBN quantum
emitter defects in the order of a few nanosecond.

3.3. hBN Defect Properties

Exemplifying the electronic structures as displayed in Figure 6,
we demonstrated both triplet and singlet configurations to en-
sure that both can be presented. Since the transition of the triplet
states can take place via both spin-up and spin-down pathways,

Table 1. Properties of 25 selected hBN defects compatible with the emission wavelengths of other quantum systems (±5 nm) where the quality factor
and bandwidth are reported under 95% writing efficiency condition. The nomenclature of CBCNCBCN-number is explained in the Section S1 (Supporting
Information).

Quantum application Target wavelength [nm] Other quantum systems Compatible hBN defects Triplet transition ZPL [nm] 𝜏 [ns] Q Δ [GHz]

Photon source[61] 552 PbV− (diamond) SeBVB down 549.1 6.7 5.2 × 105 338.9

GeNVN up 555.1 54.7 1.5 × 106 117.9

Fraunhofer line[4] 589 Na-D2 ONOBV−1
B up 590.8 8.2× 103 1.8× 107 9.4

590 Na-D1 SBVB down 591.1 51.7 1.4 × 106 117.6

Photon source[62] 602 GeV− (diamond) CBCNCBVB down 606.7 90.3 1.8 × 106 87.8

Memory[63] 606 Pr3 +:Y2SiO5 GeBNBVN up 607.7 101.7 1.9× 106 82.7

Photon source[64] 620 SnV− (diamond) SiNVN up 621.6 95.0 1.9 × 105 84.6

Photon source[65] 637 NV− (diamond) SbB up 638.7 359.6 3.6 × 106 42.9

Memory[66] CBVNV−1
B up 640.3 3.6× 103 1.1 × 107 13.4

Computing[67] 729 Ca+ GaN down 735.1 87.8 1.6 × 106 80.9

Photon source[68] 738 SiV− (diamond)

Memory[69] AlBV+1
N up 737.0 4.4× 106 3.6 × 108 0.4

Memory[70] 780 Rb-D2 C-VNVB up 773.0 14.1 6.4 × 105 196.6

CBCNCBCN-3 down 773.0 24.1 8.4 × 105 150.4

Memory[71] 793 Tm3 +:Y2SiO5 PBV+1
B down 787.8 1.6× 103 6.7 × 106 18.4

Memory[70] 795 Rb-D1 CNVN up 794.9 192.0 2.3 × 106 52.6

CBCNCBCN-2 up 795.2 90.3 1.6 × 106 76.7

Communication[72] 850 Telecom-1 AlNAlN up 844.3 6.0 4.0 × 105 288.5

PBNBV−1
N down 846.6 25.0 8.1× 105 141.3

Memory[73] 852 Cs-D2 CBCNCBVNV−1
B up 850.0 152.6 2.0 × 106 57.1

Fraunhofer line[4] 854 Ca-II

Memory[18] 862 V−
Si (silicon carbide) AsNV+1

N up 864.1 83.9 1.5 × 106 76.3

Memory[73] 894 Cs-D1 InBV+1
N up 894.4 6.2× 109 1.3 × 1010 0.0

CBCNCBCN-1 up 896.0 100.8 1.6 × 106 68.4

Communication[74] 1330 Telecom O-band CBCNV−1
N up 1319.8 1.4× 104 1.5 × 107 4.8

GaNNBV−1
N up 1319.1 957.9 4.0 × 106 18.3

Communication[75] 1550 Telecom C-band PBV−1
B up 1557.8 8.8× 103 1.1 × 107 5.6
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Figure 6. Kohn-Sham electronic transition of triplet and singlet spin configurations where the filled (unfilled) up and down arrows signify the occupied
(unoccupied) defect states with spin up and spin down polarization, respectively. a) AsB, b) CBCNCBVB, c) SbB, d) GaN, e) CBCNCBCN-2, and f) AsNV+1

N .

as long as the spin-conserved transition is still valid, we split the
ZPL calculations into two decay paths: spin-up and spin-down.
This is also under the condition that there exist two-level defect
states, and the occupied defect state is localized far away from
the valence band greater than 1.0 eV. Then, in some triplet-state
defects, ZPL energies are reported separately for the spin-up and
spin-down transitions.

Figure 6a shows that AsB can in principle behave as both triplet
and singlet states. However, for the triplet configuration, only
the spin-up transition exists and yields ZPL at 335 nm. This is
because an occupied defect state of spin-down is absent, which
might be difficult for the excitation of a single electron directly
from the valence band. This ZPL at 335 nm is relatively low and
in turn is impractical for the physical implementation in experi-
ment. For the singlet configuration, the diagram verifies its ex-
istence. Likewise, Figure 6b shows the electronic transition of
CBCNCBVB. Its triplet-spin electronic states can offer two path-
ways of transition: spin-up and spin-down. The calculated ZPLs
are obtained at 486 and 607 nm for spin up and down, respec-
tively (See the Supporting Information for other properties). This
implies that only the spin-down transition pathway can give a
consistent ZPL with other systems. While the spin-up and spin-
down states of its singlet configuration do not align at the same
energy level, which is different from AsB, its singlet configura-
tion is still possible. This defect in turn meets the Λ structure
criterion. As for SbB, as indicated in the Table 1, only the spin-
up transition has the consistent ZPL with the coupling systems

and its singlet configuration is theoretically formable. Thus, this
defect is also a promising candidate. For the rest of defects illus-
trated in Figure 6, they all inherit both triplet and singlet config-
urations with the consistent ZPL with other systems and are lo-
calized well at the mid-gap region. However, the electronic struc-
tures of all defects do not have the same characteristics, imply-
ing the independence of it on the quality factor and bandwidth.
Thus, every single defect needs separate quantum memory per-
formance evaluation. Note that the coherence time has been con-
sidered in this work, as demonstrated in Section S4 (Supporting
Information), and yields 0.036 ms. We found that the coherence
time is basically independent of the specific defect, which is con-
sistent with previous simulations.[76,77] This comes from the fact
that the coherence time T2 is influenced by the magnetic fluctu-
ations of thousands of neighboring nuclear spins such that the
ones from the defect do not have a major impact on this. In gen-
eral, this coherence time can be enhanced by isotopic purification
or lattice strain.[77,78] Together with the reachable quality factor
and wide bandwidths, they all (except for two defects with un-
reachable quality factor) likely become potential candidates for
quantum memory.

Having considered the relation between material’s properties
and quality factor, we found that the ZPL plays a critical role in
the resonance frequency 𝜔; however, the more dominant factor
to the quality factor of a cavity (Q) is the transition rate. As shown
earlier, the lifetime (𝜏) directly correlates with the quality factor.
This can be justified by the radiative transition decay rate. That is,
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the high radiative transition decay rate leads to the high coupling
constant (gc) and also high decay rate of a cavity (𝜅). This subse-
quently lowers the quality factor that the cavity needs to achieve.
It is also important to note that in principle each defect can have
non-radiative decay paths, particularly for the defects having the
unpreserved spin polarization for the optical transition between
the top-most occupied defect state and the bottom-most unoc-
cupied defect state. Therefore, the non-radiative decay would re-
duce the radiative decay rate. In this case, a higher quality factor
is required (that then enhances the radiative decay via the Purcell
effect).

Turning to consider the reverse correlation of bandwidths to
quality factor and lifetime, it also pinpoints the radiative transi-
tion decay rate. That is, the bandwidth depends on the coupling
constant between the signal field and the optical transition. Ac-
cording to Equation (13), the wider bandwidth is directly propor-
tional to the higher coupling constant. As a result, the high radia-
tive transition rate of a defect can widen the bandwidth.

Finally, as the quality factor and bandwidth strongly depend
on the transition rate or lifetime of a defect, fine tuning, such as
strain engineering, is unlikely to enhance the quantum memory
performance since strain predominantly manipulates the ZPL
rather than the decay rate. This suggests two possible improve-
ments: i) applying other defect types instead of fine tuning is a
more promising way for a performance improvement, and ii) fine
tuning is important for tailoring the ZPL to couple efficiently with
other quantum systems.

4. Conclusion

In this work, we investigated the possible implementation of a
quantum memory in a variety of hBN defects. By a model to eval-
uate the performance of the quantum memory, the relation be-
tween hBN defect properties and quantum memory performance
has been established. Then, DFT calculations were performed to
explore a large number of defects and characterized their spin
multiplicity, as well as ground and excited state properties. The re-
sults reveal that the lifetime of defects directly correlates with the
quality factor, but reversely correlates with the bandwidth. This
suggests that the radiative transition decay rate is a key parame-
ter for quantum memory performance (quality factor and band-
width). Also, tailoring the performance by fine tuning might be
harder than finding optimal defect choices. Among 257 triplet-
spin transitions, 25 defects have matched the ZPL of other quan-
tum systems under the ±5 nm variation. Moreover, the majority
of hBN defects require an experimentally reachable cavity quality
factor at 105 to 107 (for photonic crystal cavities), as well as in-
herit wide bandwidths for 95% writing efficiency. This indicates
the potential of hBN defect candidates for a quantum memory. In
addition, the achieved database can also benefit other quantum
technologies, such as ODMR due to the available intersystem-
crossing channels between triplet and singlet configurations.

Finally, the hBN defects have now been identified to support
the Λ structure. This becomes qualified for any other mecha-
nism to couple with, such as the nuclear spin. This scenario
therefore will be further investigated in details. Our work could
therefore provide a promising pathway for relatively simple quan-
tum memories based on room-temperature solid-state photonics.
This would be an important milestone due to the role of quantum

memories in space.[1] The quantum emitter system of hBN is al-
ready demonstrated to be compatible with space applications.[79]

Moreover, our model can be easily used for other color centers
in solid-state crystals as well. We expect that with the techniques
described in this work, the largely unexplored potential of color
centers in materials beyond diamond can be easily evaluated for
quantum memories.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.

Acknowledgements
This research was part of the Munich Quantum Valley, which was sup-
ported by the Bavarian state government with funds from the Hightech
Agenda Bayern Plus. This work was funded by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) - Projektnummer
445275953. The authors acknowledged support by the German Space
Agency DLR with funds provided by the Federal Ministry for Economic
Affairs and Climate Action BMWK under grant number 50WM2165
(QUICK3) and 50RP2200 (QuVeKS). T.V. was funded by the Federal Min-
istry of Education and Research (BMBF) under grant number 13N16292.
C.C. was grateful to the Development and Promotion of Science and Tech-
nology Talents Project (DPST) scholarship by the Royal Thai Government.
S.S. acknowledged funding support by Mahidol University (Fundamental
Fund: FF-093/2567 fiscal year 2024 by National Science Research and In-
novation Fund (NSRF)) and from the NSRF via the Program Management
Unit for Human Resources & Institutional Development, Research and
Innovation (grant number B05F650024). The computational experiments
were supported by resources of the Friedrich Schiller University Jena sup-
ported in part by DFG grants INST 275/334-1 FUGG and INST 275/363-1
FUGG. The authors are grateful to Joel Davidsson for the source code of
transition dipole moments for two wavefunctions.

Open access funding enabled and organized by Projekt DEAL.

Conflict of Interest
The authors declare no conflict of interest.

Data Availability Statement
The data that support the findings of this study are available from the cor-
responding author upon reasonable request.

Keywords
density functional theory, fluorescent defects, hexagonal boron nitride,
quantum memory, quantum technology applications

Received: October 31, 2023
Revised: December 22, 2023

Published online: January 20, 2024
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