
Minimizing Worst-Case Data Transmission Cycles in
Wavelength-Routed Optical NoC through Bandwidth Allocation

Liaoyuan Cheng, Mengchu Li, Tsun-Ming Tseng, Ulf Schlichtmann

{liaoyuan.cheng,mengchu.li,tsun-ming.tseng,ulf.schlichtmann}@tum.de

Technical University of Munich, Munich, Germany

ABSTRACT
With the rapid development of integrated photonic technology,

wavelength-routed optical networks-on-chip (WRONoC) is emerg-

ing as a high-potential computing architecture due to its low power

consumption, high bandwidth, and conflict-free communication

advantages. Previous works utilize the multi-resonance properties

of the microring resonator (MRR), the key component in WRONoC,

to transmit multiple signals on different wavelengths in one trans-

mission path, thereby achieving parallel communication. However,

they do not consider the demands of the actual application com-

munication bandwidth. If communications with high bandwidth

demands are not allocated with highly parallel transmission paths,

they may become the bottleneck of the network, resulting in in-

creased transmission cycles and overall data transmission time. In

this work, we propose an optimization strategy that allocates signal

wavelengths for each communication based on its actual bandwidth

demand to reduce communication time. Specifically, based on the

actual bandwidth demands and topology structure, we first map

the communication nodes in the target application to the ports of

a WRONoC topology. Next, we optimize the radii of MRRs in the

topology and allocate the signal wavelengths to each transmission

path to minimize the worst-case data transmission cycle. Experi-

mental results show that, compared to methods that only consider

communication parallelism, our strategy can reduce the worst-case

of data transmission cycles by over five times, thereby significantly

decreasing the time required for data transmission.
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Figure 1: MRR coupling mechanism. (a) The signal on reso-
nant wavelength _1 can be coupled to MRR and be turned. (b)
The signal on non-resonant wavelength _2 cannot be coupled
to the MRR.

1 INTRODUCTION
The rise of data-intensive applications requires using many process-

ing cores to perform multiple operations simultaneously for rapid

analysis [1, 2]. This need has driven the development of multipro-

cessor systems-on-chip (MPSoC) to integrate hundreds of processor

cores on a single chip [3]. However, traditional electrical intercon-

nects face challenges such as high signal noise and propagation

delays[3]. To overcome these limitations, optical network-on-chips

(ONoCs) enabled by the rapid advances in integrated photonics

have become an attractive solution. Using wavelength-division-

multiplexing (WDM) to transmit multiple wavelengths simulta-

neously in a single waveguide, ONoC provides high-bandwidth,

low-latency communications and is considered a key technology

for the next-generation MPSoC [4].

As a primary type of ONoC,wavelength-routedONoC (WRONoC)

defines all signal transmission paths between ports during the de-

sign phase. In this setup, when electrical signals are converted to

optical signals and enter the WRONoC ports, they can reach their

communication destinations in parallel and without conflict along

pre-designed paths, which significantly reduces the transmission

delays and power consumption associated with dynamically con-

figuring paths [5]. In WRONoC, optical waveguides serve as the

fundamental signal transmissionmedium, andmicroring resonators

(MRRs), which are ring-shaped waveguides, are key components

for signal routing. Specifically, when a signal traveling through a

waveguide encounters anMRR, coupling occurs if theMRR’s optical

path length, determined by its radius and effective index, matches

an integer multiple of the signal’s wavelength [6]. As shown in

Figure 1(a), the signal on _1 is “on-resonance” with the red MRR and

thus will be turned by it. This condition is known as “on-resonance”,

and the corresponding wavelengths are termed “resonant wave-

lengths”. Conversely, if this condition is not met, the signal will not

be coupled to, also called “off-resonance” with, the MRR. As shown

in Figure 1(b), the signal on _2 is “off-resonance” with the red MRR

and will not be turned.

https://doi.org/10.1145/3676536.3676802
https://doi.org/10.1145/3676536.3676802
https://doi.org/10.1145/3676536.3676802
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Figure 2: (a) (1) The transmission spectra of MRRs with ra-
dius 𝑟1 and 𝑟2, denoted by the red and green line, respec-
tively. The wavelengths corresponding to the peaks repre-
sent the resonant wavelengths of the same colored lines.
Wavelengths marked with a cross cannot be selected in the
parallelism maximization method. (2) The wavelength us-
age of the parallelism maximization method. (b) Application
communication graph with bandwidth demands. (c) (1) The
same transmission spectra of MRRs as (a)(1). Wavelengths
marked with a cross cannot be selected in the bandwidth al-
location method. (2) The wavelength usage of the bandwidth
allocation method.

Although an MRR supports multiple resonant wavelengths, most

studies of WRONoC designs assume that each communication be-

tween ports uses only one signal wavelength, neglecting the poten-

tial for parallel communication [7–9]. Recent works [10] and [5]

proposed using the multi-resonance properties of MRRs to enhance

communication parallelism by optimizing the selection of MRR

radii, referred to as the “parallelism maximization method”. For

example, as shown in Figure 2(a), the red and green lines represent

the transmission spectra of MRRs with radii 𝑟1 and 𝑟2, respectively.

The wavelengths corresponding to the spectral peaks represent

their respective resonant wavelengths. As shown in Figure 2(a)(2),

to achieve conflict-free signal transmission from port 𝐼0 to ports 𝑇1
and 𝑇2, the following wavelength assignment conditions must be

met: (1) The signal wavelengths for path (𝐼0,𝑇1) must resonate with

MRR 1. (2) The signal wavelengths for path (𝐼0,𝑇2) must resonate

with MRR 2 and be off-resonance with MRR 1. To maximize the

worst-case communication parallelism of these two paths, MRR 1

can be chosen with radius 𝑟1 so that its resonant wavelengths _2,

_5, _7, and _10 can be used for the path (𝐼0,𝑇1). Meanwhile, MRR

2 is selected with radius 𝑟2, so that path (𝐼0,𝑇2) can use its reso-

nant wavelengths _1, _3, _6, and _9. Although _4 and _8 are also

resonant wavelengths of MRR 2, they cannot be used for the path

(𝐼0,𝑇2) because they partially resonate with MRR 1. In this method,

the bit-level communication parallelism for the paths (𝐼0,𝑇1) and
(𝐼0,𝑇2) is uniformly increased to 4.

However, previous works did not consider the actual applica-

tion communication bandwidth demands between different nodes,

which can vary significantly. If the communication parallelism of

each transmission path is uniformly distributed, high-demand com-

munications will require more transmission cycles to complete

because they are not assigned higher parallelism. In contrast, low-

demand communications can be completed much earlier within the

same number of cycles, wasting wavelength resources. For exam-

ple, Figure 2(b) shows the communication graph of an application

where vertices N1, N2, and N3 represent the communication nodes

within the application, and the edges represent their communica-

tion demands. The communication demand between (N1, N2) is

much larger than the communication demand between (N1, N3). If

N1 is mapped to port 𝐼0, N2 is mapped to port𝑇1, and N3 is mapped

to port𝑇2 in the topology in Figure 2(a)(2), based on the parallelism

maximization method of previous works, the transmission between

(N1, N2) will require 200/4 = 50 cycles to complete, while (N1, N3)

will require only 10/4 = 2.5 cycles. The total transmission time

is determined by the worst-case, 50 cycles. However, if we swap

the radii of MRR 1 and MRR 2 so that MRR 1 uses radius 𝑟2 and

MRR 2 uses radius 𝑟1 as shown in 2(b)(2), the path for high-demand

communication can be allocated more wavelengths. Specifically, to

met the wavelength usage conditions, _1, _3, _4, _6, _8, and _9 can

be used in path (𝐼0,𝑇1), while _2 and _10 can be used for (𝐼0,𝑇2).
Then the path (𝐼0,𝑇1) will have a parallelism of 6, and (𝐼0,𝑇2) will
have a parallelism of 2. With unchanged topology ports for the

communication nodes, (N1, N2) will need 200/6 ≈ 33.33 cycles to

complete the transmission, and (N1, N3) will need 10/2 = 5 cycles.

Thus, the worst-case transmission cycles can be reduced from 50

to 33.33, which significantly shortens the communication time of

the application. In other words, by allocating communication band-

widths according to the actual communication demands, network

communications can be carried out more efficiently.

In this work, we address the issue of bandwidth allocation in

WRONoC for the first time and propose an optimization strategy

to determine the signal transmission paths and MRR radii in a

given topology based on bandwidth demands to reduce application

communication time. Our approach consists of two steps: First,

starting from a fully connectedWRONoC topology and based on the

actual application communication graph with bandwidth demands,

we propose an integer linear programming (ILP) model to map

the communication nodes to the ports within the given topology.

This model prioritizes mapping high-demand communications to

transmission paths in a given topology containing fewer MRRs and

consuming less power. After specifying the transmission paths to

be used in the given topology, based on the bandwidth demands of

these paths and the types of MRRs contained, we employ the multi-

resonance properties of MRR and construct a progressive ILP model

to optimize the MRR radii and allocate wavelengths to each path

to minimize the worst-case data transmission cycles. Experimental

results show that, compared to existing works that only consider

communication parallelism, our strategy can reduce the number of

transmission cycles by up to four times, significantly shortening

the data transmission time of the application.
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Figure 3: Two actual application communication graphs. The
vertices represent the communication nodes. The directed
edges represent the communications, and the weight next to
each edge is the communication bandwidth demand. (a) An
MPEG4 decoder application. (b) A video object plane decoder
(VOP) application.

2 BACKGROUND
2.1 Communication Graph
The communication between nodes within the application can be

defined by the communication graph:

Definition 1. The communication graph G(N , E) is a weighted
directed graph with each vertex𝑛𝑖 ∈ N representing a communication
node and the weighted directed edge (𝑛𝑖 , 𝑛 𝑗 ), denoted as 𝑒 (𝑛𝑖 ,𝑛 𝑗 ) ∈ E,
indicating the communication from node 𝑛𝑖 to node 𝑛 𝑗 , where 𝑛𝑖 is
referred as “sender-node” of 𝑛 𝑗 and 𝑛 𝑗 is referred as “receiver-node”
of 𝑛𝑖 . The weight of edge 𝑒 (𝑛𝑖 ,𝑛 𝑗 ) represents the bandwidth demand
of the communication from 𝑛𝑖 to 𝑛 𝑗 , denoted by 𝛿 (𝑛𝑖 ,𝑛 𝑗 ) .

Figure 3 shows the communication graphs of two actual applica-

tions. In the MPEG4 application [11], the highest communication

demand reaches 910 bandwidth units, while the lowest is only 0.5

units. Similarly, in the VOP application [12], the highest demand can

go up to 500 units, while the lowest is 16 units. The data reveals a sig-

nificant imbalance in bandwidth demand among communications,

with the highest demand communication paths often becoming

bottlenecks that limit the total communication time of the applica-

tions, while other signal paths of lower demand communications

remain idle most of the time. The current WRONoC design does not

optimize the allocation of wavelength resources according to actual

bandwidth demand, resulting in high-demand communications not

obtaining sufficient wavelength usage to alleviate their bottleneck

effect. To solve this problem, we propose to allocate wavelength

usage according to actual communication needs, especially allo-

cating more wavelengths to those communication paths with high

bandwidth demands.

2.2 WRONoC Topology
A WRONoC topology consists of a set S of ports, a set P of signal

paths, and a set M of MRR types. In WRONoC, the port initiating

the signal is referred to as the “initiator”, while the signal destination
port is referred to as “target”. To ensure that each communication

node can be mapped to at least one port within the given topology,

the size of set S must be greater than or equal to the size of the

node set N . Additionally, since the given communication graph

does not necessarily have communications between every pair of

(b)(a)

: type 1 : type 2 : type 3 
: type 4
: type 1 : type 2

Figure 4: WRONoC topologies. The MRRs with different
types are denoted with different colors. The dashed lines
represent the signal paths between ports. (a) 4 × 3 Light. (b)
4 × 4 _-Router.

nodes, we need to define a subset PE ⊆ P to collect the mapped

signal paths.

If a signal is designed to be on-resonance with the MRR in its

path 𝑝 , the MRR is referred to as the “resonance MRR” for that signal.
The set RM𝑝 denotes the resonance MRR types in the signal path 𝑝 .

Conversely, if a signal is designed to be off-resonance with the MRR

in its path, the MRR is referred to as the “off-resonance MRR” for that
signal. The set OM𝑝 represents the off-resonance MRR types in the

signal path 𝑝 . The MRRs of the same type are set to have the same

radius. As shown in Figure 4, two representative WRONoC topolo-

gies, Light [9] and _− router [7], with four ports, are introduced. We

use 𝑖 ∈ S to denote the port with 𝑖 ∈ {1, 2, 3, 4} and 𝐼𝑖 represent the
initiators, while𝑇𝑖 denotes the targets. The colored dashed lines rep-

resent the signal paths between ports, and the signals are designed

to be on-resonance with the same-colored MRRs and off-resonance

with MRRs of different colors. For instance, Figure 4 (a) shows a

Light topology [9] with 4 ports. The set of signal paths of this topol-

ogy is given as P = {(𝐼1,𝑇2), (𝐼1,𝑇3), (𝐼1,𝑇4), · · · , (𝐼4,𝑇2), (𝐼4,𝑇3)}.
The set of resonance MRR types in path (𝐼1,𝑇2) can be denoted as

RM (𝐼1,𝑇2 ) = {2}, while the set of off-resonance MRR types can

be denoted as OM (𝐼1,𝑇2 ) = {1}. In contrast to Light, the _-router

in Figure 4 (b) requires more types of MRRs, which are relatively

balanced in each signal path.

We use the transmission intensity formula from [6] and [13]

to calculate the resonant wavelength of each MRR with a given

radius. For a given MRR radius, denoted as 𝑟 , and a given signal

wavelength, denoted as _, the transmission intensity of the signal

at a resonance MRR with radius 𝑟 , denoted as 𝑇𝑑 (𝑟, _) ∈ [0, 1] can
be formulated as follows:

𝑇𝑑 (𝑟, _) =
(1 − 𝑡2

1
) (1 − 𝑡2

2
)𝑎

1 − 2𝑡1𝑡2𝑐𝑜𝑠 (𝜙 (𝑟, _))𝑎 + (𝑡1𝑡2𝑎)2
(1)

where 𝑡1, 𝑡2 ∈ [0, 1] denote the self-coupling coefficients, 𝑎 ∈ [0, 1]
denote the single-pass amplitude transmission, and 𝜙 (𝑟, _) is the
phase shift, which can be calculated as:

𝜙 (𝑟, _) = 𝛽 (_)2𝜋𝑟 . (2)
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𝛽 (_) is defined as the waveguide propagation constant function for

a given _ and can be calculated as:

𝛽 (_) = (2.57 − 0.85(_ · 106 − 1.55))2𝜋
_

. (3)

We assume symmetric coupling in the transmission, i.e., 𝑡1 = 𝑡2,

and ignore the propagation and bending losses occurring in the

MRR, setting 𝑎 = 1. Thus, Equation (1) can be written as:

𝑇𝑑 (𝑟, _) =
(1 − 𝑡2

1
)2

1 − 2𝑡2
1
𝑐𝑜𝑠 (𝜙 (𝑟, _)) + 𝑡4

1

=
1 − 2𝑡2

1
+ 𝑡4

1

1 − 2𝑡2
1
𝑐𝑜𝑠 (𝜙 (𝑟, _)) + 𝑡4

1

(4)

The cosine function, cos(𝜙 (𝑟, _)), ranges from -1 to 1. From Equa-

tion (4), it can be observed that if 𝑐𝑜𝑠 (𝜙 (𝑟, _)) = 1, 𝑇𝑑 (𝑟, _) will
reach its maximum value of 1. The wavelength corresponding to

this maximum value is the resonant wavelength, which will be

derived in Section 3.2.

As stated in [5], if the distance between the resonant wave-

lengths of the resonance MRR type and the off-resonance MRR

type is less than the safety channel spacing, these wavelengths are

considered overlapping and cannot be used for communication. In

most WRONoC topologies, each signal path contains at most one

resonance MRR type, and the upper limit of the communication

parallelism for that path is determined by the number of resonant

wavelengths of that resonance MRR type within the given wave-

length range. Paths containing only off-resonance MRR types can

use all wavelengths that do not conflict with other off-resonance

MRR types, so their theoretically achievable communication par-

allelisms are much higher than paths restricted by the number of

resonant wavelengths of resonance MRRs.

2.3 Transmission Cost
To achieve high parallelism in signal paths with high bandwidth de-

mand, we should prioritize mapping high-demand communications

to signal paths that only include off-resonance MRRs. If such ideal

paths are unavailable, we should consider paths that include reso-

nance MRRs but have a minimal number of off-resonance MRRs.

This strategy helps reduce the overlapping of resonant wavelengths

between MRRs, thereby enhancing communication parallelism.

The cost of communication is influenced by several factors, in-

cluding the number of MRRs on the signal path and the insertion

loss of the signal path. The insertion loss is 0.5 dB at a resonance

MRR, 0.005 dB at an off-resonance, and 0.04 dB at a waveguide

crossing [9]. We will also use these loss coefficients for this work.

Based on these considerations, we should devise an optimization

strategy that selects signal paths with fewer MRRs and lower MRR

insertion losses for high-demand communications. This reduces

communication costs and lays a foundation for minimizing subse-

quent transmission cycles.

2.4 Transmission Cycle
In [5], an ILP model has been proposed to achieve maximal commu-

nication parallelism of signal paths inWRONoC by optimizingMRR

radii and wavelength usages. In this work, we adopt the constraints

from this model to calculate the communication parallelism of each

signal path 𝑝 , denoted by 𝑣𝑝𝑎𝑟𝑎,𝑝 .

Since the communications will be mapped to signal paths in

the topology, their bandwidth demands are also mapped to these

paths. We denote the bandwidth demand of a signal path 𝑝 as 𝛿𝑝 .

Together with the communication parallelism, we can then model

the transmission cycle of signal path 𝑝 , denoted by 𝑣𝑐,𝑝 , as:

𝑣𝑐,𝑝 =
𝛿𝑝

𝑣𝑝𝑎𝑟𝑎,𝑝
(5)

3 METHODOLOGY
In this section, we first develop an ILP model to map communica-

tion nodes to the ports within a given topology. This model aims to

map communications with higher demands to signal paths in the

topology that contain fewer MRRs and lower MRR insertion loss.

Subsequently, we derive formulas for calculating resonant wave-

lengths to prepare sets of resonant wavelengths associated with the

radius options. We then use the ILP model from [5] to calculate the

communication parallelism of each signal path. Building on this, we

propose new constraints based on bandwidth demands to calculate

the transmission cycles for each signal path and minimize the cycle

times in the worst-case scenarios. To accelerate the optimization

process, we introduce an iterative algorithm that progressively re-

duces the problem space of the ILP model. This algorithm starts

with the highest-demand signal path and gradually reduces the

radius options for each MRR, thereby enabling faster searching of

optimal MRR radii.

3.1 Communication Nodes Mapping
3.1.1 Input Preparation. For a given application graph, we define

a set N to represent the nodes and a set E to represent the com-

munications. The communication from node 𝑛𝑠 ∈ N to 𝑛𝑡 ∈ N is

denoted by (𝑛𝑠 , 𝑛𝑡 ) ∈ E. The set of receiver-nodes for node 𝑛𝑠 ∈ N
is denoted asN𝑛𝑠 . The bandwidth demand of (𝑛𝑠 , 𝑛𝑡 ) is denoted by
𝛿 (𝑛𝑠 ,𝑛𝑡 ) . For a given WRONoC topology, we introduce a set S to

denote the ports, with each pair (𝑠𝑖 , 𝑠 𝑗 ) representing the signal path
from port 𝑠𝑖 ∈ S to port 𝑠 𝑗 ∈ S. The parameter 𝜖 (𝑠𝑖 ,𝑠 𝑗 ) represents
the signal power loss in dB, while [ (𝑠𝑖 ,𝑠 𝑗 ) denotes the number of

MRRs in the path (𝑠𝑖 , 𝑠 𝑗 ).

3.1.2 ILP Model. For each communication node 𝑛 ∈ N and each

port option 𝑠 ∈ S, we define a binary variable𝑏𝑛𝑠 to indicate whether

node 𝑛 is mapped to port 𝑠 . To ensure that each communication

node is uniquely assigned to one WRONoC port, we implement the

following constraint:

∀𝑛 ∈ N :

∑︁
𝑠∈S

𝑏𝑛𝑠 = 1. (6)

To ensure that each port is assigned to at most one communica-

tion node, we introduce the following constraint:

∀𝑠 ∈ S :

∑︁
𝑛∈N

𝑏𝑛𝑠 ≤ 1. (7)

For each node 𝑛 ∈ N and 𝑢 ∈ N𝑛 , and for every two different

ports 𝑠, 𝑡 ∈ S, we introduce a binary variable 𝑏
𝑛,𝑢
𝑠,𝑡 . Communication

between nodes 𝑛 and 𝑢 is considered to be transmitted through

the signal path (𝑠, 𝑡) if node 𝑛 is mapped to port 𝑠 and node 𝑢 is
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mapped to port 𝑡 . This condition is represented by setting 𝑏
𝑛,𝑢
𝑠,𝑡 = 1.

Conversely, if either node 𝑛 is not mapped to port 𝑠 or node 𝑢 is not

mapped to port 𝑡 , then 𝑏
𝑛,𝑢
𝑠,𝑡 = 0, indicating that the communication

does not occur on the path (𝑠, 𝑡). This can be modeled with the

following constraints:

∀𝑛 ∈ N ∀𝑢 ∈ N𝑛 ∀𝑠 ∈ S ∀𝑡 ∈ S :

𝑏𝑛𝑠 + 𝑏𝑢𝑡 ≤ 1 + 𝑏𝑛,𝑢𝑠,𝑡 ·𝑀 (8)

𝑏𝑛𝑠 + 𝑏𝑢𝑡 ≥ 2 + (𝑏𝑛,𝑢𝑠,𝑡 − 1) ·𝑀 (9)

where𝑀 is an extremely large auxiliary constant. Thus, if 𝑏𝑛𝑠 +𝑏𝑢𝑡 =

2, 𝑏
𝑛,𝑢
𝑠,𝑡 will be forced to take 1. Otherwise, 𝑏

𝑛,𝑢
𝑠,𝑡 will be set to 0.

Besides, we need to ensure that for each communication, there

is exactly one signal path is assigned to it, which can be formulated

as follows:

∀𝑛 ∈ N ∀𝑢 ∈ N𝑛 :

∑︁
𝑠∈S

∑︁
𝑡 ∈S

𝑏
𝑛,𝑢
𝑠,𝑡 = 1. (10)

Next, we use the continuous variable 𝑣𝑛𝑢 to indicate the summa-

tion of the transmission cost and the bandwidth demand of each

communication from node 𝑛 to node 𝑢, which can be modeled as:

∀𝑛 ∈ N ∀𝑢 ∈ N𝑛 :

𝑣𝑛𝑢 = 𝛼
∑︁
𝑠∈S

∑︁
𝑡 ∈S

𝑏
𝑛,𝑢
𝑠,𝑡 · 𝜖 (𝑠,𝑡 )+𝛽

∑︁
𝑠∈S

∑︁
𝑡 ∈S

𝑏
𝑛,𝑢
𝑠,𝑡 · [ (𝑠,𝑡 ) + 𝛿 (𝑛,𝑢 ) (11)

where 𝛼 and 𝛽 are coefficients that represent the weights for the

signal power loss and the number of MRRs in the signal path (𝑠, 𝑡),
respectively. The term 𝛿 (𝑛,𝑢 ) denotes the bandwidth demand of the

communication between nodes 𝑛 and 𝑢. To minimize 𝑣𝑛𝑢 , commu-

nication with higher bandwidth demand will be forced to choose

signal path with lower transmission cost.

Then, a new continuous variable 𝑣𝑤 is introduced to calculate

the maximal summation of the transmission cost and the bandwidth

demand of all communications, which can be formulated as:

∀𝑛 ∈ N ∀𝑢 ∈ N𝑛 : 𝑣𝑤 ≥ 𝑣𝑛𝑢 (12)

Our goal is to minimize the maximal summation of the trans-

mission cost and the bandwidth demand of all communications to

enable high-demand communications to select paths with lower

power loss and fewer MRRs. Thus, the optimization model can be

formulated as follows:

Minimize: 𝑣𝑤 ,

Subject to: (6) − (12).

After the optimization, the case of 𝑏
𝑛,𝑢
𝑠,𝑡 = 1 implies that node 𝑛

is mapped to port 𝑠 and node 𝑢 is mapped to port 𝑡 . Thus, the signal

paths for minimizing transmission cycles are determined, which

can be denoted by the set PE. This also means that the bandwidth

demands of the communication between𝑛 and𝑢 aremapped to each

corresponding signal path of port 𝑠 and 𝑡 . We denote the bandwidth

demand of signal path (𝑠, 𝑡) ∈ PE as 𝛿 (𝑠,𝑡 ) and use this parameter

in the next sections for calculations of the transmission cycles.

3.2 Derivation of Resonant Wavelengths
As the input preparation for the transmission cycle minimiza-

tion, we will first derive the resonant wavelengths for each ra-

dius option using Equations (2)-(4). As stated before, the resonant

wavelength corresponds to the condition where the cosine of the

phase,cos(𝜙 (𝑟, _)), equals 1.
GivenMRR radius 𝑟 , the resonant wavelength _res can be derived

as follows:

cos(𝜙 (𝑟, _res)) = 1

⇒ cos(𝛽 (_res)2𝜋𝑟 ) = 1

⇒ cos(( (2.57 − 0.85(_res · 106 − 1.55))2𝜋
_res

)2𝜋𝑟 ) = 1

⇒ (2.57 − 0.85(_res · 106 − 1.55)) · 2𝜋 · 2𝜋𝑟
_res

= 2𝑙𝜋, 𝑙 ∈ Z

⇒ _res · 2𝑙𝜋 = (2.57 − 0.85(_res · 106 − 1.55)) · 2𝜋 · 2𝜋𝑟
⇒ _res (4𝜋2𝑟 · 0.85 · 106 + 2𝑙𝜋) = 4𝜋2𝑟 · (2.57 + 0.85 · 1.55)

⇒ _res =
4𝜋2𝑟 (2.57 + 0.85 · 1.55)
4𝜋2𝑟 · 0.85 · 106 + 2𝑙𝜋

⇒ _res =
7.775𝜋𝑟

𝑙 + 1.7 · 106𝜋𝑟
(13)

Thus, given 𝑙 ∈ Z, wavelength lower bound _
low

and upper bound

_upper, the resonant wavelengths within the given wavelength

range [_
low

, _upper] can be calculated as the input options for the

transmission cycle optimization.

3.3 Iterative Transmission Cycle Minimization
Section 2.4 introduces the calculation of transmission cycles for

each signal path, which is determined by dividing the bandwidth

demand by the communication parallelism. As stated in Section 2.2,

paths containing only off-resonance MRR types have theoretically

higher communication parallelism and thus have negligible impact

on the worst-case transmission cycle. Thus, we do not calculate the

transmission cycles for such paths in this work and remove these

paths from PE resulting from Section 3.1. Additionally, any MRR

type not used as a resonance MRR in any path will be removed

from the topology. We adopt the method from [5] to establish the

communication parallelism for each signal path, represented by the

variable 𝑣𝑝𝑎𝑟𝑎,𝑝 for 𝑝 ∈ PE.
However, in ILP models, the variable 𝑣𝑝𝑎𝑟𝑎,𝑝 cannot appear in

the denominator because this will make the equations non-linear.

Thus, we transform the original equation into its reciprocal form to

address this issue. By maximizing the reciprocal of the transmission

cycle (i.e., the ratio of communication parallelism to bandwidth

demand), we achieve the equivalent of minimizing the transmis-

sion cycles themselves. Thus, we use variable 𝑣𝑟𝑐,𝑝 to denote the

reciprocal of the transmission cycle for signal path 𝑝 , which can be

calculated as:

∀𝑝 ∈ PE : 𝑣𝑟𝑐,𝑝 =
𝑣𝑝𝑎𝑟𝑎,𝑝

𝛿𝑝
(14)

where 𝛿𝑝 is the bandwidth demand of signal path 𝑝 calculated from

Section 3.1.

Since the worst-case transmission cycle of all signal paths is the

bottleneck of communication, we need to find the one with the

most transmission cycles, equivalent to the path with the minimal

reciprocal transmission cycles. We denote the minimal reciprocal

transmission cycle by a continuous variable 𝑣𝑤𝑟𝑐 and model it with
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the following constraint:

∀𝑝 ∈ PE : 𝑣𝑤𝑟𝑐 ≤ 𝑣𝑟𝑐,𝑝 (15)

Thus, our target is to maximize the worst-case reciprocal trans-

mission cycle 𝑣𝑤𝑟𝑐 to minimize the worst-case transmission cycle

of all signal paths. The objective can be formulated as follows:

Maximize: 𝑣𝑤𝑟𝑐 ,

Subject to: (14) − (15).

Now, we have established the ILP model for minimizing the trans-

mission cycle, which we will refer to as the “ILP_Model_Cycle”. In

[5] has shown that although the ILP model for maximizing the com-

munication parallelism has proven optimality, the solution speed

significantly decreases as the topology scales up and the number of

input signal paths increases. To accelerate the optimization process

for transmission cycles, we run the modeling and solving process

using several iterations, each of which uses the result of the last

one as input. In particular, this iterative algorithm sorts at the be-

ginning of the signal paths by their demands. It conducts a series

of primary iterations corresponding to the number of signal paths.

In the 𝑖-th primary iteration, the algorithm optimizes all the MRR

radii within the signal paths ranked among the top 𝑖 in demands.

Each iteration uses the optimized MRR radii set from the previous

iteration as input options. Additional secondary iterations are con-

ducted within each primary iteration to optimize and collect the

MRR radii solutions for each path involved. In each iteration, we

attempt to maximize the reciprocal of the transmission cycle and

repeat this process, progressively storing all MRR solutions gener-

ated under the current number of paths until all signal paths have

been iteratively solved. The pseudo-code for iterative minimizing

the transmission cycles using the ILP model is shown in Algorithm

1. The loop in lines 6-30 creates the ILP model, and the number of

given input signal paths is the count of secondary iterations. Inside

each of these iterations, the input options for MRR radii gradually

decrease. These iterative improvement steps are used to overcome

the limitations of the ILP model.

4 OPTIMIZATION RESULTS
4.1 Input Settings
We implement our approach, referred to as “bandwidth allocation
method” in C++ and use an optimization solver named Gurobi [14]

to solve the integer linear programming (ILP) models. In Algorithm

1, we set the solution pool size in Gurobi to 10. Our work addresses

the communication graphs of five applications: Filter (5 nodes) [15],

DSP (5 nodes) [16], MPEG4 decoder (12 nodes) [11], VOPD (16

nodes) [12], MWD (12 nodes) [17]. For transmission cost, we set 𝛼 =

100 and 𝛽 = 100 in Constraint (11). We apply two full-connectivity

WRONoC topologies: Light [9] and _-router [7] with 8 and 16

ports as our input topologies. The radius options for MRRs are

the same as in [5], ranging from [5 `m, 30 `m] with increments

of 0.25`𝑚, in total 101 radius options. The wavelength range is

given as [1500 nm, 1600 nm]. The safety channel spacing for two

resonant wavelengths is set as 0.8 nm [5]. This spacing means that

if the distance between two resonant wavelengths is less than 0.8

nm, they are considered to be in an overlapped state. Additionally,

we implement the method from [5], referred to as the “parallelism

Algorithm 1 Progressively minimize transmission cycles using an

ILP model with iterations

1: Input:
PE: The set of signal paths with bandwidth demands and MRR types;

R: The radius options for MRRs;

Ω𝑟 : The resonant wavelength sets of MRR with radius 𝑟 ;

M: The types of MRRs;

M𝑝 : The types of MRRs being used in path 𝑝 ;

2: Output:
The radius of each MRR type;

The wavelength usage for each signal path;

The transmission cycle for each signal path;

3: Variables:
PE𝑖 : The set of signal paths with the top 𝑖 ranking in demand;

MPE𝑖 : The set of MRR types in PE𝑖 ;

RMPE𝑖 : The set of resonance MRR types in PE𝑖 ;

optimized_mrr[m]: The set of optimized radius solutions for MRR type

𝑚 of all iterations;

optimized_mrr_iteration[i][m]: The set of optimized radius solutions

for MRR type𝑚 in iteration 𝑖;

4: Rank all signal path 𝑝 ∈ PE by bandwidth demands in descending

order;

5: Initialize optimized_mrr[m] as empty radius set of type𝑚;

6: for 𝑖 = 1 to | PE | do
7: Insert the signal paths ranked among the top 𝑖 in bandwidth demands

in PE𝑖 ;

8: Insert the MRR types occurs in PE𝑖 in MPE𝑖 ;
9: Insert the resonance MRR in RMPE𝑖 ;
10: Initialize optimized_mrr_iteration[i][m] as empty radius set of type

𝑚;

11: for 𝑗 = 1 to | PE | − 𝑖 + 1 do
12: for𝑚 ∈ MPE𝑖 do
13: if𝑚 ∈ MPE𝑖−1 then
14: if𝑚 ∈ RMPE𝑖 then
15: Use optimized_mrr[m] \ optimized_mrr_iteration[i][m] as

the input radius options;

16: else
17: Use optimized_mrr[m] as the input radius options;
18: end if
19: else
20: if𝑚 ∈ RMPE𝑖 then
21: Use R \ optimized_mrr_iteration[i][m] as the input radius

options;

22: else
23: Use R as the input radius options;

24: end if
25: end if
26: end for
27: Solve ILP_Model_Cycle;

28: Insert solutions for MRR type𝑚 in optimized_mrr[m] and opti-
mized_mrr_iteration[i][m];

29: end for
30: end for
31: return Output;

maximization method”, with the same input options as a baseline

for comparison and set the Gurobi search time for this method to

20 hours. We run both approaches on an Apple M1 Pro 10-core

CPU. The results are shown in Table 1 and Figure 5.
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Table 1: Experiment results
App. |N | |S| |M| |PE| hd. ld. T PM. BA. R. time

Filter 5 8 8 7 200 100 Light 14.29 6.67 2.144 105s

_-R. 14.29 6.45 2.21 49s

DSP 5 8 8 7 600 200 Light 40 19.35 2.07 33s

_-R. 42.86 20 2.14 151s

MWD 12 16 16 13 128 64 Light 18.29 32 0.57 3753s

_-R. 25.6 32 0.8 42298s

VOPD 16 16 16 21 500 16 Light 125 40.22 3.11 7936s

MPEG4 12 16 16 26 910 0.5 Light 227.5 43.33 5.25 42354s

App.: the application communication graph;

|N | : the number of the communication nodes;

|S | : the number of the topology ports;

|M | : the number of MRR types;

| PE | : the number of communications;

hd.: the highest bandwidth demand of all communications;

ld.: the lowest bandwidth demand of all communications;

T: the topology type;

_-R.: the _− router;

PM.: the worst-case transmission cycle results from the parallelism maximization

method;

BA.: the worst-case transmission cycle results from our bandwidth allocation method;

R.: the ratio of PM results to BA results;

time: the optimization time.
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PM. Light BA. Light PM.  Lambda-Router BA.  Lambda-Router

Figure 5: The comparison results of the worst-case transmis-
sion cycle between parallelism maximization method and
our approach in Light and _-Router (Lambda-Router).

4.2 Results Analysis
• The experimental results clearly show that, except for the

case of MWD, the worst-case transmission cycle of our

method is lower than that achieved by the parallelism maxi-

mization approach. In the case of MWD, the communications

are evenly distributed across multiple nodes, and the demand

differences are relatively small. This results in the early se-

lected solution being unable to fully support the parallelism

of higher-demand but lower-ranked communications, result-

ing in longer transmission cycles. The results of the other

four cases indicate that our bandwidth allocation method

can effectively accelerate application communication and

significantly alleviate the bottleneck effect in high-demand

communications.

• In the larger application cases, VOPD and MPEG4, both

methods cannot obtain a feasible solution within 20 hours

for _− router. Compared with _-router, Light topology has a

higher efficiency and better bandwidth allocation optimiza-

tion effect. This is reflected in table columns “R.” where Light

has a higher ratio. This ratio is calculated by dividing the

worst-case transmission cycle of the parallelism maximiza-

tion method by the worst-case transmission cycle for the

bandwidth allocation. This difference is due to the imbal-

anced distribution of the number of MRR types between

signal paths in the Light topology, resulting in unbalanced

transmission costs on different signal paths. This means

that paths with high bandwidth demands can be prioritized

over signal paths with lower transmission costs, allowing

for greater parallelism. In contrast, the _-router has a uni-

form MRR type distribution over all signal paths, making it

difficult to obtain a feasible solution for different demands in

large cases, and so does not show as obvious an improvement

as Light. Therefore, a topology with an uneven distribution

of MRR types, such as Light, will provide faster communica-

tion for applications with unbalanced requirements.

• As shown in Figure 5, using the same topology, the greater

the difference between the highest and lowest demands in

the same application, the more significant the bandwidth

allocation method improvement will be. For example, the

MPEG4 application’s highest communication demand is 910,

while the lowest demand is only 0.5. Compared with the

parallelism maximization method, our approach can reduce

the worst-case transmission cycle by up to more than five

times, greatly improving transmission efficiency and proving

the practical applicability of our method.

• The optimization time increases as the number of MRR types

and signal paths grows. Our work demonstrates a significant

improvement over the parallelism maximization method,

which mainly addresses the cases where port size is less or

equal to 8. Compared to this, we can solve problems using

our method involving 16 nodes in shorter times and find

feasible, high-quality solutions more efficiently.

5 CONCLUSION
In this paper, we propose an optimization method that allocates

wavelength usages based on data communication demands, aiming

to minimize the worst-case communication transmission cycles

in applications. Specifically, we propose a mapping strategy of

nodes within an application to a given topology, establishing signal

paths. We then leverage the multi-resonance properties of MRRs

to optimize the selection of MRR radii and allocate wavelength

usages to signal paths based on their bandwidth demands, thereby

reducing transmission cycles. Compared to the parallelism maxi-

mization method that does not consider bandwidth demands, our

approach can significantly reduce the worst-case data transmission

cycle in large-scale topologies, achieving reductions of up to five

times or more. In conclusion, our method can effectively allocate

the wavelength usages and significantly shorten application data

transmission time.
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