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1 Zusammenfassung/Summary

1.1 Summary/Zusammenfassung

1.1.1 Summary

The importance that CRISPR/Cas9 has gained in recent years for genetic engineering can hardly be

overestimated. This new technology makes it possible to precisely modify the genome of cell lines, primary

cells and entire organisms more easily and cost-effectively than before. In addition to other areas of

application, this has proven to be particularly useful for T cell research. In addition to findings in basic

experimental research, this also contributes to the improvement of clinical applications such as CAR-T cell

therapies. However, it is becoming increasingly clear that the use of CRISPR/Cas9 is not as specific as

initially assumed. There is increasing evidence that CRISPR editing can cause deletions spanning multiple

kilobases or the loss of entire chromosomes. These CRISPR induced chromosomal abnormalities could

possibly lead to malignant transformation of the edited T cells if for example tumor suppressor genes

are affected. Efforts have been made to improve the specificity of CRISPR/Cas9 to reduce the risks

of undesired off-target effects such as improved algorithms for guideRNA design or by generating high-

fidelity Cas9 variants. The aim of this work was to dissect T cell-specific characteristics to reduce the rate

of large deletions and chromosomal events during CRISPR editing in this therapy-relevant cell type. In my

thesis, I established an experimental workflow that allows T cells to be genetically modified and to be flow-

cytometry sorted based on the resulting knock-out (KO) and their proliferation rate. The DNA of these cells

was then isolated, the target site PCR-amplified, and the deletion pattern analyzed within a 200 bp window

using amplicon next generation sequencing. For several target genes, I could prove that the deletion sizes

depend on both the activation status and the proliferation rate of the T cells. Strongly activated and rapidly

proliferating cells have more large deletions than non-activated or slowly proliferating cells. These results

were also confirmed for deletions larger that 200 bp and chromosomal translocations using CAST-Seq.

Furthermore, an already known inhibitor called pifithrin-a (PFT-a) was used to analyze the link between

large deletions and the p53-pathway. Surprisingly, the inhibitor reduces the average deletion size when

added during the generation of a CRISPR KO in contrast to the known function of p53 as an initiator of

DNA repair. However, PFT-a also reduces large deletion in p53-KO T cells, indicating a p53-independent
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mechanism of action. Taken together, in my thesis I could identify two strategies to reduce the risk of

unwanted large deletions in CRISPR-edited T cells. Both pathways can be easily integrated into existing

T cell CRISPR editing protocols. This could make a contribution to making the future use of edited T cell

therapeutics safer and more precise.

1.1.2 Zusammenfassung

Die Bedeutung, die CRISPR/Cas9 in den letzten Jahren für die Gentechnik gewonnen hat, kann kaum

überschätzt werden. Diese neue Technologie ermöglicht es, präzise das Genom von Zelllinien, Primärzellen

und ganzen Organismen einfacher und kostengünstiger als bisher zu verändern. Dies hat sich neben an-

deren Anwendungsgebieten insbesondere für die T Zell-Forschung als nützlich erwiesen. Neben Erken-

ntnissen in der experimentellen Grundlagenforschung trägt dies auch zur Verbesserung von klinischen

Anwendungen wie CAR-T Zelltherapien bei. Es wird jedoch immer deutlicher, dass der Einsatz von

CRISPR/Cas9 nicht so spezifisch ist, wie zunächst angenommen. Es gibt immer mehr Hinweise da-

rauf, dass CRISPR-Editierung Deletionen über mehrere Kilobasen oder den Verlust ganzer Chromosomen

verursachen kann. Diese CRISPR-induzierten Chromosomenabberationen könnten möglicherweise zu

einer malignen Transformation der editierten T-Zellen führen, wenn zum Beispiel Tumorsuppressorgene

betroffen sind. Es exisitieren zahlreiche Ansätze, um die Spezifität von CRISPR/Cas9 zu verbessern, um

so das Risiko unerwünschter Off-Target-Effekte zu verringern, z. B. durch verbesserte Algorithmen für das

Design von guideRNAs oder durch die Erzeugung von High-Fidelity-Cas9-Varianten.

Ziel dieser Arbeit war es, T Zell-spezifische Eigenschaften zu entschlüsseln, um die Rate großer Dele-

tionen und chromosomaler Ereignisse beim CRISPR-Editing in diesem therapierelevanten Zelltyp zu re-

duzieren. In meiner Dissertation habe ich einen experimentellen Arbeitsablauf etabliert, der es ermöglicht,

T-Zellen genetisch zu verändern und mittels Durchflusszytometrie anhand der resultierenden Knock-outs

(KO) und ihrer Proliferationsrate zu sortieren. Die DNA dieser Zellen wurde dann isoliert, die Zielsequenz

mittels PCR amplifiziert und das Deletionsmuster innerhalb eines 200 bp-Fensters mittels Amplicon Next

Generation Sequencing analysiert. Für mehrere Zielgene konnte ich nachweisen, dass die Größe der

Deletionen sowohl vom Aktivierungsstatus als auch von der Proliferationsrate der T-Zellen abhängt. Stark

aktivierte und schnell proliferierende Zellen haben mehr große Deletionen als nicht aktivierte oder langsam

proliferierende Zellen. Diese Ergebnisse wurden auch für Deletionen größer als 200 bp und chromosomale

Translokationen mit CAST-Seq bestätigt.

Außerdem wurde ein bereits bekannter Inhibitor namens Pifithrin-a (PFT-a) verwendet, um die Verbindung

zwischen großen Deletionen und der p53 Signalkaskade zu analysieren. Unerwarteterweise reduziert

PFT-a die durchschnittliche Deletionsgröße, wenn es während der DNA-Editierung mittels CRISPR/Cas9

hinzugefügt wird. Dies steht im Widerspruch zur bekannten Funktion von p53 als Initiator der DNA-
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Reparatur. Des Weiteren reduziert PFT-a auch die große Deletion in p53-KO T-Zellen, was auf einen p53-

unabhängigen Wirkmechanismus hindeutet. Insgesamt konnte ich in meiner Arbeit zwei Strategien iden-

tifizieren, um das Risiko unerwünschter großer Deletionen in CRISPR-editierten T Zellen zu verringern.

Beide Wege lassen sich leicht in bestehende CRISPR-Editierungsprotokolle für T Zellen integrieren. Dies

könnte dazu beitragen, den zukünftigen Einsatz von editierten T Zell-Therapeutika sicherer und präziser

zu machen.
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2 Introduction

2.1 The human immune system

The human immune system is divided into two parts the innate immune system and the adaptive immune

system. Both systems work closely together to orchestrate the immune response. After the initial response

is executed by the innate immune system, the adaptive immune system strengthens the hosts reaction to

the pathogen [169]. The adaptive immune system consists of antibodies, which are produced by B cells,

and T cells.

innate immune system adaptive immune system

soluble complement system, lysozym,

defensine,

antibodies

cellular macrophages, basophils,

eosinophils, neutrophiles, mast

cells, dendritic cells

B cells, T cells

Table 2.1 components of the immune system

The adaptive immune system has certain key features compared to the innate immune system. Key

differences are:

• Reaction speed: The innate immune system can respond instantly via the use of its barrier functions

and for example the presence of lysozyme in tear fluid [148], if it encounters a pathogen. The

response of the adaptive immune system takes up to 7 days to fully unfold [24].

• Specificity: Through a complex order of genetic rearrangements, the adaptive immune system gen-

erates a large diversity of antibodies and TCRs [1]. Thus, the adaptive immune system is highly

diverse in its capability to detect foreign antigens, but also very specific once it recognizes one cer-

tain antigen, since T cell activation requires the formation of the “immunological synapse”, which is

tightly regulated.
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• Immune Memory: The most important aspect of the adaptive immune system is its ability to "memo-

rize" certain antigens and orchestrate a quick and measured response if the same antigen reappears

at some point later in life. After a successful clonal expansion of the T and B cells, a certain amount

of both cell populations differentiates into the respective memory cells [20]. These memory T and B

cells remain in the body and can quickly and efficiently respond to future infections with the same

antigen within a few hours [94]. This aspect of the adaptive immune system is the basis for vacci-

nation. Shown in Figure 2.1 is a simplified time-course with the various ways the immune system

responds to pathogens.

Figure 2.1 Time course immune response. While the first line of defense against pathogens is always

the innate immunity (green), the adaptive immune system (red) is more efficient at clearing pathogens.

If the adaptive immune system has encountered one specific antigen before, a subset of memory cells

remains in the tissue of the host. This memory population (blue) can expand much quicker than the

unconditioned adaptive immune system to execute the clearance of the pathogen

2.1.1 T cell activation – CD4 and CD8 T cells

T cells are one major cellular component of the adaptive immune system. T cells are activated through

antigens presented on a major histocompatibility complex (MHC). There are two classes of MHCs, MHC

class I (MHC I) and MHC class II (MHC II), that differ in their function and their expression profiles. Cells

with MHC I present their antigens to CD8+ T cells and cells with MHC II to CD4+ T cells (Figure 2.2) [26].

MHC class I is expressed on each cell with a cell nucleus and is able to present "self" peptides of the

respective cell. If a cell is infected with an intracellular pathogen like a virus or shows signs of malignancy,
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the MHC class I will present these foreign peptides to CD8+ T cells. The activated cytotoxic T cells are

then specifically killing the infected or malignant cells [7] [6]. Killing of the target cells can either happen via

secretion of lytic proteins like granzymes in combination with perforin or via activation of the fas/fas ligand

pathway on the target cells [32] [35].

MHC class II is only expressed on the surface of "professional" antigen-presenting cells (APCs). APCs

phagocytose pathogens, break them down in endolysosomes and present the processed peptides on MHC

class II [52]. MHC class II bind to CD4+ T cells, that are able to activate and regulate the other cells of

the immune system, including B cells, CD8+ T cells, macrophages and thereby ensure a well-coordinated

immune response.

Figure 2.2 The interaction between T cell receptors and their MHC counterparts. On the left side, MHC class

II is shown, which is expressed on antigen-presenting-cells (APCs) and can interact with CD4+ T cells. On the right

MHC class I is depicted, which is expressed by all nucleated cells and can interact with CD8+ T cells.

The interaction between naïve CD4 T cell and APC induces the differentiation of the CD4 T cells into

different T-helper cell subpopulations. The most important ones are:

• TH1 cells: TH1 cells produce the effector cytokines interferon-g, TNF-a and IL-2. TH1 cells play

an important role in providing help to APCs to ensure the eradication of intracellular pathogens.

Some pathogens, especially mycobacteriae causing tuberculosis or lepra, can persist inside of

macrophages after phagocytosis despite the usual neutralization mechanisms employed by the
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macrophage. TH1 cells can provide additional stimulations that enable the macrophage to destroy

the intracellular pathogens. TH1 cells also support the isotype class switch in B cells to IgG [65].

• TH2 cells: Upon activation TH2 cells secret IL-4, IL-5 and IL-13. These cytokines support the de-

fense against extracellular pathogens, especially parasites such as helminths. Effector molecules

produced by TH2 cells recruit and activate eosinophils and mast cells, which can in turn attack the

parasites. TH2 cells also enable isotype class switching to IgE antibodies in plasma cells [171].

• TH17 cells: These cells produce IL-17A, IL-17F and IL-22, which stimulate neutrophils and thereby

support the defense against fungi and other extracellular pathogens. These effector cytokines also

support the isotype class switch to IgG. Another function of TH17 cells is the stimulation of epithelial

cells to produce antimicrobial peptides [98].

• TFH cells: The main effector cytokine is IL-21. IL-21 supports germinal centre formation, indepen-

dent of the type of pathogen [210].

• Treg cells: Treg cells represent the only subpopulation of CD4+ T cells, which does not increase, but

dampen the immune response by several mechanisms including the secretion of TGF-b and IL-10.

Treg cells protect us from autoimmunity and allow a balanced immune response [88].

2.1.2 The mechanism of T cell activation

One of the crucial steps of adaptive immunity is the activation of T cells. Every time a T cell encounters

a foreign antigen that matches its T cell receptor (TCR), the cell become activated. While initial antigen

stimulation leads to T cell expansion and generation of memory T cells, restimulation is necessary to

strengthen and maintain the T cell response, since transient antigen stimulation leads to T cell unrespon-

siveness [134]. Most T cells express an a/b-TCR and only a minority g/d-TCRs. Upon antigen binding with

the TCR, the T cell activation complex is assembled, which consists of the TCRa and b chains as well as

CD3ge, CD3de and CD3zz [56] [197]. The TCR is necessary for the highly specific antigen recognition,

whereas CD3 initializes the intracellular signalling cascade upon antigen presentation. Besides enabling

the T cell to execute their effector functions, this also allows for the proliferation of the specific T cell, which

is crucial for a sufficient immune response.

As already mentioned above, antigen presentation for T cells relies on the presentation of the processed

antigens from APCs. These APCs present their antigen either on MHC class I or MHC class II. The former

targets the TCR on CD8+ T cells, whereas the latter presents antigens to CD4+ T cells.

Both MHCs present their antigens to the TCR, additionally the antigen presentation is complemented

by co-receptor surface proteins expressed by the T cells, either CD8 or CD4, which gave the respective
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population their names. The engagement of the co-receptors increases the sensitivity of the T cell receptor

and amplifies downstream signalling. Both co-receptors directly bind the respective MHC (Figure 2.2).

Following extracellular antigen presentation, the close proximity of the intracellular regions of either CD4

or CD8 with the so-called immunoreceptor tyrosine-based activation motifs (ITAMs) of the CD3g chain,

CD3d chain, CD3e chains and the z-chains of the CD3 protein allows for the phosphorylation of the ITAMs

via lymphocyte-specific protein tyrosine kinase (Lck) which is associated with CD4 or CD8 [9]. The phos-

phorylation of the ITAMs allows the recruitment of the tyrosine kinase z-chain associated protein kinase

of 70 kDa (Zap70). Zap70 is activated via conformational changes by phosphorylation [81]. Activated

Zap70 can phosphorylate the linker for activation of T cells (LAT), which allows LAT to recruit multiple

proteins to form the LAT-signalosome [131]. The proteins recruited by LAT activate several signalling path-

ways, which are involved in cell adhesion, activation of genes for T cell growth and differentiation and

actin-reorganization, necessary for T cell activation and proliferation [41] [74] [178].

The signalling intensity can be further modified by costimulatory receptors (strenghten the signalling)or

co-inhibitory receptors (weaken the signalling). Examples for costimulatory receptors are:

• CD28: CD28 is the classical costimulatory receptor, which through downstream effects via Lck,

enhances the T cell activation and adhesion of the MHC-TCR complex [48]. It is activated upon

binding of either CD80 (B7-1) or CD86(B7-2), which are located on the surface of APCs.

• Inducible T cell costimulator (ICOS, CD278) is upregulated following T cell activation and binds

LICOS (ligand of ICOS, CD275), which is expressed on dendritic cells (DCs) and B cells. It upregu-

lates cytokine production and enhances proliferation in T cells [68] [53].

• Members of the TNF family like: OX40, 4-1BB, CD27, CD30 and HVEM (herpes-virus entry media-

tor) [62]

Co-inhibitory receptors reduce the TCR signalling strength and thereby induce a resting phase of the

T cells or protect the cells from overstimulation. Often co-inhibitory receptors are induced upon TCR

activation as a negative feedback loop. The best characterized co-inhibitory receptors are PD-1 and CTLA-

4. However, up to 10 co-inhibitory receptors have been described to fine-tune the TCR signalling strength

[213].

• Programmed cell death protein 1 (PD-1, CD279) is a co-inhibitory receptor protein, which is located

on the surface membrane of T cells during activation. PD-1 executes its function to limit excessive

T cell response upon binding of PD-1-Ligand 1 or 2 (PD-L1 or PD-L2) on cells which present the

MHC-antigen complex [15] [51]. If PD-1 is activated it targets tyrosine phospho sites that mediate T

cell receptor signaling, organization of the cytoskeleton, and immune synapse formation. It can also
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lead to changes in the phosphorylation of threonine and serine in certain proteins, which regulate T

cell activation [224]. PD-1 is also able to lock activated T cells in the G1 phase of the cell cycle via

the inhibition of Akt and Ras signaling to prevent proliferation [129].

• Cytotoxic T lymphocyte antigen-4 (CTLA-4, CD152) is upregulated following T cell activation. CTLA-

4 inhibits excessive T cells response through its structural homology to CD28, which allows it to

bind to CD80 and CD86, but with a much higher affinity than CD28, without producing a stimulatory

signal. This competitive nature prevents T cell stimulation via CD28 and therefore limits excessive

cytokine production in T cells and accumulation of self-reactive T cells [103][29] [57]. If expressed

in regulatory T cells, it can also inhibit inappropriate activation of naïve T cells [103].

One of the key steps downstream of T cell activation is the activation of transcription factors and their

relocation to the nucleus, where they can promote the expression of genes for cytokines, cell surface

receptors and clonal expansion. “Classical” transcription factors involved in these downstream events are

NFAT and NF-kB.

Examples for transcriptions factors are:

• NFAT: The group of nuclear factor of activated T cells (NFAT) transcription factors can be divided

into 5 members, four of which are predominantly expressed in the immune system. NFAT1, NFAT2,

and NFAT4 are controlled by the intracellular Ca2+ level. Antigen-recognition of the TCR leads to

activation of the Phospholipase C-g, which produces inositol triphosphate (PIP3). PIP3 opens intra-

cellular calcium storages, which in turn activates calcium-dependent calcium channels on the cell

membrane to further increase the intracellular Ca2+. This increase in intracellular Ca2+ triggers

the activation of calcineurin, which dephosphorylates NFAT, which induces its translocation to the

nucleus (Figure 2.3). NFAT induces the transcription of genes involved in the immune response,

including IL-2 which is crucial for the proliferation of activated T cells, via the STAT3 signaling path-

way [73]. The transcriptional signatures induced by NFAT differ depending on its binding partners.

The best characterized NFAT interaction partner is activator protein 1 (AP1), which is induced by

the RAS-MAPK pathway, after TCR stimulation. NFAT1 has also been shown to regulate cell cycle

control via the downregulation of cyclin-dependent kinase 4 (CDK4). This downregulation leads to

an entry in the G0-phase [55].
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Figure 2.3 The NFAT-pathway. Upon TCR-activation, phosphorylation of Phospholipase C (PLC) is executed by

Zap70. This leads to the generation of PIP3. PIP3 opens intracellular Ca2+ storages, which then trigger calcium-

dependent calcium channels on the cell membrane. The resulting increase in calcium activated Calcineurin, which

dephosphorylates NFAT. This leads to the translocation of NFAT to the nucleus of the cell. (Adapted from [73]) and

generated with BioRender

• NF-kB: The Nuclear factor kB (NF-kB) family consists of p65 (Rel A), Rel B, c-Rel, NF-kB1/p50

and NF-kB2/ p52. NF-kB signalling can be mediated via two pathways, the canonical pathway

and the non-canonical pathway. The canonical pathway is mediated via the degradation of IkBa

by phosphorylation through the IKK complex, which is activated for example by TCR-stimulation. If

IkBa is degradated, NF-kB is translocated to the nucleus [167]. The non-canonical pathway, which

activates the RelB/p53 NF-kB complex, can be triggered by among others LTbR, BAFFR, CD40 and

RANK, and does not rely on the degradation of IkBa but on the processing of a p52 precursorer

protein p100 [112]. p100 acts as a IkB-like molecule, which inhibits the nuclear translocation of RelB

[61]. NF-kB-inducing kinase (NIK) induces p100 processing by ubiquitination [54]. This generates

p52 and allows the nuclear translocation of the RelB/p52 NF-kB complex. NF-kB is involved in the

control of activation, differentiation and effector function of activated T cells [97]. NF-kB signalling

regulates apoptotic and proliferative responses in IL-2-responsive T cells [27]. Moreover NF-kB

is involved in p53 mediated apoptosis [45], DNA-damage-response, autophagy, senesence and

expression of pro-inflammatory genes [216]. The NF-kB signalling pathway is also intertwined with

other major signalling pathways like the p53-pathway, which is required for TNF-induced NF-kB-
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directed gene expression [110]. Furthermore, NF-kB is known for having a direct influence on the

cell cycle via the repression of Cyclin E [104] and the regulation of cyclin D1 [38].

The shared goal of all these intracellular changes is to generate a massive clonal expansion, followed

by T cell differentiation and gain of effector functions for T cells.

To achieve the T cell expansion different interleukins are crucial. Undeniably, the most important of

these is IL-2, which is secreted by the T cells itself upon activation and is mandatory for the proliferation

of activated T cells acting in a positive feedback loop [2]. IL-2 is also necessary to sustain the T cell

population, but can also induce IL-2-mediated activation-induced cell death upon high concentrations [14]

[44]. Another important cytokine is IL-7, which can be secreted by a lot of different cells, for example thymic

stromal and mesenchymal cells, lymphatic endothelial cells, and intestinal epithelial cells. Binding to the

IL-7 receptor (CD127) upregulates the anti-apoptotic factors Bcl-2, Bcl-xL, and Mcl-1, while supressing

the pro-apoptotic genes Bax and Bak [229]. Dendritic cells, monocytes, and epithelial cells produce IL-15,

which is recognized by the heterotrimeric IL-15 receptor [130]. It is important for T cell proliferation and

inhibits IL-2 induced cell death [43].

2.1.3 The impact of T cell activation and proliferation on the genomic stability

The activation status of T cells also has an impacts the cellular DNA-damage response. CD3/CD28-

dependent activation of T cells changes gene expression and chromatin structure in activated cells mas-

sively compared to resting T cells. T cell activation results among others in a strong upregulation of proteins

of the DNA-repair [174]. This is in line with findings that resting CD4+ T cells are not able to sufficiently

repair DNA damage since they fail to recruit gH2AX or 53BP1 to the damaged DNA- site, although DNA

damage is recognized via ATM, ATR, and DNA-PKcs. This insufficient DNA-repair leads to apoptosis in a

p53-independent but JNK/p73-dependent manner [183].

2.2 Bacterial adaptive immunity

Bacteriophages are viruses that infect bacteria and archaea [42]. A phage is composed of nucleic acid,

either DNA or RNA, double- or single-stranded, and a protein capsid [144]. Unlike the complex immune

systems found in eukaryotes, bacterial immunity is a streamlined yet highly effective network that employs

various strategies to recognize and neutralize foreign DNA and RNA. The innate bacterial immune system

includes physical barriers, such as cell walls, and nonspecific defense mechanisms, such as restriction-

modification systems and RNA interference. On the other hand, the adaptive bacterial immune system is

characterized by the ability to memorize past encounters with specific invaders, conferring a targeted and

robust defense upon re-exposure [215].
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A pivotal player in bacterial adaptive immunity is the Clustered Regularly Interspaced Short Palindromic

Repeats (CRISPR) system, consisting of the CRISPR array in combination with the CRISPR-associated

(Cas) proteins bound to a so-called guideRNA (gRNA). The CRISPR array was initially discovered as a

repetitive sequence in the genomes of bacteria [8]. CRISPR arrays were later revealed to be storage

places for viral genetic material within the bacterium’s own DNA [102][80].

This mechanism allows CRISPR/Cas9 to recognize and to destroy the intruding virus through these

previously "stored" DNA-sequences. The stored viral sequences are then included as protospacer se-

quence into a gRNA. The Cas9-gRNA complex is then able to destroy the DNA of the invading virus. This

mechanism is depicted in Figure 2.4 in more detail.

• Adaption: DNA from intruding viruses is sampled and integrated into the CRISPR loci as so-called

"spacers" by the Cas proteins, Cas1 and Cas2.

• Expression: Arrays of these spacers are transcribed and processed to generate small interfering

CRISPR (cr)RNAs [89]. The 19-22 bp sequence of interest is thereby included into the protospacer

sequence of the crRNA. The crRNA binds to the constant trans-activating RNA (tracrRNA), thereby

forming the functional gRNA. Cas9 is functional after binding a crRNA-tracRNA complex. The Cas9

enzyme has two active domains, the RuvC-like and the HNH nuclease domains.

• Interference: Cas9 endonucleases complexed with the gRNA binds and cleaves the respective

DNA-sequence of the invading bacteriophage, guided by the crRNA [102]. A prerequisite of DNA-

binding is a so-called protospacer adjacent motif (PAM), a DNA recognition signal, in the DNA of

the bacteriophage [137]. The Cas9 enzyme has two active domains, the RuvC-like and the HNH

nuclease domains. Each of the domains can cut one single DNA strand resulting together in a

DNA-double strand break (DSB) [162].

Thereby, the CRISPR system enables a form of immunological "memory" in bacteria and archaea,

through the integration of previously encountered viruses in the DNA. Newer studies have shown, that

CRISPR also has implications for the pathogenicity of bacteria, as it enables regulation of specific genes

encoding certain virulence factors [136].

In 2012, Emanuelle Charpentier and Jennifer Doudna described the mechanism of the CRISPR/Cas9

system as an RNA-guided DNA-endonuclease in their landmark paper Jinek et al. [126]. Furthermore,

they recognized the potential of the CRISPR/Cas9 system as a cell engineering tool and were the first to

fuse tracRNA and crRNA into a single guide RNA (sgRNA), thereby reducing a three-component system

to a two-component for future approaches [126]. The mechanism of CRISPR/Cas9 was independently

confirmed by the work of Virginijus Šikšnys, who showed the cleavage activity of Cas9 in vitro for plasmids

[123].Only one year later, the potential of CRISPR/Cas9 in cell engineering was experimentally confirmed
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Figure 2.4 The CRISPR/Cas system in bacteria. The defense mechanism of bacteria with CRISPR/Cas consists

of three phases, in the first phase the the viral DNA is integrated into the genome, to "remember" the virus. In the

second phase functional crRNAs are generated. In the last phase the viral DNA is cleaved. (modified, created by

Sebastián Felipe González Moraga, Nima Vaezzadeh citing: [202][170])

by expressing the CRISPR component in mammalian cells, including human cell lines, which resulted in

successful targeted DSBs [132] [135].

Other gene engineering tools such as zinc finger nucleases and transcription activator-like effector nu-

cleases (TALENs), were complex and time-consuming to produce, as the proteins need to be newly engi-

neered for each DNA target site [139]. However, to adapt the CRISPR/Cas9 system to a new target sites

only the protospacer sequence in the crRNA needs to be replaced [132].

This enables the CRISPR/Cas9 system to be highly specific, while also being highly flexible and relatively

easy and cost-effective to apply to any desired DNA sequence as long as it is adjacent to a PAM sequence

[132]. The PAM sequence of the widely used Streptoccus pyrogenes Cas9, is NGG, wheras N can stand

for any nucleotide. This short PAM motif can be frequently found in for example murine or human genomic
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sequences [126]. Furthermore, compared to zinc finger nucleases and TALENs, CRISPR/Cas9 has a

lower risk for off-target mutations [230].

2.3 Strategies to CRISPR-engineer human T cells

Several advances in CRISPR/Cas9 delivery for various applications and cell types have been developed

over the years:

• Cas9 ribonucleoproteins (RNPs): Delivery of Cas9 via plasmids is not feasible for certain cell types,

which are highly sensitive to cytosolic DNA, like T cells. To avoid DNA dependent toxicity, the

Cas9 can be expressed as a protein, then complexed with the crRNA:tracrRNA duplexes and then

nucleofected into the target cell [160]. The delivery as Cas9-RNP has enabled in vitro gene editing

in T cells, with the added advantage, that Cas9 is only transiently active in the target cell and thereby

reduces the risk of off-target effects [214]. Cas9 RNP nucleofection is also the method applies in

this thesis.

• Peptide mediated: Cas9 RNPs can also be delivered into the target cell via amphiphilic peptides,

which enable the RNPs to cross the cell membrane of the target cell [247]. This allows the omission

of electroporation for RNP delivery, which is toxic for some cell types.

• Cas9 mRNA: Delivery of Cas9 as mRNA also limits the risk of off-target effects. Cas9 mRNA can be

delivered via nucleofection or stacked into lentivirus-like particles (LVLP) [157] [204]. These particles

are then pseudo-transduced into the target cell. This methodology can potentially enable CRISPR

editing of cells in-vitro and in vivo including human T cells [204].

• Viral transduction: Lentiviral vectors are one of the most commonly applied ways to introduce Cas9

into target cells [149] [159] [154]. However, this leads to long-term expression of Cas9, which

might lead to unwanted off-target effects or due to random integration into the genome can lead

to interference with tumor suppressor genes [125]. Due to the large size of Cas9 the lentiviral

transduction into human T cells is not very efficient [179].

• Lipid nano-particles: Another promising approach for in-vitro and in vivo CRISPR editing are lipid

nano-particles. The addition of a lipid component encapsulates the Cas9-RNPs and allows targeting

of organ tissue, for example liver or lung tissue, via intravenous injection in mice [226]. Lipid nano-

particles can also be applied in vitro to human T cells and induces less cell death compared to

nucleofection [248]

All of the the above mentioned options, which rely on nucleofection (Cas9 RNPs, Cas9 mRNA), enable

the generation of a knock-in (KI) for the targeted locus by simply adding a dsDNA HDR-template during
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the nucleofection. The addition of a dsDNA HDR-template is also possible for peptide-mediated delivery,

although at a low KI-efficiency [247]. This HDR-template contains the desired sequence in addition to

homology-arms for the respective target region. The addition of HDR-template allows the harnessing of

the homology-directed DNA repair-pathway and a controlled incorporation of new DNA sequences into the

genome. Additionally, it is also possible to provide a HDR-template for Cas9 delivery methods independent

of nucleofection via adeno-associated-virus-mediated delivery [247].

Engineered Cas9 variants have been developed that do not rely on DSB or separate HDR templates:

• Base editing: Base editors consist of a Cas9 nickase, Cas9 with only one active nuclease domain,

fused to enzymes such as cytidine deaminase which converts for example cytidine to thymidine.

Base editing is able to modify individual bases of the DNA without cleavage of the DNA-backbone.

This allows for highly specific editing of single nucleotide variants with minimal risk for off-target

effects [222]

• Prime editing: Prime editing allows modification of the target gene locus without a DSB by introduc-

ing a DNA sequence containing the desired sequence via the use of a reverse transcriptase fused to

Cas9 nickases. Genetic information is thereby directly copied from a prime editing gRNA (pegRNA)

into the target locus whereas the pegRNA serves not only as a guide to the target locus but also

serves as the RT template [193].

2.4 Harnessing immune mechanisms for therapy

In the last decade a new class of therapeutics came into fruition, called immune therapeutics. The key

principle of immune therapeutics is the modification of the already existing immune response in patients to

clear infections or cancer more effectively or dampen the immune response in autoimmune diseases.

Several strategies have been developed to modulate the immune system:

• Monoclonal antibodies target a specific surface proteins expressed on immune cells. For example

the CD20 antibody rituximab is used in the therapy of B cell lymphomas, to ablate the malignant B

cells [67] [111] [34].

• Checkpoint inhibitors are a sub-class of monoclonal antibodies: Certain types of cancer can escape

the immune response by activating co-inhibitory signalling pathways thereby dampening the effector

functions of cytotoxic CD8 T cells. This process can be prevented if the corresponding receptors

on the T cells are blocked by checkpoint inhibitors. Currently, there are two main categories of

checkpoint inhibitors available: PD-1 and CTLA-4 antibodies. CTLA-4 antibodies like Ipilimumab
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block CTLA-4 from binding to CD80/CD86, which in turn decreases costimulation [119]. PD-1 tar-

geting antibodies like Nivolumab bind to the PD-1 receptor on immune cells and block them from

the anti-inflammatory signals of PD-L1, which can be expressed on tumor cells [164]. However,

these strategies also have severe side-effects for the patients including the development of severe

autoimmune diseases by reactivating autoreactive T cells or Treg depletion [203] [219] [249].

• Cancer vaccination: Cancer vaccination strategies include preventive vaccination for viruses, which

can cause certain cancers, like HPV or HBV or a therapeutic vaccination, which targets proteins ex-

pressed by the tumor in abundant levels or neoantigens only expressed by the tumor cells [63] [46].

Therapeutic vaccination primes the immune response to exert a more forceful immune response

against these tumor antigens antigens [116].

• Another immune therapy is based on T cells, either from the patient (autogenic) or a donor (allo-

geneic), which are extracted and conditioned to recognize certain antigens before being re-infused

into the patient. Since CD8+ T cells are designed to neutralize infected or malignant cells, they

are a perfect tool against cancer. First attempts of T cell-based therapies used ex vivo expanded

tumor-infiltrating lymphocytes (TILs) derived from tumor biopsies [12] [5]. However, biopsies or suf-

ficient numbers of TILs are not always available. As an alternative strategy, T cells can be isolated

out of the peripheral blood and equipped with tumor-targeting receptors such as chimeric antigen

receptors (CARs) or TCRs of certain specificities. CARs are synthetic receptors consisting of a

single-chain antibody fab-fragment targeted against a tumor antigen and an intracellular signaling

domain, classically consisting of domains derived from CD28 or CTLA-4 and CD3-z[11] [17]. The

first CAR T cells successfully used in clinical trials targeted cells expressing CD19 on the cell sur-

face in patients with B-cell acute lymphoblastic leukemia or non-hodgkin-lymphoma and now also

systemic lupus erythematosus [106] [121] [243] [246].TCRs and CARs can be introduced into the

patients T cells via a lentiviral or retroviral vectors or alternatively introduced into the TCR locus via

CRISPR-mediated knock-ins [208]

2.5 Benefits of CRISPR-engineered T cells

Although T cell therapies proved to be quite successful for certain applications, for example cancers of the

haematopoetic systems, there are still some hurdles to overcome. Especially in solid tumors, one of the

major challenges for CAR T cells is the microenvironment around the tumor. This microenvironment exerts

immunosuppressive functions through myeloid-derived suppressor cells [47] and at least in some cases

through Treg-cells [70]. Other factors like inhibitory signals and low immunogenicity in the tumor also

impair the immune response of CAR- or TCR-transgenic T cells and lead to decreased cell expansion,
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short half-life and reduced efficacy [225] [172].This phenomenon is also called “T cell exhaustion” and is

characterized by a decrease in effector function like cytokine production, proliferation and an increase in

inhibitory receptors, like PD-1 or CTLA-4. This limits the efficacy of T cell therapies, which could potentially

be restored via gene editing of for example some of the inhibitory receptors like PD- 1 [223] [99]. One

possible solution for this problem is to genetically engineer the CAR T cells to no longer express these

receptors, which was done by Stadtmauer et al. They removed the PD-1-receptor via CRISPR/Cas9 and

ablated the TCR-a and b chains for better CAR expression. Engineered T cells could be monitored for up

to nine months in the blood of patients with hematological malignancies in this clinical phase I study [223].

This study could prove the feasibility of this approach. Building on this, CRISPR-engineered T cells were

also used in this study to express a synthetic TCR, which binds the individual neoantigens of tumor cells

from 16 patients with different solid refractory cancers [238].

The possible side-effects of CAR T cells pose another challenge to their broader implementation into

the clinic. The most common one is cytokine release syndrome (CRS). It is caused by the release of pro-

inflammatory cytokines like interferon-g and IL-6 [142]. CRS can be caused by treatments, which boost

the immune response in a supra-physiological way, like monoclonal antibodies (for example rituximab) or

CAR T cells. [166]. This abundance of pro-inflammatory signals can cause various symptoms, like fever,

headache and fatigue, but can also result in organ-failure and even death [109]. Possible strategies to

reduce the risk of CRS are a more physiological integration of the synthetic TCR into the genome, so that

it underlies the physiological regulation of the T cell [208]. Another improvement of T cell therapeutics,

which is enabled through CRISPR/Cas9 is a so-called "suicide switch" to destroy the infused cells in case

of severe CRS through the induction of CRISPR/Cas9, which then causes severe DNA damage leading to

apoptosis [244]. The possible cell engineering strategies with the CRISPR/Cas9 system are not limited to

the above-mentioned examples, but also highlight the need to make modifications to the DNA in as highly

controlled manner to avoid adverse effects. .

2.6 Mechanisms and hurdles in gene-engineering

To understand the unique challenges of gene-engineering via CRISPR/Cas9 a detailed understanding of

the intracellular mechanisms during and after CRISPR editing is necessary. After successful introduction

of a DSB, the cell can activate different DNA-repair mechanisms (Figure 2.5). The most prominent ones

are the non-homologous end-joining pathway (NHEJ), the homology-directed repair pathway (HDR) and

the microhomology-mediated end joining pathway (MMEJ).

NHEJ is one of the most common pathways for the repair of DSB [96] (Figure 2.5. If a DSB is sensed,

a whole machinery is assembled at the cleavage site. Key components of this complex are:



19

• The Ku protein is a heterodimer consisting of Ku70 and Ku80. This heterodimer binds onto the two

loose ends of the DNA and recruits the other proteins involved in NHEJ-mediated-repair. Ku directly

interacts with DNA-dependent protein kinase catalytic subunit (DNA-PKc) and XRCC4-like factor

(XLF) [87].

• DNA-dependent protein kinase catalytic subunit (DNA-PKc) binds to the Ku-complex and together

with it converges the loose ends of the DNA.

• Artemis is involved in DNA-end processing. During this process the DNA ends get processed and

shortened, so that either blunt end DNA or a 3’ overhang is generated [107] [108] [60]

• XLF-XRCC4-DNA ligase IV complex facilitates the ligation of the DSB [82] [83].

NHEJ is a fast and efficient DNA repair mechanism, which is active throughout the cell-cycle [92]. How-

ever, NHEJ is also an error-prone process leading to point-mutations which can lead to pre-mature stop

codons or dysfunctional proteins. Missing or additional nucleotides can lead to frame-shift mutations or

premature stop codons thereby resulting in a protein KO [195] [132].

Homology–directed repair can mediate the controlled replacement or insertion of DNA sequences re-

sulting in knockins (KIs), if DNA templates are provided (Figure 2.5. Classically the allele on the respective

chromosome is used as a template [50]. This repair mechanism only takes place during the S and the

G2 phases of the cell cycle [176] [69] [127]. During HDR-mediated DNA repair, DNA ends are bound by

a complex consisting of: Mre11, Rad50 and NBS1. This results in an mostly error-free DNA repair. The

individual steps of HDR-mediated-repair are:

• MRE11–RAD50–NBS1 (MRN) complex is formed on the damaged DNA-ends. This allows for the

aggregation of further proteins necessary for DNA-repair [190].

• ATM then phosphorylates H2A histone family member X (H2AX) and form together a complex, which

stabilizes the DNA-ends [133].

• In a next step 3’ DNA overhangs are generated via the 5’ exonucleases C-terminal-binding protein-

interacting protein (CtIP) or exonuclease 1-Bloom helicase (Exo1-BLM) [147].

• Human replication protein A (RPA) binds to these overhangs and is then replaced by Rad51, PALB2,

BRCA1 and BRCA2, which search for a homologous DNA-template [140].

• FInally, DNA ends are ligated by Resolvase A [91].

Microhomology-mediated end joining (MMEJ) is an alternative pathway to NHEJ acting independently

of KU70 or DNA-PKCs [22]. MMEJ uses 5 – 25 bp long microhomologous sequences of the DNA target
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region with the DSB . Similarly to other DNA-repair mechanisms, one of the first steps is the processing

of DNA ends via 5’–3’ resection by the MRX complex, Sae2 and Exo1. This continues until a homology

region is reached, which leads to annealing of both strands. After that the DNA-flaps are trimmed and the

DNA is ligated [93].

Figure 2.5 HDR and NHEJ DNA repair pathways. Shown here, are two possible DNA-repair pathways activated

after a DNA DSB. On the left side, homology directed repair (HDR) is depicted, which included the accumulation

of the MRN complex, phosphorylation of gH2AX histones and ATM and MDC1 recruitment, to generate a 3’ single-

stranded overhang on the site of the DSB. Optionally an artificial HDR-template can be introduced into the cell,

which can lead to the controlled replacement of DNA sequences. On the right side non-homologous end joining

is shown, which connects DNA ends with via the KU70/KU80/DNA-PKcs complex, DNA end processing and DNA

ligation (adapted from [212])
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2.6.1 The role of p53 during CRISPR-editing

One of the main pathways for the detection of DNA-damage is mediated by the tumor suppressor gene p53,

which is also known as the "guardian of the genome", as it is crucial for maintaining genomic stability. p53

also plays a role in the cellular response to oncogene activation, hypoxia or metabolic dysfunctions [115]

[120] [23]. Several studies could show that CRISPR-induced DSBs lead to an recruitment and activation

of p53 [182] [184] [181] [180].

p53 is encoded by the TP53 locus and is translated at a steady rate [114] [95]. The intracellular level

of p53 are normally not impacted by changes in TP53 translation, but rather by modulation of p53-protein

degradation. However, there are exceptions to this rule, for example after TCR-signalling, the rate of p53

translation is down-modulated [150]. p53 degradation is mediated by ubiquitin and executed by the E3

ubiquitin ligase mouse double minute 2 (MDM2) at a steady rate. To increase the stability of p53 and

transfer into its active state, posttranslational modifications are added, which reduce the degradation rate

and therefore increase the intracellular level of p53, which then in turn triggers p53’s downstream functions

[85] [31] [165].

Various stressors can induce DNA damage, like ionizing radiation, ultraviolet radiation or genotoxic

agents like chemotherapeutics [4] [3] [138]. The DNA damage response (DDR) of p53 is mediated by

ataxia telangiectasia mutated kinase (ATM) and ataxia telangiectasia and Rad3-related protein (ATR),

both of which phosphorylate checkpoint kinase (CHK) 1 and 2 upon sensing of DNA-damage, which then

phosphorylate p53 [75]. One of the functions of p53 is to initiate DNA-repair or, if this is not possible, to

trigger apoptosis [64]. Thereby, p53 prevents cells with alterations in their genome from multiplying and

therefore, prevents the spread of potential cancer cells [19].

p53 can reach this goal via various signalling pathways (Figure 2.6):

• cell cycle regulation: The first step in DNA repair is to stop the cell-cycle from progressing. The

cell cycle arrest elongates the time for the respective DDR-pathways to execute their functions [64].

To achieve this p53 can induce the expression of the cyclin-dependent kinase inhibitor p21, which

inhibits the activity of cyclin-dependent kinases (CDKs), responsible for cell cycle progression. This

results in a cell cycle arrest at the G1/S or M/G1 checkpoints [21] [37].

• DNA-damage-repair: p53 can bind to p53-binding protein 1 (53BP1), which plays a crucial role in

the choice of DNA repair pathways, since it promotes NHEJ and inhibits HDR upon DNA-binding

[153].
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Figure 2.6 Schematic depiction of potential p53-mediated signalling pathways after CRISPR-induced DSB.

p53 is activated by a DSB. DSBs lead to posttranslational modifications on p53, which increases the stability of p53,

and therefore the intracellular level of p53 [71]. High levels of p53 enables p53’s downstream functions including the

activation of DNA-repair, the regulation of the cell cycle via p21 and the induction of apoptosis via BAX/BAK and

Caspase 9 [221] [28] [66] [163].

• If the DNA-repair fails, p53 is also able to induce apoptosis through upregulation of pro-apoptotic

genes, such as BAX, PUMA and NOXA. This results in permeabilization of the mitochondrial outer

membrane, which then triggers Caspase 9, 3 and 7 and leads to apoptosis of the affected cells [33]

[49].

The pivotal role of p53 is underscored by the fact that alterations of the p53-pathway are a hallmark of

cancer development, with over 50% of cancers showing a mutation in the TP53 gene [19] [78]. These

mutations lead to a loss of tumor suppressive functions and increase genomic instability [25] [124].

Since CRISPR/Cas9 is used more and more in laboratories and clinics all over the globe, it would be

very important to understand what can cause these large deletions, if there is an involvement of p53 and

if there is any way to prevent them from happening.
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2.6.2 Specificity of CRISPR-engineering

Although CRISPR/Cas9 is specifically introducing a DSB 2 -3 bps upstream of the PAM sequence, which

and mostly results in point mutations or small deletions and insertions , also large deletions have been

described. Kosicki et al. could show, that in cell lines and in embryonic stem cells that up to 20% of cells

showed deletions larger than 250bps. Some deletions were even as long as 2kbps [185]. At sites rich in

microhomologies 23% of edited cells carried unwanted large deletion in at least on allele when using Cas9,

or Cas10a [205]. Adikusuma et colleagues could show that 37.5% of CRISPR-edited murine cells beared

a large deletion [177]. Another study analyzed 17 gene loci in the mouse genome after CRISPR/Cas9

editing and found a rate of 40% for deletions larger than 200bps after single sgRNA editing [173]. This

could have some serious implications for the clinical application of CRISPR/Cas9 edited cells, since there

is a small chance of the deletion of important sequences in the genome, e.g. tumor-suppressor-genes.

There is also the possibility of chromosomal rearrangements, which comes with the generation of large

deletions into the genome. These chromosomal translocations could also be observed by Stadtmauer et

al [223], but they also noticed that the rate of cells with chromosomal translocations decreased over time in

vivo, but were still detectable in all patients on day 170 after infusion. Recent publications found aneuploidy

to be a frequent event after CRISPR/Cas9 editing. They reported to found a chromosome 14 loss in up to

9% of cells after targeting the TRAC, which is located on chromosome 14. They also reported, that 1,4%

of these edited cells have a gain of chromosome 14. The same findings were made for simultaneously

editing the TRBC2-locus, which lead to additional chromosome 7 loss in 9,9% of the edited cells. These

rates decreased in vitro, but aneuploidy was still found on day 11 after editing [241].
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3 Aim of the thesis

Since the advent of CRISPR/Cas9 in basic and translational research, gene editing cells have become

more and more achievable. This led to a huge increase in gene editing for a lot of applications, especially

for cell therapeutics in clinical settings. The advantages of CRISPR/Cas9 are manifold. However, with an

increase in use, there is also an increasing safety risk for cell products treated with CRISPR/Cas9, namely

the risk for off-target mutations or large on-target deletions.

The rate of these mutations is fairly low, and since most of the DNA is non-coding, almost none of

them have any influence on the edited cell as a whole. Although the risk for such a mutation is low, the

consequences are possibly severe. For example, if a tumor suppressor gene is affected by a large on-

target deletion, it could render its anti-tumor functions useless and enable malignant transformation in the

affected cell.

A lot has been done, to predict the gene-editing outcome regarding the behaviour of CRISPR/Cas9.

There are a lot of tools to generate optimal gRNA sequences and predict possible off-targets, like [201]

[252] [161] [236].

This increase the on-target efficacy and reduces possible off-targets. However, the generation of indels

on the editing site does not only depend on the sequence of the gRNA, but also on the DNA-damage-

response from the target cell. There are various factors, which can have an influence on the indel forma-

tion, and more important on the generation of large deletions, off-targets and chromosomal aberrations,

like the cell’s metabolism, the preferred DNA-repair pathway in each cell, the current level of p53 when the

editing takes place, the proliferation speed and activation status of the cell.

It was the aim of this thesis to elucidate the connection between T cell activation status, their proliferation

speed and the mean deletion size after gene editing via CRISPR/Cas9. For this purpose I established a

experimental workflow for the CRISPR-editing of primary human T cells, incorporating flow-cytometry and

next-generation-sequencing, which allowed me to analyze deletions up to 200 bp after CRISPR-editing.

This workflow was used for the analysis of multiple clinically relevant gene editing targets. Furthermore

during the course of this thesis, I noticed a new function of an already known small molecule named

pifithrin-a. This molecule, contrary to its known function as a p53-inhibitor, reduces the mean deletion

size, if applied during CRISPR-editing.
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Another goal was the translation of my findings to a larger scale with the help of a cooperation with

the Cathomen workgroup. This was achieved via the use of a method called Chromosomal Aberrations

Analysis By Single Targeted Linker-Mediated PCR Sequencing, which allowed the detection of deletions

significantly larger than 200 bps and also chromosomal translocations. This method confirmed my findings

for the differences in mean deletion size in non-activated versus activated T cells and for the effect of

pifithrin-a in activated cells.
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4 Material and Methods

4.1 Materials

4.1.1 guideRNA

All guideRNAs were manufactured by Integrated DNA Technologies Inc., Coralville.

Table 4.1 list of gRNA

Name Sequence

CD4 CAGGGCCATTGGCTGCACCG

PDCD1 CGACTGGCCAGGGCGCCTGT

AAVS1 GGGACCACCTTATATTCCCA

TP53 TCCTCAGCATCTTATCCGAG

CXCR4 GAAGCGTGATGACAAAGAGG

LAG3 CTGTGCATTGGTTCCGGAAC

TRAC AGAGTCTCTCAGCTGGTACA

non-targeting ctrl. (NT) GGTTCTTGACTACCGTAATT

tracrRNA n/a

4.1.2 Nucleofection Supply

Table 4.2 list of nucleofection supply

Name Product number Manufacturer

Streptococcus pyrogenes Cas9-NLS n/a in-house

P3 Primary Cell 96-well NucleofectorTM Kit V4SP-3960 Lonza

P3 Primary Cell 4D-Nucleofector® X Kit L V4XP-3024 Lonza

Enhancer n/a Sigma-Aldrich
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4.1.3 Buffer and media

All buffers for cell culture use were made under sterile conditions.

Table 4.3 list of buffers and media

Name Ingredients

cRPMI RPMI1640

10% FCS

1% HEPES

1% L-Glut

1% P/S

1% Non-essential Amino Acids (NEAA)

1% Na-Pyruvat

EasySep-Buffer 2% FCS

1mMol/l EDTA

Freezing medium FCS

10% DMSO

FACS-Buffer PBS

0,5% BSA

2mMol/l EDTA

Nucleofection-Buffer 18,18% Supplement

81,82% P3
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4.1.4 Chemicals and molecules

All items in table 4.4 were stored according to the manufacturers recommendations.

Table 4.4 list of chemicals

Name Product Number Manufacturer

Penicillin-Streptomycin-Glutamine (100X) 10378016 ThermoFisher

HEPES, 1M Buffer Solution 15630056 ThermoFisher

MEM Non-Essential Amino Acids Solution (100X) 11140050 ThermoFisher

Pifithrin-alpha (hydrobromide) HY-15484-5mg Hölzel Diagnostika

Pifithrin-µ 506155-10MG Sigma

DPBS, no calcium, no magnesium 14190094 ThermoFisher

Ethylenediamine tetraacetic acid disodium salt di-

hydrate

8043.1 Carl Roth

Dimethylsulfoxide (DMSO) A994.1 Carl Roth

Ethanol T868.1 Carl Roth

FCS; Charge 2364724 10270106 ThermoFisher

Sodium Pyruvate (100 mM) 11360070 ThermoFisher

Propidium Iodide Solution 421301 Biolegend

RPMI 1640 Medium, no glutamine 31870074 ThermoFisher

DPBS, no calcium, no magnesium 14190094 ThermoFisher

Trypan Blue solution T8154 Sigma-Aldrich

Hydrochloric acid 4625.1 Carl Roth

TRIS Hydrochlorid 9090.6 Carl Roth

Bovine Serum Albumin (BSA) Fraction V, US Ori-

gin, lyophilized powder

P06-1391100 PAN
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4.1.5 Antibodies

All Antibodies are directed against human antigens and were titrated before use.

Table 4.5 list of antibodies and fluorophores

Name Fluorophore Clone Product

number

Manufacturer

PE anti-human CD184 (CXCR4) PE 12G5 306506 Biolegend

BV421™ anti-human CD184 (CXCR4) BV421 12G5 306518 Biolegend

BV785™ anti-human CD8 BV785 SK1 344740 Biolegend

PE/Dazzle™ 594 anti-human CD8 PE/Dazzle™ 594 SK1 344744 Biolegend

FITC anti-human CD8a FITC RPA-T8 301050 Biolegend

Zombie Aqua™ Fixable Viability Kit n/a n/a 423101 Biolegend

Zombie NIR™ Fixable Viability Kit n/a n/a 423106 Biolegend

CFSE Cell Division Tracker Kit CFSE n/a 423801 Biolegend

PE anti-human CD4 PE SK3 344606 Biolegend

Pacific Blue™ anti-human CD4 PacificBlue SK3 344620 Biolegend

PerCP anti-human CD4 PerCP SK3 344624 Biolegend

BV785™ anti-human CD4 BV785 SK3 344642 Biolegend

APC anti-human CD3 APC SK7 344812 Biolegend

PE anti-human CD3 PE SK7 344805 Biolegend

BV785™ anti-human CD3 BV785 SK7 344842 Biolegend

p53 - APC APC REA1132 130-109-571 Miltenyi

p53 pS15 - PE PE REA825 130-112-620 Miltenyi

PE anti-p53 PE DO-7 645805 Biolegend

APC anti-human CD279 (PD-1) APC EH12.2H7 329908 Biolegend

BV650™ anti-human CD279 (PD-1) BV650 EH12.2H7 329950 Biolegend

PE anti-human CD279 (PD-1) PE EH12.2H7 329906 Biolegend

PE anti-human a/b T Cell Receptor PE IP26 306708 Biolegend

APC anti-human TCR a/b APC IP26 306718 Biolegend

BV510™ anti-human CD223 (LAG-3) BV510 11C3C65 369318 Biolegend

123count eBeads n/a n/a 01-1234-42 ThermoFisher
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4.1.6 Cell culture

Every item listed in table 4.6 was handled under sterile conditions, when used in cell culture and stored at

the adequate temperature.

Table 4.6 list of reagents used in the cell culture

Name Product number Manufacturer

Recombinant Human IL-2 200-02-1000 Peprotech

Recombinant Human IL-7 200-07 Peprotech

Recombinant Human IL-15 200-15 Peprotech

Dynabeads™ Human T-Activator CD3/CD28 for T

Cell Expansion and Activation

11132D ThermoFisher

Ultra-LEAF™ Purified anti-human CD3 UCHT1 300465 Biolegend

Ultra-LEAF™ Purified anti-human CD28 CD28.2 302943 Biolegend

ImmunoCult™ Human CD3/CD28/CD2 T Cell Ac-

tivator

10990 Stem Cell

15 mL High Clarity PP Centrifuge Tube, Conical

Bottom

352096 Falcon

50 mL High Clarity PP Centrifuge Tube, Conical

Bottom

352070 Falcon

MojoSort™ Human CD4 T Cell Isolation Kit 480130 Biolegend

MojoSort™ Human CD8 T Cell Isolation Kit 480129 Biolegend

QuickExtract™ DNA Extraction Solution QE0905T Lucigen

DNeasy Blood & tissue Kit 69504 Qiagen

Pancoll human, Density: 1.077 g/ml P04-601000 PAN

SepMate™-50 (IVD) 85460 Stem Cell

96-well Clear Flat Bottom TC-treated Microplate,

Sterile

3628 Corning

96-well Clear V-Bottom Polystyrene Not Treated 3896 Corning

48-well Clear Flat Bottom TC-treated Cell Culture

Plate

353078 Falcon
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4.1.7 Amplicon Next Generation Sequencing (NGS)

Table 4.7 list of supplies for Amplicon-NGS

Name Product number Manufacturer

96-well PCR Plate, non skirted 4ti-0750 4titude

2x GoTaq Long PCR Master Mix M4021 Promega

Agencourt® AMPure® XP beads A63880 Beckman Coulter

Nextera XT Index Kit v2 Set A FC-131-2001 Illumina

Nextera XT Index Kit v2 Set B FC-131-2002 Illumina

Nextera XT Index Kit v2 Set C FC-131-2003 Illumina

Nextera XT Index Kit v2 Set D FC-131-2004 Illumina

SpectraMax Quant AccuBlue HighRange dsDNA

Kit

R8358 Molecular Devices

MiSeq Reagent Nano Kit v2 (500-cycles) MS-103-1003 Illumina

4.1.8 Primer

All primers manufactured by Sigma-Aldrich, St. Louis. They were tested on unedited genomic DNA before

use.

Table 4.8 list of primers

NAME TARGET SEQUENCE

CD4_ADAPTER_FWD1 CD4 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGCA

CTCACACACACAGCCCAGG

PD1_2_ADAPTER_FWD1 PD-1 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAG

TCACTCTCGCCCACGTGGATGT

AAVS1-1,2,4_MISEQ_FWD2 AAVS1 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGGT

TCTGGGAGAGGGTAGCGCA

P53_6.1_MISEQ_FWD P53 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGCG

CCATGGCCATCTACAAGCA

CXCR4_ADAPTER_FWD1 CXCR4 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCCG

AGGAAATGGGCTCAGGGGA

LAG3_MISEQ_FWD2 LAG3 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGGG

TTCCAGGCCAGGAAAACGG
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TRAC2_MISEQ_FWD TRAC2 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGTCC

CAGTCCATCACGAGCAGCT

CD4_ADAPTER_REV1 CD4 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGAG

GACTCAGGGGTTTGAGGGCC

PD1_2_ADAPTER_REV1 PD-1 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGC

TCAGGGTAAGGGGCAGAGCT

AAVS1-1,2,4_MISEQ_REV2 AAVS1 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGCC

GGGCCCCTATGTCCACTTCA

P53_6.1_MISEQ_REV P53 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGTA

AGCAGCAGGAGAAAGCCCCC

CXCR4_ADAPTER_REV1 CXCR4 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGC

CAGGTAGCGGTCCAGACTGA

LAG3_MISEQ_REV2 LAG3 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGTA

GGTGAGGATGCAGCCCCAGG

TRAC2_MISEQ_REV TRAC2 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGTG

CTGTTGTTGAAGGCGTTTGCA

LINKER_POS_STRAND CAST-SEQ

LINKER

GTAATACGACTCACTATAGGGCTCCGCTTAAGGGACT

LINKER_NEG_STRAN CAST-SEQ

LINKER

P-GTCCCTTAAGCGGAGC

CD4_BAIT_3 CD4 ACCTGACACAGAAGAAGATG

CD4_DECOY_F3 CD4 ATTTCTCTCCCTTGCAGTTC

LINKER_PREY_I CAST-SEQ

LINKER

GTAATACGACTCACTATAGGGC

CD4_BAIT_NESTED CD4 GACTGGAGTTCAGACGTGTGCTCTTCCGATCTGA

TGCCTAGCCCAATGAAAAGCAG

CD4_PREY_NESTED CD4 ACACTCTACACTCTTTCCCTACACGACGCTCTTC

CGATCTAGGGCTCCGCTTAAGGGAC

RABL6_MISEQ_FWD1 RABL6 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCTG

CAGAGGGAGACGCTGTTGC

SPON2_MISEQ_FWD SPON2 TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGAGG

AGGCTCCAGACAGTACCTGA
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RABL6_MISEQ_REV RABL6 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGC

CCAGCAGCACTCCATGAGCAC

SPON2_MISEQ_REV SPON2 GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAG

CCTGACCCACGACCCAGCAATG

4.1.9 Software

Table 4.9 list of software

Software Version Company

FlowJo 10.7.1 Becton Dickinson & Company

CytExpert 2.3 Beckman Coulter

FACS Diva 8.0 Becton Dickinson & Company

Summit 6.3 Beckman Coulter

Prism 10 for macOS 10.2.1 GraphPad Software

RStudio 2023.03.1+446 Posit Software

CRISPResso2 2.2.7 Pinellolab

Microsoft Office 2019 16.78.3 Microsoft

Affinity Designer 1.10.6 Serif
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4.1.10 Equipment

Table 4.10 list of equipment

Equipment Name Company

Biological Saftey Cabinet Herasafe Heraeus

Centrifuges Multifuge Heraeus

Flow Cytometer Cytoflex LX Beckman Coulter

Cytoflex S Beckman Coulter

Flow Cytometry Sorter FACSAria III Becton Dickinson & Company

MoFlo Astrios EQ Beckman Coulter

Neubauer Chamber Neubauer Improved Schubert

Pipettes Research Plus Eppendorf

pH-Meter MultiCal pH 526 WTW

PCR-Cycler T3-Thermoblock Biometra

Nucleofector 4D Nucleofector Core-Unit LONZA

4D Nucleofector X-Unit LONZA

4D Nucleofector 96-well shuttle LONZA

NG-Sequencer MiSeq Illumina

Microplate reader SpectraMax i3x Molecular Devices
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4.2 Isolation and culture of primary human T cells

PBMCs were generated from Buffy coats, which were collected by the German Heart Center Munich,

with the approval of the Ethics Committee TUM School of Medicine and informed consent of the patients

or from the "Blutspendedienst des Bayerischen Roten Kreuzes". The cells were isolated via gradient

density centrifugation at 1200g for 20min with Pancoll in SepMate 50 tubes. The PBMCs were washed

with EasySep buffer before CD4- or CD8-Enrichment was done using either the MojoSort Human CD4 T

cell Isolation Kit or the MojoSort Human CD8 T cell Isolation Kit. The cells were than cultured at 37°C

for 24 to 48 hours at a concentration of 1 ≠ 2x106cells/ml in complete Roswell Park Memorial Institute

(cRPMI) medium. If PBMCs were used, which had been frozen for long-term storage in freezing medium,

an additional overnight rest was added after slowly thawing the cells before CD4-/CD8-enrichment.

4.3 Cas9 RNP assembly and nucleofection

crRNA:tracrRNA duplexes were generated by mixing 100 µM crRNA and 100 µM tracrRNA in a equimolar

ratio and incubate them for 5 min at 96°C. An equal volume of 40 µM Streptococcus pyrogenes Cas9-NLS

(Cas9 expression plasmid pMJ915 (Addgene)) was carefully added to the crRNA-tracrRNA duplex and

incubated for 20 min at room temperature (RT). Depending on the amount of cells either of the following

reaction vessel was used:

• 96-well electroporation plate: 1x106 cells were resuspended in 20 µl nucleofection buffer, 4 µl of

RNPs were added, together with 1 µl of 100 µmol/l electroporation enhancer. After nucleofection

80µl cRPMI was added.

• Nucleovette vessel: 10x106 cells were resuspended in 100 µl nucleofection buffer, 20 µl of RNPs

were added, together with 5 µl of 100 µmol/l electroporation enhancer. After nucleofection 400µl

cRPMI was added.

Program code EH-115 on a Lonza 4D-Nucleofector was used for Nucelofection. After Nucleofection

cRPMI was added as mentioned above and the cells were incubated at 37°C to rest for 30min.

The cells were then transferred to a 96 well plate and 100U/ml of IL-2 together with Dynabeads Human T-

Activator CD3/CD28 in a cell:bead ratio of 10:1 were added for the activated condition or 0,5 ng/ml IL-7 and

0,5 ng/ml IL-15 for the non-activated T cells. For the activated condition a second dose of 100U/ml IL-2 was

given at day 6. Either 0,5µmol/l PFT-µ or 30 µmol/l cyclic PFT-a was added directly after nucleofection to the

resting medium and after transfer to the 96 well plate to the culture medium for the inhibitor experiments.

For activation comparison, T cells were either pre-activated with Dynabeads Human T-Activator CD3/CD28

in a cell:bead ratio of 10:1 and 100 U/ml IL-2 in cRPMI 48h prior to Nucleofection or postactivated as
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described above. If needed, T cells restimulated 24-48 hours before flow-sorting with 5 µl Immunocult per

1x106 cells.

Sequential gene editing required two activation steps, the first one 48 hours before the first nucleofection

with a aCD3-coated 48 well plate (10µg/ml clone UCHT1 in 150ml overnight at 4°C) with 5µg/ml aCD28

(clone CD28.2) and 100 U/ml IL-2 for 1x106 cells and the second one 5 days after the first editing with 1

µl Immunocult per 1x106 cells 48 hours before the second editing. Nucleofection was done as described

above, with nucleovette vessel for the first nucleofection and with a 96 well reaction plate for the second

nucleofection. 10x106 cells were used for each nucleovette vessel and 1, 8x106 cells for the 96 reaction

plates.

The simultaneous CD4/PDCD1-double CRISPR editing for CAST-Seq analysis was performed in Nucle-

ocuvettes as described before, except for the addition of 20 µl CD4 Cas9 RNP together with 20 µl PD-1

Cas9 RNP.

4.4 CFSE T cell proliferation assay

T cells were washed twice with PBS, before being resuspended at 10x106 cells/ml 1 µmol/l CFSE in PBS

and then incubated for 20 min in the dark at RT. The staining was quenched by adding cRPMI at five times

the volume of the original staining solution and an additional incubation of 10 min in the dark at RT. The T

cells washed again for two times in PBS and then resuspended in nucleofection buffer. Electroporation and

post activation was done as described above. The optimal time point for observing a proliferation pattern

for flow cytometry sorting was at day 4-7 after nucleofection.

4.5 Flow cytometry staining

For flow cytometry staining the cells were transferred to a 96well V-bottom plate. To determine the absolute

knock-out cell numbers optionally 123count eBeads™ Counting Beads were added. They were washed

twice with PBS prior to being resuspended in 30µl of staining master mix per well. All antibodies are listed

in 4.5 and have been titrated before use. All of the antibodies were added together in PBS. Live/dead

staining was applied with propidiumiodide or protein-based live/dead dyes. After the master mix was

applied, the cells were incubated at 4°C in the dark for 30min. After that, the cells were washed twice with

FACS-buffer and resuspended in 100 to 150 µl FACS-buffer, before being analyzed with either a Cytoflex

S or a Cytoflex LX.
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4.6 Flow cytometry cell sorting and DNA extraction

T cells were stained as described above and sorted based on the targeted gene and/or the CFSE dilution

pattern on a FACSAria III or a MoFlo Astrios EQ cell sorter. To lyse the cells and extract the DNA, the

sorted cells were resuspended in DNA Quick Extraction solution and incubated at 65 °C for 5 min, then 95

°C for 5 min. The obtained DNA was stored at - 20 °C.

4.7 CAST-Seq analysis

Cast-Seq was performed by Julia Klermund at the Cathomen lab in Freiburg. After Extraction of the

genomic DNA from three independent donors using the DNeasy Blood & tissue Kit, DNA was sequenced

on a NovaSeq 6000 using 2x150bp paired-end sequencing (GENEWIZ, Azenta Life Sciences) with the

following modifcations to the already exsiting Cast-Seq protocol [234]:

• Target length of enzymatic fragmentation was set to 500 - 800 bp.

• The bioinformatic pipeline was adjusted for the use of two gRNAs.

• Targets had to be significant in two replicates to qualify for further analysis.

A score and a p-value was assigned to each sequence based on the alignment to the putative target site

in comparison to randomly generated sequences. If the cut-off of 0,005 was reached, the sequence was

declared a OMT. CAST-Seq read coverage was displayed in 100 bp bins for the region +/- 5 kb window

around the on-target site. All reads were plotted as log2 read counts per million (CPM).

For the quantifications of the CAST-Seq coverage plots, the following formulae were used:

percentage of large aberrations = sum of all reads in bins > 200 bp from the cleavage site

sum of all reads in all bins

Mean deletion length = sum of(count of deletion reads ú distance from the cleavage site

sum of all deletion reads

4.8 Single cell copy number analysis and clustering (scKaryo-seq)

As described above, cells from two independent donors were activated with aCD3/CD28-coated beads, but

in a ratio of 1:1, before nucleofection with Cas9 RNPs to generate a TRAC KO. After cultivation for 5 days,

KO-cells were single cell sorted with a FACSAria III cell sorter into 384 well plates with 5 µl of mineral

oil/well. Before the sorting the cells were stained for living cells, CD8+ cells and human TCR and only
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TCR-/CD8+ living cells were sorted. After sorting the cells were frozen at -80°C. The following steps were

performed at the SingleCell core facility of the Oncode Institute, Utrecht, the Netherlands. Sequencing

was done on a NextSeq2000 with 2x100bp paired-end sequencing. The libaries were processed for Copy

number variation using Aneufinder. All autosomes were analysed and GC-correction was enabled. The

method "edisive" and 100 random permutations were used and the single cells were then clustered and

split into a group of higher and lower quality cells. Only the higher quality cells were used for further

analysis.

4.9 Polymerase chain reaction (PCR)

PCR was used for determine KO-efficiency and for the detection of large deletions on the MiSeq. All the

primers were designed using Benchling. Each PCR was carried out in 200µl thin-walled PCR-reaction

strips. 25µl of reaction mix was used per reaction vessel. The mix consisted of 12,5 µl 2x GoTaq Long

PCR MasterMix, 0.5 µl of 10 µmol/l forward primer, 0.5 µl of 10 µmol/l reverse primer, 1.5 µl H2O and 10 µl

of genomic DNA. If the DNA was concentrated higher, the volume of DNA was reduced (down to 1 µl) and

instead the amount of H2O was increased to obtain a total of 25 µl. The thermocycler setting are listed in

table 4.11.

step temperature duration number of repetitions additional info

Initial denaturation 95°C 60s 1x

Denaturation 98°C 10s 18x

Annealing 65°C 15s -0.5°C every cycle

Elongation 72°C 15s

Denaturation 98°C 10s 15x

Annealing 58°C 15s

Elongation 72°C 15s

Final elongation 72°C 300s 1x

Table 4.11 PCR-program

4.10 Amplicon NGS

Detection of large deletions of CRISPR/Cas9-edited human T cells was done by amplicon sequencing

followed by NGS. The first PCR was executed as described above. The PCR clean-up was done using

AMPure beads according to the manufacturer’s recommendations and eluted in 50 µl 10 mM Tris. Bar-
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coding was done with 2 µl of the purified DNA, added to 10 µl of 2x GoTaq Long PCR Master Mix, 2 µl of

Nextera XT index 1 (i7) primer, 2 µl of Nextera XT index 2 (i5) primer and 4 µl of H2O. The PCR was done

with the thermocycler settings listed in table 4.12.

step temperature duration number of repetitions

Initial denaturation 95°C 180s 1x

Denaturation 95°C 30s 8x

Annealing 55°C 30s

Elongation 72°C 30s

Final elongation 72°C 300s 1x

Table 4.12 PCR-program

A second clean-up step with AMPure beads was performed and the obtained DNA was eluted in 27.5 µl

10 mM Tris. Quantification of the cleaned up PCR-product was done via the SpectraMax Quant AccuBlue

HighRange dsDNA Kit on the SpectraMax i3x instrument. DNA was pooled with anequal amount for each

sample and sequenced on an Illumina MiSeq instrument with a MiSeq Reagent Nano Kit v2 (500-cycles)

according to the manufacturer’s recommendations.

NGS sequencing results were analyzed using CRISPResso2 with the following prompt:

CRISPRessoBatch–batch_settings [name.batch]

-amplicon_seq [sequence amplicon]

-g [sequence gRNA]

-n nhej

-gn [name gRNA]

-w �

-skip_failed

-o [name of output folder]

To determine KO efficiencies the setting -w 30 was used. The resulting data was merged into an excel file

with the following code in RSTudio:

library(readr)

library(openxlsx)

# Set the path to the directory containing the folders

main_directory <- "CRISPRessoBatch_on_[foldername]"
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# Get a list of all folders in the directory

folders <- list.dirs(main_directory, full.names = FALSE)

# Initialize an empty list to store the second columns

result_list <- list()

# Initialize a variable to store the maximum number of rows

max_rows <- �

# Loop through each folder

for (folder in folders) {

# Read the file path for each Deletion_histogram.txt

file_path <- file.path(main_directory, folder, "Deletion_histogram.txt")

# Check if the file exists

if (file.exists(file_path)) {

# Read the data from the file

data <- tryCatch(

{

read.delim(file_path, header = TRUE, sep = "\t")

},

error = function(e) {

warning(paste("Error reading file in folder", folder))

return(NULL)

}

)

# Check if data is not NULL and has rows

if (!is.null(data) && nrow(data) > �) {

# Extract the second column and append it to the result list

result_list[[sub("CRISPResso_on_", "", folder)]] <- data[, 2]

# Update max_rows if needed

max_rows <- max(max_rows, nrow(data))
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} else {

warning(paste("Empty or invalid data in file for folder", folder))

}

} else {

warning(paste("File not found in folder", folder), print(folder))

cat("Folder:", folder, "\n")

}

}

# Fill missing values and combine the list of vectors into one data frame

result_df <- data.frame(

lapply(result_list, function(x) c(x, rep(NA, max_rows - length(x))))

)

# Write the result to an Excel file using openxlsx

write.xlsx(result_df, "result_[resultfile].xlsx", rowNames = TRUE)

The resulting distribution of deletions or insertions was visualized using Prism 10. For descriptive statis-

tics, the data were transformed also using RStudio with the following code:

library(tidyverse)

library(conflicted)

# Set conflict resolution to error for dplyr functions

conflict_prefer("dplyr", winner = "dplyr")

# Specify the directory containing the folders

main_directory <- "[result_folder_name]"

# Get a list of folders in the main directory

folders <- list.dirs(main_directory, full.names = FALSE)

# Loop through each folder

for (folder in folders) {

# Create the file path for the "deletion_histogram.txt" file in the current folder
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file_path <- file.path(main_directory, folder, "[Insertion/Deletion]_histogram.txt")

cat("Processing folder:", folder, "\n")

cat("File path:", file_path, "\n")

# Check if the file exists

if (file.exists(file_path)) {

cat("File exists. Reading data...\n")

# Read the data from the file

d <- readr::read_table(file_path)

# Remove first two rows

d <- dplyr::slice(d, -c(1))

# Replicate values based on the second column

allvalues <- unlist(Map(function(value, count) rep(value, count), d$ins_size, d$fq))

# Print the data frame and the vector

print(d)

print(allvalues)

# Create the file path for the output file (e.g., descriptive_deletions.txt)

output_file_path <- file.path(main_directory, folder, "descriptive_[insertions/deletions].txt")

# Write the vector to the output file

write.table(allvalues, file = output_file_path, col.names = FALSE)

cat("Results for", folder, "have been saved to", output_file_path, "\n\n")

} else {

cat("Warning: File not found for", folder, "\n\n")

}

}
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5 Results

Parts of the data used in this thesis have been included in a manuscript (Ursch & Müschen et al.) submitted

for publication. This includes parts of the following paragraphs: 5.1, 5.2, 5.3, 5.4 and 5.5. CAST-Seq and

the subsequent analysis as shown in section 5.5 was performed by Julia Klermund at the Cathomen lab,

university of Freiburg.

5.1 The frequency of large deletions is tied to the T cell activation status

Since it used to be quite challenging to generate a sufficient knock-out in primary human T-cells via

CRISPR/Cas9, most of the existing gene-editing protocols try to maximize the number of successfully

edited T cells. High knock-out (KO) cell numbers were mainly achieved by strong activation of the TCR

[160] [188]. Currently, one of the most effective ways to genetically engineer primary human T cells is

via nucleofection with Cas9 ribonucleoproteins (Cas9 RNPs), which have also been applied in the here

presented data [160]. However, it is unclear if and how the activation status of the T cells also affects indel

patterns. We, therefore, tested how TCR stimulation of CD4+ T cells affects the distribution of indels at

the safe harbor gene locus AAVS1 , the constitutively active locus CD4 and PDCD1, which is expressed

in an activation-dependent manner. We first examined activated versus non-activated T cells. In figure 5.1

the basic setup of our experiments is depicted. After obtaining CD4+ or CD8+ T cells from buffy coats, the

cells were cultured in cRPMI for 2 days. On day 3, the cells were nucleofected with Cas9 RNPs to create a

KO. Depending on the condition, the cells were then activated with CD3/CD28 beads at a cell-to-bead ratio

of 10:1 and treated with IL-2 or incubated with IL-7 and IL-15 to keep the cells in a resting cell state. The

cells were then cultured for another 5 days followed by cell sorting to isolate the live KO cell population.

AAVS1 KO cells were only sorted based on the live cell staining (flow cytometry sorting strategies are

depicted in Figure 5.2 C). Directly after sorting. the DNA was extracted and stored at -20°C. The DNA was

later on analyzes by amplion NGS sequencing on an Illumina MiSeq and analyzed with CRISPResso2

(Figure 5.1).

The flow cytometry stainings allows us to determine the number of CD4 or PD-1-negative cells as well as

the absolute KO cell numbers on the protein levels. The frequency and the absolute number of CD4- and

PD-1- negative cells were higher in activated T cells compared to non-activated T cells. The differences
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Figure 5.1 General workflow Depiction of the general workflow for KO generation, T cell activation, flow cytometry

cell isolation and amplicon NGS sequencing. T cells were either activated using CD3/CD28 beads at a ratio of 10:1

(cell:beads) and 100U/ml of IL-2 or not activated and instead cultured with IL-7 and IL-15.

were more pronounced in the CD4 KO conditions than in the PDCD1 KO conditions. However, PD-1 is an

activation-dependent marker and the flow cytometry enrichment of PD-1-negative, non-activated T cells,

is therefore challenging, which could bias the results (Figure 5.3 A and B).

Since AAVS1 is regarded as a safe harbor locus, which does not encode for a surface protein, it is not

possible to stain for AAVS1 with fluorescently-labeled antibodies [13]. Therefore, we instead compared

the percentage of modified reads after NGS sequencing to quantify the KO rate in AAVS1 samples (Fig-

ure 5.3. Singlet, live AAVS1 KO cells were isolated by flow cytometry and the DNA was extracted for

next-generation-sequencing (NGS) (Figure 5.2 C). PCR-amplicons with a length of 450 bp containing the

AAVS1 target site were generated and subjected to NGS. The The resulting fastq-files were analyzed using

CRISPResso2 [196]. CRISPResso2 aligns the fastq files to a given reference amplicon and is therefore

able to recognize deletions, insertions and substitutions of various sizes up to a length of 200bp for each

individual read. This allows us to determine the KO rates, but also how often a mutation of a specific size

occurs. The CRISPResso results for the AAVS1 locus showed a weak tendency towards higher KO fre-

quencies in activated T cells compared to non-activated cells. However, in this case, no sort of enrichment

of KO cells has been possible, which could have aggravated the analysis (Figure 5.2 C). The NGS analysis

also allowed us to have a closer look at the distribution of deletions and insertions. In activated AAVS1

KO T cells the mean deletion size was larger compared to the non-activated cells, as shown in Figure

5.4 B. We confirmed these results in CD4 and PDCD1 KO T cells using the same pipeline (Figure 5.1).

Also at these two gene loci, TCR-stimulation increased the average deletion sizes. This effect was more
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Figure 5.2 Flow cytometry gating Strategy for activated and non-activated T cells. A. CD4: Representative

example for the gating strategy to isolate CD4-negative T cells. B. PD-1: Gating strategy to isolate single, living,

CD4-positive and PD-1-negative T cells. C. AAVS1: Gating strategy for single, living, CD4-positive T cells. A, B, C:

All gating strategies are exemplified in activated T cells. n = 3 biological replicates. (adapted from Ursch & Müschen

et al.)

pronounced in the activation-dependent PDCD1 locus. Overall, TCR-stimulation increases the frequency

of larger deletions.

We observed similar tendencies for insertions at the PDCD1 locus, an increase in the insertion sizes

after activation of the T cells (Figure 5.5 C), but not for the other two gene loci tested (Figure 5.5 A and

B). The overall frequencies for insertions were much lower compared to deletions. For this reason, we

focused on differences in deletions sizes for all further experiments.

Many T cell CRISPR editing protocols apply stronger pre-activation before Cas9 RNP nucleofection

[188] [189] [208]. In the next step, we compared the influence of two different activation protocols on

editing outcomes. The main difference between both protocols was the time point at which activation
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Figure 5.3 Characterization of KO efficiencies in activated and non-activated T cells. A. KO-efficiencies and

absolute cell number in activated and non-activated CD4 KO T cells. Data were generated using flow cytometry.

Quantification of absolute cell numbers via counting beads. B. KO-efficiencies and absolute cell number in activated

and non-activated PDCD1 KO T cells. Data were generated using flow cytometry. Quantification of absolute cell

numbers via counting beads. C. Frequencies of modified reads between activated and non-activated cells for AAVS1

determined by NGS. n = 3 biological replicates. Paired t-test was used for all comparisons. ns = not significant, * p

< 0.05, ** p < 0.01, (adapted from Ursch & Müschen et al.)

took place.T cells were either activated two days prior to nucleofection (“pre-activation”) or directly after

nucleofection (“post-activation”) as in the previous experiments. In these experiments we targeted again

AAVS1 and CD4 and additionally LAG3 as another activation-dependent marker [30]. For both T cell

activation protocol a bead:cell ratio of 1:10 was used. As depicted in Figure 5.6 the KO efficiencies were

not significantly changed in AVVS1 and LAG3 KO cells. Only in CD4 KO cells pre-activation results in

significantly higher frequencies of CD4-negative T cells (Figure 5.6 B).

Next, we analyzed the deletion pattern at all three loci using the NGS pipeline. Pre-activation of T cells

resulted in larger deletions compared to T cells activated after nucleofection (Figure 5.7).

These results together with the previous results indicate that the activation status of the cells impact

CRISPR-induced deletion sizes.
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Figure 5.4 Deletion patterns in activated and non-activated T cells. Distribution of the deletions for AAVS1 KO

(A.), CD4 KO (B.) and PDCD1 KO (C.) T cells. The amount of each deletion size is given as a fraction of all aligned

reads. (adapted from Ursch & Müschen et al.)

Figure 5.5 Insertion patterns in activated and non-activated T cells. A. Distribution of the insertions for CD4

(A.), AAVS1 (B.) and PDCD1 KO (C.) T cells. The amount of each deletion size is given as a fraction of all aligned

reads. (adapted from Ursch & Müschen et al.)

5.2 The impact of T cell proliferation speed on deletion patterns

Closely linked to the activation of T cells is their proliferative capacity. T cell proliferation is an intricate sys-

tem of pro-proliferative and anti-proliferative components needed to provide a fine-tuned immune response

in case of an infection. [10], [118]. Strongly activated T cells will proliferate faster [151]. Proliferating T

cells have an intrinsic risk of accumulating DNA damage [168]. Thus, we hypothesized that the prolifera-

tion speed impacts the rate of large deletions in primary human T cells. Therefore we modified our existing

experimental setup and stained our CD4 T cells with carboxyfluorescein succinimidyl ester (CFSE) on day

3 directly before the Cas9 RNP nucleofection, as shown in Figure 5.8.

CFSE is integrated into the cell membrane upon staining and gets diluted with every cell division, which

allowed us to track the cell divisions via flow cytometry. We sorted the CFSE-labeled T cells based on

the fluorescent intensity of the CFSE dye. The cells were pre-gated on lymphocytes, single cells, living
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Figure 5.6 KO efficiencies in pre- and post-activation stimulation protocols. CRISPR editing frequencies are

shown for AAVS1 (A.), CD4 (B.) and LAG3 (C.). Data for AAVS1 were generated via NGS. Data for CD4 and LAG3

was generated using flow cytometry. n = 3 biological replicates. Paired t-test was used for all comparisons. ns = not

significant, * p < 0.05, (adapted from Ursch & Müschen et al.)

Figure 5.7 Deletion patterns in pre- and post-activated T cells. Distribution of deletions in AAVS1- (A.), CD4-

(B.) and LAG3-KOs (C.) for T cells which were activated prior to the electroporation, versus cells activated after the

electroporation.

cells, for CD4 and PD-1 on KO-cells, and then gated on either CFSE high or CFSE low cells as shown in

Figure 5.10 A. Cells with lower CFSE intensity (shown in blue) underwent more cells divisions in the given

timeframe and where therefore declared "fast proliferating" in comparison to the cells with higher CFSE

intensity (shown in green), which were termed "slow proliferating". We excluded the first peak of the CFSE

distribution pattern since these cells did not proliferate at all.

A comparison between the fast and slow proliferating cells in Figure 5.10 B shows that the frequency

of PD-1- and CD4-negative cells are increased in fast-dividing cells. There is no clear effect of the cell

proliferation speed on the AAVS1 KO rate.
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Figure 5.8 Depiction of the general workflow of T cell proliferation experiments. We modified our basic setup

depicted in Figure 5.1 by adding the additional step of CFSE labelling on day 3, before nucleofection.

Next, we analyzed the distribution of deletions for the different KO conditions in slowly and fast-dividing

cells. As further control the NGS sequencing results of edited, non-activated T cells were included into the

Figure (Figure 5.10 C, D, E). Unsurprisingly, the non-activated cells always showed the lowest amount of

large deletions. Most prominently in the PDCD1 KO conditions, we could detect more large deletions in

the fast proliferating cells compared to slowly dividing cells (Figure 5.10 E). Although less pronounced, the

same patterns were detected in the CD4 and AAVS1 KO conditions (Figure 5.10 C, D). Taken together,

these findings show that the proliferation speed of T cells after activation has, indeed, an impact on the

editing outcome after CRISPR/Cas9 editing with a higher prevalence of larger deletions in fast dividing

cells.
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Figure 5.9 Gating strategy for T cell proliferation experiments. Gating strategy for CFSE-labeled T cells used in

Figure 5.10 and Figure 5.12. A. AAVS1 KO cells were sorted on single, live and CD4-positive T cells. B. CD4 KO

cells were sorted on single, live CD3-positive and CD4-negative cells. (C.) PDCD1 KO T cells were sorted for single,

live CD4-positive and PD-1-negative T cells. Representative CFSE-gating is depicted in Figure 5.10. For AAVS1 KO

and CD4 KO T cells: n = 3 biological replicates, for PDCD1 KO: n = 4 biological replicates. (adapted from Ursch &

Müschen et al.)

5.3 Modulation of deletion patterns via small molecules

One major pathway, which links cell activation and DNA damage is the p53 pathway.

Based on the known functions of p53 we hypothesized that temporary inhibition of p53 would result

in more large deletions. We first tested this hypothesis via the application of two inhibitors: Pifithrin-a

(PFT-a) and Pifithrin-µ (PFT-µ). While PFT-a is more of a broad inhibitor of the downstream functions

of p53, via inhibition of p53 transcriptional activation and apoptosis, PFT-µis a specific inhibitor of p53

dependent apoptosis via inhibition of the interaction of p53 with Bcl-x and Bcl-xL [40] [79]. The inhibitors
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Figure 5.10 Deciphering the impact of T cell proliferation on the deletion pattern. A.Gating strategy for CFSE-

labeled cells. The brightest peak was excluded, as this peak represents non-dividing cells, the second and third

brightest peaks were sorted for the "slow proliferating" group, whereas the two peaks with the lowest CFSE signal

represent the "fast proliferating" group. B. Comparison of KO-efficiencies between slow and fast proliferating cells

for AAVS1, CD4 and PDCD1 KO-cells. Data for AAVS1 KO were generated with NGS, whereas data for CD4 and

PDCD1 KOs were generated using flow cytometry. Paired t-test was used for all comparisons. ns = not significant, *

p < 0.05, ** p < 0.01. C. Distribution of deletions for CD4, AAVS1 and PDCD1 KO cells. For AAVS1 KO and CD4 KO

conditions: n = 3 biological replicates, for PDCD1 KO: n = 4 biological replicates. (adapted from Ursch & Müschen

et al.)

were separately applied directly after Cas9 RNP nucleofection at a concentration of 30 µmol/l for PFT-a

and 0.5 µmol/l for PFT-µ, as described before in the literature [40] [141]. Again, T cells were CFSE-labeled,

nucleofected with Cas9 RNPs, activated, treated with the inhibitors, and flow cytometry sorted 4 days after

activation (Figure 5.9). As a negative control, cells were treated with an equal volume of DMSO. Again,

we also included non-activated T cells in these experiments. As shown in Figure 5.11, PFT-µ had no

significant impact on the KO-efficiency for AAVS1, PDCD1, and CD4 KO T cells. For PFT-a PDCD1 KO

T cells did not show a significant decrease in KO efficiency, whereas AAVS1 and CD4 KO conditions had

significantly fewer KO cells after PFT-a treatment. Based on the CFSE dilution pattern (Figure5.11 C), we

were able to assess the influence of both inhibitors on the proliferative capacity of the T cells bearing a

AAVS1, PDCD1, and CD4 KO T cells. Both inhibitors did not affect the proliferation speed of PDCD1 and

CD4 KO T cells, although the AAVS1 KO condition showed a significant decrease in proliferating cells with

PFT-a, not the with inhibitor PFT-µ (Figure 5.11 D).



54

Figure 5.11 Analyzing the effect of p53 inhibitors on KO efficiencies and proliferation. A. KO-efficiencies for

AAVS1, PDCD1, and CD4 KO T cells with DMSO control or with the addition of PFT-µ. B. KO-efficiency for AAVS1,

PDCD1, and CD4 KO T cells with DMSO control or with the addition of PFT-a. C. Exemplary CFSE staining for

AAVS1, PDCD1, and CD4 KO T cells at day 4. D. Quantification of the cell proliferation. ns = not significant, * p <

0.05, ** p < 0.01, *** p < 0.001. n = 3 biological replicates. (adapted from Ursch & Müschen et al.)

Based on the known functions of p53 I expected the mean deletion size to increase with the application

of these inhibitors. PFT-µ slightly increased the overall rate of deletion sizes in fast and slow-proliferating

cells (Figure 5.12 A). However, PFT-a had the opposite effect and reduced the mean deletion size in all

three loci tested in slowly and fast-dividing T cells (Figure 5.12 B). As observed before the effect was most

pronounced in the PDCD1 KO condition. Both inhibitors had only minor effects on non-activated T cells

(Figure 5.12).

Puzzled by these results, i challenged pre- and post-activated T cells with PFT-a, to see if i can replicate

these results. I tested PFT-a application in both activation strategies, pre- and post-activation, as described

in Figure 5.7 for AAVS1, CD4 and LAG3 KOs. In all conditions, the rate of deletions was reduced after

PFT-a application (Figure 5.13).

We tried to generalize our findings to more gene loci, TIGIT and HAVCR2, which encodes for TIM3. All

of which showed a reduction of mean deletion size with PFT-a although none of them showed a strong

dependence on the proliferation speed (Figure 5.15 A., B. and C.). A potential reason for this could be

locus-specific effects of the targeted genes, which might interfere with T cell proliferation.

Another target we tested, was CXCR4. Although T cells, which were targeted with CXCR4 Cas9 RNPs

showed differences in the distribution of deletions between slow and fast proliferating, as well as between
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Figure 5.12 Analyzing the effect of p53 inhibitors on deletion sizes. A. Distribution of deletions for AAVS1,

PDCD1, and CD4 KO T cells, sorted based on their proliferation speed indicated by CFSE dilution with DMSO

control or with the addition of PFT-µ. B. Deletion sizes and distribution for AAVS1, CD4 and PDCD1 KO T cells

sorted based on their proliferation speed indicated by CFSE dilution with DMSO control or with the addition of PFT-

a. The sort strategy is the same as in Figure 5.10. A. B. DMSO-treated samples are the same samples as displayed

in Figure 5.10 . n = 3 biological replicates. (adapted from Ursch & Müschen et al.)

Figure 5.13 The impact of PFT-a on the deletion sizes in pre- and post-activated T cells. Distribution of deletions

for AAVS1 (A.), CD4 (B.), and LAG3 KO (C.) T cells, which were either activated before or after nucleofection and

treated with DMSO or with PFT-a. n = 3 biological replicates (adapted from Ursch & Müschen et al.)

T cells with DMSO or with PFT-a, the overall size of the effect was small, as shown in Figure 5.16. This

could be due to a different repair pathway for DSB at this specific locus. We detected a prominent -2

deletion in high frequencies, which could be a hint towards MMEJ DNA repair at this site.

In summary, we observed opposite effects of PFT-a and PFT-µ. PFT-u increased deletion sizes slightly

whereas PFT-a decreased deletions in activated T cells.
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Figure 5.14 Gating strategy for TIGIT and HAVCR2. A. TIGIT: Representative example for the gating strategy to

isolate single, living and TIGIT-negative T cells. B. TIM3: Gating strategy to isolate single, living, CD4-positive and

TIM3-negative T cells.

Figure 5.15 Distribution of deletions for TIGIT and HAVCR2. Effects of PFT-a on the distribution of deletions for

TIGIT (A.) and HAVCR2 (B.) KO T cells. n = 3 biological replicates.

5.4 Modulation of deletion patterns via PFT-a is independent of p53

The reduction of mean deletion sizes after PFT-atreatment contradicts the described mechanism of PFT-

aas a p53 inhibitor [40]. However, a few publications questioned the specificity of PFT-aand discussed
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Figure 5.16 Distribution of deletions for CXCR4 KO T cells On the left the y-axis depicts the range from 85% to

100% and the x-axis depicts a maximum size of deletion of 200 bps, wheras on the right side the y-axis shows the

range from 0% to 100% and the x-axis shows a maximum deletion size of 10 bps. This illustrates the different repair

pathways for this specific target site . n = 3 biological replicates. (adapted from Ursch & Müschen et al.)

alternative PFT-atargets such as aryl hydrocarbon receptor, caspase 3 and cyclin D1 [72] [100]. Therefore,

we hypothesized that PFT-aacts in a p53-independent manner in the described experimental setups. To

test this hypothesis, we modified the previously described workflow by generating first TP53 KO or AAVS1

KO control cells and subsequently challenged these cells one week later with a CD4 or PDCD1 KO with

or without inhibitor application (Figure 5.17).

The KO rates of AAVS1 and TP53 were confirmed with amplicon NGS sequencings. The KO levels

were, in both cases, comparable in all secondary KO and inhibitor conditions (Figure 5.18 A, B). In both

secondary KOs, CD4 and PDCD1, more large deletions could be observed in TP53 KO cells compared to

AAVS1 KO. These results are in line with the published functions of p53 (Figure 5.18 C, D).

Next, we analyzed the impact of the inhibitor treatments on the CRISPR editing outcome. In the AAVS1

KO conditions, both inhibitors showed the same effect as described before (Figure 5.18 C). PFT-a de-

creased the amount of large deletions for both, the PDCD1 KO and the CD4 T cells, whereas PFT-µ

increased large deletions. In the TP53 KO conditions, PFT-µ increased the deletion sizes in TP53-PDCD1

double KO T cells. PFT-µ could not further increase the deletion sizes in TP53-CD4 double KO T cells. Po-

tentially the number of complete, homozygous TP53 KO cells was higher in these conditions. Importantly,

PFT-areduced deletions sizes in TP53-PDCD1 and TP53-CD4 double KO T cells. These results suggests

that PFT-aacts largley independent of p53.

Taken together, these findings show that we can use small molecules to modify the deletion pattern,

whereas PFT-µ increases deletion sizes and PFT-a reduces the rate of large deletions. This holds true for

cells with different proliferation speeds, various KOs, and different activation strategies. Furthermore, this
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Figure 5.17 Workflow to generate TP53 or AAVS1 KO T cells and challenge with secondary KO and inhibitor

treatment. A. Directly after T cell enrichment the T cells were activated on aCD3-coated 48 well plates in cRPMI

with soluble aCD28 and IL-2. After 48 hours the cells were nucleofected with either TP53- or AAVS1-targeting Cas9

RNPs. After 5 days of cultivation, the cells were restimulated and 48 hours later nucleofected with either CD4 or

PDCD1 Cas9 RNPs to generate the second KO, and treated with PFT-a or PFT-µ or DMSO. After 5 additional days,

T cells were flow sorted and DNA isolated.

effect is preserved in cells bearing a p53-KO, which suggests a mechanism that is largely independent of

the p53 pathway.
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Figure 5.18 Testing the p53-dependence of PFT-aand PFT-µ. A. KO-efficiencies in the AAVS1 KO conditions. B.

KO-efficiencies in the p53 KO conditions. C. Distribution of deletions at the CD4 and PDCD1 gene loci for AAVS1-

CD4 and AAVS1-PDCD1 KO T cells. D. Distribution of deletions at the CD4 and PDCD1 gene loci for TP53-CD4

and TP53-PDCD1 KO T cells. n = 4, paired t-test was used for all comparisons. ns = not significant (adapted from

Ursch & Müschen et al.)

5.5 Impact of the activation status and PFT-a treatment on deletions larger

than 200 bps and chromosomal translocations

The described amplicon NGS pipeline for the detection of genetic aberrations enables us to find deletions

up to 200 bp in size. This pipeline is suitable for a high-throughput workflow in our experimental setting.

However, the detectable deletions sizes are limited. Therefore, we implemented a methodology, which

can detect on- and off-target deletions, translocations and deletions larger than 200 bps. Chromosomal

Aberrations Analysis By Single Targeted Linker-Mediated PCR Sequencing (CAST-Seq) is an amplicon

sequencing-based approach for the detection of low-frequency chromosomal events like large deletions,

translocation, inversions and off-targets through fragmentation, sequence-independent DNA-elongation,

three nested PCRs and a combination of certain primers (Figure 5.19). By applying special primers for

the target site, which block the amplification of unedited DNA and DNA fragments with point mutations,

only amplicons with larger deletions are multiplied. This methodology pre-selects for larger deletions and

enables the detection of editing events, with a low event rate. The CAST-seq library preparation consists of

DNA fragmentation, linker ligation and three sequential PCRs. First, the the DNA is fragmented to a mean

length of about 600 bp. The second step is the sequence-independent linker ligation of the DNA. This is
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done by fusing a linker template to each of the DNA fragments in an sequence-independent way. The first

PCR includes 4 primers: The bait , prey and two decoy primers:

• bait: This primer is designed to bind close to the expected cutting site.

• prey: This primer binds to the linker sequence, which is added to the DNA, after the fragmentation

step.

• decoy: These primers (if possible, two) are located on the opposite side of the expected DSB in

relation to the bait primer. The one, which is closer to the bait primer is located in a way that it can

produce a PCR product together with the bait-primer. The one primer, which is further away has the

same orientation as the bait-primer. It is important, that these two primers do not have any overlap.

Without the addition of decoy primer, the bait and prey primer can generate a PCR-product spanning

from the editing site to the added linker site. This PCR product could then be sequenced.

To enrich for DNA fragements with chromosomal abberrations, two decoy primers are added to the

first PCR reaction. In case of small scale CRISPR edits, both of these primers can bind and prevent a

successful PCR product between bait and prey primers. Instead two shorter PCR-products are generated

which cannot be multiplied in the second, nested PCR because of each of the generated fragments only

allow for binding of one of the applied primers. This pre-selects for PCR products with chromosomal

events. The sequence between the prey-primer and the cutting site can be used to locate and categorize

the chromosomal event (Figure 5.19). A third PCR then adds the necessary barcodes for sequencing.

This method allows us to detect low frequency events, which are not detectable with our MiSeq approach

because of their size.

The individual steps in case no chromosomal event has taken place are depicted in Figure 5.19 A.,

whereas the individual steps in case of a chromosomal event are depicted in Figure 5.19 B.

To induce translocation in T cells for CAST-Seq analysis we performed simultaneous double KOs (Figure

5.20). We again tested non-activated and activated T cells treated with DMSO control or PFT-a.

Displayed in Figure 5.21 A are the CAST-Seq results of CD4-PDCD1 double edited cells as a Circos-

plot. Circos plots are a schematic representation of the observed editing events and is not quantitative.

The CAST-Seq library preparation was performed on the CD4 locus. Shown in green is editing on the

CD4 locus, representing on target CRISPR edits larger than 200 bps and in blue the CRISPR-induced

translocations from the PDCD1 to the CD4 locus. As expected we induced large-scale on target edits as

well as translocations due to the double-editing in all conditions, independent of the activation status of

the cells. Depicted in red is an off-target mediated translocation between the CD4 and the RABL6 locus.

Since the off-target events are at the detection limit of CAST-Seq, we cannot rule out the possibility, that

these off-target effects are maybe also present in the other conditions, but at a slightly lower rate.
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Figure 5.19 Schematic depiction of Cast-Seq. CAST-Seq relies on three distinct primers, which are shown in

different colors (blue = prey primer, green = decoy primer, red = bait primer). After a first fragmentation step, linker

DNA (orange) is added in a sequence-independent way to each of the generated fragments. Now, the bait primer

(located on the fragment) and the prey primer (located on the linker) can potentially generate a PCR product. Which

is amplified and barcoded later via the nested primers. A. Depiction of CAST-Seq for unedited DNA fragments. The

binding of the decoy-primers (green) lead to the generation of two PCR-products, which cannot be amplified in the

next step, since each of them only contains one primer binding site. B. Here, the translocation (violet), which is

introduced via CRISPR-editing, prevents the decoy-primer from binding to the DNA, this leads to one long PCR-

product, which then can be further multiplied and barcoded. (adapted from [234]

In order to look at on-target chromosomal abberations, the normalized read coverage in a region +/- 5

kb around the CD4 cut site was plotted for each condition (Figure 5.22 A). At the CD4 locus, the non-

activated conditions show a low frequency of deletions, as well as inversions, regardless of whether PFT-a

was added or DMSO. Activated cells treated with DMSO show a high rate of deletions and inversions. The

AAVS1 control locus shows only a few background deletions. In line with our previous results, activated T

cells treated with PFT-a showed a reduced number of deletions and inversions (Figure 5.22 A, B).

There is also a significant decrease in the mean deletion size for activated T cells treated with PFT-a

compared to DMSO treated cells (Figure 5.22 C). Additionally, the rate of translocations between the CD4

and PDCD1 gene loci is also reduced in the PFT-a condition (Figure 5.22 D).

For the second on-target locus PDCD1, similar observations can be made. However, I want to point

out that the PDCD1 locus was not directly sequenced in these experiments and conclusions were made

indirectly via detected translocations from the PDCD1 locus to the CD4 locus ("hits" Figure 5.24). While

non-activated T cells already show very few hits, the rate of hits (successful translocations) for activated
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Figure 5.20 CAST-Seq analysis of DMSO- or PFT-a-treated double KO cells. A. T cells were isolated, nu-

cleofected and activated as described before. One condition with a AAVS1 KO served as a negative control for

translocations and large deletions at the CD4 locus. A simultaneous double KO for CD4 and PDCD1 was performed.

After cell sorting, the DNA was isolated. CAST-Seq libray preparation for the CD4 gene locus, sequencing and anal-

ysis was performed by the Cathomen lab (University of Freiburg).

Figure 5.21 Circos-plots for double edited T cells with added DMSO or PFT-a. On-target-mediated events

are shown in green (CD4) or blue (PD-1). Off-target-mediated events are shown in red (RABL6) n = 3 biological

replicates (adapted from Ursch & Müschen et al.)
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Figure 5.22 On-target results of CAST-Seq for T cells treated with DMSO or PFT-a. A. Editing events on the

on target site, shown in yellow are the deletions, shown in pink are the inversions. Displayed on the y-axis is the

read-coverage and on the x-axis the position of the editing site on the chromosome. The CD4 on-target site is shown

for all four conditions (activated vs non-activated, with versus without PFT-a) and AAVS1 KO as a negative control.

B. Percentage of large aberrations and the mean deletion length (C.) for the CD4-locus of the double-edited cells. D.

Translocation events between CD4 and PDCD1 for the double edited cells. n = 3 biological replicates, Paired t-test

was used for all comparisons. ns = not significant, * p < 0.05. (adapted from Ursch & Müschen et al.)

T cells were reduced in the PFT-a condition. Additionally, the quantification of the area under the curve

indicating a reduction of the area around the PDCD1 cut site, where the translocations stem from (Figure

5.24 B).

Finally, we analyzed the deletion pattern in KO cells by our regular amplicon NGS sequencing pipeline.

Again PFT-a decreased the deletion sizes in activated cells. In non-activated T cells only minor changes

were observed with PFT-a. Notably, the CAST-Seq experiment was performed with three donors, but due

to an insufficient amount of residual DNA, MiSeq analysis was only performed with two of the three donors

(Figur 5.23). We aimed to detect the off-target locus RABL6 in our CD4-PDCD1 KO T cells with our MiSeq

based amplicon NGS approach. As shown in Figure 5.24, the rate of off-target deletions induced via
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CD4-PDCD1 RNPs was in all conditions tested on the detection limit and we cannot draw clear conclusion

based on this analysis.

Figure 5.23 MiSeq analysis of DMSO- or PFT-a-treated double KO T cells.A. Distribution of deletions for the

CD4 locus in cells, which were CRISPR edited on the CD4 and PDCD1 locus simultaneously. The activated or

non-activated cells were either treated with DMSO or 30µmol/l PFT-a. B. Distribution of deletions for the PDCD1

locus in cells, which were edited on the CD4 and PDCD1 locus simultaneously. The activated or non-activated cells

were either treated with DMSO or 30µmol/l PFT-a. n = 2 biological replicates for CD4, n = 3 biological replicates for

PDCD1

In summary, the occurrence of large deletions is not only detected on a small scale with our MiSeq-

based approach, but also detectable on a larger scale. The protective effect of PFT-a extends also to large

scale aberrations, including chromosomal translocations. These results suggests, that PFT-a could be a

useful addition to clinical CRISPR gene editing protocols to generate safer T cell products for patients.
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Figure 5.24 CAST-Seq results of chromosomal translocations to PDCD1 target locus. A. On-target hits for

CD4 (Hits_ON1) and PDCD1 KO (Hits_ON2) T cells. Number of NGS hits normalized to 106 reads at the CD4 ON1

and from the PDCD1 ON2 gene loci. B. CAST-Seq read coverage plots of +/- 5 kb around the PDCD1 target site.

x-axis indicates the chromosomal coordinates, the y-axis the log2 read count per million (CPM), and the dotted line

the cleavage site. C. Indicated the Area-under-the-curve (AUC) for the the PDCD1 KO T cells. Higher AUC means

larger on-target deletions. n = 3 biological replicates D. Distribution of deletions for the detected off-target RABL6

in CD4-PDCD1 KO T cells with DMSO or with PFT-a. n = 2 biological replicates, Paired t-test was used for all

comparisons. ns = not significant, * p < 0.05. (adapted from Ursch & Müschen et al.)
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6 Discussion

In my thesis, I systematically analyzed the impact of T cell-intrinsic parameters on the CRISPR editing

outcome. The T cell activation status and proliferation speed can shape the deletion pattern. I also

identified the small molecule PFT-a as an easily applicable reagent to control large deletions in primary

human T cells. In the following sections, I will discuss in detail the technical and biological limitations.

6.1 Technical limitations

6.1.1 Experimental variables

Since I perform all my experiments in primary human T cells, I depend on blood products from human

donors. These donors were completely anonymous, and no identifiers were accessible to us such as

sex, age, pre-existing conditions, or current immune status. In general, a high variability of human T cells

of different donors can be observed. The affected parameters can include cell survival, strength of T

cell activation, and the proliferation rate. To address this, I always applied a minimum of 3 donors in my

experiments.

A cell-dependent factor I did not control for, was the cell cycle phase during which the T cell editing took

place. The cell cycle phase potentially has implications on the choice of DNA repair mechanism, which

is applied by the cell to repair the DSB introduced by CRISPR/Cas9 [36] [84]. In these experiments I

applied a pool of T cells, which were not pre-selected by any T cell activation or memory markers such

as CD45RA and CD45RO, which should be tested in future experiments. Alternatively, cell cycle phases

could be equalized by applying inhibitors such as aphidicolin, mimosine, hydroxyurea and thymidine for

arrest at the entry of S-phase, nocodazole for arrest at the entry of M-phase and lovastatin for arrest at the

entry of G1-phase for a clearer experimental readout [143].

Another factor that might influence the cellular response to PFT-a in the cells used, apart from the

activation status, is the nucleofection procedure itself. Since nucleofection is known to alter CD4 T cell

morphology, intracellular calcium levels, cell surface activation markers, and transcriptional activity, this

could potentially affect the function of PFT-a [152]. To rule out nucleofection-dependent effects, alternative
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methods to introduce Cas9 RNPs or Cas9 mRNA into the cells, such as peptide-mediated transfection,

lipid nanoparticles or receptor-mediated endocytosis, could be applied [247] [226] [207].

Since both of my detection methods for large deletions, the MiSeq-based approach and CAST-Seq, are

based on PCR amplification, I can not rule out the possibility of PCR biases. One concern is that during

the PCR amplification, an overrepresentation of smaller amplicons occurs representing sequences with

larger deletions [16]. Although this could affect my estimate for the overall occurrence of deletions after

editing, these biases should affect all of the tested conditions to a similar degree and should not impact

the conclusions drawn based on these results.

6.1.2 Potential impact on different T cell subsets or other cell types

The here described experiments were carried out in CD4+ T cells. The Schumann workgroup has an

extensive experience in the genetic manipulation of CD4+ T cells. Therefore, all experiments were estab-

lished in CD4+ T cells. In a next step, the here-described experimental procedures should be extended to

other T cell subsets. Potentially the experimental procedures need to be adapted to the individual T cell

subsets. Differences of CD4+ and CD8+ T cell activation and proliferation have been described for murine

T cells. Rabestein et al. described, that the proliferation and expansion of CD4+ T cells depends on the

continuous presence of antigen, while CD8+ T cells only need an antigen signal to start proliferation and

do not depend on continuous antigen stimulation [146]. Foulds et al. described, that in mice upon infection

CD4+ T cells undergo a limited amount of cell divisions, whereas CD8+ T cells continue to divide during

the whole duration of infection [58].

In general, different DDR pathways are present in all cells, but some cells have preferences for specific

pathways. For example mouse embryonic stem cells preferably use homology-directed repair for DSB

compared to fibroblasts [113]. Since T cells need the NHEJ pathway in their development for VDJ recom-

bination [18], these cells might have a stronger preference for this pathway compared to other cell types.

Future studies will show if the results presented here are transferable to other cell types.

6.1.3 Dependency on gene locus

I tested various genetic loci to confirm my initial assumptions, that proliferation speed correlates with

increased deletion sizes and PFT-a reduces the mean deletion size after gene editing with CRISPR/Cas9.

I also tested whether PFT-a has any effect on T cell proliferation.

PFT-a’s effect of reducing the mean deletion size could be observed for the AAVS1, CD4, CXCR4,

HAVCR2, LAG3 and TIGIT gene locus, although the strength of its effect varied depending on the locus.

Proliferation speed failed to show an effect for the HAVCR2 and the TIGIT locus. Potentially these proteins

are regulating the cell cyle progression in human T cells [128].
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The CXCR4 gene locus showed fewer large deletions compared to the other loci tested (Figure 5.16).

Over 80% of the edited cells displayed a deletion of 2bp. Potentially the DNA at this target site is probably

repaired using mostly microhomology-mediated end joining, which produces very defined deletions almost

all of the time [195]. The remaining 10% of the deletions, which presumably are repaired by conventional-

NHEJ show the expected deletion pattern based on proliferation speed and a comparable reduction in

deletion sizes with PFT-a (Figure 5.16).

So even if I tested multiple genetic loci, and the PFT-a effect on the mean deletion size was observable

in all of them and the dependence of the deletion size on the proliferation speed was observable in most

of them. However, I still cannot rule out that some loci will react different to the PFT-a treatment or show a

different deletion pattern based on their proliferation speed. This might be the case in gene loci regulating

cell cycle progression or DNA repair.

Although described as an p53 inhibitor, conditions treated with PFT-a did not show an increase in ab-

solute KO cell numbers, indicative of increased cell survival after gene editing (Figure 5.11). Instead,

depending on the donor and the experimental setup PFT-a treatment even results in a decrease in prolifer-

ation, although only for AAVS1 KO T cells. This further supports the conclusion that PFT-a is not targeting

p53 in these experimental setups. These effects could rather be mediated through one of the proposed

targets of PFT-a, the checkpoint inhibitor cyclin D1. This is discussed in more detail in section 6.3 in this

thesis.

Arrest of the cell cycle would extend the time for DNA repair, which might also explain why PFT-a show a

slight decrease in KO-efficiency for some targets (Figure 5.11 B). This would be in line with my observation,

that faster proliferating cells generally show a higher KO-efficiency than slower proliferating cells (Figure

5.10 B). But both of these reductions in KO-efficiency are nearly as strong as the decrease in KO-efficiency

for non-activated cells compared to activated cells.

6.1.4 Size limitations of amplicon MiSeq NGS data

There are different strategies to sequence amplicons on the MiSeq platform. The most important distinction

is single-end versus paired-end reads. Single-end reads only sequences the DNA from one direction. This

limits the possible overall length of the amplicon to 251 bp, but increases the sequencing depth. I chose

to sacrifice sequencing depth by using paired-end reads to enable the sequencing of larger amplicons. In

theory this allows for amplicons with a maximum size of 501 bp, but since the MiSeq sequencing reads

were aligned using CRISPResso2, the usable amplicon size is around 450 bp, as the alignment tool needs

an overlap of about 25bp to generate a single sequence out of the two reads, which result from the paired-

end setup used for sequencing. After alignment of the paired-end reads, CRISPResso2 aligns in a second

step the whole sequence to a reference amplicon, which has to be provided by the user. To successfully
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execute this alignment, CRISPResso needs a match of around 100 bp at each end. This results in a

detection limit of around 180-200 bp for large deletions using this pipeline. The majority of deletions after

gene editing are in this size range [192], but there is still a proportion of larger deletions, which cannot be

detected using this approach. I hypothesized that deletions larger than 200 bp behave the same way as

smaller deletions. However, I could not fully exclude the possibility, that some effects differ. To attribute

for that, CAST-Seq was applied in cooperation with the Cathomen workgroup in Freiburg, which enables

the detection of considerably larger deletions as well as translocations, with a threshold for detection as

low as 1 chromosomal aberration per 104 cells [234]. The results of CAST-Seq confirmed my findings

generated using the MiSeq platform regarding the use of PFT-a and the impact of TCR-stimulation on

large deletions. This suggests, that the mechanisms causing larger deletions > 200 by are similar to the

ones causing deletions < 200 bp.

6.1.5 Effects of PFT-µ

I also tested the effects of PFT-µ on the mean deletion size after gene editing. PFT-µ inhibits p53-

dependent apoptosis by preventing p53 binding to Bcl-xL and Bcl-2 at the mitochondrial surface [79].

This is in line with my observations for PFT-µ, which increases the mean deletion size for AAVS1, CD4 and

PDCD1, but only in slow proliferating cells for PDCD1 (Figure 5.11 A). The use of PFT-µ did not influence

the cell proliferation (Figure 5.11 D). This effects seems to be p53-mediated, as it is partly abrogated in

cells with a KO for TP53 (Figure 5.18 D). The increase of deletion sizes with PFT-u were rather modest

and additional higher concentrations and different experimental settings should be tested in the future.

6.1.6 Unclear mode of action of PFT-a

Although PFT-a was first described over 20 years ago [40], the exact mechanisms, which mediate its func-

tion are not fully clear. PFT-a has been described as an inhibitor of the p53 pathway, specifically of the

transcriptional activity of p53, which should result in the inhibition of apoptosis upon DNA damage [253]

[100]. PFT-a does not alter the level of intracellular p53, but has been described to inhibit DNA binding

activity of p53 [40]. PFT-a has also been described to increase efficacy of the anti-cancer drug topote-

can in a p53-dependent manner in several cell lines indicating cell-specific effects [198]. A more recent

study aimed to dissect the exact mechanism by which the effects of PFT-a are mediated and found that

PFT-a modulates post-translational modifications of p53 to achieve its effects. The authors hypothesize,

that PFT-a only modulates the kinases that modify p53, like DYRK2, CHK1, CHK2, CK2, HIPK2, JNK,

LRRK2, p38, PKCd, and PLK3. Based on this hypothesis, the effect of PFT-a is only measurable, if the

specific kinase is already active and exerts some effects on p53 [228]. There is also evidence, that PFT-a

inhibits apoptosis in a p53-independent way via modulation of cyclin D1 [100] or the activation of macro-
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autophagy [158]. PFT-a has also been described to be neuroprotective in mice after traumatic brain injury

via the regulation of oxidative stress, neuroinflammation, autophagy, and mitophagy in a p53-dependent

as well as p53-independent manners [227]. Another target described for PFT-a is the Aryl hydrocarbon

Receptor (AhR). PFT-a induces the dimerization of AhR with its DNA-binding partner Aryl hydrocarbon

receptor nuclear translocator, this enables the formation of a DNA-binding complex. PFT-a also activates

reporter activity, and upregulates CYP1A1. These effects might mediate p53-independent effects of PFT-

a [72]. My results clearly showed an p53-independent mode of action. Genetical ablation of p53 did not

affect the PFT-a dependent reduction of large deletions. One further explanation of the p53-independent

effects could be PFT-a degradation. It has been described by Walton et al. that PFT-a is only stable

for a limited amount of time, with a half-life of 59 min in cell culture conditions, before it condensates

to PFT-b [76]. The degradation of PFT-a does not seem to negatively affect its functionality [227] [158]

[117]. However, I must take into account, that the condensation to PFT-b might impact the results of the

experiments. Fernandez-Cruz et al. describe, that the effects of PFT-a on the aryl hydrocarbon receptor

might be mostly executed by its condensation-product PFT-b [117]. The possible influence of condensa-

tion products to our results cannot be ruled out by my experimental setup. To test the potential impact

of PFT-b on my experimental setup, PFT-b should be tested alongside PFT-a and a known activator of

the aryl hydrocarbon receptor called 2,3,7,8-tetrachlorodibenzo-p-dioxin [77]. Walton et al. also observed

a lack of p53-dependent effects described for PFT-a in human cell lines. This is also in contrast to the

subsequent studies mentioned above, which used PFT-a [100] [72] [117][40][228]. The authors of Walton

et al. reasoned, that the protective effects of PFT-a observed in other studies originate from its capability

to disrupt p53-dependent pro-apoptotic pathways in a tissue-context-dependent manner. Therefor it might

be the case, that observations for one cell type are not transferable to other cell types [76].
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6.2 Biological and gene engineering implications

6.2.1 Involvement of p53 in CRISPR-editing

The p53-pathway monitors DNA-damage, therefor it is not surprising, that p53 is also activated during

gene editing, which introduces DSB. Taipale and colleagues described, that in immortalized human retinal

pigment epithelial cells, gene editing leads to a response of the p53-pathway, which arrests the cell cy-

cle for DNA-damage repair. The authors observed, that in a CRISPR screen with KOs of various genes,

KO cells with a depleted p53-pathway were enriched. These results suggest, that cells with a functional

p53 pathway have a selective disadvantage, due to the cell cycle stop induced by p53 upon sensing of

DNA-damage [182]. This was also confirmed by a publication by Kaykas et al., who showed, that the

p53-pathway hinders efficient editing in human pluripotent stem cells, especially homology-directed repair

[184]. Since then, many publications have tried to further investigate the intricacies between p53 and gene

editing. Several publications confirmed the hypothesis by Taipale et al., that CRISPR-editing selects for

p53-deficient cells. Ben-David et al. were able to show, that for 165 human cancer cell lines, the introduc-

tion of Cas9 leads to an initial upregulation of the p53-pathway, which then leads to a selection process

for cells with defective p53 pathway [217]. In mouse cell lines, TP53-negative cells have a proliferation

advantage over WT cells in a competitive assay, but only in the presence of CRISPR/Cas9 editing. The

authors propose transient inhibition of p53 to omit the selective advantage of p53-deficient cells. They

were able to show protective effects for inhibition of with siRNA targeting p53, but not for PFT-a [239].

[239]. The hypothesis, that p53 has a negative impact on gene editing and p53-deficient cells have a

proliferative advantage over WT-cells, is also strengthened by a screen in a human MOLM13 cell line, in

which various CRISPR-mediated KOs in p53 deficient and p53 wildtype cells, as well as a shRNA-based

screen for the same targets were performed. The authors compared, which targets lead to a decrease in

viability specifically in p53-WT cell lines compared to p53-mutant cell lines. These targets were deemed

to be p53-dependent. They then tested, which of these p53-dependent targets decreased viability when

performing a CRISPR KO screen, but not in the shRNA-based screens. Therefore, the identified targets

decrease viability only for KOs generated with CRISPR in a p53-dependent way. They termed these tar-

gets "CRISPR-specific differentially essential positive" (CDE+) and observed, that they were often located

next to chromosomal bands containing common fragile sites, which could act as potential breaking points

for the chromosome. They also observed, that editing cells on these CDE+ targets positively selects for

p53-deficient cells [233].

Transient inhibition of p53 has been proposed by a number of other publications, which focused on

the selection of p53-deficient cells through p53-mediated apoptosis in CRISPR-editing, initially stated by

Kaykas et al. [184]. Harty and colleagues describe, that p53 complicates the editing of CD8+ memory
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T cells in mice and that CRISPR editing efficiencies can be increased by the transient inhibition of p53

via siRNAs [220]. An alternative approach is temporarily overexpressing anti-apoptotic BCL-XL in human

pluripotent stem cell lines, which increases overall cell survival, as well as CRISPR editing efficiency [187].

A more in-depth characterization of p53 was performed by Alvarez and colleagues. By analyzing isogenic

cell lines jointly with previous screening data from 900 cell lines, they found that the downstream functions

of p53 are always activated to a similar extend during CRISPR editing, but the induction of apoptosis, which

selects for p53-deficient cells, depends on the chromatin context and the presence of certain DNA motives

next to the cutting site. Target regions within the euchromatin resulted in higher cell toxicity. Interestingly

downstream activation of the NHEJ pathway resulted in much higher cell toxicity compared to HDR and

MMEJ [237].

Seemingly, transient p53-inhibition solves both of the problems stated above – cell survival and editing

efficiencies. However, there is a huge caveat to that, because CRISPR/Cas9 induces cell-cycle arrest for

DNA-repair in a p53-dependent manner, which is crucial for maintaining genomic integrity [218]. Bedel

et al described, that in CD34+ cells inhibition of p53 vis siRNA during CRISPR editing results in a huge

increase in "loss of heterozygosity" (LOH), which in this context can be understood as aneuploidy [245].

The authors also proved, that the rate of cells with LOH is connected to the proliferation speed in a way

that fast proliferating cells have a higher frequency of LOH. The authors reasoned that this is due to cells

with a faster proliferation speed having less time for DNA-repair [245]. A persisting DSB during replication,

for example, could trigger a replication fork collapse, which may cause aneuploidy [186]. Over time the

frequency of cells affected by LOH decreased in the overall cell population, but could still be detected after

16 days of culture [245].

In the here described experiments, I inhibited p53 transiently via PFT-µ and ablated TP53 genetically

via knockout. Both strategies resulted in more large deletions, with no change to the proliferation speed,

which is in line with the described functions of p53 and the results presented by Bedel and colleagues

[245].

6.2.2 Large deletions in CRISPR-engineered cell lines

Initially large deletions and chromosomal aberrations after CRISPR editing have been described in human

cell lines or primary mouse cells [205] [185] [206]. It was first shown, that for mouse embryonic stem

cells and immortalized human female retinal pigment epithelial cell lines, the use of CRISR/Cas9 can re-

sult in up to 20% of cells with a deletion larger than 250 bps or 36% of cells with a deletion larger than

100 bps, respectivley [185]. In cancer cell lines like COLO320, HCC2998 and SW1463, large deletions

upon CRISPR-editing are also detectable with karyotyping and fluorescence in situ hybridization [206].

Hematopoietic stem and progenitor cells show deletions up to several kbps, when different genes, like
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HBB (11.7 to 35.4%), HBG (14.3%), and BCL11A (13.2%) are targeted with CRISPR/Cas9. These fre-

quencies were measured with different methods including clonal genotyping, droplet digital polymerase

chain reaction, single-molecule real-time sequencing and long-amplicon sequencing assay [242].

A potential explanation for the generation of large deletions could possibly be the involvement of MMEJ

in DNA-repair, since it has been shown, that deficiencies in MMEJ related genes (Nbn and Polq) decrease

the frequency of large deletions in mouse stem cell lines [240]

6.2.3 Large deletions and aneuploidy in CRISPR-engineered T cells

Large deletions are not only described for cell lines, but also for primary human T cells. Large deletions

are observable in 15.2% of cells edited at the PDCD1 locus [242]. Primary human T cells edited on EEF2,

AAVS1, and two separate locations on BCL11A showed a rate of 12% of deletions larger than 100bps

[235].

Another related phenomenon is the occurrence of chromosomal loss/aneuploidy in primary T cells after

CRISPR editing, which has been well described for primary human T cells [223] [241] [250].

KI of CAR constructs into the TRAC-locus as performed in a clinical trial resulted in higher and more

reliable expression levels of the introduced CAR [223]. However, in another study targeting the TRAC

locus with a Cas9 RNP resulted in up to 9% of chr14 loss on day 4 after CRISPR editing. Also the risk

for chromosomal events such as aneuploidy or truncations was increased after performing a simultaneous

KOs with gRNAs targeting the TRAC, TRBC2 and PDCD1. In this case, the rate of chromosomal events

(aneuploidy or truncations) was 9% for the TRAC-locus and additional 9,9% for the TRBC2-locus. Aneu-

ploid T cells had a survival or proliferation disadvantage in prolonged cell cultures, but were still detectable

on day 11 after CRISPR editing. The authors suggest using ddPCR to screen for such events, especially in

the context of clinical applications [241]. In CD34+ cells, so-called chromothripsis has been detected after

CRISPR editing [232]. Chromothripisis describes the event of multiple genetic rearrangements occurring

at the same time, leading to cancer development in a single step [122]. Although, so far not observed in

T cells, the underlying mechanism might also apply to this cell type further increasing the risk of adverse

events for CRISPR editing in clinical settings.

The described study by Barzel et al. identified the risk of CRISPR induced aneuploidy in human T cells,

however the cell-intrinsic driving forces were unclear [241]. A study by the Doudna laboratory addressed

this issue by firstly confirming CRISPR-induced aneuploidy in human T cells for various different loci (e.g.

TRAC, TRBC, PDCD1, B2M, IL2RA, CXCR4, CIITA, BCL11A, HBB, TTR, HTT, SERPINA1). Besides that,

they also observing p53-activation in these cells, and a decrease of cells bearing chromosomal loss in

cell culture conditions similar to existing clinical protocols. Interestingly, the authors did not observe any

connection between the employed DNA repair pathways (NHEJ, MMEJ, HDR) and the rate of chromosomal
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loss, suggesting an event prior to DNA repair as a possible cause for chromosomal loss [250]. When the

authors screened the edited cells of the patients from the clinical study performed by June et al., the

rate of chromosomal loss was surprisingly low compared to their in vitro results [223] [250]. This was

attributed to a change in the CRISPR editing part of the clinical protocol [250]. Most of the T cell editing

protocols activate the T cell prior to nucleofection, since this increases the gene editing efficacy, whereas

the protocol used by June et al. nucleofected the cells prior to activation [223]. This activation strategy

was similar to the protocol I applied in most of my experiments. The observed results are also similar,

since post-activation of the cells lead to a decrease in chromosomal loss in the publication by Doudna

et al., while I observed a decrease in the mean deletion size for the post-activated cells compared to

pre-activated cells. Doudna and colleagues attributed this decrease in large chromosomal events to the

different levels of p53 depending on the used protocol [250].

In order to expand, T cells downregulate p53 upon TCR-stimulation [150]. This difference in p53 levels

could cause a high rate of chromosomal loss in the pre-activated T cell populations. Based on these

differences in mean deletion size I observed for pre- versus post-activated cells, I would suggest to modify

experimental protocols accordingly, depending on the desired outcome. This means activating the cells

after gene editing to reduce the mean deletion size. This strategy has also been suggested by Doudna

and colleagues [250]. Although this might reduce the risk of chromosomal loss, it might also not be

feasible for application given the reduced editing efficiency observed in cells, which are activated after the

nucleofection.

Another conclusion that can be drawn from my results is that the mean size of large deletions is depen-

dent on the proliferation speed of the edited cells (Figure 5.10). Since in my experiments cells with faster

proliferation speed also showed a higher mean deletion size, the problem might arise, that these faster

proliferating cells out-compete the slower proliferating cells with a smaller mean deletion size. A potential

solution for this problem could be cell sorting based on proliferation staining.

6.2.4 The use of PFT-a in genetic engineering

PFT-a has been employed for the inhibition in the context of gene editing before [245] [239] [218]. But only

in cell lines [239] [218] or in CD34+ cells [245] and for the purpose of transient inhibition of p53 [239] [218].

Since the PFT-a is not very specific for p53 nor very efficient for p53-inhibition, it is not surprising, that, it

failed to show any of the desired effects especially if compared to siRNAs targeting of TP53 [228] [76] [158]

[245] [239]. In fibroblasts repetitive treatment of 30 µmol/l PFT-a before and for 5 days after nucleofection

with Cas9 RNPs resulted in a higher rate of LOH [245]. Although this is not directly contrary to my results,

since I did not quantify the rate of haploid cells but rather the mean size of the deletion, it is important

to note, that the effects of PFT-acould differ. A possible explanation for the different observations might
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be the different cell types used or the different cumulative dose of PFT-a, six doses of 30µmol/l PFT-a

before and after nucleofection versus the transient single-dose administration of 30µmol/l I used directly

after Cas9 RNP nucleofection. Potentially the p53-targeting effects of PFT-a are cell type-, context- and

dose-dependent. Future studies testing different PFT-a administration protocols in a variety of cell lines

and primary cells are necessary to clearly test for the impact of PFT-a on large deletions. In parallel,

p53 KO should be performed in the respective cell types to clearly separate potential p53-dependent and

independent effects.
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6.3 Evaluating potential targets for PFT-a

Several targets of PFT-a have been described in the literature besides p53 including the aryl hydrocarbon

receptor, cyclin D1 or COX2. They are listed in table 5.2 with their source publication. The effects of PFT-a

are not necessarily limited to one target and can potentially also simultaneously affect multiple proteins. It

is also worth mentioning, that the effects of PFT-a can presumably be cell-type specific. Further validation

studies targeting the potential target of PFT-a via CRISPR-KO, inhibitors or siRNA will give us important

insights about PFT-a�s mode of action.

target publication

p53 binding activity Komarov et al. [40]

Aryl hydrocarbon receptor Hoagland et al. [72]

cyclin D1 Sohn et al. [100]

53BP1 foci generation Geisinger et al. [218]

COX2 Kim et al. [105]

Table 6.1 List of potential targets for PFT-a

PFT-a has been widely described as a p53 inhibitor. I tested two different inhibitors of p53 and their

impact on the CRISPR editing outcome. PFT-µ prevents p53 binding to Bcl-xL and Bcl-2 and, therefore,

prevents p53 mediated apoptosis [79]. PFT-a has been described to inhibit the transcriptional activity of

p53 [40]. To my surprise the effects of PFT-a and PFT-µ were opposite to each other. PFT-µ increased

the average deletion size in line with the known functions of p53, whereas PFT-a reduces large deletions

(Figure 5.12). I hypothesize that the effects of PFT-a are not mediated via the inhibition of p53. To test this

hypothesis I generated a KO for p53 before introducing a second KO with the addition of PFT-a or PFT-µ.

As shown in Figure 5.18, the effect of PFT-a seems to persist even in the absence of p53, which suggests

that p53 is not necessary for PFT-a to execute its effects. PFT-µ treatment resulted in either no changes

in deletion sizes in TP53 KO T cells or even further increased deletion sizes by potentially acting on TP53

haploid cells. However, although the mean KO-rate was around 70% for all conditions (figure 5.18 B), I can

not totally exclude the possibility, that a remaining population of p53 positive cells influenced the outcome.

Taken together, it seems likely that the mechanisms through which PFT-a executes its functions do not

rely on the p53-pathway in my experimental setting and the used concentrations.

The Arylhydrocarbon receptor (AhR) has been implicated as another target of PFT-a [72]. AhR medi-

ates the generation of ROS [59] and activates cytochrome p450 [156]. AhR is also involved in the NF-kB

pathway via RelB [86]. AhR has a role in T-cell-mediated immune responses by affecting the differentiation

of activated T cells and is rapidly expressed after T cell activation [145] [101]. Taken into consideration the
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publications by Walton et al. and Fernandenz-Cruz et al. it seems more likely, that the effects of PFT-a

treatment on AhR signalling are carried out by PFT-a’s condensation product PFT-b [117] [76].

One potential mechanism for PFT-a could be the induction of a cell cycle arrest via cyclin D1 inhibition.

Sohn et al. showed that PFT-a exerts anti-apoptotic effects, but only in the presence of cyclin D1, which

is a cell cycle regulator of the G1 to S-phase transition [100]. A knock-down of cyclin D1 abrogated the

anti-apoptotic effect mediated by PFT-a. Since the repair mechanisms for DSB are cell cycle dependent

(NHEJ mainly happens during G0/G1, while HDR predominantly happens during S/G2-phase of the cell

cycle), potentially an extended period for DSB repair could decrease the risk of errors reducing the risk of

large deletions. This hypothesis could be tested via the blockade of the cell cycle checkpoints between

G1- and S-phase. Blockage could be potentially induced by the use of certain inhibitors like Aphidicolin,

hydroxyurea, lovastatin, mimosine, nocodazole and thymidine, to lock the cells either into M-, G1- or

S-phase, as already performed in the context of CRISPR editing [143]. This could potentially pinpoint

possible cell cycle dependent effects of PFT-a.

Geisinger et al. observed a reduction of 53BP1 foci at the location of DSB after the use of PFT-a [218].

Since 53BP1 is necessary for the induction of NHEJ, the use of PFT-a could potentially shift DSB repair-

mechanisms more away from NHEJ and more towards HDR, which has potentially a lower risk of large

deletions, since it is less prone to introducing errors [209]. The hypothesis that PFT-a mediates its function

via 53BP1 inhibition or interference with 53BP1 loci formation could be tested by adding i53BP1, a 53BP1

inhibitor, to CRISPR-edited T cells [251].

A surprising target by which PFT-a potentially could mediates its effects might be the cyclooxygenase-

2 (COX2). COX2 is involved in inflammation and T cell activation [39] and is upregulated in the presence

of PFT-a [105]. However, it is unclear if this is a direct or indirect effect. To test whether PFT-a does rely

on COX2 to execute its effects, inhibition of COX2 via one of the many clinically approved selective COX2

inhibitors (e.g. celecoxib) could be tested.

Most likely, PFT-a affects several proteins and their combined effects result in the observed phenotypes.

Therefore, I will most likely need to perform double/triple/etc. KOs in primary human T cells to be able to

recapitulate the PFT-a phenotype. Furthermore, it is unclear if PFT-a also targets additional, so far not

identified proteins. In this case, an unbiased, global protein identification approach should be performed.

For example, technologies such as thermal proteome profiling [155] [200], click chemistry approaches

[231] or metabolic fingerprinting [175] [191] could give important insights into PFT- a’s targets. The results

shown in this study indicate a connection between T cell activation and various DNA repair mechanisms.

Further research is needed to pinpoint the exact targets of PFT-a, which then in turn could be valuable

findings for the further investigation of the mechanism, which take place in cells after gene editing with

CRISPR/Cas9.
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6.4 Addressing safety

CRISPR-engineered adoptive T cell therapies are already tested in the clinic [223][238]. The goal of my

thesis was to generate more precise and thus safer protocols for CRISPR-engineered T cells. Therefore,

I also need to consider the potential safety implications, that the use of PFT-a could have for patients.

Given the short half-life under cell-culture conditions of 59min [76], long-term effects from PFT-a are highly

unlikely, but off-target effects, like the modulation of the AhR in the treated T cells could pose an issue [40]

[245] [72]. It would also be reasonable to measure the levels of PFT-a’s condensation product PFT-b in

the cell-culture medium to assess the potential risks of this byproduct.

6.4.1 Phenotypic characterization and killing capacity

Potentially PFT-a could negatively affect or change the phenotype of the treated cells. Therefore an ex-

tensive phenotypic characterization of the cells should be performed. This is especially important since

there is little data on its use in T cells, except for a publication by Eleftheriadis et al., who did not observe

an influence of PFT-a on glucose consumption, lactate production and cell proliferation in PBMCs [141].

CD8 T cells are used for adoptive T cell therapies to kill cancer cells [199]. Since tumor cell neutralization

is the most important aspect for T cell therapeutics, the killing function of T cells treated with PFT-a should

be measured in CAR or TCR-transgenic T cells for example in in vitro killing assays. Other phenotypic

properties like the release of effector cytokines or the expression of exhaustion markers should also be

examined in cells treated with PFT-a. The next step would be to challenge PFT-a or control-treated CAR

or TCR-transgenic T cells in vivo in tumor models in humanized mice.

6.4.2 Assessing the rate of aneuploidy

As already mentioned in section 6.2.3, a main adverse event in the gene editing of T cells is the occurrence

of aneuploidy in the edited cells [245] [241] [250]. Since PFT-a is able to decrease the mean deletion size

for edited cells, there is reason to assume, that PFT-a also might decrease the rate of aneuploidy in T

cells. This could be tested via the use of single cell karyotype sequencing, which would allow for the

detection of copy number variations, after gene editing and the use of PFT-a, or scRNA-seq as applied

before [194][241][126] [211].
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6.5 Possible applications

6.5.1 Increasing safety in gene edited T cell products

My findings might be of clinical relevance, since the recently discovered appearance of large deletions or

even chromosomal aberrations underscore the need for T cell editing protocols, which minimize the risk

for such events. These events can potentially result in the malignant transformation of single T cells within

the engineered T cell therapeutics, which could lead to the development of lymphoma in these patients

[90]. Besides adapting TCR-stimulation protocols, the addition of the small molecule PFT-a, which is easy

to integrate into existing protocols and does not compromise editing efficiency and T cell expansion, can

reduce the risk of chromosomal aberrations in primary human CRISPR-engineered T cells.
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