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Abstract

This study introduces an innovative approach that offers incremental and scalable solu-
tions for constructing open set, instance-level 3D scene representations, leading to an
open world understanding of 3D environment. Current methodologies in open vocabulary
3D scene understanding are predominantly non-incremental requiring pre-constructed
3D scenes, and they rely on learning per point feature vectors, creating scalability issues
for many practical use cases. Moreover, their efficacy in contextualizing and responding
to complex queries is considerably limited. The proposed method, addresses these limi-
tations by leveraging 2D foundation models to incrementally construct instance-level 3D
scene representations. It efficiently tracks and aggregates corresponding instance-level
details (such as masks, feature vectors, names, captions etc.) from 2D foundation mod-
els to 3D space. Furthermore, our work introduces fusion schemes for feature vectors
that effectively integrate contextual information, significantly enhancing performance on
complex queries. Additionally, this study explores methods to effectively utilize large
language models for, robust automatic annotation and complex spatial reasoning tasks
over the constructed open set 3D scene. The proposed method is evaluated on ScanNet
[4, 41] and Replica [44] datasets, both quantitative and qualitative results demonstrate
its zero-shot generalization capabilities that exceeds current state-of-the-art methods in
open world 3D scene understanding tasks.
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Chapter 1

Introduction

1.1 Motivation

Comprehension and reasoning within perceived 3D environments pose significant chal-
lenges for many applications. Recent advancements in AI have led to significant break-
throughs in open set understanding and reasoning within 2D imagery, primarily attributed
to the development of pre-trained foundation models [20, 24, 29, 36] and the synergistic
integration of vision and large language models [26, 27, 58]. These developments
have revolutionized the field, driving forward capabilities in 2D image processing and
interpretation.

However, translating these successes to 3D scene remains a formidable task. Current
approaches designed for 3D environments [6, 11, 12, 17, 33], while innovative, have
not yet reached a performance level comparable to their 2D counterparts. This disparity
poses a compelling and complex challenge in the field. Addressing this performance
gap is crucial for a broad spectrum of applications requiring interaction with three-
dimensional spaces. Bridging this divide can unlock the potential for the development
of next-generation engineering tools such as digital twins, revolutionizing the way we
perceive, analyze, and interact with the three-dimensional world.

1.2 Limitations of Current Methods

Recent advancements [6, 11, 12, 17, 33] have pioneered methods to integrate 2D
foundation models for open-world 3D scene understanding tasks and have demonstrated
impressive results. Yet, these innovative approaches are not without their limitations,
especially in the context of practical applications. Primarily, many of these methods
are designed as non-incremental solutions, presuming the full dataset of the 3D scene
is available from the onset. This assumption often clashes with the dynamic and
unpredictable nature of real-world environments. Moreover, their focus largely lies in the
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generation of per point 3D feature vectors derived from 2D vision-language embeddings.
While these methods demonstrates a degree of effectiveness, they fall short in offering a
universally applicable strategy for 2D to 3D information extrapolation, thus limiting its
versatility. Additionally, the tendency to construct dense, per-point feature vectors poses
significant scalability challenges and complicates the critical task of isolating distinct
entities within a scene, an essential component for practicable use cases. Most notably,
the practicality of these representation methods is constrained, predominantly effective
for simpler queries, lacking in depth and contextual understanding for more complex
spatial inquiries.

1.3 Proposed Approach

In this work, a novel framework is introduced, designed to address the challenges in 3D
scene representation for tasks such as open vocabulary instance recall, segmentation,
annotation, and spatial reasoning. This work proposes a unique approach that leverages
2D foundation models to extract instance-level information, subsequently constructing
a 3D segmentation map through a purely geometric method. This process involves
aggregating and associating data from 2D images to 3D space and creating an instance-
level 3D segmentation map.

Utilizing a sequence of RGBD images, the method initially extracts masks, bounding
boxes, names, captions, and prediction scores using GroundedSAM [39] and Large
vision language models GPT-4V [32]. For each instance in the RGB sequence, the
method crops individual instances at multiple scales to obtain feature vectors from
the CLIP [36] encoder; these vectors are then aggregated using a multiscale feature
fusion scheme, discussed. Meanwhile, each instance is assigned a unique ID. The 2D
segmentation masks, enriched with these IDs as per-pixel labels, depth, and global pose,
are utilized to back-project and construct the 3D scene. The method innovatively updates
and tracks each back-projected segmentation mask based on the number of common
points in overlapping regions, thereby enabling efficient and scalable construction of a
comprehensive instance-level 3D scene.

Distinctively, the method constructs the scene incrementally, adapting as the environment
is explored. This focus on instance-level representations and a simple count-based
approach for updating masks and tracking identifiers enhances both efficiency and
scalability. Additionally, the feature fusion schemes, detailed in Section 3.4, incorporate
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local context information, which aids in distinguishing instances within the same class
using relational queries.

For evaluation, a series of experiments across diverse environments were conducted,
employing standard datasets like Scannet [4, 41] and Replica [44]. Both quantitative
and qualitative analyses underscore the method’s proficiency in open-world scene
understanding tasks.

1.4 Key contributions

This study bring the following key contributions to the field of 3D scene understanding:

1. A scalable, incremental approach for 3D instance segmentation is introduced,
seamlessly merging instance-level information from 2D foundational models into a
unified 3D scene representation.

2. An innovative feature fusion formulation is developed, enabling the identification of
instances within the same class through contextual queries.

3. The use of large language models, in conjunction with constructed scene repre-
sentation, is explored for automatic annotation and 3D spatial reasoning.

3



Chapter 2

Literature Review

2.1 Foundation and Large Language Models

In the evolving landscape of artificial intelligence, pretrained foundation models have
been instrumental in driving forward advancement due to large-scale, adaptable archi-
tectures. Models like CLIP [36], BLIP [24], BLIP2 [23], and Florence [57] Flamingo [1],
blend visual and textual representations learned using contrastive learning, significantly
elevating multimodal understanding. In the area of image segmentation, promptable
segmentation models like SAM [20] and open vocabulary 2D segmentation models such
as LSeg [21], OVSeg [25], and CLIPSeg [29] have broadened the horizons of image
processing.

Grounding, another crucial aspect of these advancements, involves contextualizing
model outputs by linking model results to verifiable information, enhancing the model’s in-
terpretative accuracy. This evolution towards grounding in foundation models GSAM [39],
SEEM [60], GDINO [28], Semantic-SAM [22], and Caption-Anything [49] represents
another leap offering nuanced understanding and application in complex scenarios.

Recent advancements in language models such as GPT3 [2], GPT4 [32], LLaMA [48],
LLaMA2 [47], have demonstrated groundbreaking performance leaps in natural language
understanding. The combination of large language models with vision in recent works like
LLaVA [27], LLaVA2 [26], Grounded-LLaVA [58], has opened new doors in open-world
understanding and human-machine interaction.

Given the rise in capabilities of foundation and large language models, this work explores
a generalizable approach for extracting and linking information between 2D images and
3D spaces.
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2.2 3D Semantic Segmentation

Semantic segmentation has emerged as a significant challenge in 3D computer vision.
In the past, numerous semantic SLAM approaches have been introduced. SemanticFu-
sion [31] merges the output of semantic segmentation network with SLAM, probabilisti-
cally generating a surfel-based scene representation. Kimera [40] integrates semantics
from neural networks within a voxel grid, while Voxblox++ [8] organizes object instances
in a volumetric map. Methods such as Hydra [15] and Scene Graph Fusion [52] construct
scene graphs on top of built semantic maps to enhance scene understanding.

Among recent works, Incremental 3D Semantic Scene Graph [51] investigates the
incremental construction of scene graphs over sparse point maps by identifying 3D
instances through the assessment of overlap among back-projected sparse points
attributed to 2D instances. SAM3D [55] generates fine-grained 3D masks via back-
projected mask proposals from SAM, employing bidirectional merging for consecutive
frames, and a bottom-up approach for iterative 3D mask aggregation. Both [55] and [51]
recognize 3D instances through overlapping regions. However, SAM3D [55] produces
fine-grained 3D masks in a non-incremental manner, with an overall complexity of
O(log2 n). However, it still depends on input size of the entire map being processed and
requires a KDTree search of the entire frame for each frame per bidirectional update,
which increases per bottom up iteration. Whereas [51] offers an incremental alternative,
creating a sparse 3D point map with fixed computation requirement per update.

A principal constraint of preceding approaches is their foundation on a closed vocabulary
paradigm. This work proposes an incremental alternative that leverages 2D mask pro-
posals from SAM and an overlap-based method to generate fine-grained, instance-level
3D masks with a constant computation requirement per incremental update. Additionally,
it streamlines 2D and 3D transfer by efficiently tracking the ID of each 2D mask and its
corresponding 3D counterpart.

2.3 3D Scene Understanding

The field of 3D scene understanding has evolved significantly, building upon the success
of 2D vision-language models. The key idea for initial approaches was to map features

5



from 2D foundation models onto 3D spaces to identify relevant objects or regions
corresponding to an open vocabulary query.

Based on this principle, many methods have been proposed [6, 10, 34, 43], Open-
Scene [33] and ConceptFusion [17] are notable early examples in this domain. Open-
Scene [33] utilizes CLIPSeg [29] for feature extraction from 2D images, projecting
these into 3D spaces combined with point cloud data. ConceptFusion [17], meanwhile,
computes and maps pixel-aligned embeddings from CLIP [36] to 3D space using Grad-
SLAM [18]. However, the per-point feature representation approach introduces significant
computational demands and scalability challenges. Another method, PLA [5], offers a
unique approach by integrating language-driven techniques, employing the GPTViT2 [30]
model for scene understanding through detailed captioning, yet shares similar computa-
tional complexities due to constructing per-point feature vectors. OpenMask3D [46], one
of the latest advancements in 3D scene understanding, uses the Mask3D [42] model for
3D masks proposal. For each mask proposal, it finds corresponding 2D instances for
determining per-instance feature vectors. OpenMask3D [46], due to its instance-centric
approach, doesn’t face scalability constraints; however, it is still non-incremental and
limited by the 3D segmentation capabilities of base model [42].

Additionally, studies such as ConceptFusion [17] and OpenMask3D [46] have explored
advanced feature engineering techniques. These techniques involve the fusion of CLIP
feature vectors from object-centric crops with those from larger image sections to achieve
a more nuanced representation. However, the effects and implications of these methods
require more comprehensive evaluation and detailed discussion.

While these methods mark progress in 3D scene understanding, they highlight ongoing
challenges such as high computational load, scalability, and dependence on pre-existing
3D scenes, indicating a need for more efficient, scalable, and versatile solutions in this
rapidly advancing field.

2.4 3D Spatial Reasoning

Global 3D spatial reasoning remains a formidable challenge in the domain of open-world
3D scene understanding. Recent studies have introduced various methodologies to
address this issue, including 3DCLR [11], 3DLLM [12], and GroundedLLM [53], each
proposing innovative approaches to tackle global spatial reasoning with large language
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models (LLMs). Despite these advancements, achieving accurate 2D spatial reasoning
is still a challenging task; even state-of-the-art models like GPT-4V [32] face challenges in
reasoning over 2D images [54]. Recent efforts, such as ViperGPT [45], have attempted
to overcome these obstacles by integrating 2D object detection models with the code
generation capabilities of LLMs like GPT-3 CODEX [3]. Another study, Set of Mark
Prompting [54], explored prompting strategies to directly use large vision-language
models for spatial reasoning on 2D images.

In this study, similar to the approach of [54], a prompting strategy aimed at directly
utilizing large language models for 3D spatial reasoning tasks over constructed 3D
scenes using the proposed method is explored.

2.5 Concurrent Work

Concurrently with this work, Segment3D [13], OpenIns3D [14], SayPlan [37], LangSplatt [35],
and others have proposed different methods to address the challenges of 3D scene
understanding. Among these, OVSG [25] and ConceptGraph [9] share the closest
resemblance to the approach discussed here, as they also focus on constructing an
incremental, scalable instance-based representation for scene understanding. In con-
trast to these methods, which rely on CLIP similarity for merging 3D segmentation
masks, our proposed approach relies only on geometric principles. Additionally, while
the aforementioned works emphasize scene graph creation for global spatial reasoning,
this study explores leveraging Large Language Models with long context window and
prompting strategies for intricate spatial reasoning tasks.
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Chapter 3

Methodology

Our method, processes a sequence of RGBD images and their poses to create a
open set 3D scene representation for open world scene understanding tasks like, open
vocabulary object retrieval, segmentation, annotation and spatial reasoning. Illustrated
in Fig. 3.1 the pipeline contains two main modules:

- Feature Extraction: Extracts instance-level details from images and assigns a
unique ID to each instance for precise tracking.

- 2D to 3D Fuse and Track: Creates a 3D semantic map from 2D masks, and
associate 2D information into the 3D space by tracking the corresponding IDs.

These two modules construct a 3D scene representation, which is subsequently utilized
for downstream open world scene understanding tasks.

Figure 3.1: Workflow of proposed method - Open World 3D Scene Understanding.
Given a sequence of RGB-D images, our method constructs a 3D scene representation
for open vocabulary instance retrieval, open set annotation & segmentation, and spatial
reasoning tasks.
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3.1 Feature Extraction

The feature extraction process (Algo. 1) commences with a sequence of RGB images,
denoted as I = {I0, I1, I2, ..., In}. We sample a subset I ′ = {I0, Is, I2s, ..., In} from I
with a stride s, which ensures a reasonable overlap to minimize computational redun-
dancy. For each image I ′ ∈ I ′, we employ the groundedSAM [39] to obtain a set of 2D
masks M , bounding boxes BB, and prediction scores Spred. Concurrently, crop of each
instance utilizing bb ∈ BB are passed to a vision language model, GPT-4V [32], to get a
precise list of names N and detailed captions C, describing each instance.

Each instance is assigned a unique identifier ID, leading to an updated set of 2D masks
M ′, where each pixel label is modified to reflect the new ID. Additionally, a border of px
pixels is added around each mask within the image to delineate distinct entities.

Feature vectors are extracted using the CLIP encoder in two stages:

1. A global feature vector fg is derived for the entire image.

2. Instance-specific feature vectors F are computed by cropping the image multiple
times, guided by a set of scaling ratios Sr = {sr}k for crop sides and bounding
boxes bb ∈ BB. These vectors are then integrated using a multiscale feature fusion
scheme.

Finally, we store the image-level updated masks M ′ and instance-level data, including
the identifiers ID, names n ∈ N , captions c ∈ C, prediction scores spred ∈ Spred, feature
vector after multiscale fusion f ∈ F and global feature vector fg, in a hash table for each
image in I ′.
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Figure 3.2: Overview of feature extraction module. Every image undergoes process-
ing through a series of foundation models. For each instance within an image, a globally
unique ID is assigned, accompanied by its name, bounding box, caption, prediction
score, and associated CLIP feature vectors.

3.2 2D to 3D Fusion & Tracking

We initiate the second module (Algo. 2) by initializing an empty 3D point cloud for the
scene, represented as Pscene ∈ Rx,y,z,ID. A global hash table Q for tracking the unique
IDs, defined as:

Q : Q 7→
{

ID ∈ unique(ID ∈ Pscene) : {ID ∈ {M ′}}
}

(3.1)

For the image I ′, associated elements including depth maps D, global poses T , updated
masks M ′, and camera intrinsic K are retrieved. The back-projection of each pixel
(u, v) ∈ I ′ in the images into a 3D space is performed, assigning it a semantic label from
the corresponding mask M ′ and aggregating into a point cloud Pframe.

Pframe =


T ·

D(u, v) ·K−1 ·

u

v

1


 ,M ′(u, v)


 (3.2)
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Index pairs {(iframe, iscene)} are determined to identify corresponding points between
Pframe and Pscene (Algo. 3). Using bounds of Pframe, P ′

scene is sampled from Pscene,
containing only points within the bounds of Pframe. A KDTree search is performed,
utilizing Euclidean distance function, d(·, ·) to matches points p ∈ Pframe with points q ∈
P ′

scene. If d(p,q) < ϵ, group indices corresponding to p ∈ Pframe with q ∈ Pscene to get
respective index pairs {(iframe, iscene)} for all overlapping points. This search strategy
limits the size of KDTree search, thereby requiring a constant computation per update.

To update and track IDs, (Algo. 4), Similar to SAM3D’s [55] approach, we begin by
obtaining a list of unique IDs {IDf} for each segment, alongside a corresponding list
denoting the total point count {cPf

} of each segment of Pframe.

For each segment in Pframe with cPf
∈ {cPf

} , we utilize index pairs {(iframe, iscene)}, to
get chunk points from Pscene that overlaps Pframe, and from these points we derive a
list of unique segment IDs {IDs} and their corresponding total point counts {cPs}. The
overlap ratio is then evaluated as:

OverlapRatio =
max({cPs})

min(cPf
,max({cPs}))

(3.3)

If the overlap ratio satisfies a pre-defined threshold, i.e., OverlapRatio ≥ ρ, we perform
an ID replacement and update operation. Specifically, all IDf ∈ cPf

present in the frame
Pframe are replaced with IDs ∈ max({cPs}) to get, P ′

frame which is then concatenated to
Pscene. Additionally, chunk of previous points from P ′

scene can also be deleted to retain
constant sparsity, ensuring fixed computation requirement per update. The updated IDs
are then appended to the Q:

Q[IDs ∈ max({cPs})]← Q∪ {IDf ∈ cPf
} (3.4)

Conversely, if the overlap ratio does not meet the threshold requirement, a new entry is
added to Q directly from cPf

:

Q,Q[IDf ∈ cPf
]← Q∪ {IDf ∈ cPf

} (3.5)
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Figure 3.3: Overview of 2D to 3D fusion & tracking module. This module updates
and tracks IDs for each back-projected semantic mask associated with an image by
assessing the overlap with previously back-projected semantic masks. Tracked IDs are
recorded, and updated projections are concatenated.

3.3 Post Processing

Upon obtaining the 3D point cloud Pscene, with includes updated IDs and Q track of
overlapping IDs, we engage in an post-processing stage (Algo. 5). This stage focuses
on constructing an instance-centered map representationM, defined as:

M :M 7→ {{P, n, c, f, bb3D, (xc, yc)}i|i ∈ unique(ID ∈ Pscene)} (3.6)

For each distinct 3D object Pi within Pscene, the initial step is to apply DBSCAN clustering
to mitigate noise and split over merged segments. Subsequently, we compute the
3D bounding box bb3D,i and the centroid coordinates (xc, yc)i for each object. The
corresponding 2D IDs Q[ID ∈ Pi] are then used to retrieved corresponding names N ′,
captions C ′, prediction scores S′

pred and feature vectors F ′.

Using the maximum prediction score, we assign the name ni and caption ci as in
N ′[argmax(S′

pred)] and, C ′[argmax(S′
pred)] respectively. Alternatively, we can leverage
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large language models to add redundancy by considering names for images with top m

prediction scores N ′[argmax(S′
pred,m)] and pass it to the language model with prompt

to ‘assign a name to the object based on a given list of names’, to get more
precise names n′

i.

For feature fusion, we employ the multiview fusion scheme discussed in Sec. 3.4. To
introduce redundancy, we consider only the feature vectors corresponding to the top m

prediction scores F ′[argmax(S′
pred,m)] to get the feature vector corresponding to each

instance fi.

3.4 Feature Fusion

Provide a list of feature vectors {f}m corresponding to multiple view of images of a 3D
instance and feature vectors {f}k from multiple scale crops of an instance in an image.
Feature vectors can be aggregated by direct approach, as mentioned below:

fMultiScale =
1

k

k∑
i=0

fi (3.7)

fMultiView =
1

m

m∑
i=0

fi (3.8)

To understand the limitations of fusion schemes in Eq. 3.7 and Eq. 3.8, extensive
ablation studies were conducted as discussed in Sec. 4.2.1. Similar to the findings
of OpenMask3D [46], it was observed that adding multiscale crops makes the feature
vector redundant and adds surrounding context, however, a larger crop size results in
the deterioration of performance. To mitigate this, a modified multiscale fusion scheme,
Eq. 3.9, is proposed. The key strategy of this approach is to downweight the influence of
larger crops. Hence, in the updated approach, weight is assigned to the next coming
feature vector from a crop with a cosine similarity score with respect to the best fit crop.

fMultiScale′ =
1

k

k∑
i=0

(
f0 · fi

max(∥f0∥2 · ∥fi∥2)

)
· fi (3.9)
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For the integration of multiview features, drawing parallels to the methodological approach
outlined in ConceptFusion [17] which focuses to the fusion of 2D per-pixel features. We
propose direct incorporation of a global feature vector fg, whilst synthesizing multiview
features vector for each instance, defined as:

fMultiView′ =
1

m

m∑
i=0

(
fi +

(
fi · fg

i

max(∥fi∥2 · ∥fg
i ∥2)

)
· fg

i

)
(3.10)

3.5 Instance Retrieval & Segmentation

Given a map M, the instance retrieval and segmentation (Algo. 7) operates in two
stages. In the first stage, a given query K is processed using CLIP text encoder to obtain
the corresponding feature vector fK. In the second stage, a similarity score is computed
for all instance, and the segmentation mask corresponding to the instance with maximum
score is retrieved, denoted as M[argmax(Sscore)] as the most likely response to the
query K, here Sscore is defined as:

Sscore =

{(
fi · fK

max(∥fi∥2 · ∥fK∥2)

)∣∣∣∣fi ∈M}
(3.11)

Alternatively, multiview feature vector with top m images can also be arranged base on
CLIP similarity score instead of prediction score Spred from GroundedSAM [39], directly
during query process instead of post-processing Sec. 3.3 (Algo. 6).

3.6 Spatial Reasoning

For queries involving complex spatial reasoning, the key idea is to leverage the long
context window of Large Language Models like GPT-4 [32], to perform symbolic reasoning
based on information available with in constructed scene representationM . A simplified
map M′ := M \ {P, f, fg} is parse along with system prompt fine-tuned, using the
prompting strategy defined as:

- Use “Name” & “Description” to understand object.

- Use “ID” to refer object.
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- Get “Centroid’ & “Bounding Box” information.

- Do “Symbolic Computation”.

- Compute “Euclidean Distance” if necessary.

- Assume “Tolerance” if necessary.

- HINT: Rely on “Cartesian Coordinates”.

If the information regarding instances of interest is mentioned in query K, an efficient
approach is to first use the LLM to identify instances {K}n from query K and subsample
those instances from the map using CLIP-based similarity scores to obtainM′. This can
then be parsed to the LLM as discussed earlier.

M′ :M′ 7→ {M[argmax(Sscorei)] \ {P, f, fg}|Sscorei ∈ {Sscore}n} (3.12)
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Chapter 4

Results and Discussion

4.1 Experiment Setup

4.1.1 Datasets

For experimentation, we employed scenes from two datasets: the semi-synthetic dataset
Replica [44] and the real-world dataset ScanNet [4, 41].

The Replica [44] dataset comprises evenly distributed, rendered images from pre-
constructed, high-fidelity 3D models of real-world scenes using algorithmically generated
poses. The experiments utilized the following scenes from Replica: room0, room1,
room2, office0, office1, office2, office3, office4. This selection aligns with the scenes
used in recent studies, facilitating direct comparison.

The ScanNet200 [41] dataset is an augmented version of the ScanNet [4] dataset incor-
porating additional ground truth categories. We randomly extracted samples from five
distinct categories and chose the following scenes for the analysis: scene0000_00 (apart-
ment), scene0034_00 (bathroom), scene0164_03 (kitchen), scene0525_01 (office), and
scene0549_00 (lobby). Given the emphasis of the experiments is predominantly focused
on manual human evaluation (Explained in Sec. 4.2.2), we limited the selection to
specified scenes for a more focused assessment.

4.1.2 Implementation Details

Foundation and Large Language Models

In the feature extraction pipeline, GroundedSAM [39] is used, a method based on RAM++
[59] (ram_plus_swin_large_14m), GroundingDINO [28] (groundingdino_swint_ogc),
and SAM [20] (sam_vit_h_4b8939) for the generation of instance-level mask propos-
als and bounding boxes. GPT-4V [32] (gpt-4-vision-preview) is employed for the
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generation of detailed captions and names. The CLIP encoder [36] (ViT-H-14), pre-
trained on (laion2b_s32b_b79k), is used to obtain the feature vector. Lastly, GPT-4 [32]
(gpt-4-1106-preview) is utilized as the large language model, for spatial reasoning and
annotation tasks.

Hyperparameters

In this study, a consistent set of hyperparameters was employed across different datasets,
guided by insights gained from ablation studies (Sec. 4.2.1), conducted on the Replica
[44] scenes. Specifically, the top m = 5 images were selected, and k = 3 levels of crops
were applied, with a scaling ratio Sr set to [0.8, 1, 1.2], expanding at a factor of 0.2. The
experiments were conducted with a stride of s = 40 to ensure adequate overlap for the
method, recognizing that the optimal stride may vary with the data acquisition rate.

For GroundedSAM [39], the Intersection over Union (IoU) threshold was set to 0.4,
with both bounding box and text thresholds at 0.25, denoted as th = [0.4, 0.25, 0.25].
A constant padding of px = 20 pixels was utilized to delineate the borders between
instance masks. Overlap ratio evaluation was performed using a voxel size of ϵ = 0.02

and a fixed overlap threshold of ρ = 0.3. Post-processing employed DBSCAN with an
epsilon of 0.1 and a minimum cluster size of 20 points. A temperature setting of 0 was
utilized with GPT-4 [32].

Considering the lower resolution of depth images in ScanNet [4], a statistical filter was
applied for pre-filtering (with a minimum neighbor count of 20 and a standard deviation
ratio of 0.2) to mitigate artifacts. This led to a revised parameter set for overlap ratio in
ScanNet, with a voxel size of ϵ = 0.01 and an overlap threshold ρ = 0.05.

Filter Implementation

During the feature extraction stage, large objects such as wall, ground, roof, and ceiling
are excluded based on the names assigned to the 2D masks, along with objects whose
bounding boxes occupy more than 95% of the image area. This is because their
corresponding feature vectors from the CLIP [36] encoder are likely to exhibit more
similarity to the object in front of them, thereby adversely affecting the overall recall
performance and similarity score distribution. Additionally, during the post-processing of
each segment with DBSCAN, if a cluster is at least 80% the size of the largest cluster in
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the segment, it is considered a separate instance. A unique ID and the same attributes
as the largest cluster are then assigned to it.

Additional Implimentation Details

For KDTree search, pyfnntw [7], a high-performance parallel k-NN library, is utilized
with configuration parameters set to parallel_split_level_size=2 and leaf_size=16.
For CLIP open_clip [16] library is utilized, with ViT-L-14 pre-trained on open-ai and
ViT-H-14 & ViT-G-14 pre-trained on LAION-2B as CLIP model variants. In situations
where GPT-4 [32] enters safety mode, names from RAM++ [59], and simplified captions
format as “an {object} in a scene” are assigned to the instance.

4.1.3 Quantitative Evaluation

For the quantitative evaluation of proposed method, standardized metrics widely adopted
in instance and semantic segmentation tasks were utilized. These metrics include
mean recall accuracy (mAcc), frequency-weighted intersection over union (F-mIoU), and
average precision (AP) across an IoU range of [0.5 : 0.05 : 0.95]. Additionally, AP50 and
AP25, which measure average precision at IoU thresholds of 50% and 25%, respectively,
were reported. The definitions for AP scores adhere to the specifications outlined in
ScanNet [4].

Given the objective to quantitatively evaluate open vocabulary performance, current
approach was inspired by method outlined in OpenMask3D [46] and ConceptGraph [9].
For the evaluation of quantitative metrics relative to the ground truth mask, 3D masks
from the constructed scene were called using the ground truth object label with a prompt
‘an {object} in a scene’. As the method does not provide direct point-to-point label
correspondence with the ground truth, a strategy similar to that of ConceptGraph [9] for
identifying intersecting points was adopted. The ground truth and retrieved mask were
downsampled to a voxel size of 0.25cm, and a nearest neighbor search with a threshold
of 0.25cm was applied to find intersecting points.

Quantitative findings on the Replica [44] dataset were compared against results from
OpenMask3D [46], Segment3D [13], ConceptFusion [17], and ConceptGraph [9], based
on the metrics described above. To facilitate a direct comparison, identical prompts for
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mask retrieval and uniform foundation models were employed across respective baseline
methods.

4.1.4 Qualitative Evaluation

The quantitative metrics detailed in Section 4.1.3 provide a limited perspective as recall
performance is confined to a closed set of ground truth instances. Additionally, the
recall queries are overly simplified and do not adequately capture the requirements for
practical open vocabulary use cases. To facilitate a more comprehensive evaluation,
an extensive qualitative assessment conducted by human evaluators is planned. This
qualitative evaluation aims to measure the efficacy of open vocabulary instance retrieval,
spatial reasoning, and annotation performance.

To assess open vocabulary instance retrieval, over 1,000 queries encompassing
instances, affordances, properties, and relative queries across all test categories were
asked. This approach aims to evaluate the open vocabulary instance recall performance,
leveraging CLIP [36]. The efficacy of four distinct fusion scheme combinations was
examined. In “Scheme 1”, both multiscale and multiview and multiscale features are
aggregated directly according to Eq. 3.7 and Eq. 3.8 respectively, with parameters
determined from the ablation studies Sec. 4.2.1. “Scheme 2” utilizes updated multiview
features as delineated in Eq. 3.10, while “Scheme 3” employs updated multiscale fea-
tures as described in Eq. 3.9, adopting x10 crop expansion ratios starting from the base
image, specifically Sr = [1, 2, 4]. Finally, “Scheme 4” utilizes both updated multiview
and multiscale features fusion formulations, Eq. 3.10 and Eq. 3.9 respectively. The
principal aim here is to explore the potential of these fusion schemes to incorporate addi-
tional contextual information, thereby enhancing their performance on relative/contextual
queries.

In the similar fashion, the performance of open vocabulary annotation and segmenta-
tion is meticulously evaluated through manual verification of label assignment and mask
merging flaws.

To evaluate spatial reasoning abilities, a total of 70 spatial reasoning questions across
all scenes were administered. These inquiries aimed to assess spatial reasoning
capabilities using a large language model through the proposed methodology (Sec.
3.6), with assessments conducted by a human evaluator. The evaluation is primarily
exploratory in nature, with the principal objective being to investigate the viability of the
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prompting strategy for directly using large language models over constructed scene
representations for spatial reasoning tasks.

4.2 Results and Analysis

4.2.1 Ablation Studies

To assess the influence of hyperparameters, we conducted multiple ablation studies. We
specifically assess the effect of Crop Level (number of crops) k, Top Images (images
with the best prediction scores) m, and Crop Ratios (ratio for scaling crop sides) Sr using
quantitative metrics.

Top Images m affects multiview feature fusion Eq. 3.10 as it specifies the feature vectors
to be used for aggregation. While Crop Ratio Sr and crop level k affect multiscale feature
fusion Eq. 3.7 as they respectively specify crop size and their quantity being used for
getting feature vector for aggregation. It is important to point out that k amplifies the
effect of Sr, as a large Crop Level with the same Crop Ratio would result in a much
larger crop of the image.

Similar to the conclusions of OpenMask3D [46], we found that both lower and very high
values of these hyperparameters would lead to deterioration of results.

A lower value of m would result in reduced redundancy, while a high value may include
bad images (images with lower Spred) in multiview feature fusion, as shown in Table C.3.

Top Images mAcc F-mIoU AP AP50 AP25

1.0 39.6 43.4 8.7 19.3 27.2
5.0 40.8 44.7 8.9 19.6 27.7

10.0 39.3 44.3 8.7 19.1 27.5

Table 4.1: Ablation study of top images (m). The total images m with top spred
considered for multiview feature fusion, assessed on Replica [44] dataset.

As highlighted in Tables C.1 and C.2, lower values of Sr and k may not adversely affect
the model, and could introduce redundancy. However, larger cropping sizes could result
in a saturation of the similarity score distribution associated with the query. This occurs
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because larger Sr values introduce additional influence from the surrounding context.
Ideally, larger crops should add more context without leading to saturation of the similarity
score.

Crop Ratio mAcc F-mIoU AP AP50 AP25

0.1 39.9 44.4 8.9 19.4 28.1
0.2 40.8 44.7 8.9 19.6 27.7
0.3 39.9 44.8 8.9 19.4 27.3

Table 4.2: Ablation study of crop scaling ratio (Sr). Ratio Sr by which the crop sides
are scaled for multiscale feature fusion, assessed on the Replica [44] dataset.

Crop Levels mAcc F-mIoU AP AP50 AP25

1.0 35.9 43.6 9.1 19.6 27.7
3.0 40.8 44.7 8.9 19.6 27.7
5.0 39.4 44.3 8.8 19.4 26.9

Table 4.3: Ablation study of crop level (k). The total number of crops k, considered for
multiscale feature fusion, assessed on the Replica [44] dataset.

We also conducted an ablation study with different CLIP model variants. Quantitatively,
as shown in Table 4.4, a larger CLIP variant resulted in improved overall performance.
Furthermore, we provide an example in Fig. 4.1 where using a larger CLIP model led to
better association of properties with respect to the queried object, enabling the model to
distinguish between “single sofa” and “double sofa” within the scene.

CLIP Models mAcc F-mIoU AP AP50 AP25

ViT-L-14 38.9 48.2 9.3 20.5 30.3
ViT-H-14 42.6 40.9 9.9 21.6 31.6
ViT-G-14 42.6 46.4 10.4 21.1 28.4

Table 4.4: Ablation study of CLIP model variants. Influence of different CLIP Models
on instance recall performance, assessed on Replica [44] dataset.
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“double sofa” ViT-L-14 ViT-H-14

“single sofa” ViT-L-14 ViT-H-14

Figure 4.1: Heatmaps representing similarity between text queries and scene-
instances across CLIP models. For a given text query (left), comparison of per-
instance cosine similarity results for ViT-L-14 (middle) and ViT-H-14 (right) on scenes
from Replica [44]. ‘Dark red’ represents maximum similarity, and ‘dark blue’ indicates
minimum similarity.

4.2.2 Open Vocabulary Instance Retrieval

Quantitative Comparison with Baseline Methods

Under conditions similar to those outlined in baseline studies, the proposed method
demonstrates comparable or better performance on quantitative metrics. We report
results in Tables 4.6 and 4.5, comparing them to those reported in the respective original
studies. The objective is to assess the accuracy and precision in segmentation masks
retrieved in response to open vocabulary queries, with respect to the ground truth masks.

For comparisons with methods listed in Table 4.6, we employ CLIP-ViT-H as the CLIP
encoder and invoke instances with the prompt “an image of a {object}”, as described
in ConceptGraph [9]. For the methods outlined in Table 4.5, we utilize the prompt
“an {object} in scene” with CLIP-ViT-L as the CLIP encoder, in accordance with
the original study OpenMask3D [46], further details regarding experimental setup are
discussed in Sec. 4.1.3.

Additionally, detailed per-scene results and self-evaluation of the baseline method are
reported in Tables C.6, C.5, and C.7. Overall, across all metrics and datasets, we found
the performance to be comparable to or better than the baseline work.
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Method
Replica [44]

AP AP50 AP25

OpenMask3D [46] 13.0 18.4 24.2
OpenMask3D+Segment3D [13] - 18.7 -
OpenSU3D (Ours) 8.9 19.6 27.7

Table 4.5: Comparison of open-vocabulary segmentation results. Quantitative
evaluation and comparison of open vocabulary instance segmentation performance with
counterpart methods, using experimental settings as proposed in OpenMask3D [46].

Method
Replica [44]

mAcc F-mIoU

ConceptFusion [17] 24.2 31.3
ConceptFsuion+SAM [17] 31.5 38.7
ConceptGraph [9] 40.6 36.0
ConceptGraph-Detector [9] 38.7 35.4
OpenSU3D (Ours) 42.6 40.9

Table 4.6: Comparison of open-vocabulary segmentation results. Quantitative
evaluation and comparison of open vocabulary instance segmentation performance with
counterpart methods, using experimental settings as proposed in ConceptGraph [9].

Limitation of Quantitative Metrics

The quantitative methods employed were primarily designed for closed vocabulary
assessments. Focusing on metrics that rely on recall accuracy corresponding to the
ground truth label, which do not reflect real-world requirements for open vocabulary
queries.

While these methods can provide a holistic overview of system performance, they may
not accurately represent true performance due to their dependence on the quantity
of mask proposals [13]. Specifically, for methods that generate a greater number of
mask proposals, the uncertainty associated with achieving the highest recall does not
necessarily align with ground truth labels.
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Qualitative Comparison with Baseline Methods

To address the limitations of quantitative metrics pointed out in Sec. 4.2.2 we also
provide comprehensive qualitative comparison with baseline works in Fig. 4.2, B.12, B.2
and B.1. The objective is to assess the ability to recall the correct segmentation mask
corresponding to open vocabulary query, with high similarity scores assigned to relevant
objects and lower to irrelevant objects.

Overall, we found performant across all methods to be comparable. However, in few
cases, proposed method resulted in better 2D to 3D association and distribution of
similarity of scores with direct feature fusion formulation (Eq. 3.10 and Eq. 3.9). As
in Fig. 4.3 and 4.2 for query “sideboard” and “an empty vase” both of the baseline
method recalled incorrect object. Whereas for queries “a coffee table” and “fridge” the
proposed approch demonstrated better distribution of similarity score, i.e., assigning
higher similarity to the relevant object and lower to others.

“side board” ConceptGraph [9] OpenSU3D (Ours)

“a coffee table” ConceptGraph [9] OpenSU3D (Ours)

Figure 4.2: Heatmaps representing similarity between text queries and scene-
instances. For a given text query (left), comparison of per instance cosine similarity
scores for ConceptGraph [9] (middle) & OpenSU3D (right). ’Dark red’ represents
maximum similarity, and ‘dark blue’ indicates minimum similarity.
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“an empty vase” OpenMask3D [46] OpenSU3D (Ours)

“fridge” OpenMask3D [46] OpenSU3D (Ours)

“place to take
shower”

OpenMask3D [46] OpenSU3D (Ours)

Figure 4.3: Heatmaps representing similarity between text queries and scene-
instances. For a given text query (left), comparison of per instance cosine similarity
scores for OpenMask3D [46] & OpenSU3D (right). ‘Dark red’ represents maximum
similarity, and ‘dark blue’ indicates minimum similarity.

Assessment of Feature Fusion Schemes

Due to limitations of quantitative methods (Sec. 4.2.2), we conducted extensive qualita-
tive evaluation of feature fusion schemes as defined in Sec. 4.1.4. Table 4.7 and Fig. 4.4
report an overview of qualitative performance on ScanNet [4] and Replica [44] scenes.
The objective of the study is to assess the ability of feature fusion schemes (Sec. 3.4) to
recall the correct segmentation mask of instances over a diverse set of open vocabulary
queries, with high similarity scores assigned to relevant objects and lower scores to
irrelevant objects.

Table 4.7 reports an overview of qualitative performance on ScanNet [4] and Replica [44]
datasets. From Table 4.7, it can be inferred that, for Instance, Property, and Affordance
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query types, performance across all schemes remains comparatively same. However,
for the Relative query type (query with more than one instance), the performance of
Scheme 2 and Scheme 3 with updated feature fusion formulations Eq. 3.10 and Eq. 3.9,
respectively resulted in better performance than Scheme 1 with direct multiview Eq.
3.8 and multiscale Eq. 3.7 feature aggregation. Finally, Scheme 4 with both updated
formulations for multiview Eq. 3.10 and multiscale Eq. 3.9 feature fusion resulted in
more accurate recall of instance segmentation masks.

To assess the similarity score distribution, we also report similarity score heatmaps, Fig.
4.4 and Fig. 3.3). From these results, two key observations can be drawn: for Scheme
1, the highest score is assigned to the instance of the largest size, regardless of the
semantic meaning of the query. Secondly, with the incorporation of updated feature
fusion formulations Eq. 3.10 and Eq. 3.9, we can observe improvement in the recall of
instance masks along with similarity score distribution, with Scheme 4 resulting in overall
better performance.

Additionally, in Fig. 4.5 and Sec. B.3, we provide a comprehensive set of examples
showcasing similarity score distribution obtained with Scheme 4 over a diverse set of
queries across all query types.

Feature Fusion
Replica [44] ScanNet [4]

Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel.

Scheme 1 0.8 0.7 0.7 0.3 0.8 0.8 0.7 0.4
Scheme 2 0.8 0.7 0.9 0.5 0.9 0.7 0.8 0.6
Scheme 3 0.9 0.9 0.9 0.6 0.9 0.8 0.7 0.6
Scheme 4 0.8 0.9 0.9 0.6 0.9 0.7 0.7 0.7

Table 4.7: Qualitative evaluation of feature fusion schemes on open vocabulary
instance retrieval performance. Accuracy of feature fusion schemes for instance
retrieval with “Inst.” (instance), “Aff.” (affordance), “Prop.” (Property). and “Rel.” (relative)
text queries, as assessed by a human evaluator.

26





Query: “analog clock” Query: “mug”

Query: “place to sit and work” Query: “place to cook”

Query: “black trashcan” Query: “white towel”

Query: “electronic to top of table” Query: “green towel next to sink”

Figure 4.5: Heatmasp representing similarity between text queries and scene-
instances for different query type. Visualization of cosine similarity score of each
instance for given ‘instance’ (1st Row), ‘affordance’ (2nd Row), ‘property’ (3rd Row) and
‘relative’ (4th Row) text queries. ‘Light yellow’ represents maximum similarity and ‘dark
blue’ indicates minimum.

4.2.3 Open Set Annotation and Segmentation

To assess annotation accuracy, the labels assigned to each mask, both MAX Label (n)
and LLM Label (n′) were manually verified across all scenes of Replica [44] and ScanNet
[4] scenes. Similarly, to evaluate the performance of open set segmentation, under and
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Instance Segmentation

MAX Labels (n)

LLM Labels (n′)

Figure 4.7: Segmentation and annotation results. Results for instance segmentation
(top), MAX labels (n) (middle) and LLM labeled (n′) (bottom) for Replica [44] “room0”
scene.
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4.2.4 Complex Spatial Queries

In order to assess the spatial reasoning capabilities, an exploratory study was conducted
as discussed in Sec. 4.1.4. This study involved posing 70 complex spatial reasoning
questions across scenes from both the Replica [44] and ScanNet [4] datasets. The
results, as summarized in Table 4.9, indicate a trend where LLM exhibit significantly
higher accuracy in smaller scenes, such as those found in Replica [44]. In contrast,
performance tends to decline in larger scenes. This decrease in performance can be
attributed to the higher incidence of faulty merges in larger scenes, as documented in
Tables. C.12 and C.11.

For smaller scenes, proposed strategy Sec. 3.6 showcased a marked improvement in
handling complex spatial reasoning questions. An exemplary scenario depicted in Fig.
4.12 involves a question inquiring the distance between a sofa covered with a blanket
and a door. The LLM employed a strategy as specified in Sec. 3.6. It first identifies
sofas and blankets within the scene. Utilizing centroid calculations, the LLM discerns
the sofa closest to the identified blanket. Even when the blanket was mislabeled as
“bedding”, the caption provided descriptive and accurate information that facilitated the
correct identification of the target object. Subsequently, the model locates the door and
calculates the Euclidean distance between the door and the sofa with blanket.

This observation, along with additional examples in Sec. B.6 underscores the effec-
tiveness of proposed prompting strategy for directly utilizing LLM for complex spatial
reasoning tasks.

Dataset Reasoning Acc.
Replica [44] 0.83
ScanNet [4] 0.68

Table 4.9: Qualitative evaluation of spatial reasoning accuracy. Overview of spatial
reasoning accuracy with GPT4 [32] on the constructed scene, as assessed by human
evaluator.
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Figure 4.8: Reference scene from Replica [44] dataset. Reference image indicating
multiple instances in Replica [44] ‘room0’ scene, for spatial reasoning examples.

Figure 4.9: Spatial reasoning process of LLM. Response of the LLM (GPT4 [32]),
to a spatial reasoning question. ‘Black box’ highlights question & answer, and ‘colored
arrows’ indicated instances as referred to in Fig. 4.8.

4.3 Scope and Prospects

4.3.1 Limitations

The analysis of results reveals that the performance of the method is primarily hindered
by two critical factors: model limitations and merging faults. The proposed approach is
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fundamentally reliant on two foundational models: CLIP [36], for image-text association,
and GroundedSAM [39], for generating instance-level 2D masks. As depicted in Fig.
4.1, the performance of CLIP varies across different model sizes and architectures,
indicating that the efficacy of image-text associations is contingent upon the specific
characteristics of the foundation model employed. Thus, the open vocabulary accuracy is
inherently bounded by the accuracy of the base 2D foundation models, with one notable
failure case illustrated in Fig. 4.10. Similarly, 2D instance segmentation performance of
GroundedSAM [39] is restricted by the capabilities of the base models [20, 28, 59] being
used. Nonetheless, the method’s model-agnostic nature implies that advancements in
foundational models are likely to directly enhance the system’s overall performance.

Query: “lamp next to thermostat” Query: “lamp next to window”

Figure 4.10: Failure case, incorrect instance recall. Example, indicating wrong
instance recall for given relative text query. ‘Light yellow’ represents maximum similarity
and ‘dark blue’ indicates minimum.

Merging faults present another challenge. During the testing phase, a consistent set
of hyperparameters across all scenarios were employed. Given the method’s reliance
on an overlap-based merging strategy, varying external scene conditions necessitate
different threshold requirements for effective overlap determination. Hence, exploring
voxel based [8] or neural representations [19] could offer better handling of merging
faults. Additionally, a post-processing-based CLIP similarity [9] can be employed to
handle under-segmentation.

The repercussions of merging faults extend to a decrease in the accuracy of annotations
and spatial reasoning. Fig. 4.11 highlights different cases of merging flaws. For example,
in the case of over-merging where two throw pillows were incorrectly merged into a
single entity, it leads to an inaccurate response from the language model regarding the
total number of pillows, as shown in Fig. 4.10. This example underscores the intricate
challenges posed by merging faults and highlights the necessity for refined merging
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strategies to bolster the reliability and accuracy of spatial reasoning and annotation in
complex scenes.

Figure 4.11: Segmentation Flaws. This figure highlights different cases of faulty
merging. ‘Black box’ shows unfiltered/undesired masks, ‘yellow box’ and ‘red box’
indicates under segmentation and over segmentation respectively

Figure 4.12: Incorrect spatial reasoning. Incorrect response by the LLM (GPT-4 [32])
to a spatial question. ‘Black box’ highlights question answer.

4.3.2 Future Research

As highlighted in Section 4.3.1, higher order representation, like neural [19, 35] or voxel
based [8, 40], can enhance segmentation performance and improving downstream
applications. The research area of open world 3D understanding, is still in early stages.
The focus of the current study was to investigate foundational research questions.
Further research into applying the findings of the study to engineering challenges, such
as outdoor scenes and large-scale building modeling, presents a substantial opportunity
for practical applications.

Utilizing 3D asset generation models such as Point-to-3D [56], proposed method can
be used for novel application like 3D scan to digital twin. The constructed scene
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representation can provide grounding for these models by using information associated
to each instance (point clouds, bounding boxes, captions, etc.). Additionally, integrating
the proposed method into a SLAM pipeline could facilitate the creation of temporal
record of instances. Combining this with a Large Language Model, featuring a large
context window, such as Gemini 1.5 [38], could enable 3D spatio-temporal reasoning
[50], thereby enhancing understanding of the dynamic 4D world.

4.3.3 Potential Use Cases

The proposed creates an open set representation of 3D environment with open vo-
cabulary understanding capabilities. This offers significant benefits across various
applications that require interaction with the 3D world. Key use cases include:

- Digital Engineering Tools: The method can uplift tools like Digital Twins, Building
Information Models, 3D Scans etc. by enabling open vocabulary interactions, which
opens up new possibilities for modeling and understanding physical spaces.

- AR/VR Applications: A detailed spatial record of instances, with open vocabulary
features, can improve the realism and interactivity of augmented and virtual reality
experiences.

- Robotics: The proposed approach enables open set spatial understanding and
reasoning crucial for generalized robotic tasks such as manipulation, navigation,
and localization. This allows robots to interact with a broader range of objects and
settings, promoting greater autonomy and versatility in robotic systems.
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4.4 Conclusion

In conclusion, this study presents a framework designed to address the current chal-
lenges in the domain of open world 3D scene understanding. By introducing an incremen-
tal and scalable approach, the method counters the limitations of current methodologies
that are predominantly non-incremental, and struggle with scalability and contextualiza-
tion in responding to complex queries. The proposed innovative approach capitalizes
on the strengths of 2D foundation models, utilizing them to progressively build detailed
instance-level open set 3D scene representations. The method links 2D space to 3D, by
efficiently tracking and associate instance-specific information, such as feature vectors,
names, captions etc.

Moreover, this study proposes feature fusion schemes, which significantly bolster the
model’s ability to contextualize and interpret complex relational queries. The application
of large language models for automatic annotation and advanced spatial reasoning tasks
further exemplifies the versatility and robustness of the proposed method. Through
comprehensive evaluations conducted on scenes from ScanNet [4, 41] and Replica [44]
datasets, the proposed method has demonstrated zero-shot generalization capabilities,
that outperforming current state-of-the-art solutions.

Future research may explore further downstream applications based on the proposed
representation, including, establishing temporal record of instances for spatio-temporal
reasoning and application on large scale outdoor environments.

36



Appendix A

Algorithms

Algorithm 1: 2D Feature Extraction

Require: I = {I0, I1, I2 . . . , In}, a set of RGB images; Parameters: Sr = {sr}k
(Scaling ratios), px (Border Pixels), th (GSAM threshold)

Output: Per instance details ID : {nij , cij , bbij , spred,ij , fij , f
g
i }; Per image updated

mask M ′
i

I ′ = {I ′0, I ′s, I ′2s . . . , In} ← sampleImages(I, s)
ID← 0
for all I ′i ∈ I ′ do
Mi, BBi, Spred,i ← groundedSAM(I ′i, th)
fg
i ← extractFeatures(I ′i)
M ′

i ← {}
for all {(mij , bbij , spred,ij) | mij ∈Mi, bbij ∈ Bi, spred,ij ∈ Spred,i} do
nij , cij ← getName&Caption(crop(I ′i, bbij))
M ′

i ←M ′
i ∪ updateMasks(mij , ID, px).

ID← ID + 1
Fij ← {extractFeatures(crop(I ′i, scale(bbij , sr))) | sr ∈ Sr}
fij ← multiScaleFeatureFusion(Fij)
output for ID : nij , cij , bbij , spred,ij , fij , f

g
i

end for
output for M ′

i

end for
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Algorithm 2: 2D → 3D Fuse & Track

Require: I ′ = {I ′0, I ′s, I ′2s . . . , In} ← sampleImages(I, s) set of sampled RGB images;
Set of corresponding Depth map {D}n; Global poses {T}n; Updated masks {M ′}n;
Camera intrinsic K.

Output: 3D Point Cloud Pscene ∈ Rx,y,z,ID with updated ID; Track of overlapping id
Q : Q 7→ {ID ∈ unique(ID ∈ Pscene) : {ID ∈ {M ′}}}

Q ← {} global
Pscene ← {}
for all I ′i ∈ I ′ do
K,Ti, Di,M

′
i ← Retrive(I ′i)

Pframe = {}
for each pixel (u, v) in Ii do

p = Ti · (Di(u, v) ·K−1 ·

u
v
1

), ID = Mi(u, v).

Pframe ← Pframe ∪ {(p, ID)}
end for
{(iframe, iscene)} = overlappingPointsPairs(Pframe,Pscene)
Q,P ′

frame = update&TrackIDs(Pframe,Pscene, {(iframe, iscene)},Q)
Pscene = Pscene ∪ P ′

frame
end for

return Final Point Cloud: Pscene; Track of ID’s: Q
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Algorithm 3: Overlapping Point Pairs

Require: Point clouds Pf , Ps : Ps > Pf & Pf ,Ps ∈ Rx,y,z,ID; Parameters: ϵ (search
distance)

Output: Set of index pairs of overlapping points {(i, j)}

Define d(·, ·) as the Euclidean distance function.

Bounds← [min(Pf,x)− ϵ,max(Pf,x)+ ϵ]× [min(Pf,y)− ϵ,max(Pf,y)+ ϵ]× [min(Pf,z)−
ϵ,max(Pf,z) + ϵ]
Filter Ps to P ′

s where P ′
s = {pi ∈ Ps|pi ∈ Bounds}

Construct: KDTree← P ′
s

L = {}
for pi ∈ Pf do

Find q in P ′
s using KDTree such that d(pi,q) < ϵ

if q exists then
L = L ∪ (i, j), where j corresponds to the index of q ∈ Ps

end if
end for
return Set of index pairs L = {(i, j)}
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Algorithm 4: Update and Track IDs

Require: Point clouds Pf , Ps : Ps > Pf & Pf ,Ps ∈ Rx,y,z,ID; Set of index pairs of
overlapping points L = {(i, j)}; Parameters: ρ (overlap ratio threshold)

Output: 3D Point Cloud Pf ∈ Rx,y,z,ID with updated IDs; Track of overlapping IDs
Q : Q 7→ {ID ∈ unique(ID ∈ Pscene) : {ID ∈ {M ′}}}

Initialization:
Get list of unique ids with their counts
UPs , CPs ← getUniqueCount(ID ∈ Ps)
UPf

, CPf
← getUniqueCount(ID ∈ Pf )

Goverlap ← {}
Q ← global

Record Counts of Overlapping Points in a Mask:
for each (iPf

, iPs) in L do
idPf

← ID ∈ Pf [iPf
]

idPs ← ID ∈ Ps[iPs ]
if idPf

/∈ Goverlap then
Goverlap[idPf

]← {}
end if
if idPs /∈ Goverlap[idPf

] then
Goverlap[idPf

][idPs ]← 0
end if
Goverlap[idPf

][idPs ]←+ 1
end for

Point Cloud ID Update with History Tracking:
for each idPf

in Goverlap do
id∗

Ps
← argmax

idPs∈UPs

Goverlap[idPf
][idPs ]

ρ←
Goverlap[idPf

][id∗
Ps

]

min(CPs [id
∗
Ps

],CPf
[idPf

])

if ρ > threshold then
∀ ID ∈ Pf : ID = idPf

=⇒ ID← id∗
Ps

if id∗
Ps

do not exists in Q then
Q ← id∗

Ps

Q[id∗
Ps
]← {id∗

Ps
}

end if
Q[id∗

Ps
]← Q[id∗

Ps
] ∪ idPf

continue
end if
Q ← idPf

Q[idPf
]← {idPf

}
end for

return Updated point cloud Pf ; Updated tracked ID’s Q

40



Algorithm 5: Post Process Point Cloud

Require: 3D Point Cloud Pscene ∈ Rx,y,z,ID with updated ID; Track of overlapping ID’s
Q : Q 7→ {ID ∈ (ID ∈ Pscene) : {ID ∈ {M ′}}}; Set of features associated with each
ID : {n, c, bb, spred, f, f

g}.

Output: M :M 7→ {{P ∈ Rx,y,z,ID, n, c, f, bb3D, (xc, yc)}i|i ∈ {unique(ID ∈ Pscene)}}.

M← {}
for all i ∈ {unique(ID ∈ Pscene} do
Pi ← {p ∈ Pi | ID(p) ∈ ID(Pscene) and ID(p) = i}
Pi ← filterDBSCAN(Pi)
(xc, yc)i ← getCentroid(Pi)
bb3Di ← getBoundingBox(Pi)
Ni, Ci, Fi, Spred,i ← {}, {}, {}, {}
for all j ∈ Q[IDi ← i] do
nij , cij , spredij

, fij , f
g
ij ← retrive(IDj ← j)

Ni ← Ni ∪ nij

Ci ← Ci ∪ cij
Spredi

← Spredi
∪ spredij

Fi ← Fi ∪ fij
end for
ci ← Ci[argmax(Spredi

)]
ni ← Ni[argmax(Spredi

)]
fi ← multiviewFusion(Fi, f

g
i )

M←M∪ {Pi, ni, ci, fi, bb3Di, (xc, yc)i}
end for
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Algorithm 6: Instance Retrieval Direct

Require: M : M 7→ {{P ∈ Rx,y,z,ID, n, c, F, fg, bb3D, (xc, yc)}i|i ∈ {unique(ID ∈
Pscene)}}; Text query K; Parameters: m (no of top images)

Output: {P ∈ Rx,y,z,ID, n, c, F, bb3D, (xc, yc)}i corresponding to text K

fK ← textEncoder(K)
Sscore ← {}
for all Fi ∈M do
S′

score ← {}
for all fij ∈ Fi do
f ′
ij ←

(
fij +

(
fij ·fg

i

max(∥fij∥2·∥fg
i ∥2)

)
· fg

)
S′

score ← S′
score ∪ (

f ′
ij ·fK

max(∥f ′
ij∥2·∥fK∥2))

end for
Sscore ← Sscore ∪ 1

m

∑m
i=0(S

′
score[argmax(S′

score,m)])
end for
return M[argmax(Sscore)]

Algorithm 7: Instance Retrieval

Require: M : M 7→ {{P ∈ Rx,y,z,ID, n, c, f, bb3D, (xc, yc)}i|i ∈ {unique(ID ∈
Pscene)}}; Text query K

Output: {P ∈ Rx,y,z,ID, n, c, f, bb3D, (xc, yc)}i corresponding to text K

fK ← textEncoder(K)
Sscore ← {}
for all fi ∈M do
Sscore ← Sscore ∪ (

f ′
i ·fK

max(∥f ′
i∥2·∥fK∥2))

end for
return M[argmax(Sscore)]
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Appendix B

Additional Results

B.1 Comparison with Baseline Methods

“musical
inastrument”

OpenMask3D [46] OpenSU3D (Ours)

“a place to study &
work”

OpenMask3D [46] OpenSU3D (Ours)

“place to throw trash” OpenMask3D [46] OpenSU3D (Ours)

Figure B.1: Heatmaps representing similarity between text queries and scene-
instances. For a given text query (left), comparison of per instance cosine similarity
scores for OpenMask3D [46] (middle) & OpenSU3D (right) on ScanNet [4] scenes. ‘Dark
red’ represents maximum similarity, and ‘dark blue’ indicates minimum similarity.
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“flower” OpenMask3D [46] OpenSU3D (Ours)

“blanket” OpenMask3D [46] OpenSU3D (Ours)

“coffee table” OpenMask3D [46] OpenSU3D (Ours)

“place to throw trash” OpenMask3D [46] OpenSU3D (Ours)

Figure B.2: Heatmaps representing similarity between text queries and scene-
instances. For a given text query (left), comparison of per instance cosine similarity
scores for OpenMask3D [46] (middle) & OpenSU3D (right) on replica [44] scenes. ‘Dark
red’ represents maximum similarity, and ‘dark blue’ indicates minimum similarity.
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“a picture on wall” ConceptGraph [9] OpenSU3D (Ours)

“round table” ConceptGraph [9] OpenSU3D (Ours)

“sofa with blanket” ConceptGraph [9] OpenSU3D (Ours)

“place to throw trash” ConceptGraph [9] OpenSU3D (Ours)

Figure B.3: Heatmaps representing similarity between text queries and scene-
instances. For a given text query (left), comparison of per instance cosine similarity
scores for ConceptGraph [9] (middle) & OpenSU3D (right) on replica [44] scenes. ‘Dark
red’ represents maximum similarity, and ‘dark blue’ indicates minimum similarity.
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B.3 Open Vocabulary Queries

B.3.1 Results for Instance Queries

Query: “comfortable chair” Query: “recyclebin”

Query: “double door” Query: “digital display”

Query: “throw pillows” Query: “forest”

Query: “owl” Query: “vase”

Figure B.5: Heatmaps representing similarity between text queries and scene-
instances for different instance queries. Visualization of cosine similarity score of
each instance for a given ‘instance’ text queries, for Replica [44] scenes. ‘Light yellow’
represents maximum similarity and ‘dark blue’ indicates minimum.
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Query: “bottle case” Query: “espresso machine”

Query: “flower vase” Query: “water bottle”

Query: “paper towel” Query: “shoes”

Query: “toilet paper” Query: “weight machine”

Figure B.6: Heatmaps representing similarity between text queries and scene-
instances for different instance queries. Visualization of cosine similarity score of
each instance for given ‘instance’ text queries, for ScanNet [4] scenes. ‘Light yellow’
represents maximum similarity and ‘dark blue’ indicates minimum.
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B.3.2 Results for Affordance Queries

Query: “control room temperature” Query: “a comfortable place to sit”

Query: “place to charge” Query: “exit the room”

Query: “place to sit and work” Query: “place to sit and relax”

Figure B.7: Heatmaps representing similarity between text queries and scene-
instances for different affordance queries. Similarity score for each instance (right)
for given ‘affordance’ text query (left) for Replica [44] scenes. ‘Light yellow’ represents
maximum similarity and ‘dark blue’ lowest.
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Query: “place to read” Query: “place to cook”

Query: “place to sit and work” Query: “instrument to play music”

Query: “place to throw trash” Query: “place for meeting”

Figure B.8: Heatmaps representing similarity between text queries and scene-
instances for different affordance queries. Visualization of cosine similarity score of
each instance for given ‘affordance’ text queries, for ScanNet [4] scenes. ‘Light yellow’
represents maximum similarity and ‘dark blue’ indicates minimum.
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B.3.3 Results for Property Queries

Query: “big pillow” Query: “wooden chair”

Query: “black dustbin” Query: “green plant”

Query: “square table” Query: “grey vase”

Figure B.9: Heatmaps representing similarity between text queries and scene-
instances for different property queries. Visualization of cosine similarity score of
each instance for given ‘property’ text queries, for Replica [44] scenes. ‘Light yellow’
represents maximum similarity and ‘dark blue’ indicates minimum.
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Query: “rectangle table” Query: “round table”

Query: “green towel” Query: “green box”

Query: “white towel” Query: “green sofa”

Figure B.10: Heatmaps representing similarity between text queries and scene-
instances for different property queries. Visualization of cosine similarity score of
each instance for given ‘property’ text queries, for ScanNet [4] scenes. ‘Light yellow’
represents maximum similarity and ‘dark blue’ indicates minimum.
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B.3.4 Results for Relative Queries

Query: “place to sit under display” Query: “table with flower”

Query: “plant on shelf” Query: “plant on table”

Query: “bottles on table” Query: “electronics on the table”

Figure B.11: Heatmaps representing similarity between text queries and scene-
instances for different relative queries. Visualization of cosine similarity score of each
instance for given ‘relative’ text queries, for Replica [44] scenes. ‘Light yellow’ represents
maximum similarity and ‘dark blue’ indicates minimum.
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Query: “round table with flower” Query: “chair next to box”

Query: “rug under bed” Query: “chair next to cupboard”

Query: “rug in bathroom” Query: “green towel next to sink”

Figure B.12: Heatmaps representing similarity between text queries and scene-
instances for different relative queries. Visualization of cosine similarity score of each
instance for given ‘relative’ text queries, for ScanNet [4] scenes. ‘Light yellow’ represents
maximum similarity and ‘dark blue’ indicates minimum.
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B.5 Open Set Annotation

Instance Segmentation (Reduced Masks)

MAX Labels (n)

LLM Labels (n′)

Figure B.15: Segmentation and annotation results. Results for instance segmen-
tation (top), MAX labels (n) (middle) and LLM labeled (n′) (bottom) for ScanNet [4]
“scene0000_00” scene. (Note: For visualization, segmentation masks are reduced.)
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B.6 Spatial Reasoning

Figure B.16: Spatial reasoning process of LLM. Response of the LLM (GPT4 [32]),
to a spatial reasoning question. ‘Black box’ highlights question & answer, and ‘colored
arrows’ indicated instances as referred to in Fig. 4.8.
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Figure B.17: Reference scene from ScanNet [4] dataset. Reference image indicating
multiple instances in Replica [44] “scene0000_00” scene, for spatial reasoning examples.

Figure B.18: Spatial reasoning process of LLM. Response of the LLM (GPT4 [32]),
to a spatial reasoning question. ‘Black box’ highlights question & answer, and ‘colored
arrows’ indicated instances as referred to in Fig. B.17.
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Figure B.19: Spatial reasoning process of LLM. Response of the LLM (GPT4 [32]),
to a spatial reasoning question. ‘Black box’ highlights question & answer, and ‘colored
arrows’ indicated instances as referred to in Fig. B.17.
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Appendix C

Evaluation Details

C.1 Details on Ablation Studies

Scenes
Crop Ratio 0.1 Crop Ratio 0.2 Crop Ratio 0.3

mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25

room0 50.4 74.7 9.2 20.8 35.8 49.8 76.6 9.2 20.9 32.7 50.7 77.8 9.3 20.9 29.4
room1 47.9 42.7 18.5 29.3 35.3 49.1 43.6 18.3 29.6 35.3 47.9 42.7 18.5 29.3 35.3
room2 43.3 54.0 11.6 25.3 29.6 42.6 51.5 11.2 21.7 29.8 43.3 54.0 11.6 25.3 29.6
office0 39.2 30.0 5.4 20.9 25.7 39.3 30.6 5.9 21.1 26.1 39.2 30.0 5.4 20.9 25.7
office1 38.0 22.7 8.3 16.0 28.5 37.1 23.3 9.4 21.1 33.1 38.0 22.7 8.3 16.0 28.5
office2 38.4 38.6 9.0 21.8 26.3 38.5 38.9 9.0 21.8 26.3 38.4 38.6 9.0 21.8 26.3
office3 32.6 44.6 5.1 14.0 20.4 32.3 45.9 4.6 13.2 17.6 32.6 44.6 5.1 14.0 20.4
office4 29.2 47.7 3.7 7.4 23.3 37.7 47.6 3.7 7.5 20.7 29.2 47.7 3.7 7.4 23.3

avg room 47.2 57.1 13.1 25.1 33.6 47.2 57.2 12.9 24.1 32.6 47.3 58.2 13.1 25.2 31.4
avg office 35.5 36.7 6.3 16.0 24.8 37.0 37.2 6.5 16.9 24.8 35.5 36.7 6.3 16.0 24.8

avg scenes 39.9 44.4 8.9 19.4 28.1 40.8 44.7 8.9 19.6 27.7 39.9 44.8 8.9 19.4 27.3

Table C.1: Details on ablation study of crop scaling ratio (Sr). Ratio Sr by which the
crop sides are scaled for multiscale feature fusion, assessed per scene on the Replica
[44] dataset.

Scenes
Crop Levels 1 Crop Levels 3 Crop Levels 5

mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25

room0 51.0 74.1 9.5 21.1 36.4 49.8 76.6 9.2 20.9 32.7 49.4 79.2 9.3 20.9 35.4
room1 47.2 42.1 18.5 29.3 33.5 49.1 43.6 18.3 29.6 35.3 47.2 42.1 18.5 29.3 33.5
room2 42.3 51.4 11.6 25.6 30.1 42.6 51.5 11.2 21.7 29.8 43.1 54.1 11.6 25.3 29.9
office0 39.4 30.9 6.4 21.1 26.1 39.3 30.6 5.9 21.1 26.1 38.6 29.6 5.9 21.1 26.1
office1 7.3 21.3 8.9 16.1 27.9 37.1 23.3 9.4 21.1 33.1 37.5 22.3 6.4 11.5 26.1
office2 39.0 37.6 9.0 21.8 26.2 38.5 38.9 9.0 21.8 26.3 38.6 37.6 9.1 22.6 27.0
office3 32.4 44.5 5.2 14.5 21.1 32.3 45.9 4.6 13.2 17.6 31.9 46.1 4.6 17.4 17.2
office4 28.5 46.8 3.7 7.5 20.6 37.7 47.6 3.7 7.5 20.7 28.5 43.8 5.2 6.7 19.6

avg room 46.8 55.8 13.2 25.3 33.3 47.2 57.2 12.9 24.1 32.6 46.6 58.5 13.1 25.2 32.9
avg office 29.3 36.2 6.7 16.2 24.4 37.0 37.2 6.5 16.9 24.8 35.0 35.9 6.3 15.9 23.2

avg scenes 35.9 43.6 9.1 19.6 27.7 40.8 44.7 8.9 19.6 27.7 39.4 44.3 8.8 19.4 26.9

Table C.2: Details on ablation study of crop level (k). The total number of crops k,
considered for multiscale feature fusion, assessed per scene on the Replica [44] dataset.
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Scenes
Top Images 1 Top Images 5 Top Images 10

mAcc F-mIoU AP AP51 AP26 mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25

room0 49.7 73.1 9.9 24.0 33.7 49.8 76.6 9.2 20.9 32.7 49.3 75.9 8.6 17.8 29.6
room1 50.1 43.8 18.5 29.2 35.3 49.1 43.6 18.3 29.6 35.3 48.4 42.0 18.3 29.6 32.4
room2 43.0 52.5 11.1 21.2 29.1 42.6 51.5 11.2 21.7 29.8 43.2 53.0 11.5 25.0 30.4
office0 39.3 29.8 5.4 20.9 25.9 39.3 30.6 5.9 21.1 26.1 38.7 30.8 5.9 20.8 25.8
office1 36.0 22.1 7.3 16.0 28.5 37.1 23.3 9.4 21.1 33.1 36.1 22.8 7.9 16.4 32.5
office2 39.5 40.3 9.0 21.8 26.9 38.5 38.9 9.0 21.8 26.3 38.5 38.5 9.0 21.8 26.2
office3 31.7 43.5 5.1 13.7 17.8 32.3 45.9 4.6 13.2 17.6 32.1 45.9 4.7 13.8 19.5
office4 27.6 42.3 3.0 7.4 20.3 37.7 47.6 3.7 7.5 20.7 28.3 45.2 3.7 7.4 23.6

avg room 47.6 56.5 13.1 24.8 32.7 47.2 57.2 12.9 24.1 32.6 46.9 57.0 12.8 24.1 30.8
avg office 34.8 35.6 6.0 15.9 23.9 37.0 37.2 6.5 16.9 24.8 34.7 36.7 6.3 16.1 25.5

avg scenes 39.6 43.4 8.7 19.3 27.2 40.8 44.7 8.9 19.6 27.7 39.3 44.3 8.7 19.1 27.5

Table C.3: Details on ablation study of top images (m). The total images m with
top spred considered for multiview feature fusion, assessed per scene on Replica [44]
dataset.

Scenes
ViT-L-14 ViT-H-14 ViT-G-14

mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25 mAcc F-mIoU AP AP50 AP25

room0 48.7 90.5 15.8 29.4 38.6 55.2 73.1 14.2 28.4 33.8 54.5 93.1 15.3 28.4 28.4
room1 45.3 43.7 16.9 21.4 34.5 51.2 44.8 17.2 25.3 35.1 51.4 46.8 18.1 26.2 37.4
room2 42.5 53.4 13.8 27.3 31.6 48.2 48.2 12.3 22.0 28.2 41.8 54.6 13.8 27.1 31.3
office0 44.9 32.9 6.9 21.1 34.2 46.7 28.6 6.3 21.1 31.3 46.5 34.2 9.5 26.2 35.5
office1 32.7 25.5 7.0 14.8 30.5 38.8 24.7 10.0 28.5 38.0 40.1 20.3 7.9 15.7 29.5
office2 35.6 42.5 7.2 21.7 26.8 41.5 34.8 7.2 21.2 30.4 43.0 39.6 7.3 21.8 27.5
office3 32.9 47.7 5.9 21.5 21.6 33.3 35.7 9.8 19.8 35.7 37.3 42.3 5.2 14.5 23.1
office4 28.8 49.7 0.7 6.7 24.5 26.0 36.9 2.1 6.6 19.9 26.4 40.6 5.9 8.5 14.2

avg room 45.5 62.5 15.5 26.1 34.9 51.5 55.4 14.6 25.2 32.4 49.2 64.8 15.8 27.3 32.4
avg office 35.0 39.7 5.5 17.1 27.5 37.3 32.1 7.1 19.4 31.1 38.7 35.4 7.2 17.3 25.9

avg scenes 38.9 48.2 9.3 20.5 30.3 42.6 40.9 9.9 21.6 31.6 42.6 46.4 10.4 21.1 28.4

Table C.4: Details on ablation study of CLIP model variants. Influence of different
CLIP Models on instance recall performance, assessed per scene on Replica [44]
dataset.

C.2 Details on Quantitative Evaluation

We conducted a self-evaluation of the baseline method, examining both ConceptGraph
[9] and OpenMask3D [46]. Our findings revealed that the overall results are very close to
the one those in the original papers. Below, we provide a detailed per scene breakdown
of quantitative metrics.
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Scenes
ConceptGraph [9] OpenSU3D (Ours)

mAcc mIoU F-mIoU mAcc mIoU F-mIoU

room0 37.9 26.5 46.3 55.2 26.9 73.1
room1 37.0 24.3 38.7 51.2 30.6 44.8
room2 28.6 15.1 40.0 48.2 26.9 48.2
office0 30.1 16.0 28.4 46.7 23.5 28.6
office1 29.7 15.5 12.8 38.8 28.8 24.7
office2 37.5 26.5 47.9 41.5 27.5 34.8
office3 31.3 18.8 38.5 33.3 21.9 35.7
office4 56.8 43.5 42.1 26.0 18.5 36.9

avg room 34.5 21.9 41.7 51.5 28.2 55.4
avg office 37.1 24.1 33.9 37.3 24.1 32.1

avg scenes 36.1 23.3 36.8 42.6 25.6 40.9

Table C.5: Details on comparison of open-vocabulary segmentation results on
Replica [44]. Per scene quantitative evaluation and comparison of open vocabulary
instance segmentation performance with ConceptGraph [9], using experimental settings
as proposed in ConceptGraph [9].

Scenes
OpenMask3D [46] OpenSU3D (Ours)
AP AP50 AP25 AP AP50 AP25

room0 15.7 20.2 21.3 9.2 20.9 32.8
room1 18.7 24.6 34.4 18.3 29.6 35.3
room2 12.9 18.1 20.9 11.2 21.7 29.8
office0 12.7 16.5 19.2 5.9 21.1 26.1
office1 18.2 23.5 26.5 9.4 21.1 33.1
office2 14.9 26.0 30.5 9.0 21.8 26.3
office3 8.7 13.2 13.2 4.6 13.2 17.6
office4 13.0 13.2 18.4 3.7 7.5 20.7

avg room 15.8 21.0 25.5 12.9 24.1 32.6
avg office 13.5 18.5 21.6 6.5 16.9 24.8

avg scenes 14.4 19.4 23.1 8.9 19.4 27.7

Table C.6: Details on comparison of open-vocabulary segmentation resultson
Replica [44]. Per scene quantitative evaluation and comparison of open vocabulary
instance segmentation performance with OpenMask3D [46], using experimental settings
as proposed in OpenMask3D [46].
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Scenes
OpenSU3D (Ours)
AP AP50 AP25

Scene0000_00 2.8 10.7 23.9
Scene0034_00 11.2 31.7 37.2
Scene0525_01 2.1 6.2 18.6
Scene0164_03 16.4 36.5 35.9
Scene0549_00 5.7 18.4 24.5

avg scenes 7.6 20.7 28.0

Table C.7: Details on comparison of open-vocabulary segmentation results on
ScanNet200 [41]. Per scene quantitative evaluation of open vocabulary instance seg-
mentation performance, using experimental settings as proposed in OpenMask3D [46].

Scenes
Scheme 1 Scheme 2 Scheme 3 Scheme 4

AP AP50 AP25 AP AP50 AP25 AP AP50 AP25 AP AP50 AP25

room0 14.2 28.4 33.8 12.3 20.2 30.7 12.6 22.7 33.2 13.4 20.3 33.5
room1 17.2 25.3 35.1 14.9 21.9 39.9 16.3 22.6 36.3 17.5 22.0 38.6
room2 12.3 22.0 28.2 12.3 22.6 28.6 11.1 20.6 26.4 12.7 26.3 27.8
office0 6.3 21.1 31.3 7.4 21.2 34.7 6.8 21.1 31.4 7.4 21.2 34.4
office1 10.0 28.5 38.0 7.7 20.1 37.2 5.6 10.1 34.8 9.7 25.0 37.7
office2 7.2 21.2 30.4 6.8 17.0 20.9 6.8 16.9 22.4 9.3 23.1 27.5
office3 9.8 19.8 35.7 4.7 13.8 23.4 4.3 13.6 21.9 5.6 18.3 22.3
office4 2.1 6.6 19.9 2.8 6.7 20.6 2.9 6.7 20.7 2.9 7.2 21.1

avg room 14.6 25.2 32.4 13.2 21.6 33.1 13.3 22.0 32.0 14.5 22.8 33.3
avg office 7.1 19.4 31.1 5.9 15.7 27.3 5.3 13.7 26.2 7.0 19.0 28.6

avg scenes 9.9 21.6 31.6 8.6 17.9 29.5 8.3 16.8 28.4 9.8 20.4 30.4

Table C.8: Details on quantitative evaluation of feature fusion schemes on open
vocabulary instance retrieval performance on Replica [44]. Per scene quantitative
evaluation of open vocabulary instance segmentation performance for different feature
fusion schemes.

63



C.3 Details on Qualitative Evaluation

Scenes TotalQs
Scheme 1 Scheme 2 Scheme 3 Scheme 4

Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel.

room0 66 1.0 0.3 0.8 0.5 1.0 0.3 1.0 0.0 1.0 1.0 1.0 1.0 0.8 1.0 1.0 0.7
room1 73 0.9 0.7 0.7 0.5 0.8 0.7 0.8 0.5 1.0 0.7 0.8 0.5 1.0 0.7 0.8 0.5
room2 88 0.7 0.5 1.0 0.5 0.9 0.8 1.0 0.8 0.8 0.8 1.0 0.5 0.9 1.0 1.0 1.0
office0 84 0.9 0.7 0.6 0.0 0.9 0.9 0.8 0.0 1.0 1.0 0.8 0.0 0.9 0.9 0.8 0.0
office1 80 0.7 0.8 0.6 0.5 0.7 0.5 0.6 0.6 0.9 1.0 0.8 0.8 0.7 1.0 1.0 0.8
office2 100 0.7 1.0 0.8 0.3 0.6 0.8 0.8 1.0 0.8 1.0 1.0 0.3 0.7 0.8 0.8 1.0
office3 88 0.9 0.8 1.0 0.3 0.9 0.6 1.0 1.0 1.0 1.0 1.0 0.6 0.9 1.0 1.0 1.0
office4 56 0.7 1.0 0.5 0.0 0.7 1.0 1.0 0.0 0.9 1.0 0.5 1.0 0.9 1.0 1.0 0.0

avg room - 0.8 0.5 0.8 0.5 0.9 0.6 0.9 0.4 0.9 0.8 0.9 0.7 0.9 0.9 0.9 0.7
avg office - 0.8 0.9 0.7 0.2 0.8 0.7 0.8 0.5 0.9 1.0 0.8 0.5 0.8 0.9 0.9 0.6

avg scenes - 0.8 0.7 0.7 0.3 0.8 0.7 0.9 0.5 0.9 0.9 0.9 0.6 0.8 0.9 0.9 0.6

Table C.9: Details on qualitative evaluation of feature fusion schemes on open
vocabulary instance retrieval performance on Replica [44]. Per scene assessment
of the accuracy of feature fusion schemes for object retrieval for “Inst.” (instance), “Aff.”
(affordance), “Prop.” (Property). and “Rel.” (relative) text queries, as assessed per scene
by a human evaluator.

Scenes TotalQs
Scheme 1 Scheme 2 Scheme 3 Scheme 4

Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel. Inst. Aff. Prop. Rel.

Scene0000_00 128 0.9 0.8 0.8 0.5 1.0 1.0 0.8 0.5 1.0 0.8 0.8 0.9 1.0 0.9 0.8 0.8
Scene0034_00 72 0.7 0.7 0.7 0.3 0.9 0.3 0.7 1.0 0.8 0.7 0.7 0.5 0.9 0.7 0.7 1.0
Scene0525_01 74 0.8 1.0 0.3 0.7 0.7 1.0 0.7 1.0 0.9 1.0 0.3 0.7 1.0 1.0 0.7 0.7
Scene0164_03 60 0.7 0.8 0.7 0.3 0.6 0.5 1.0 0.3 0.8 0.8 1.0 0.3 0.9 0.5 0.7 0.8
Scene0549_00 56 1.0 1.0 1.0 0.5 1.0 0.7 1.0 0.5 0.8 0.7 1.0 0.5 0.9 0.7 1.0 0.5

avg scenes - 0.8 0.8 0.7 0.4 0.9 0.7 0.8 0.6 0.9 0.8 0.7 0.6 0.9 0.7 0.7 0.7

Table C.10: Details on qualitative evaluation of feature fusion schemes on open
vocabulary instance retrieval performance on ScanNet [4]. Accuracy of feature
fusion schemes for instance retrieval with “Inst.” (instance), “Aff.” (affordance), “Prop.”
(Property). and “Rel.” (relative) text queries, as assessed per scene by a human
evaluator.
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Scenes
MAX Labels (n) LLM Labels (n′)

Total
Lbl.

Corr.
Lbl.

Flt.
Seg.

Label
Acc.

Merge
Acc.

Total
Lbl.

Corr.
Lbl.

Flt.
Seg.

Label
Acc.

Merge
Acc.

room0 39 32 3 0.82 0.92 38 36 3 0.95 0.92
room1 31 27 3 0.87 0.90 31 29 3 0.94 0.90
room2 25 22 3 0.88 0.88 24 22 2 0.92 0.92
office0 30 25 5 0.83 0.83 29 24 5 0.83 0.83
office1 21 16 2 0.76 0.90 21 15 2 0.71 0.90
office2 27 21 3 0.78 0.89 26 23 3 0.88 0.88
office3 33 27 6 0.82 0.82 33 28 6 0.85 0.82
office4 31 27 6 0.87 0.81 30 27 5 0.90 0.83

avg room - - - 0.86 0.90 - - - 0.93 0.91
avg office - - - 0.81 0.85 - - - 0.83 0.85

avg scenes - - - 0.83 0.87 - - - 0.87 0.88

Table C.11: Details on qualitative evaluation of segmentation and annotation
accuracy on Replica [44]. For MAX Label (n) and LLM Label (n′), the annotation and
merge accuracy of segmentation masks, as assessed per scene by a human evaluator.

Scenes
MAX Labels (n) LLM Labels (n′)

Total
Lbl.

Corr.
Lbl.

Flt.
Seg.

Lbl.
Acc.

Merge
Acc.

Total
Lbl.

Corr.
Lbl.

Flt.
Seg.

Lbl.
Acc.

Merge
Acc.

Scene0000_00 151 109 31 0.72 0.79 148 111 27 0.75 0.82
Scene0525_01 62 50 10 0.81 0.84 62 58 9 0.94 0.85
Scene0549_00 31 22 5 0.71 0.84 30 23 3 0.77 0.90
Scene0164_03 50 40 6 0.80 0.88 50 45 4 0.90 0.92
Scene0034_00 66 46 8 0.70 0.88 64 54 9 0.84 0.86

avg scenes - - - 0.75 0.85 - - - 0.84 0.87

Table C.12: Details on qualitative evaluation of segmentation and annotation
accuracy on ScanNet [4]. For MAX Label (n) and LLM Label (n′), the annotation and
merge accuracy of segmentation masks, as assessed per scene by a human evaluator.
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