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Abstract
Background: Ultrasound (US) has demonstrated to be an effective guidance
technique for lumbar spine injections, enabling precise needle placement with-
out exposing the surgeon or the patient to ionizing radiation. However, noise
and acoustic shadowing artifacts make US data interpretation challenging. To
mitigate these problems,many authors suggested using computed tomography
(CT)-to-US registration to align the spine in pre-operative CT to intra-operative
US data, thus providing localization of spinal landmarks.
Purpose: In this paper, we propose a deep learning (DL) pipeline for CT-to-US
registration and address the problem of a need for annotated medical data for
network training.Firstly,we design a data generation method to generate paired
CT-US data where the spine is deformed in a physically consistent manner.
Secondly,we train a point cloud (PC) registration network using anatomy-aware
losses to enforce anatomically consistent predictions.
Methods: Our proposed pipeline relies on training the network on realistic gen-
erated data. In our data generation method,we model the properties of the joints
and disks between vertebrae based on biomechanical measurements in previ-
ous studies.We simulate the supine and prone position deformation by applying
forces on the spine models. We choose the spine models from 35 patients in
VerSe dataset. Each spine is deformed 10 times to create a noise-free data
with ground-truth segmentation at hand. In our experiments, we use one-leave-
out cross-validation strategy to measure the performance and the stability of
the proposed method. For each experiment, we choose generated PCs from
three spines as the test set. From the remaining, data from 3 spines act as the
validation set and we use the rest of the data for training the algorithm.
To train our network, we introduce anatomy-aware losses and constraints on
the movement to match the physics of the spine, namely, rigidity loss and
bio-mechanical loss. We define rigidity loss based on the fact that each ver-
tebra can only transform rigidly while the disks and the surrounding tissue
are deformable. Second, by using bio-mechanical loss we stop the network
from inferring extreme movements by penalizing the force needed to get to a
certain pose.
Results: To validate the effectiveness of our fully automated data genera-
tion pipeline, we qualitatively assess the fidelity of the generated data. This
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assessment involves verifying the realism of the spinal deformation and subse-
quently confirming the plausibility of the simulated ultrasound images. Next, we
demonstrate that the introduction of the anatomy-aware losses brings us closer
to state-of -the-art (SOTA) and yields a reduction of 0.25 mm in terms of tar-
get registration error (TRE) compared to using only mean squared error (MSE)
loss on the generated dataset. Furthermore, by using the proposed losses, the
rigidity loss in inference decreases which shows that the inferred deformation
respects the rigidity of the vertebrae and only introduces deformations in the
soft tissue area to compensate the difference to the target PC. We also show
that our results are close to the SOTA for the simulated US dataset with TRE
of 3.89 mm and 3.63 mm for the proposed method and SOTA respectively. In
addition, we show that our method is more robust against errors in the initial-
ization in comparison to SOTA and significantly achieves better results (TRE of
4.88 mm compared to 5.66 mm) in this experiment.
Conclusions:In conclusion, we present a pipeline for spine CT-to-US regis-
tration and explore the potential benefits of utilizing anatomy-aware losses to
enhance registration results. Additionally, we propose a fully automatic method
to synthesize paired CT-US data with physically consistent deformations,which
offers the opportunity to generate extensive datasets for network training.
The generated dataset and the source code for data generation and registration
pipeline can be accessed via https://github.com/mfazampour/medphys_ct_us_
registration.

KEYWORDS
anatomy-aware deep learning, physics-based data generation, point cloud, registration, spine,
ultrasound

1 INTRODUCTION

Lumbar spine injections are commonly performed in
clinical practice to treat chronic back pain via the injec-
tion of steroids or anesthetics at the level of the inflamed
regions.1 Ultrasound (US) guidance has demonstrated
to be an effective guidance technique for providing
visual feedback during the procedure, increasing its
effectiveness compared to blind palpation. Unlike Flu-
oroscopy, US can provide 3D information, while prevent-
ing both surgeon and patient from exposure to ionizing
radiation.2,3 However, interpretation of spine US data is
challenging due to the presence of artifacts caused by
the spine curvature and the shadowing effects produced
by bony structures. To address these issues, several
authors have proposed to use 3D-to-3D multimodal reg-
istration to align pre-operative CT or spine atlases to
intra-operative, 3D US volumes. Volumetric US scans
are obtained by compounding 2D B-mode US images
acquired with a tracked transducer.4,5 Spine alignment
in CT-to-US data is relevant, as spine deformations are
likely to occur between these two modalities due to the
different patient positioning used to acquire the data
(prone for CT and supine for US)

Spine CT-to-US registration for spinal injections are
typically formulated as PC registration between bone
surfaces extracted on the CT and US data.PC alignment
can be solved using standard techniques as iterative

closest point (ICP), coherent point drift (CPD)6–10 or
Kalman filtering (KF).11–13 Notably, Nagpal et al.14 pro-
posed a variation of the standard CPD method, where
a biomechanical constraint is added as a regularization
term in the iterative optimization, so to account for the
relative motions between vertebrae. Instead of apply-
ing the standard CPD on the whole lumbar spine, the
authors suggest splitting vertebrae in the CT volume
and considering one vertebra at a time in the CPD
optimization. Specifically, at each step of the iterative
CPD registration, they allow the motion of one verte-
bra at a time in the CT point cloud. Moreover, to avoid
unnatural deformations of the spine, they propose to
constrain the relative motions between vertebrae in a
way to avoid unrealistic deformations, such as deforma-
tions where consecutive vertebrae compenetrate each
other or excessively drift from each other. To do so,
they add virtual springs between vertebrae and use the
spring energy generated by the vertebrae displacement
as a regularization term in the registration optimization.
The points connecting the springs are selected manu-
ally on the CT point cloud. The spring energy, that is,
the regularization term, is therefore given by 𝛼|(lnew −

linitial)| where lnew is the length of the spring at the given
optimization step and linitial)| is the initial length of the
spring. In their work, they prove the advantages of using
a biomechanical-constrained multi-body registration for
CT-to-US spine registration, showing an improvement
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over state of art methods. In this paper, we denote the
work of Nagpal and colleagues as multi-body CPD (MB-
CPD) and compare against it in the experiments and
results section.

Other recent approaches tried to solve this registra-
tion problem in the image domain using intensity based
optimization. Masoumi et al.15 suggested using a patch-
wise normalized cross correlation (NCC) or correlation
ratio (CR). They introduced a dataset acquired on an
ex-vivo phantom and measured the efficacy of their pro-
posed algorithm for rigidly registering the US and CT
in the image domain. Furthermore, Gueziri et al.16 intro-
duced a fast rigid registration approach that works close
to real time by moving the time consuming optimiza-
tion part to GPU. In their method a single caudo-cranial
axial sweep procedure is used to acquire intra-operative
ultrasound images. This scan trajectory is then uti-
lized to initiate the registration transform. Subsequent
refinement of this transform is achieved by identify-
ing the posterior vertebra surface locations, which are
then used to compute gradient-based alignment in the
image domain.

With the advent of DL, several authors have pro-
posed using convolutional networks for solving the PC
registration problem.17,18 Although not yet employed
for CT-US spine registration, deep learning methods
have shown improved performance compared to non-
deep learning techniques with increased robustness
against convergence to local minima.17 However, Deep
Learning methods require a large amount of data to
be trained, which is not straightforward in the medical
context. To tackle the data scarcity problem, recently
many works focused on exploiting data simulation for
other tasks such as image segmentation for ultrasound
imaging.19,20 Furthermore, DL-based point cloud reg-
istration methods are typically designed for computer
vision dataset rather than medical ones. Therefore, they
typically do not account for the anatomical prior and
mechanical behavior of the target anatomy. However, it
has been shown in non DL methods that regularizing the
registration via the introduction of biomechanical con-
straints yields improve performance.7,13 DL approaches
also show improvement in the performance and feasibil-
ity of the inferred deformation field when biomechanical
constraints are added to the training phase, for exam-
ple, for magnetic resonance imaging (MRI) to CT
images registration21 or registration of images of the
prostate.18

In this paper, we propose a deep-learning-based
pipeline for CT-to-US spine registration and a novel fully
automatic data generation method, to effectively gener-
ate paired CT-US images for network training. To the
best of our knowledge, this is the first DL-based method
for CT-to-US spine registration, accounting for anatomi-
cal priors of the spine. Both the code and the generated
dataset will be made publicly available upon publication.
The contribution of this work is twofold:

1. We propose a pipeline for CT-to-US registration.
Furthermore, we introduce two anatomy-aware loss
functions for network training, accounting for the
anatomical priors of the spine biomechanics.

2. We propose a method for generating synthetic paired
CT-US of the same patient spines with different
deformations, ensuring: i. Realistic deformations of
the spine ii. Realistic Point Cloud distribution.

2 METHOD AND MATERIALS

2.1 Dataset generation

One of the major bottlenecks in training deep networks
for medical applications is the ubiquitous problem of
lack of data. For our application, we need paired CT-
US images from the same patient. Gathering such data
can be challenging due to the time-consuming process
of getting ethical approval and the often limited pool of
patients who provide their consent. To overcome this
issue, we propose a novel fully automatic data gener-
ation/data augmentation method, allowing to generate
intra-patient paired CT-US data, starting from CT data
and accounting for deformation arising from different
patient positioning. Unlike spinal US or paired CT-US
datasets, there exists several publicly available abdom-
inal CT datasets, containing large amount of data.1,22

In this work, we selected 35 volumes from the VerSe
Dataset,1 where the full lumbar spine is visible and no
fixation screw is present. The dataset consists of the
CT volumes together with the vertebra segmentation
and classification. The resolution of the images differ
from one patient to another. However, for all the of the
images the voxel size is smaller than 1 mm3 . The intra-
slice spacing ranges between 0.2 to 0.9 mm and the
inter-slice spacing ranges between 0.6 to 1.0mm.

To generate data using only the CT images, two
challenges have to be addressed. First, we need to gen-
erate physically consistent spine deformations in the
CT data. Second, we need to simulate US data of the
deformed CT. In Figure 1a flowchart of the data genera-
tion pipeline is reported. In what follows we describe the
two steps Deformation modeling and US simulation in
more detail.

2.1.1 Deformation modeling

The position in which a spinal injection is performed
can vary depending on the specific technique used and
the preference of the healthcare professional. Three
common positions are supine position, sitting position
and lateral decubitus position which is lying on the side
while holding the knees. Sitting position is used mostly
for epidural injections while the lateral and supine is
used for thoracic, cervical or facet joint injections. These
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F IGURE 1 The paired CT-US generation pipeline.

positions allow for the spine to curve naturally and pro-
vide easier access to the injection site. In what follows,
we show how we can realistically simulate these posi-
tions in CT domain starting from a CT image taken in
the prone position.

To this end, we define a simplified physical model of
the spine. We model bones as rigid tissues. The inter-
vertebral fluid at the level of facet joints and disks is
modeled by a set of springs in parallel. The process
of spring definition occurs automatically by determining
points on each vertebrae body and facets that connect
neighboring vertebrae. The process is as follows:

Disk springs
For each vertebra mesh i ∈ {L1, L2, L3, L4, L5} we first
determine the points that belong to each of the ver-
tebral body faces. We compute the centroid ci , which
is usually situated in the spinal canal, right above the
vertebral body. Therefore, we consider all points below
this point to belong to the vertebral body B(i) = {pi ∈

i ∣ ypi
< yci

, pi ∈ ℝ3}. Because we are only interested
in points that are on the surface of the two verte-
bral body sides denoted as F1 and F2, we divide
the points from B(i) based on the zci

, the z coor-
dinate of the centroid ci and additionally enforce
constraints regarding the normal vector npi

of point
pi : F1 = {pi ∈ B(i) ∣ zpi

< zci
, npi

= (0, 0,−1), pi ∈ ℝ3}
and F2 = {pi ∈ B(i) ∣ zpi

> zci
, npi

= (0, 0, 1), pi ∈ ℝ3}.
Finally, we shuffle all points in F1 and F2 and define
the inter-body (IB) springs between neighboring ver-
tebrae {i ,j} ∈ {{L1, L2}, {L2, L3}, {L3, L4}, {L4, L5}} by
the two end points: IB = {{e1, e2} ∣ e1 ∈ F1(j), e2 ∈

F2(i)}. F1(j) and F2(i)}. These can be visualized in
Figure 2.

F IGURE 2 Automatically generated springs in between vertebral
bodies colored in green.

Facet springs
We first determine the facet points. For this purpose,
we create a set of pairwise neighboring vertebrae
{i ,j} ∈ {{L1, L2}, {L2, L3}, {L3, L4}, {L4, L5}}. Since the
facets from two neighboring vertebrae are usually
situated very close to each other, we define the facet
points for i as the points having the least distance
from the neighboring vertebra. In practical terms,
every point with distance less than 1 mm is consid-
ered to be a facet point: FacetLeft(i) = {pi ∈ i ∣ ∃pj ∈

j if d(pi, pj) < 1mm, xpi
< xci

} and FacetRight(i) =
{pi ∈ i ∣ ∃pj ∈ j if d(pi, pj) < 1mm, xpi

> xci
}, where

ci refers to the centroid of i and d(pi, pj) is the
Euclidean distance function. Afterwards, we shuffle
all points in FacetLeft(i), FacetLeft(j), FacetRight(i),
FacetRight(j) and define facet joint springs for each
side by pairing two end points: JointLeft = {e1, e2 ∣

e1 ∈ FacetLeft(i), e2 ∈ FacetLeft(j)} and JointRight =

{e1, e2 ∣ e1 ∈ FacetRight(i), e2 ∈ FacetRight(j)}. In
Figure 3,we visualized these springs for a sample spine.
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F IGURE 3 Automatically generated springs in between facets of neighboring vertebrae.

TABLE 1 Parameters used in SOFA framework.

Spring
stiffness
(N/m)

Springs
number
(#)

Equivalent
stiffness
(MN/m)

Inter-vertebral fluid 500-1000 400-800 0.2-0.4

Facet joint 8000 200-500 0.16-4

As reported in Table 1, the number of springs at the
level of the facet joints varies from 200 to 500 springs,
where each spring has a stiffness of 8000 N/m, for
an overall equivalent stiffness ranging from 0.6 and 2
MN/m. Each intervertebral disk is connected through a
number of vertebrae ranging from 400 to 800 springs,
with a stiffness of 500 N/m, making the overall stiff-
ness of the springs varies between 0.16 and 4 MN/m,
consistent with the literature.23–28 The damping coeffi-
cients of the springs were set to 3 N/s for the inter-body
fluid springs and 500 N/s for the facet joint springs.
The applied forces varied up to 0.7 N. The selection
of the correct stiffness (i.e., the selection of the num-
ber of springs and springs stiffness) is crucial to obtain
realistic deformations, as depicted in Figure 4, where
it is shown how an incorrect selection of the stiffness
at the level of the facet joint results in an unrealistic
deformation.

To control the overall motion of the spine, we connect
L1 and L5 to a still constraint through a set of springs
in parallel, simulating the vertebrae connections to T12
and S1. The physical simulation of the spine deforma-
tion is performed using the SOFA framework.29 We apply
forces on the individual vertebrae along the anterior-
posterior axis. On L3 we apply the largest force and
reduce it gradually towards L1 and L5. To take into con-
sideration multiple possible spine curvatures, for each
spine we generate one deformation along the anterior
axis and one in the posterior direction. While an anterior
deformation has the effect of increasing the distances
between the spinous processes, the posterior deforma-
tion has the opposite effect. To expand the deformation
space and cover multiple scenarios, we define force
intervals for each vertebra as shown in the second
row of Table 2. We mention that forces along lateral
axes account for the slight shifts in patient’s positioning.
Moreover, to further allow for multi-tissue US simulation,
we automatically also segment the soft tissue, muscle,
and fat in the CT images using the TotalSegmentator.31

We extrapolate the deformation field calculated on the
spine to the surrounding soft tissue using a radial
basis function (RBF) approximator with thin plate spline
as the kernel. The resulting dense deformation field
is then applied to the CT image. We thus obtain
a complete, multi-tissue deformed CT image which

F IGURE 4 Comparison between resulting spine deformation when (a) The stiffness is not correctly selected (i.e., missing springs at the
level of L1 facet), yielding unrealistic spine deformation, where the vertebrae are detached from one another (highlighted with the red arrow) (b)
The stiffness is correctly selected, yielding realistic spine deformations.
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TABLE 2 Force intervals applied on the diverse lumbar vertebrae along the three main axes that consider different spine curvature during
injection. Fi is the force applied on Li , i ∈ {1, 2, 3, 4, 5}.

Axes F1(N/m) F2(N/m) F3(N/m) F4(N/m) F5(N/m)

Lateral (X) [−10,9] [−10,9] [−10,9] [−10,9] [−10,9]

Anterior/posterior (Y) [ ±10,±15] [±15,±20] [±30,±50] [±15,±20] [±10,±15]

Superior/inferior (Z) 0 0 0 0 0

F IGURE 5 Overlay and side-by-side view of a sample CT of a patient, before and after deforming and a comparison with a x-ray from
lateral decubitus position. (a) shows the overlay of the image before (red) and after (blue) applying the deformation. In (b), the spine curvature
between the two states is visualized. We can see how the spine and the soft tissue around it deformed to account for the shape deformation
happening between supine and prone position. We can see that although the deformation is quite large (around 20 mm), the generated
physics-aware deformation respects the boundaries of the vertebrae and there is no collision between the vertebrae after deformation.
Furthermore, (c) shows an example of an x-ray during a spinal injection in pre-injection state (Case courtesy of Ian Bickle, Radiopaedia.org, rID:
47355) with its spinal curvature annotated. By comparing the spinal curves, we can see that the spinal curvature after deformation (green) is
closer than the original one (red) to the pre-injection x-ray shape (shown in yellow).

results from changes in spine curvature as shown in
Figure 5.

2.1.2 US simulation

For US simulation we use the simulation pipeline
described in [32], implemented in ImFusion1. This simu-
lation pipeline involves a ray-tracing engine at its core.
The engine builds the data for each radio frequency
scanline separately, defining the recorded echo for each
scanline as the sum of two main terms: the reflected
energy from tissue boundaries and the backscattered
energy from scattering points throughout the scanline.
Reflection is modeled as a function of the angle of
incidence, ultrasound wave amplitude, and the acoustic
impedance difference between two adjacent tissues. As
ultrasound wave traverses through tissue, it attenuates
and can cause artifacts like shadowing and speckles.
The remaining energy of the sound beam is mod-
eled using the Beer-Lambert Law, where the initial
energy, wave frequency, and attenuation coefficient of
the medium are taken into account.The other term in the

1 ImFusion GmbH, Munich, Germany

returned echo, the back-scattered energy, is the product
of the remaining wave amplitude and the convolution of
the point spread function with random scatterers. The
scatterers are generated from a generative model based
on two random textures combined with tissue-specific
parameters 𝜇0, 𝜇1, and 𝜎0. The model generates scat-
terers of various spatial and acoustic densities for each
tissue type.

We use a 40 mm curvilinear probe with 100 mm depth,
55 mm focus depth, 2 MHz transmit frequency, and 512
scan lines. We set the time gain compensation (TGC) to
0.3. To achieve more realistic simulated ultrasound, we
need to consider the soft tissue surrounding the spine as
well. We use the multi-tissue deformed CT image as a
starting point for the US simulation. In Table 3 we report
the selected tissue-specific parameters. Z, c and a are
impedance,speed of sound and attenuation coefficients
and 𝜇0, 𝜇1, and 𝜎 are additional parameters to control
scatterer properties in the simulation.

The trajectory of the probe is defined as a straight
line moving from the highest point in the sacrum to the
lowest point of T11 along the spine direction, with the
probe in a transverse orientation. Figure 6 shows the
result for 4 slices of the generated ultrasound and show
a qualitative comparison between a simulated frame
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TABLE 3 Parameters used for US simulation.

Z
(

g

cm2

)
c (m/s) a

(
dB

MHz
× cm

)
¯0 ¯1 œ0

Soft Tissue 163000 1540 0.54 0.52 0.5 0

Bone 612000 1800 3 0.77 0.56 0.10

Muscle 163000 1568 1.09 0.52 0.50 0

Fat 102000 1530 0.69 0.80 0.5 0

F IGURE 6 Qualitative comparison of simulated and real ultrasound images and segmentation results. (a) represents three images, first is
the simulated ultrasound, second row is an ultrasound image acquired by a Zonare z.one ultra sp Convertible Ultrasound System (ZONARE
Medical Systems, Inc., Mountain View, California, United States) and the third row is recorded using an ACUSON Juniper ultrasound system
(Siemens Industry, Erlangen, Germany). Although there is a domain gap between real and simulated images we can see that the prominent
effects are preserved. Furthermore there is a large intra-domain distance in real images depending on the probe and the acquisition parameter.
(b) Three simulated ultrasounds from the validation set, the ground truth label and the output of the network is visualized here. We can see that
the network output mostly matches the ground truth label with minor deviation of the shape (indicated by orange) or small parts missing or
added (in red).

and two real spinal ultrasound frames acquired using
different devices.

2.2 Registration pipeline

In Figure 7, we provide a flowchart of the proposed reg-
istration pipeline. Firstly, the CT is segmented, and the
posterior points of the spine are extracted to discard
points that are not visible in the US data, thus improv-

ing the registration result according to.7,13 The posterior
bone surface extraction is performed by letting a set of
parallel rays travel in the Anterior-Posterior direction in
the CT-labelmap,starting from the posterior side.When-
ever one of these rays encounters a non-zero voxel,
the position of that voxel is stored as a surface point
in the resulting posterior surface CT point cloud. Sec-
ondly, bones are automatically segmented on US data,
using a U-net network architecture33 trained on the gen-
erated US data. Thirdly, the extracted labelmaps and
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F IGURE 7 Registration Pipeline: On the one side, the US image is segmented using a U-net network. The segmentation is combined with
the tracking stream of the US probe to generate point clouds. On the other side, the CT segmentation is raycasted and converted to a point
cloud. The extracted US and CT point clouds are then fed into the registration network.

the US tracking information are used to generate point
clouds of the bones data. Finally, the CT and US point
clouds are registered together using a registration net-
work, where anatomical consistent transformations are
enforced via the introduction of anatomy-aware losses.
The CT point cloud is considered the moving set and
the Ultrasound point cloud the target set. A detailed
description of the anatomy-aware losses as well as of
the network architecture is provided in sections 2.2.1
and 2.2.2.

2.2.1 Anatomy-aware losses

Deep deformable registration usually suffers from esti-
mating unrealistic deformation fields.34 To alleviate
this problem, we introduce anatomy-aware losses that
penalize the network based on the anatomical con-
straints governing spinal movement. These constraints
are twofold. First, the vertebral body can only move
rigidly. Second, the difference between rigid transforma-
tions of neighboring vertebrae is controlled and limited
by the joints.

Considering these two constraints, we define two
losses to regularize the deformable registration, the
rigidity loss, and the bio-mechanical loss. We define
rigidity loss (rigid) as the difference between the sum
of the l2-norm of all the edges (ej) belonging to a verte-
bra i (Mvi

) before and after transformation. Mvi
is the set

of all edges between each two point belonging to verte-
bra i. The rigidity loss encourages deformations that are
locally Euclidean.

rigid =

L∑
i=1

⎛⎜⎜⎝
∑

ej∈Mvi

1
Ni

(‖‖‖ej
‖‖‖ − ‖‖‖𝜙̂(ej)

‖‖‖
)2⎞⎟⎟⎠

0.5

(1)

where L is the total number of vertebrae we want to reg-
ister, Ni is the number of edges defined between points
of the given vertebra vi , 𝜙̂ is the estimated transforma-
tion by the network for all of points in the point cloud
and ‖𝜙̂(ej)‖ is the norm of edge ej after applying the
estimated transformation 𝜙̂.

The bio-mechanical loss (bio) considers the force
required to achieve a certain pose on the spine. We
model the joints (Ji,l) between two neighboring vertebra
(vi and vl) by springs with different stiffness kJi,l

. We set
the rest length for each spring (xrest) equal to the initial
distance between the points at the two ends of the corre-
sponding joint.bio is defined as the sum of the potential
energy of the springs after the transformation.

bio =

L∑
i=1

L∑
l=i

1
2

kJi,l

‖‖‖x𝜙̂ − xrest
‖‖‖

2
(2)

where x𝜙̂ is the distance between the same points con-
sidered for calculating the resting distance after applying
𝜙̂.

2.2.2 Network architecture

For the network architecture, we use the FlowNet3D17

as the base architecture, which has shown promising
results for medical data registration.18 The network
architecture consists of a feature extraction layer,
inspired by the PointNet++ architecture35 followed by
flow embedding, downsampling, and upsampling layers.
The feature extraction layer is composed of a set of
hierarchical abstraction layers, that extract local fea-
tures in the point cloud. Compared to another feature
extraction architecture, the capability of PointNet++
to encode local features in the point cloud is highly
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relevant for the task of spine registration. For this task,
it is crucial that the network not only captures the global
appearance of the whole spine,but also the appearance
and relative position of local features as vertebrae or
vertebral landmarks. Once a set of hierarchical fea-
tures is extracted from both source and target point
clouds, the flow embedding layer encodes the motion
of the points based on both their features and relative
positions in space. Finally, downsampling and upsam-
pling convolutional layers ensure the smoothness of
the extracted flow. In practical terms, the structure
includes four sets of convolutional layers, one layer
for flow embedding, and four sets of up-convolutional
layers (matching the four sets of convolutional lay-
ers). Additionally, there is a final linear flow regression
layer that generates the predicted scene flow in three-
dimensional space. The set of up-convolutional layers
are equipped with skip connections. Each trainable
layer utilizes multi-layer perceptrons, employing Linear-
BatchNorm-ReLU layers with adjustable widths for its
linear layer.

2.3 Experiments

2.3.1 Segmentation network

We trained the U-net segmentation network for 50
epochs using Adam optimizer and binary cross-entropy
(BCE) loss with an 80%–20 % split between training
and validation set and achieved a dice score of 0.58.
The labeling for the input US data was automatically
generated by interpolating the posterior bone surface
extracted from the CT labels onto the US data. In
Figure 6 , qualitative results on segmenting simulated
ultrasound are depicted. We can see from the results
that the network output is of adequate quality to be used
in the pipeline.

2.3.2 Registration metrics

To evaluate the network performance, we considered
three different metrics: The TRE, the translation and
absolute quaternion distance between the ground truth,
and estimated transformation matrices for each verte-
bra. For computing the TRE, we first manually selected
points on the facet joints in the source point clouds. We
then compute the TRE as the distance between these
points transformed with the ground truth and predicted
transformations. As the registration network provides a
displacement for each point in the source point cloud,
we used a Least Square Fitting method to estimate the
best rigid transformation T̂i between each vertebra in the
source point cloud and its deformed target. For a given
spine, the translation and absolute quaternion distance

TABLE 4 Computation cost of each step of data generation
pipeline and inference time of the network. The reported time for
ultrasound simulation is for generating an US sweep with 50 frames.
All of the experiments were done a machine with 128 GB of RAM, a
AMD Ryzen Threadripper 1950X 16-Core Processor and an Nvidia
RTX 3090.

Step
Time
(ms) Step

Time
(ms)

Spring generation 1200 Ultrasound simulation 10000

Applying force on
spine

500 Ground truth label
generation

800

Deformation
extrapolation

3000 Inference time 50

(AQD) are given by

dtranslation =
1
L

∑
i

‖‖‖tigt − tipred
‖‖‖

dAQD =
1
L

∑
i

(
1 −

⟨
qi

gt, qi
pred

⟩) (3)

where tigt, tipred are the translation terms in the ground
truth and predicted transformation matrices of the i-th
vertebra T̂i , respectively, and qi

gt, qi
pred are the quater-

nions associated with the rotation term in the ground
truth and predicted transformation matrices of the i-th
vertebra, respectively.

2.3.3 Computation cost

We first talk about the time needed for generat-
ing the data and then about the inference time. In
Table 4, we report the time needed for deforming
one spine with one force field and finally generating
one simulated ultrasound sweep with its corresponding
point cloud.

2.3.4 Ablation study and comparison with
SOTA

Purpose: The purpose of this experiment is to evalu-
ate the proposed losses and to compare the network
results to non-DL SOTA methods in ideal conditions, that
is, with ground-truth noise-free surface point clouds. To
obtain these surface point clouds, we extract the pos-
terior spine surface from the deformed spine labelmap
(from which US simulations are generated) using the
same procedure described in Section 2.2. By doing so,
we bypass any noise that might be added during the
segmentation process.

Implementation: We train the registration network for
60 epochs using Adam optimizer.The learning rate is set
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to 0.001, and we choose the same model parameters
as17 except for the number of points in the abstraction
layers, which we double based on our hyperparameter
tuning. The model expects a set of 4096 points in each
input point cloud which we randomly pick from the input
point cloud. To better assess and represent the stabil-
ity of the model against different splits of the data, we
perform leave-one-out cross-validation experiments.We
choose one spine for each experiment as the test set,
and we randomly divide the rest of the data to have 18
and 3 spines in training and validation sets.During train-
ing, we select the best model based on the TRE score
on the validation set.

We choose a combination of losses for training our
network. First loss is the mean squared error (MSE)
between the known ground truth deformation field and
the prediction of the network. Second is the rigidity loss
defined in Equation 1 and the third is the biomechanical
loss as defined in Equation 2.The last loss is the Cham-
fer loss between the target PC and the warped PC. The
Chamfer Loss is a metric used to measure the dissim-
ilarity between two sets of points in a point cloud. It is
commonly used in computer vision tasks such as shape
matching, point cloud registration, and object detection.

Given two sets of points P and Q, each consist-
ing of N and M points respectively, the Chamfer Loss
LChamfer(P, Q) is calculated as follows:

LChamfer(P, Q) =
∑
p∈P

min
q∈Q

‖p − q‖2
2 +

∑
q∈Q

min
p∈P

‖q − p‖2
2,

(4)
where ‖ ⋅ ‖2 represents the Euclidean distance between
two points.

During hyperparameter tuning, we use TRE for eval-
uating the network performance. We notice that the
choice of the coefficients for Chamfer loss does not
significantly affect the network performance. However,
performance varies with the coefficient range for rigid-
ity and biomechanical losses.The acceptable coefficient
range is [1, 20] and [0.2 1.5] for rigidity and biomechan-
ical loss, respectively. Based on our experiments, we set
the coefficients to 10.0, 5.0, and 0.5 for Chamfer, rigidity,
and biomechanical loss, respectively.

We perform an ablation study on a set of training
losses:MSE only,MSE with Chamfer distance,MSE with
rigidity loss,MSE with biomechanical loss and MSE with
rigidity and biomechanical loss. We further compare the
model results to the multi-body CPD (MB-CPD) method
proposed in [7]. We analyze the effect of the springs on
the results of the non-DL method and report the different
results of the MB-CPD method when using interverte-
bral springs and in the absence of springs. Compared
to the work proposed by [7], we introduce two additional
springs connecting L1 and L5 to fixed constraints. This
addition yields improved performance as it allows regu-
larizing the displacement from their initial position, thus
avoiding unrealistic transformation of L1 and L5. The

average TRE before registering the data is 5.44 mm with
standard deviation 2.31..

2.3.5 Robustness against errors in
initialization

Purpose: The purpose of this experiment is to analyze
the effect of errors in initialization for both the MB-CPD
and the proposed method.

Implementation: In our generated dataset, an ini-
tial alignment of high quality is inherently available
as a default setting. To measure the robustness, we
conducted an experiment involving the deliberate intro-
duction of errors to this initial alignment. Specifically, we
manually introduced rotational and translational errors
around at least one of the axes, in the range of ±10
degrees. Subsequently, we evaluated and compared
the performance of both the proposed method and the
MB-CPD on two distinct scenarios: correctly initialized
data without errors, and data containing the introduced
rotational errors.

2.3.6 Dependency on the dataset size

Purpose: With this experiment we want to evaluate the
dependency of the registration network results on the
size of the training set.

Implementation: We evaluate the results of the model
trained with “MSE + Bio” when using 50% and 66% of
the training data for training.

2.3.7 Network performance on US
segmentation

Purpose: The purpose of this experiment is to evaluate
the robustness of the network against partial occlu-
sions and artifacts in the point clouds, arising from
acoustic shadowing, as well as inaccuracies in the
US segmentation.

Implementation: We evaluate the network perfor-
mance, when trained with the best set of hyperparam-
eters and losses (MSE+Biomechanical loss) and we
compare against the best non-DL SOTA method.

3 RESULTS

3.1 Ablation Study and comparison
with SOTA

In Table 5 we report the results of the ablation and
the comparison study. We can see that the results with
rigidity loss and the biomechanical loss tend to improve
(although not significantly) compared to using MSE. For
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TABLE 5 Ablation study on the registration network result when using the proposed losses compared to using the standard loss (MSE) on
ground-truth noise-free data. Values after ± show the standard deviation.

Method TRE (mm) Translation (mm) AQD Rigidity loss

MSE 3.82 ± 0.60 4.65 ± 0.87 0.019 ± 0.032 1.15 ± 0.11

MSE + chamfer 3.88 ± 0.89 4.98 ± 1.06 0.023 ± 0.035 1.45 ± 0.15

MSE + rigidity 3.79 ± 0.78 4.65 ± 0.95 0.021 ± 0.028 0.83 ± 0.21

MSE + bio 3.67 ± 0.63 4.51 ± 0.90 0.018 ± 0.020 0.91 ± 0.18

MSE + bio + rigidity 3.76 ± 0.64 4.84 ± 0.87 0.023 ± 0.025 0.96 ± 0.17

MB-CPD 3.78 ± 2.37 7.53 ± 4.78 0.035 ± 0.032 -

MB-CPD + springs 3.46 ± 2.12 4.93 ± 3.38 0.037 ± 0.025 -

Abbreviations: MB-CPD, multi-body CPD; MSE, mean squared error.

TABLE 6 Robustness of the proposed method and the SOTA method to errors in initialization. The word uninit marks the rows presenting
result on data with erroneous initialization. Values after ± show the standard deviation.

Method TRE (mm) Translation (mm) AQD

MB-CPD (uninit) 5.66 ± 3.55 6.47 ± 3.24 0.044 ± 0.034

MB-CPD 3.46 ± 2.12 4.93 ± 3.38 0.037 ± 0.025

proposed method (uninit) 4.88 ± 1.65 5.79 ± 1.24 0.036 ± 0.028

proposed method 3.67 ± 0.63 4.51 ± 0.90 0.018 ± 0.020

Abbreviation: MB-CPD, multi-body CPD.

the rigidity loss and the biomechanical loss, the TRE is
reduced by 0.03 and 0.15 and rigidity loss is reduced
by 28% and 20%, respectively, when compared to MSE
(Table 5). To assess the statistical significance of the
proposed method, we perform a paired t-test and com-
pare the variation of losses against “MSE + Bio” which
shows that although the result improves, this improve-
ment is not significant (p ≥ 0.05). From the MB-CPD
results we can notice that, as for the network, the pres-
ence of springs affects the overall performance of the
method. The rigid loss is not given for the MB-CPD
method, as it is inherently 0, given that the method
provides a rigid transformation matrix for each verte-
bra. In the tables, we report the mean value and the
standard deviation for each value. We calculate the p-
values to compare “MB-CPD + Springs” and “MSE +

Bio” which results in a non-significant superiority of the
SOTA method over the proposed method. However it is
worth noting that while for our proposed method, it only
takes 50ms to register, for MB-CPD, this number varies
between 10 to 15 s depending on the number of iter-
ations. As can be seen from the results, our proposed
method generates results close the SOTA while being
orders of magnitude faster. In what follows, we com-
pare the robustness of the two methods against errors
in the initialization.

3.2 Robustness against errors in
initialization

Table 6 presents a comparative analysis of the impact
of initialization on the results. The findings demon-

strate that in contrast to MB-CPD, the proposed method
exhibits greater resilience and is less susceptible to
the adverse effects caused by errors in initialization. To
support this claim, we employ a paired t-test and the
result (p = 0.02) shows that the proposed method is
significantly more robust compared to MB-CPD (TRE
of 4.88 mm in comparison to 5.66 mm for MB-CPD
without initialization, Table 6). This is due to the fact
that during training the method, we can expose our
network to different configurations of misalignment in
the initialization.

3.3 Dependency on the dataset size

When training only using 50% and 66% of the training
set, we obtained a TRE of 4.78 mm ± 1.55 and 4.34
mm ± 1.27, respectively. This result indicates that the
network performance benefits from increasing training
set, as expected.

3.4 Network performance on US
segmentation

In Table 7 we report the results of our study on the sim-
ulated US dataset. It can be seen that the results are
consistent with the ones obtained for ground truth seg-
mentation data, suggesting that the network is robust
against partial occlusions that can occur in the US data
due to the probe orientation. The error is in an accept-
able range for lumbar facet joint injections according
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TABLE 7 Comparison of registration results of the proposed method and the non-DL counterpart on simulated US point clouds. Values
after ± show the standard deviation.

Method TRE (mm) Translation AQD Rigidity loss

MSE + Bio 3.89 ± 0.91 4.89 ± 1.31 0.019 ± 0.023 1.01 ± 0.18

MB-CPD + springs 3.63 ± 2.27 5.12 ± 4.20 0.043 ± 0.030 -

Abbreviations: MB-CPD, multi-body CPD; MSE, mean squared error.

to,7 proving the potential of DL methods for spine reg-
istration, and the efficacy of introducing anatomy-aware
losses when training DL models.

4 DISCUSSION

This section examines two main processes: the data
generation pipeline and the registration pipeline. The
data generation pipeline involves the creation of paired
CT-US data, where our proposed method successfully
generates accurate deformations to convert a spinal CT
image into an image captured from a prone or lateral
position (Figure 5 ).This pipeline enables the generation
of CT-US data with known ground truth transformations,
which demonstrates a value for network pre-training
when transitioning to real data (Figure 1 ). To enhance
efficiency and scalability, we introduce automated fea-
ture extraction, trajectory planning, and a streamlined
data generation process.

In the registration pipeline, the reported results show
that the proposed losses improve the registration out-
come (Table 5). The method trained on the current data
set does not outperform the standard (non-DL) meth-
ods,but while such standard non-DL methods are solely
relying on relative point positions in source and tar-
get PC, the proposed network architecture is designed
to encode both global and local features of the input
point clouds. Therefore, with a larger training popula-
tion, the network could learn global and local features of
the spine and better capture the underlying mechanical
behavior. We have supported this claim by presenting
the network performance’s dependency on the size of
the training dataset (section 2.3.7), underlying the major
potential of the method over standard registration tech-
niques, which do not offer room for improvements with
an increasing number of training data. Moreover, the
MB-CPD is more dependent on the initial alignment,
as shown by the results in the absence of a good
pre-alignment (Table 6).

Although the generalizability of the method to real
data is highly relevant, the acquisition of real paired
CT-US dataset presents several challenges in terms
of ethical approval and CT and 3D US data gather-
ing and the definition of ground-truth deformations. We
strongly believe that our generated data can help in pre-
training the network and result in better convergence
once access to real data for training is made possible.

Overall, our proposed approach demonstrates the
feasibility and potential of employing DL methods for
US-to-CT spine registration. It also introduces a novel
method for generating a substantial amount of data to
train and evaluate such models in a controlled environ-
ment, serving as an initial step before transitioning to
real data.

5 CONCLUSIONS

This study introduces a novel deep learning pipeline
for CT-to-US spine registration, incorporating anatomi-
cal losses to facilitate learning of spinal biomechanics.
Although biomechanical constraints were employed for
DL approaches trained for other modalities (MRI-CT)21

or other organs (prostate),18 application to CT-to-US
spine registration was not investigated. Additionally, we
propose a data generation method to overcome the
challenge of procuring sufficient paired CT-US data,
marking a novel approach in this domain.

However,while promising,our method did not surpass
standard (non-DL) techniques in the existing dataset,
indicating a need for a larger training population to
enhance performance. Furthermore, despite the poten-
tial utility of our artificially generated data for preliminary
network training, the procurement of authentic paired
CT-US datasets continues to be a formidable challenge
due to ethical concerns and practical difficulties.

Overall, our study represents a pioneering step
towards applying deep learning to CT-to-US spine reg-
istration. Yet, further research and more comprehensive
real-world data collection are essential to fully realize
this method’s potential.
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