Abstract—Compliance with the rules of the road is crucial for the safe operation of autonomous vehicles. Previous work has shown that one can expedite rule-compliant motion planning by constraining the search space based on the reachable states of the vehicle. We propose an algorithm to overapproximate the states that a vehicle can reach while adhering to a linear temporal logic specification. By integrating model checking into reachability analysis, we can exclude many non-compliant states early. Moreover, we only have to semantically split the reachable set when necessary to decide the validity of the specification. This significantly reduces the computation time compared to existing approaches. We benchmark our approach in recorded real-world scenarios to demonstrate its real-time capability.

I. INTRODUCTION

If autonomous vehicles are to be accepted by the broad public, they need to drive safely and thus comply with the rules of the road. To provide formal guarantees that an autonomous vehicle does not violate the rules of the road, they need to be formally specified. For the formalization of complex traffic rules, temporal logics have emerged as the language of choice [1]. In particular, [2], [3] formalize parts of the German traffic law in metric temporal logic (MTL); [4] uses linear temporal logic (LTL) for the same purpose.

Motion planning subject to temporal logic specifications is challenging, as it needs to respect both continuous constraints originating, e.g., from the vehicle dynamics, and discrete constraints arising, e.g., from the specifications [5]. By determining the reachable set of a vehicle, we can narrow the search space for specification-compliant trajectories, which facilitates the planning of intended or fail-safe trajectories [7] (see Fig. 1). The reachable set comprises all states that the vehicle can reach while adhering to the specifications. The algorithm presented in [8] computes the reachable set subject to the simple specification “always avoid collisions.” Irani Liu and Althoff [9] augment this algorithm to handle arbitrary LTL specifications. To this end, they split the reachable set with respect to every atomic proposition in the specification at each step of the reachability analysis. Thus, they obtain a semantically annotated reachability graph, from which they extract specification-compliant driving corridors using model checking.

Splitting the reachable set along every proposition at each step can significantly increase the number of sets to consider in subsequent steps, leading to an increased computational effort. However, some splits are unnecessary because, typically, only some propositions are relevant at a given step to decide the validity of the specification. For example, given the specification “X holds eventually”, the propositions in X are only relevant until X holds for the first time. Moreover, since specification compliance is checked only after the reachability analysis, one might explore large parts of the state space that are only reachable when violating the specification. Given the specification “Y never holds”, e.g., continuing to explore from states satisfying Y is pointless. To address these issues, we propose to perform model checking on the fly, i.e., while computing the reachable sets.

A. Related Work

We categorize existing techniques for motion planning subject to temporal logic specifications into three groups: Sampling-based and optimization-based methods directly plan specification-compliant trajectories in the continuous state space. Multilayer approaches, on the other hand, guide the motion planner using a discrete abstraction of the system.

Sampling-based approaches plan specification-compliant trajectories by randomly sampling the state space. Many convert the specification into an automaton and incrementally construct its product with the dynamical system using variants of the RRT* algorithm [10]–[14]. For signal temporal logic (STL) specifications, one can leverage the quantitative semantics in the cost function of RRT* to obtain maximally robust trajectories [11], [15]. Typically, the employed RRT* variants are probabilistically complete [16]; thus, they are only guaranteed to find a solution (assuming one exists) as the number of samples tends to infinity.

Optimization-based methods treat trajectory planning as a constrained optimization problem. To this end, many works encode the system dynamics and the specification as mixed-integer constraints [17]–[22]. The objective function then
 captures robust satisfaction or soft constraints like favoring small control inputs. In [23], the authors formulate the planning problem as a dynamic program over the product of the dynamical system and the specification automaton.

Multilayer approaches determine a specification-compliant plan using a discrete abstraction of the dynamical system and then attempt to find a continuous trajectory obeying the discrete plan. However, the system dynamics are often not taken into account when constructing the abstraction, which leads to potentially infeasible plans [24]–[28]. The authors of [29] consider the system dynamics by providing control laws to realize the discrete transitions. Semantically annotated reachability graphs from [9] can also be viewed as discrete abstractions. As the graph is constructed using overapproximative reachability analysis, the inclusion of all dynamically feasible transitions is guaranteed, while many infeasible ones are excluded. The extracted driving corridor expedites trajectory planning by narrowing the search space.

While the authors of [30] do not directly address motion planning, they overapproximate the reachable set complying with an STL specification using a data-driven method. To this end, they constrain the reachable set at each step using predicate functions derived from the specification. In contrast, our approach leverages a specification automaton to determine the relevant propositions at each step.

B. Contributions

We propose a novel algorithm for overapproximating the reachable set of an autonomous vehicle subject to an LTL specification that encodes, e.g., traffic rules. Since we compute the reachable set for a finite time horizon, we interpret the specification as LTL over finite traces (LTLf) [31]. Our main contributions are:

- Performing model checking on the fly, i.e., during the reachability analysis (contrary to [9]).
- Tracking the progress toward specification satisfaction while computing the reachable sets to a) consider only the propositions relevant to decide whether the specification is satisfied, and b) exclude states that are unreachable when adhering to the specification.
- Considerably lower computation times compared to [9].

This paper is organized as follows: In Sec. II, we introduce preliminaries before presenting our problem statement. We explain our algorithm for specification-compliant reachability analysis in Sec. III. Finally, we evaluate our approach in Sec. IV before coming to a conclusion in Sec. V.

II. PRELIMINARIES AND PROBLEM STATEMENT

After introducing LTLf and our vehicle model, we define specification-compliant reachable sets. Based on this definition, we provide a formal problem statement.

A. Linear Temporal Logic over Finite Traces

Let $\mathcal{AP}$ be a fixed set of atomic propositions. LTLf shares the syntax of LTL, so an LTLf formula $\varphi$ over $\mathcal{AP}$ is constructed according to the grammar

$$
\varphi ::= a \ | \ \neg \varphi \ | \ \varphi_1 \land \varphi_2 \ | \ X \varphi \ | \ \varphi_1 \ U \varphi_2,
$$

where $a \in \mathcal{AP}$ [31, Sec. 2]. LTLf formulas are interpreted over finite traces, i.e., non-empty, finite words over the alphabet $2^{\mathcal{AP}}$. Intuitively, the next operator $X$ requires $\varphi$ to hold in the next state of the trace, while $U$ requires that $\varphi_1$ holds until $\varphi_2$ becomes true. We use the common abbreviations $F \varphi := \text{true} \ U \varphi$ (finally) and $G \varphi := \neg F \neg \varphi$ (globally/always). Let $L(\varphi)$ denote the set of all finite traces that satisfy the formula $\varphi$. We refer the reader to [31, Sec. 2] for the formal definition of the satisfaction relation, which requires in particular that all eventualities (like next and finally) are resolved before the end of the trace.

The literature provides several methods for translating an LTLf formula $\varphi$ into a (non-deterministic) finite automaton $A_\varphi$ that accepts exactly the finite traces that satisfy $\varphi$, i.e., $L(A_\varphi) = L(\varphi)$. The specification automaton $A_\varphi$ has the alphabet $2^{\mathcal{AP}}$ and the states $Q$ with initial state $q_0 \in Q$ and final states $F \subseteq Q$. Its transition relation is $\delta \subseteq Q \times 2^{\mathcal{AP}} \times Q$. We opt for an indirect translation via regular LTL and Büchi automata (see, e.g., [32, Sec. V-A]) since with Spot [33] there is a mature tool to perform the conversion.\footnote{See https://spot.lri.epita.fr/tut12.html for details.}

Our approach works best if we ensure that $A_\varphi$ only has states that are part of some accepting run. Fig. 2 depicts an example automaton for $\varphi = G(a \rightarrow X(b \lor c))$ with the above property. As shown in Fig. 2, the transition relation induces a propositional formula $\psi_{q,q'}$ for each pair of states $q,q' \in Q$ so that the automaton can transition from $q$ to $q'$ if and only if $\psi_{q,q'}$ is satisfied.

Besides requiring an explicit representation of the state space, our approach is independent of how the specification is converted into an automaton. Moreover, it can also handle specifications in other logics expressible as finite automata, e.g., syntactically co-safe LTL [34].

B. Vehicle Model

We introduce the index $k \in \mathbb{N}_0$ to refer to the discrete time step corresponding to the continuous time $t_k = k\Delta t$, where $\Delta t \in \mathbb{R}_{>0}$ is a fixed time increment. Without loss of generality, the initial time step is 0, and we denote the fixed final time step as the planning horizon $k_{\text{f}}$.

Following previous work [8], [9], we adopt a simple point-mass model of the ego vehicle with its center as the reference point, described in a curvilinear coordinate system [35] with path length $s$ and lateral deviation $d$. The system state $x_k = (s_k, \dot{s}_k, d_k, \dot{d}_k)^T \in \mathcal{X}_k$ at time step $k$ consists of position and velocity in $s$- and $d$-direction; the input $u_k = (\delta_k, d_k)^T \in \mathcal{U}_k$.

![Fig. 2. Specification automaton for $G(a \rightarrow X(b \lor c))$ with $\mathcal{AP} = \{a, b, c\}$. We represent $\delta$ symbolically, so the edge $(q_1, \neg a \land (b \lor c), q_2)$ represents the transitions $(q_1, \{b\}, q_2), (q_1, \{c\}, q_2)$, and $(q_1, \{b, c\}, q_2)$.](https://spot.lri.epita.fr/tut12.html)
controls the respective accelerations. Here, \( \mathcal{X}_k \subseteq \mathbb{R}^4 \) and \( \mathcal{U}_k \subseteq \mathbb{R}^2 \) denote the set of admissible states and inputs at time step \( k \), respectively. As stated in [9, Eq. (6)], the discrete-time system dynamics is

\[
\mathbf{x}_{k+1} := \begin{pmatrix}
1 & \Delta t & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & \Delta t \\
0 & 0 & 0 & 1
\end{pmatrix} \mathbf{x}_k + \begin{pmatrix}
\frac{1}{2} \Delta t^2 & 0 \\
\Delta t & 0 \\
0 & \frac{1}{2} \Delta t^2 \\
0 & 0
\end{pmatrix} \mathbf{u}_k.
\]

We conservatively bound the velocities and accelerations in both directions to account for the kinematic limitations of the vehicle and the effects of transforming the vehicle dynamics to the curvilinear coordinate system (see, e.g., [36]).

C. Specification-Compliant Reachable Sets

Let \( \mathcal{X}_0 \) be the measured set of initial states of the ego vehicle. Moreover, let \( [n] \) denote the set \( \{0, 1, \ldots, n\} \) for \( n \in \mathbb{N}_0 \). A state trajectory \( \mathbf{x}_{[k]} := (\mathbf{x}_0, \ldots, \mathbf{x}_k) \) is \textit{drivable}, if it is a solution to the system dynamics (1) with initial state in \( \mathcal{X}_0 \). We define the set of all drivable trajectories as

\[
\mathcal{X} := \{ \mathbf{x}_{[k]} \mid \mathbf{x}_0 \in \mathcal{X}_0 \land \forall k \in [k_0 - 1] \exists \mathbf{u}_k \in \mathcal{U}_k : \mathbf{x}_{k+1} = f(\mathbf{x}_k, \mathbf{u}_k) \in \mathcal{X}_{k+1} \}.
\]

To define the specification-compliant reachable sets, we need to interpret a given LTL \( \mathcal{L} \) specification \( \varphi \) over a trajectory \( \mathbf{x}_{[k]} \). Each atomic proposition \( a \in \mathcal{AP} \) is typically associated with a \textit{predicate} \( p_a \) [2]–[4]. The predicate \( p_a(\mathbf{x}, \ldots) \) depends on the state \( \mathbf{x} \) of the ego vehicle, and possibly also on its environment (denoted by “…” above), which includes, e.g., other traffic participants and traffic signs. To access information about the environment when evaluating predicates, we assume that an environment model is provided. The model includes a behavior prediction of the dynamic obstacles, the kind of which depends on the use case: For determining motion planning constraints, one could use a most likely trajectory, while a set-based prediction is more appropriate for computing fail-safe trajectories. A predicate \( p_a \) then induces the set \( \{ p_a[k] \subseteq \mathcal{X}_k \} \) containing the states that satisfy \( p_a \) at step \( k \in [k_0] \). We write \( \mathbf{x} \models_a k \) for \( \mathbf{x} \in \{ p_a[k] \} \) and extend this notation to propositional formulas \( \psi \) over \( \mathcal{AP} \). Using the predicates, we can label each state in \( \mathbf{x}_{[k]} \) with the propositions it satisfies. This yields the \textit{proposition trace} \( \tau(\mathbf{x}_{[k]}) \) of \( \mathbf{x}_{[k]} \), whose \( k \)-th element is \( \{ a \in \mathcal{AP} \mid \mathbf{x}_k \models_a k \} \). A trajectory is \textit{specification-compliant}, if its proposition trace \( \tau(\mathbf{x}_{[k]}) \) satisfies \( \varphi \), i.e., \( \tau(\mathbf{x}_{[k]}) \in \mathcal{L}(\varphi) \).

We can now define the exact specification-compliant reachable set \( R_k^+ \) at step \( k \in [k_0] \) as the set of all states reachable by following a drivable and specification-compliant trajectory for \( k \) steps. Formally, we have

\[
R_k^+ := \{ \mathbf{x}_k \mid \mathbf{x}_{[k]} \in \mathcal{X} \land \tau(\mathbf{x}_{[k]}) \in \mathcal{L}(\varphi) \}.
\]

D. Problem Statement

Even when considering collision avoidance as the only specification, it is impossible to efficiently determine the exact reachable sets [8]. Therefore, we aim to compute a tight overapproximation \( R_k^+ \supseteq R_k^+ \) for all \( k \in [k_0] \). Because the point-mass model with conservative bounds is reachset conformant [37, Sec. 3.5], our overapproximation encloses all drivable and specification-compliant trajectories of the real vehicle.

We emphasize that computing the specification-compliant reachable set does not replace specification-compliant motion planning. Rather, it is a preparatory step to facilitate planning by restricting the search space. Since some driving situations have a very narrow solution space, we need to ensure that the restricted search space still contains all admissible trajectories, while the planner takes care of guaranteeing that the planned trajectories adhere to the specification. If no specification-compliant trajectory is found in time, the autonomous vehicle can fall back to a previously computed fail-safe trajectory, e.g., as described in [7].

III. SPECIFICATION-COMPLIANT REACHABILITY ANALYSIS

In the case of a discrete system model, one would construct the product of the specification automaton \( \mathcal{A}_\varphi \) and the system model to determine satisfying executions [38, Sec. 5.2]. However, our system model has a continuous state space, so this is not readily feasible. Instead, we construct a \textit{reachability graph} \( G_R \) as an overapproximative discretization of the system model as described in Sec. III-A. We store the reachable states of the specification automaton in addition to the reachable system states, to track the progress in satisfying the specification. Finally, we extract the desired overapproximations \( R_k^+ \) from \( G_R \) as shown in Sec. III-B.

A. Computing the Reachability Graph

Fig. 3 shows an example reachability graph. In line with previous work [8, 9], each graph node is a base set. A \textit{base set} \( R_k^{(i)} \subseteq \mathcal{X}_k \) represents a set of states reachable at time step \( k \), with the index \( i \in \mathbb{N}_0 \) distinguishing base sets of the same time step. It is given as the Cartesian product of two convex polytopes, one of which represents reachable positions and velocities in \( s \)-direction, and the other the same in \( d \)-direction. Moreover, we tag each \( R_k^{(i)} \) with a non-empty set of automaton states \( Q_k^{(i)} \subseteq Q \) to track the states that the specification automaton \( \mathcal{A}_\varphi \) can reach. The directed edges in \( G_R \) indicate the reachability relation between base sets of successive time steps.

Alg. 1 constructs the reachability graph iteratively for the time steps \( k \in [k_0] \). For ease of presentation, we abbreviate \( \{ R_k^{(0)}, \ldots, R_k^{(n)} \} \) as \( R_k \); \( Q_k, R_k \), etc. have an analogous meaning. In the \( k \)-th iteration, the algorithm computes the successors of \( R_{k-1} \) in \( G_R \). Fig. 4 shows this exemplarily for the reachability graph from Fig. 3. The forward propagation step generates all dynamically reachable states for step \( k \), while the semantic splitting step removes states that violate the specification. Before updating \( G_R \), we merge and repartition the base sets representing the successors to reduce their number. We detail these steps below.
Algorithm 1 Computing the Reachability Graph

Input: Planning horizon $k_h$, initial states $X_0$, automaton $A_\varphi = (2^{AP}, Q, \delta, q_0, \mathcal{F})$, environment model $E$

Output: Reachability graph $G_R$

1: for $k = 0$ to $k_h$ do
2:  if $k = 0$ then > Initialization
3:   $\hat{R}_k \leftarrow \{X_0\}$
4:   $\hat{Q}_k \leftarrow \{\{q_0\}\}$
5:  else
6:   $\hat{R}_k \leftarrow \text{PROPAGATE}(\hat{R}_{k-1})$
7:   $\hat{Q}_k \leftarrow \hat{Q}_{k-1}$
8:  end if
9:  $R_k, Q_k \leftarrow \text{SEMANTIC_SPLIT}(\hat{R}_k, \hat{Q}_k, A_\varphi, E)$
10: $R_k, Q_k \leftarrow \text{REPARTITION}(\hat{R}_k, \hat{Q}_k, \hat{Q}_k)$
11: $\text{G_R.UPDATE}(R_k, Q_k)$
12: end for
13: return $G_R$

1) Forward Propagation: We propagate the base sets $R_{k-1}$ of the preceding time step according to the system dynamics (1), obtaining the base sets $R_k$. Details on the propagation are provided in [8, Sec. IV-A]. Let $Q_k := Q_{k-1}$ denote the tags of the propagation sources. In the initial step ($k = 0$), there is nothing to propagate. Instead, we set $R_0$ to enclose the initial states $X_0$; $Q_0$ contains just the initial state $q_0$ of $A_\varphi$.

2) Semantic Splitting: We consider every $R^{(i)}_k \in \hat{R}_k$ individually. We want to remove all system states from $R^{(i)}_k$ whose satisfied atomic propositions cause the specification automaton to get stuck, thereby violating the specification. Thus, we restrict $\hat{R}^{(i)}_k$ so that we only keep system states that allow $A_\varphi$ to transition out of $\hat{Q}^{(i)}_k$.

Recall from Sec. II-A that $A_\varphi$ can transition from state $q$ to $q'$ if and only if $\psi_{q,q'}$ is satisfied. Thus, the formula

$$\psi_q := \bigvee_{q' \in Q^{(i)}_k} \psi_{q',q}$$

characterizes the system states that enable $A_\varphi$ to reach the state $q \in Q$ from $Q^{(i)}_k$. To restrict $\hat{R}^{(i)}_k$, as described above, we determine a disjunctive normal form (DNF) of each $\psi_q$.

The fixed structure of the DNF facilitates the computation of the restricted systems. We can implement disjunctions using set unions and conjunctions using set intersections. Let $\Psi_q$ denote the set of conjunctive subformulas of the DNF of $\psi_q$, which we refer to as product terms. For each product term $\pi \in \bigcup_{q \in Q} \Psi_q$, we restrict $\hat{R}^{(i)}_k$ to states satisfying $\pi$ by successively intersecting it with $[\lambda]_k$ for each literal $\lambda$ occurring in $\pi$, where

$$[\lambda]_k := \begin{cases} [p_a]_k & \text{if } \lambda = a \text{ with } a \in AP \\ X_k \setminus [p_a]_k & \text{if } \lambda = \neg a \text{ with } a \in AP \end{cases}$$

Depending on the predicate, we can only overapproximate the intersection using the union of multiple base sets. We assume that an implementation of the overapproximative intersection is provided for each predicate; in Sec. IV-A, we give an example for a concrete predicate.

The base sets created for each product term, we obtain the non-empty base sets $R^{(j)}_k$; empty base sets are omitted. If $R^{(j)}_k$ was created for the product term $\pi$, we tag it with $Q^{(j)}_k := \{q \in Q | \pi \in \Psi_q\}$. Due to non-determinism in $A_\varphi$, a single product term may occur in multiple $\Psi_q$. We show that the union of the $R^{(j)}_k$ subsumes the set of states that allow $A_\varphi$ to transition out of $\hat{R}^{(i)}_k$; in particular, we prove:

**Proposition 1.** For all $q \in Q$, the union of all $R^{(j)}_k$ that are tagged with $q$ cover the states that enable transitioning to $q$. Formally, this means

$$\bigcup_{j \text{ s.t. } q \in Q^{(j)}_k} R^{(j)}_k \supseteq \{x \in \hat{R}^{(i)}_k | x \models_k \psi_q\}.$$ 

**Proof.** Let $x \in \hat{R}^{(i)}_k$ with $x \models_k \psi_q$ be arbitrary. As $x \models_k \psi_q$, there exists $\pi \in \Psi_q$ such that $x \models \pi$ by definition of the DNF. Hence, $x \in [\lambda]_k$ for all literals $\lambda \in \pi$. We create at least one $R^{(j)}_k$ for $\pi$ that contains $x$, as the intersections of $R^{(i)}_k$ with the $[\lambda]_k$ are overapproximative. Finally, $q \in Q^{(j)}_k$ holds, as $\pi \models \psi_q$. \hfill \Box

Since the number of new base sets increases with the number of product terms, using a DNF with few product terms is crucial for computational efficiency. As computing the shortest DNF of a formula is NP-hard (cf. [39, Thm. 4]), we settle for an irredundant DNF [40], which can be computed efficiently (see, e.g., [41]). An irredundant DNF is minimal in that we cannot delete a product term, nor a literal in any product term. It is necessary to compute the DNF on the fly to deal with non-deterministic specification automata. For deterministic automata, one could precompute all necessary DNFs. Although any non-deterministic automaton can be made deterministic using the powerset construction [42, Def. 11], this may lead to an exponential growth of its state space. When working with a fixed rule set, this trade-off should be investigated.

Let us consider the example in Fig. 4. When processing $R^{(0)}_k$, we find that $\Psi_{q_1}$ contains the product terms $a \land b$ and $a \land c$, according to the specification automaton from Fig. 2. As indicated by the arrow labels, $R^{(0)}_k$ is the result of restricting $R^{(0)}_k$ to $a \land b$, i.e., it overapproximates $R^{(0)}_k \cap [a]_k \cap [b]_k$. In this example, no state in $R^{(2)}_k$ satisfies $a$, which means that...
the discrete transition from \( q_2 \) to \( q_1 \) is dynamically infeasible at this point. Therefore, the intersection of \( \mathcal{R}^{(2)}_k \) with \( \{a\}_k \) is empty, and the resulting base sets are omitted. Similarly, no state in \( \mathcal{R}^{(0)}_k \) enables transitioning to \( q_2 \).

3) Repartitioning: To reduce the number of base sets to consider in the next iteration, we merge and repartition the base sets in \( \mathcal{R}_k \). For this, we apply the procedure from [8, Sec. IV-B], skipping the collision detection step. To ensure that we only merge semantically equivalent base sets, we process them grouped by their discrete source and target states (\( \hat{\mathcal{Q}}_k \) and \( \tilde{\mathcal{Q}}_k \)). In Fig. 4, this allows us to merge \( \mathcal{R}^{(0)}_k \) and \( \mathcal{R}^{(1)}_k \) even though the contained states satisfy different propositions. We store the repartitioned base sets \( \mathcal{R}_k \) as nodes in \( G_R \) and create an edge from \( \mathcal{R}^{(i)}_{k-1} \) to \( \mathcal{R}^{(i)}_k \) in \( G_R \), if \( \mathcal{R}^{(i)}_k \) is reachable from \( \mathcal{R}^{(i)}_{k-1} \). For each \( \mathcal{R}^{(i)}_k \), we set \( \mathcal{Q}^{(i)}_k \) to the discrete target states of the corresponding group.

B. Extracting the Overapproximations from the Graph

We want to assemble our desired overapproximations \( \mathcal{R}^+_k \) of the specification-compliant reachable set by unifying base sets from the reachability graph. For the following theorem, we define an accepted path as a path \( \mathcal{R}^{(i_0)}_{k_0}, \ldots, \mathcal{R}^{(i_n)}_{k_n} \) in \( G_R \), where \( \mathcal{Q}^{(i_n)}_{k_n} \cap \mathcal{F} \neq \emptyset \), i.e., \( \mathcal{Q}^{(i_n)}_{k_n} \) is tagged with at least one final state.

**Theorem 1.** Suppose \( x_{[k_b]} \) is a drivable and specification-compliant trajectory. Then, there exists an accepted path \( \mathcal{R}^{(i_0)}_{k_0}, \ldots, \mathcal{R}^{(i_n)}_{k_n} \) in \( G_R \) with \( x_k \in \mathcal{R}^{(i_n)}_{k_n} \) for all \( k \in [k_b] \).

**Sketch of proof.** As \( x_{[k_b]} \) is specification-compliant, there exists an accepting run \( \langle q_0, q_0, \ldots, q_{k_b} \rangle \) of \( A_{\mathcal{F}} \) for \( \tau(x_{[k_b]}) \), where \( q_{k_b} \in \mathcal{F} \). We proceed by induction on the time step \( k \) and rely on the fact that all operations in our algorithm are overapproximative. Suppose we have already shown \( x_k \in \mathcal{R}^{(i_k)}_{k_k} \) and \( q_k \in \mathcal{Q}^{(i_k)}_{k_k} \). As the trajectory is drivable, the states generated by propagating \( \mathcal{R}^{(i_k)}_{k_k} \) must include \( x_{k+1} \). Moreover, the atomic propositions satisfied by \( x_{k+1} \) allow \( A_{\mathcal{F}} \) to transition from \( q_k \) to \( q_{k+1} \). Thus, \( x_{k+1} \) is included in a base set tagged with \( q_{k+1} \) after the semantic splitting step (cf. Prop. 1). As the repartitioning is overapproximative and preserves the tags of the base sets, it yields the desired \( \mathcal{R}^{(i_{k+1})}_{k+1} \) that contains \( x_{k+1} \) and is tagged with \( q_{k+1} \). We can reason similarly for the base case of the induction. □

We choose our overapproximations \( \mathcal{R}^+_k \) as the union of all base sets \( \mathcal{R}^{(i)}_k \) lying on any accepted path. Using Thm. 1, we show that these subsume the exact specification-compliant reachable sets \( \mathcal{R}_k \) as required.

**Corollary 1.** For all \( k \in [k_b] \), we have \( \mathcal{R}^+_k \supseteq \mathcal{R}_k \).

**Proof.** We show that \( \mathcal{R}^+_k \supseteq \mathcal{R}_k \) by proving that every state in the exact specification-compliant reachable set is included in our overapproximation. Thus, let \( x_k \in \mathcal{R}_k \) be arbitrary. By definition of the exact specification-compliant reachable set (2), \( x_k \) must be part of a drivable and specification-compliant trajectory. Therefore, Thm. 1 yields an accepted path \( \mathcal{R}^{(i_0)}_{k_0}, \ldots, \mathcal{R}^{(i_{k_b})}_{k_{b_b}} \) with \( x_k \in \mathcal{R}^{(i_{k_b})}_{k_{b_b}} \). As \( \mathcal{R}^{(i_{k_b})}_{k_{b_b}} \) lies on an accepted path, we have \( \mathcal{R}^{(i_{k_b})}_{k_{b_b}} \subseteq \mathcal{R}^+_k \) and thus \( x_k \in \mathcal{R}^+_k \). □

Inspired by [8, Sec. VI], we prune the reachability graph to remove all base sets not contributing to the overapproximations. To this end, we first delete all \( \mathcal{R}^{(i_k)}_{k_k} \) where \( \mathcal{Q}^{(i_k)}_{k_k} \cap \mathcal{F} = \emptyset \). Then, we iteratively eliminate the \( \mathcal{R}^{(i_k)}_{k_k} \) with \( k \in [k_b - 1] \) that no longer have successors in the graph.

IV. EVALUATION

We evaluate our approach using intersection and interstate traffic rules from [2] and [3]. Since these are given in MTL with past connectives, we rewrite them to LTL as described in [9, Sec. VI]. We compare our approach with that from [9], since, to the best of our knowledge, it is the only other approach for computing the reachable set of an autonomous vehicle adhering to an LTL specification. To this end, we use simple hand-crafted scenarios. Then, we benchmark our prototype on scenarios from the exiD dataset [43] to evaluate its performance in real-world situations.

A. Implementation Details

Our prototype builds on CommonRoad-Reach [44] and is implemented in Python and C++. It expects the input
scenarios to be in the CommonRoad\textsuperscript{2} [45] format. In our prototype, the environment model provides a most likely trajectory as behavior prediction for each dynamic obstacle. We performed our experiments on a laptop with an Intel Core i7-12700H 4.7 GHz processor. Considering the physical limits of a typical vehicle, we choose the following bounds for the velocities and accelerations of the vehicle model:

\begin{align*}
-13.9\text{ m/s} & \leq \dot{s} \leq 50.8\text{ m/s} \\
-4.0\text{ m/s} & \leq \ddot{d} \leq 4.0\text{ m/s} \\
-11.5\text{ m/s} & \leq \ddot{s} \leq 11.5\text{ m/s} \\
-2.0\text{ m/s} & \leq \dddot{s} \leq 2.0\text{ m/s}^2
\end{align*}

All computation times are averaged over five executions.

For our experiments, we set collision avoidance as a default specification. The corresponding LTL\textsubscript{f} formula is $G\ c_{\text{free}}$, where the predicate $c_{\text{free}}(x_k; \mathcal{E})$ is true, if and only if the occupied region of the ego vehicle in state $x_k$ is disjoint from all obstacles in the environment model $\mathcal{E}$. To overapproximate the intersection of a base set with $[c_{\text{free}}]_k$, we underapproximate the shape of the ego vehicle with its inscribed circle. Then, we can filter out the violating states by recursively splitting the base sets that collide with an obstacle as described in [8, Sec. IV-B]. The intersection with $[[c_{\text{free}}]]_k$ can be implemented similarly.

### B. Comparison on Simple Scenarios

Fig. 5 shows an intersection in which the horizontal road is a priority road (scenario ID: ZAM\_Yield-1\_T-1). According to the priority rule R-IN4 [2, Tab. VI], the ego vehicle, which is approaching from the bottom, must not endanger the left vehicle crossing the intersection on the priority road. Consequently, the ego vehicle should stop before entering the intersection and give way to the crossing vehicle. We set $k_h := 15$ and $\Delta t := 0.2$ s. Using rather coarse time steps is sufficient here, as our goal is to narrow the search space of a motion planner, which then checks the specification compliance of the planned trajectories.

Figs. 5a and 5b show the drivable area of the ego vehicle at time step 9 computed with our on-the-fly approach and the offline model checking approach in [9], respectively. The drivable area at step $k$ is defined as the intersection of the base sets $\mathcal{R}_k$ to the position domain. As the offline approach disregards the specification during the reachability analysis, the resulting reachability graph indicates that the ego vehicle could enter the intersection. In the subsequent model checking step, the algorithm determines that stopping before the intersection is the only rule-compliant maneuver. At step 9, the model-checked reachability graph thus contains only the base set corresponding to the drivable area hatched in Fig. 5b. With our approach, this is the only base set generated for step 9, even before pruning the reachability graph. However, pruning is generally required to achieve results comparable to the offline approach.

Tab. I compares the number of base sets in the reachability graph (before pruning) and the computation time for the reachability analysis (including pruning). In addition to the scenario introduced above, the table considers the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_scenario.png}
\caption{Drivable area for the give-way scenario at time step 9 (hatching in (b) indicates the drivable area that remains after model checking).}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
ID (ZAM\_\ldots) & \#Base Sets & Comp. time \\
& Ours & Theirs & Ours & Theirs \\
\hline
Yield-1\_T-1 & 23 & 163 & 12 ms & 185 ms \\
TIV-1\_T-1 & 29 & 187 & 11 ms & 37 ms \\
TIV-2\_T-1 & 58 & 181 & 22 ms & 204 ms \\
\hline
\end{tabular}
\caption{Comparison with the offline approach in [9]}
\end{table}

interstate and intersection scenarios used in [9, Sec. VIII] (IDs: ZAM\_TIV-1\_T-1 and ZAM\_TIV-2\_T-1). Our approach creates considerably fewer base sets in all scenarios because we can discard many non-compliant system states early. Besides, our repartitioning strategy is more liberal as, contrary to the offline approach, we do not require all states in a base set to satisfy the same atomic propositions. As a result, our approach is faster by a factor of up to 15. Computing the specification automaton took about 1 ms for the interstate scenario and 10 ms for the intersection scenarios. The separate model checking step in the offline approach required 8 ms on average. However, this step runs in Python, while the other computations run mainly in C++.

### C. Benchmarking in Real-World Scenarios

To assess the performance of our approach in real-world scenarios, we extracted CommonRoad scenarios from the exiD dataset [43] (location: Merzenich-Rather). The scenarios feature an interstate with a three-lane main carriageway and one on-ramp, as well as several dynamic obstacles. Since we want to consider the “respect entering vehicles” rule R\_I5 [3, Tab. I] for our benchmark, we selected 125 scenarios in which vehicles enter the main carriageway via the on-ramp. Thus, we include only scenarios in which R\_I5 cannot be deemed irrelevant a priori due to the absence of entering vehicles. Fig. 6 depicts an example scenario...
at the initial time step, including the reference path for the curvilinear coordinate system and the trajectories of the dynamic obstacles. As backward driving is prohibited on interstates, we additionally impose the rule \( G \neg \text{reverses} \) (see [3, Sec. IV-B] for the predicate definition).

Fig. 7 shows the computation time of our algorithm broken down by the steps described in Sec. III-A. With \( k_3 := 30 \) and \( \Delta t := 0.08 \text{ s} \), the algorithm terminated within 70 ms for 75\% of the scenarios. This is well below the real-time planning horizon of \( k_3 \cdot \Delta t = 2.4 \text{ s} \), suggesting that our approach is real-time capable. Eleven scenarios exceeded a computation time of 100 ms, with the maximum observed time at 332 ms for a scenario with three entering vehicles. Compared to the total execution time, the time required for creating the specification automaton and pruning the reachability graph is negligible (on average 1 ms and 0.03 ms, respectively).

V. CONCLUSION

We proposed integrating LTLf model checking into set-based reachability analysis to overapproximate the specification-compliant reachable set of an autonomous vehicle. By performing model checking on the fly, we can exclude many dynamically reachable but non-compliant system states early on during the reachability analysis. We demonstrated that our algorithm is considerably faster than the offline approach in [9] for both intersection and interstate scenarios. Our evaluation using recorded real-world scenarios suggests that the approach is real-time capable.

In the future, the order in which the predicates are applied during semantic splitting could be optimized. For example, it might be helpful to apply the most restrictive predicates first in order to quickly decide whether the formula can be satisfied at all. Moreover, more predicates need to be implemented in our prototype to support additional traffic rules. We will integrate our implementation into an upcoming release of CommonRoad.
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