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Abstract 

As both the capabilities of as well as interest in Artificial Intelligence (AI) have increased 

and have boosted its prevalence, calls for effective AI governance tend to dominate 

the conversations about this promising technology. To follow those, steps have been 

initiated on a regulatory as well as standardization level to govern risks related to AI 

practices. While many of the developed approaches have been well received, 

practitioners continue to encounter difficulties in applying them in the field as they face 

the challenge of operationalizing the often-abstract concepts to concrete and 

actionable measures. The aim of this dissertation is therefore to support practitioners 

in this urgent task by contributing through three published research articles, each 

aimed at supporting the clarification and contextualization of existing fundamentals. 

The first article synthesizes and analyzes obligations and measures proposed in 

current regulation, standardization or other research initiatives, with the underlying goal 

of translating them to a trustworthy process for AI development. Articles 2 and 3 

advance and contextualize identified methods under certain thematic and 

technological contexts. Specifically, Article 2 explores the theoretical definition of one 

responsible AI principle fairness, and its translation into applicable statistical models in 

the field of public health surveillance. Article 3 studies a second trustworthy AI principle, 

robustness, showcasing its technical implementation in the context of enhanced 

spectral clustering techniques. The value of this thesis hence lies in the demonstration 

that operationalization of AI Governance is both essential and achievable, with 

developed principles already nearing practical alignment, and offering roads to foster 

contextualization proving that they are accessible. In this way, the ultimate aim of this 

thesis is to support moving responsible AI concepts beyond mere conversations and 

become what they should be seen as – necessary tools in the development of AI.  
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1  | Introduction 

“In an era where the mere mention of AI evokes a blend of excitement and 

trepidation, the relentless ascent of artificial intelligence persists as both a 

captivating marvel and a source of apprehension. The tech realm has 

witnessed the unfolding of AI's prowess, with generative AI pushing the 

boundaries of innovation. Yet, amidst the promises of groundbreaking 

advancements lie the shadows of risks and uncertainties. AI, like any 

powerful force, demands our attention and diligence in steering its trajectory. 

In this age of unprecedented technological acceleration, the call to address 

and manage the inherent risks echoes louder than ever.” 

– ChatGPT 3.5 

In times when catchy introductory quotes for a thesis no longer need to be searched 

for among the statements of clever minds but can be generated precisely and on-

demand in just a few seconds, the potential and capabilities of artificial intelligence (AI) 

technologies are well understood. At the same time, while the potential of human-like 

but machine-produced outputs reach seemingly limitless spheres, the risks, as 

ChatGPT itself has acknowledged, that such technologies can entail are almost as 

undeniable. It is therefore not surprising that while businesses, the media and even 

general public are rushing to experiment with astonishing capabilities of the latest AI 

functionalities, a second movement has evolved in parallel, which is nearly as rapidly 

gaining momentum as the technological innovation itself. The call to steer the 

developed AI capabilities in a desirable direction is rarely not mentioned within the 

same breath as its benefits – its resolution, however, is seen among the biggest 

challenges that AI brings. The core topic of this dissertation, the responsible 

development of AI, is therefore both a major AI buzzword and the much-needed 

solution to a central AI conundrum, to which this work aims to contribute. 
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The idea of managing innovation in order to promote good practices and minimize the 

resulting risks yet – of course – did not first emerge with AI. Rather, this fundamental 

principle lies at the core of the field of technology or IT governance. Long before the 

rise of AI, continuous innovation and in particular rapid progression in new technologies 

has facilitated the need to develop structured frameworks and methodologies for their 

effective management. Developing approaches for aligning information technology 

initiatives with overarching corporate goals and strategies has been seen as a critical 

point for ensuring that IT investments and activities contribute directly to the 

achievement of an organization's mission and vision. Their value lies in the 

optimization of IT practices and resources, seeking efficiency and cost-effectiveness 

while proactively identifying and mitigating associated risks.  

The resulting discipline of technology governance hence describes the allocation of 

decision-making authority and responsibilities related to information technology among 

various stakeholders within an enterprise, as well as the establishment of procedures 

and mechanisms for formulating and overseeing strategic IT decisions (Peterson, 

2004). Consequently, it serves as the framework through which an organization can 

guide and oversee both the present and future use of IT resources. Thereby, 

technology governance extends beyond the purview of individual organizations and 

regulatory bodies, encompassing a broad spectrum of institutional and normative 

mechanisms aimed at steering the development of technology (OECD, 2024). 

More practically, concepts for organizational technology governance have been 

formulated and are in use – currently mostly without an explicit reference to AI 

technologies. For example, Mohamed and Kaur a/p Gian Singh (2012) identified three 

fundamental dimensions of IT Governance: structure, process and relational elements. 

The structure dimension encompasses the organizational units, roles and 

responsibilities involved in the decision-making processes related to IT, including the 

overall organizational setup of IT and its associated departments (Mohamed & Kaur 

a/p Gian Singh, 2012). Processes encompass the various activities that ultimately lead 

to the formulation and execution of IT strategies. These activities include, for example, 

risk management, performance management, including the establishment and 

monitoring of Key Performance Indicators, project management and information 

security (Alreemy et al., 2016; Mohamed & Kaur a/p Gian Singh, 2012). Finally, 

relational aspects of IT Governance include all dissemination and communication 
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efforts to share the strategic goals, principles and policies with related actors 

(Mohamed & Kaur a/p Gian Singh, 2012). Numerous frameworks to guide the 

implementation of these dimensions have been developed, with ITIL or ISO 20000, 

ISO 17799, ISO 27000 or other security frameworks, Six Sigma, COBIT, PMI/PMBOK, 

Risk IT (ISACA) and IT Assurance Framework (ISACA) among the most popular ones 

(Smits & Hillegersberg, 2013).  

While IT governance thus appears like a well-researched – even though certainly not 

yet exhausted – field, the question arises as to why AI governance in the beginning of 

this thesis has been introduced as one of the grand challenges of AI development. To 

clarify this, looking closer into what distinguishes AI technologies from ‘traditional’ may 

help. Many have tried to find a precise definition for AI, and few have succeeded – a 

surprising number of scholars even argues for ‘no one’. At the heart of proposed 

definitions often lies the “capability of a functional unit to perform functions that are 

generally associated with human intelligence such as reasoning and learning” 

(ISO/IEC, 2015). A core common ground is hence found in the imitation of human 

cognitive capabilities through machines (McCarthy, 2007) combined with certain 

degrees of automation and progression. Such capabilities are often linked to computer 

vision, computer audition, computer linguistics, advanced robotics and control, 

forecasting, discovery, planning and creation (EIT Community, 2021; Samoili et al., 

2020). It is precisely this power to predict and learn, and thus the capability of inferring 

or generating new knowledge, that makes AI technologies special compared to 

traditional ones. Autonomous decision-making and unpredictable learning behavior 

require special provisions for, for example, transparency and human oversight 

(Bartneck et al. 2021). These characteristics have become increasingly important in 

the context of AI and have therefore not been adequately considered in traditional IT 

governance frameworks, yet. In other words, while traditional IT governance concepts 

are not completely outdated, there are specific characteristics of AI for which the 

traditional concepts do not provide the necessary specification and guidance. 

Identifying these and incorporating appropriate additions into existing technology 

governance concepts is hence a main objective of current AI governance initiatives.  

In order to define suitable objectives and the related mechanisms and measures 

required to mitigate AI-specific risks, it is necessary to define the principles underlying 

these key fundamentals. Within the EU a high focus is placed on the cultivation of an 
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ecosystem characterized by excellence and trust in order to facilitate the responsible 

and secure utilization of AI within Europe, as emphasized by the European 

Commission (AI HLEG, 2019). To fulfill the primary objective of preventing violations of 

fundamental rights and Union values, particularly AI applications that fulfill the 

requirements for lawful, safe and trustworthy AI are deemed acceptable (AI HLEG, 

2019). Similarly, the US White House Office of Science and Technology Policy (OSTP) 

in its "Blueprint for an AI Bill of Rights" places civil liberties and democratic principles 

at its core, with a particular emphasis on safeguarding against threats to civil rights, 

personal liberties, privacy, equitable opportunities, and access to essential resources 

and services (OSTP, 2022). Such foundational values are also supported by 

international organizations, such as in the UNESCO’s Recommendation on the Ethics 

of Artificial Intelligence (UNESCO, 2021). This recommendation underscores the 

imperative that AI systems must operate for the benefit of humanity, individuals, 

societies, the environment and ecosystems while preventing harm (UNESCO, 2021). 

These examples signify a collective consensus – at least within Western-oriented 

societies – regarding the foundations of anticipated behavior of AI, revolving around 

advancing AI for the greater good while mitigating the potential for AI-induced harm. 

Followingly, several efforts have been made to translate this foundational concept into 

a more practical definition. Within the EU, particularly the ethical guidelines for 

trustworthy AI set forth by the High-level Expert Group on Artificial Intelligence (AI 

HLEG, 2019) have gained large traction and are therefore often cited as a primary 

point of reference. They introduce the concept of trustworthy AI and outline three 

important components: legal, ethical and robust AI. Trustworthy AI is thereby seen as 

the primary goal to clarify and unify ethical considerations and to uphold "fundamental 

rights as enshrined in the Charter of Fundamental Rights of the European Union (EU 

Charter)" (European Parliament, 2000, p. 6) as well as international human rights.  

Such core ideas are further concretized with the large field of research that has 

revolved around the creation of actionable principles to realize ethical AI. Many 

frameworks to detail the ethical or responsible design, development and use have 

been set forth by a variety of actors, such as the AI4People (Floridi et al., 2018), OECD 

(2019) or UNESCO (2021). A high-level consensus around the principles of 

transparency, justice and fairness, non-maleficence, responsibility and privacy has 

been detected (Jobin et al., 2019). In a similar way, these principles are reflected in the 
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considerations of the AI HLEG, which suggest 7 key requirements for trustworthy AI: 

(1) human agency and oversight, (2) technical robustness and safety, (3) privacy and 

data governance, (4) transparency, (5) diversity, non-discrimination and fairness, (6) 

environmental and societal well-being and (7) accountability (AI HLEG, 2019).  

From this introductory digression into the need and evolution of AI governance it can 

be discerned that the impact of AI-specific risks has been acknowledged, and 

fundamental frameworks to define principles alongside desired anticipated system 

behavior have been proposed, discussed and agreed to provide the basis for duly 

developed AI systems. As we are now in a stage where required foundations exist, the 

primary objective of current research in AI governance has shifted towards their 

operationalization in practical and business contexts. Therefore, the objective of this 

thesis is, based on the current state of AI governance operationalization, to determine 

the necessary, however, up-to-now unfulfilled paths for the practical application of AI 

governance particularly from the perspective of AI providers as well as to contribute to 

their fulfillment. More specifically, through exploring the tangible approaches for 

addressing responsible AI considerations under certain thematic and technological 

contexts, that and how this facilitates their practical implementation shall be 

demonstrated. The findings are presented across three published research articles. In 

Article 1, the foundation is set out by deriving essential obligations that AI providers 

hold in the implementation of responsible AI as well as measures to address them. 

Articles 2 and 3 dive deeper into contextualization, studying identified methods under 

certain thematic and technological contexts. The significance of this thesis hence lies 

in demonstrating that operationalizing AI Governance is not only vital but also feasible, 

with established principles already approaching practical application. Moreover, it 

offers pathways for their contextualization. Thus, this thesis supports the advancement 

of responsible AI from abstract discussions to practical tools in AI development. 

To present the value and contribution of the work in this thesis, the emerging 

fundamentals of AI governance are outlined in Section 2. This incorporates the 

foundations that have been laid by regulation and standard developing organizations. 

A particular focus in this overview is placed on the implications such fundamentals 

have for the AI provider to determine the essentials for AI governance 

operationalization in practice. The issues that remain in this regard and the demanded 

specifications to address those are summarized in Section 3. They are the point of 
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reference for the contribution which is outlined in Section 4. Finally, in Section 5, the 

magnitude and significance of the contribution is discussed and concluded in the form 

of an outlook to fundamental challenges in Section 6.   
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2  | Emerging Foundations of AI Governance 

The particular challenges and risks associated with AI are increasing attention to AI 

governance approaches. To address the complexities that arise with their resolution, 

essentially two key types of players provide the groundwork for unifying standardized 

approaches to guide AI providers in their AI governance efforts. Governmental and 

regulatory efforts establish the foundational principles on which Standardization 

Developing Organizations (SDOs) build industry-specific guidance detailing the 

proposed or mandatory requirements.  

To examine the current state-of-the-art in AI governance, in the following, I review 

recent work from the mentioned two types of key player to discern the specific 

requirements they impose on organizations’ AI governance concepts. The objective 

here is to present the foundational aspects of AI governance to comprehend the 

groundwork upon which the work of this thesis is based. Consequently, the analysis in 

this section places particular focus on outlining the implications that regulation and 

standardization hold for AI providers, which builds the basis for a more profound 

understanding of the distinctive contribution that this thesis makes to the transition of 

AI governance from theory to practice. 

2.1 Regulatory Initiatives on AI Governance 

The field of AI is evolving rapidly and, consequently, a growing demand for regulatory 

measures to govern it is being articulated. While an increasing number of propositions 

for AI regulation and guidance are being put forward, no uniform approach has (yet) 

prevailed. AI providers hence find themselves in a challenging position with the need 

to operate within the framework of existing regulations, which are only gradually 

adapting to accommodating the new AI-based use cases and specialized regulations 

emerging in the AI domain. These regulatory efforts, while intended to provide clarity 
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and structure, also impose specific responsibilities on AI providers as they work to 

establish robust AI governance frameworks.  

The broader global initiatives aimed at regulating AI and their potential implications for 

the governance of AI providers are outlined in the following, to provide an overview of 

fundamental governmental approaches to guiding AI development. Furthermore, a 

detailed examination of the regulatory net is presented along with its implications for 

AI providers within the EU – a leading player in the area of responsible AI having 

proposed advanced and extensive regulatory provisions – to better understand its 

concrete impacts on the governance practices of AI providers. 

2.1.1 Fundamental Approaches in AI Regulation 

With the urgent need and frequent calls for more unified guidance on approaching 

ethical and societal concerns around AI, governments around the globe have initiated 

policy efforts to recommend or regulate the responsible development and use of AI. A 

survey from Stanford University’s Institute for Human-Centered Artificial Intelligence 

has found that in 2022, legislative bodies from the examined 127 countries have 

passed 37 laws that at least contained the expression ‘Artificial Intelligence’ (Lynch, 

2023). Many countries have published national AI strategies to set out a roadmap for 

innovation and regulation regarding this emerging technology. Many of them 

emphasize the important and disruptive role of AI (Bareis & Katzenbach, 2022) and lay 

down strategic goals on how to strengthen scientific innovation, retain and attract AI-

skilled for the future and promote industrial uptake, for example, through sectoral 

programs (Radu, 2021). Naturally, however, they differ in the readiness and 

progressiveness of approaches as well as in priority-setting in the envisaged pathways 

to reach the aspired goals (Bareis & Katzenbach, 2022; Wilson, 2022). For example, 

while some countries, such as Germany, Finland, France, or South Korea, prioritize 

security and societal values by introducing supervisory or control measures, others 

such as China, the UK, the US, or the UAE place more emphasis on innovation by 

pursuing goals such as becoming leaders or first-buyers in AI technology (Radu, 2021).  

Particularly, countries that take a more cautious approach regarding AI technologies 

are likely to act by building up a net of regulatory efforts to adapt to AI. However, also 

those striving for technological leadership acknowledge the requirement of clearly 

defined pathways to allow innovators to operate in accordance. Of the planned and 
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communicated regulatory efforts, thus, two fundamental streams can be observed: a 

strong regulation approach, where the countries envision public intervention and thus 

the establishment of hard rules around the use of AI, and a soft regulation approach, 

where no specific regulatory action is foreseen or provisions only have minor binding 

character, as visualized in Figure 1. 

 

Figure 1: Selection of AI regulation approaches around the globe as of late 2023. 

Strong Regulatory Approach 

Several countries around the world have opted for strict regulation of AI technologies 

and developed dedicated laws to control the associated risks. Highly propelling 

approaches came, for example, from Brazil, Canada, China and the EU. Often a risk-

based approach is chosen to account for potential harm to safety or societal values 

that might arise with the introduction of AI systems. On an EU level, the developed AI 

Act categorizes AI systems into 4 risk levels, banning AI systems that pose unaccepted 

risks and demanding further risk prevention measures alongside a conformity 

assessment for systems that are determined as highly risky. The Brazilian government 

in its AI Bill suggests a highly similar approach by mandating a preliminary assessment 

of an AI system from AI providers, evaluating the system’s potential to create harm into 

the categories of ‘excessive’ or ‘high’ (Access Partnership, 2023). Similar to the EU 

approach, AI systems classified as posing excessive risks are not permitted and 

additional obligations are required for systems of high risk. A less strict, but still 

restrictive approach is taken by Canada in its proposed Artificial Intelligence and Data 
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Act (AIDA) to ensure safe, non-discriminatory and accountable AI systems 

(Government of Canada, 2023). A particular focus is set on holding businesses 

responsible for their AI activities and obliging them to implement appropriate risk 

governance mechanisms as well as enabling users to make informed decisions based 

on suitable information and transparency. Finally, the People’s Republic of China has 

proposed and already put into force several provisions to regulate certain use cases 

of AI, such as algorithmic recommendations or generative AI, as well as promoting the 

development of the AI industry (Latham & Watkins, 2023). Their primary objective is to 

address risks that come along with AI-generated content, such as deep fakes, and to 

protect national and social security in China. 

Governments with a strong regulatory approach to AI governance, therefore, provide 

substantive guidance, as they clarify fundamental risks or red flags as well as how to 

approach them, supporting AI providers in the creation of AI governance concepts. At 

the same time, however, potentially binding rules are imposed on AI providers, creating 

additional barriers and burdens. Precautionary countermeasures may be obligatory to 

mitigate potential risks and ensure responsible development, deployment and use of 

their AI systems. A standardized approach with public oversight could thus come at the 

price of higher costs for AI providers or impeded innovation. On top, such strong and 

strictly enforced rules create additional market entry barriers for new players, 

potentially reinforcing the formation of some form of AI monopolies. These trade-offs 

have hence led to a second set of less stringent regulatory approaches. 

Soft Regulatory Approach 

A softer regulatory approach can be seen with governments opting not to produce AI-

dedicated regulations that set out legally binding measures but instead focus on 

updating existing legislation to also account for AI-related risks. In addition, some 

develop specific guidelines for the development and use of AI that, however, do not 

foresee any enforceable mandates.  

Switzerland, for example, has chosen to selectively update existing regulations. 

Adjustments are made, for instance, to data protection laws aiming to demand the 

increase of transparency within AI systems, or further legislations, such as the General 

Equal Treatment Act, competition law, product liability law and general civil law to 

establish the necessary guidance for AI technologies (Kohn & Pieper, 2023). Similarly, 

although the country has taken a proactive stance in the regulation of AI, there is 
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currently no dedicated AI regulation foreseen in Japan, and recently the authorities 

have unofficially indicated that they are leaning towards a softer approach to regulating 

AI (Nussey & Kelly, 2023). Such an approach could be modelled on the United States, 

which has published a draft AI Bill of Rights at the national level (OSTP, 2022). This 

sets out five principles for mitigating AI-related harms, accompanied by a technical 

manual that provides non-binding guidance on implementation and relies on voluntary 

compliance by AI providers. While further regulatory efforts have been made to create 

an Algorithmic Accountability Act that prescribes concrete and legally binding 

measures, it has not yet been enacted and its passage in the House and Senate is in 

doubt (Holistic AI, 2023).  

The implications of such a soft regulatory approach for AI providers, although not 

mandatory, are nevertheless significant. While governments recognize the need to 

tailor AI governance strategies to specific contexts by offering guidance, they leave the 

final decision-making in the hands of the AI provider. This approach grants the AI 

provider more flexibility in adapting its policies to its unique needs and circumstances, 

however, it also places the responsibility firmly on the shoulders of the AI provider. This 

implies the formulation of their own strategies as well as ensuring their effectiveness 

and compliance with ethical standards. 

2.1.2 The EU Regulatory Landscape Linked to AI 

The European Commission has set itself a leading role in the development of human-

centered and trustworthy AI. This proactive stance reflects the EU's commitment to 

safeguarding individual rights, Union values and ethical considerations in the AI 

domain. In view of their forward-thinking initiatives, some even anticipate a potential 

"Brussels effect", akin to the General Data Protection Regulation, where 

considerations originating from the EU may influence forthcoming legislative measures 

in other jurisdictions as well (Voss, 2023). The EU’s stringent approach to AI regulation 

and the resulting significant influence on the global AI regulatory landscape provide 

valuable insights into the evolving standards and practices and therefore warrant a 

detailed investigation. Particularly, it can support the concretization of the implications 

of AI regulations on the AI governance activities of AI providers. 

To achieve its goal of responsible or trustworthy AI, a wide range of legal documents 

and frameworks have been proposed or are being developed within the EU. Particularly, 
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three inter-related legal initiatives are foreseen: (1) “a European legal framework for AI 

to address fundamental rights and safety risks specific to the AI systems” (European 

Commission, 2022b), the AI Act, (2) a civil liability framework, i.e., an updated Product 

Liability Directive to better adapt to new technologies including AI and (3) “a revision 

of sectoral safety legislation” (European Commission, 2022b), including e.g., the 

Machinery Regulation or the General Product Safety Directive (European Commission, 

2022b). 

While these provisions are currently partially under development, there is a range of 

existing regulations in place that AI-based systems, just like ‘regular’ products or 

services, must comply with. 5 primary fields that impact AI systems and lead to direct 

or indirect obligations for AI providers are summarized in Figure 2.  

 

Figure 2: Overview of the identified primary fields of the EU regulatory landscape that impact the responsibilities 

of AI providers.  

AI-specific frameworks 

The Regulation of the European Parliament and of the Council for Laying Down 

Harmonized Rules on Artificial Intelligence and Amending Certain Union Legislative 

Acts, or short, the AI Act, has been proposed in an effort to promote legal clarity and 

harmonization on the development and use of AI in the EU as well as facilitate lawful, 

safe and trustworthy AI applications within its borders. To reach this, a four-level risk 

categorization into unacceptable, high, limited and minimal risk systems has been 
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developed, foreseeing additional safeguards and measures for AI systems depending 

on their risk classification.  

Unacceptable AI systems are set out in a conclusive list of prohibited practices. It 

includes AI systems that deploy subliminal manipulative techniques (AI Act, Art. 

5(1)(a)), exploit certain vulnerabilities, e.g., due to a person’s age or disability (AI Act, 

Art. 5(1)(b)) or are used as biometric categorization systems to deduce sensitive 

personal attributes, such as race, political opinion or religious beliefs (AI Act, Art. 

5(1)(b)(a). Further, AI systems that are used for evaluation or classification of social 

behavior are prohibited, particularly if they lead to unfavorable treatment in social 

contexts that are unrelated to the initial data collection context or that are particularly 

disproportionate (AI Act, Art. 5(1)(c). In addition, “‘real-time’ remote biometric 

identification systems in publicly accessible spaces for the purpose of law enforcement” 

(AI Act, Art. 5(1)(d)) are generally prohibited unless for three legitimate objectives, and 

then with additional protection measures. Legitimate objectives include the targeted 

search for crime victims (AI Act, Art. 5(1)(d)(i)), prevention of life or physical safety, in 

particular, in connection with a terrorist attack (AI Act, Art. 5(1)(d)(ii)) and the 

localization of person suspected of having committed a criminal offence (AI Act, Art. 

5(1)(d)(iii)) under certain conditions. Finally, systems shall be prohibited that are used 

to assess the risk of natural persons to commit a criminal offence (AI Act, Art. 

5(1)(d)(a)), create facial recognition databases through scraping facial data (AI Act, Art. 

5(1)(d)(b)), or infer emotions especially when they are used in the workplace or in 

education (AI Act, Art. 5(1)(d)(c)). These prohibited uses of AI will therefore no longer 

be permitted in whole or in part in the EU if the AI Act comes into force in its current 

form. 

The most extensive category in terms of restrictive measures for AI providers are high-

risk systems. Essentially, there are two types of classification as high-risk system. First, 

Art. 6(1) of the AI Act specifies that AI systems are classified as high-risk if they are a 

product or used as a safety component of a product which is required to undergo a 

third-party conformity assessment pursuant to Union harmonization legislation listed in 

Annex II. This includes machinery (Directive 2006/42/EC), toys (Directive 2009/48/EC) 

and medical devices (Regulation 2017/745/EU). Second, AI systems are also 

considered high-risk if they are used in one of the areas listed in Annex III. This listed 

areas include: (1) biometric identification, categorization and emotion recognition , (2) 
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management and operation of critical infrastructure, (3) education and vocational 

training, (4) employment, workers management and access to self-employment, (5) 

access to and enjoyment of essential private services and public services and benefits, 

(6) law enforcement, (7) migration, asylum and border control management and (8) 

administration of justice and democratic processes (AI Act, Annex III). However, in the 

newest version of the AI Act, legislators have specifically included exceptions where AI 

systems falling in this second type of high-risk “do not pose a significant risk of harm, 

to the health, safety or fundamental rights of natural persons” (AI Act, Art. 6(2a)). This 

is the case if the AI system is used to narrow procedural tasks (AI Act, Art. 6(2a)(a)), 

improve a previously completed human activity (AI Act, Art. 6(2a)(b)), only used to 

detect decision-making patterns but not replace a human assessment (AI Act, Art. 

6(2a)(c)), or only performs preparatory tasks under certain conditions (AI Act, Art. 

6(2a)(d)). Furthermore, the provided list is non-conclusive, i.e., further cases might be 

removed or added through delegated acts by the Commission under certain conditions. 

Additional safeguards are required for these high-risk systems if they are to be 

introduced or operated in the EU. Ensuring compliance with the requirements as well 

as additional tasks are shared among the different stakeholders (product 

manufacturers, authorized representatives, importers, distributors, users, or any other 

third party) to varying degrees, whereby the AI provider, bears the majority of 

obligations (Veale & Borgesius, 2021). 

The level of sometimes called limited-risk AI systems was significantly adjusted during 

the development of the AI Act, particularly with the introduction of Large Language 

Models such as ChatGPT and the associated decision as to whether or not to respond 

to this evolution. In the newest version, Article 52 of the AI Act sets out “transparency 

obligations for providers and users of certain AI systems and GPAI models”. Particularly, 

four use cases are mentioned. First, for applications where a natural person is 

interacting with an AI system, the AI provider is obliged to disclose this interaction if it 

is not yet obvious from the circumstances and context of use (AI Act, Art. 52(1)). This 

is sometimes referred to as ‘bot disclosure’ obligation (Veale & Borgesius, 2021). 

Second, providers of AI systems that generate synthetic audio, image, video or text 

content, including their generation by General Purpose AI (GPAI) systems, are required 

to mark the outcomes as artificially generated or manipulated (AI Act, Art. 52(1a)). 

Further technical obligations regarding the system’s effectiveness, interoperability, 
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robustness and reliability are demanded (AI Act, Art. 52(1)(a)). On top, the legislator 

saw a particular need to react and included Title VIII (a) forseeing additional obligations 

for providers of GPAI Models, in particular, where they are expected to pose systemic 

risk. A third use case within the limited-risk category are AI systems used for emotion 

recognition or biometric categorization. Their providers are obliged to inform natural 

persons who are exposed to them and to process their data in accordance with the 

relevant Union law (AI Act, Art. 52(2)). Finally, deepfakes are regulated in Art. 52(3) (AI 

Act) and are required to be marked as artificially generated or manipulated.  

The fourth and final risk level, minimal-risk systems, is sometimes not even quoted as 

such, as it comprises all remaining uses of AI. Providers of minimal-risk AI systems are 

free of binding measures and are only recommended to provide and follow self-

imposed codes of conduct to voluntarily commit to the same response measures as 

high-risk systems (AI Act, Art. 69).  

Product safety and liability 

Lately, there has been big upheaval in the regulation of product safety and liability in 

the EU. Both primary legislation documents, the General Product Safety Directive 

(GPSD) and Product Liability Directive (PLD), have been under revision in order to 

more accurately adapt them to emerging technologies of the digital age and circular 

economies (European Commission, 2022d). Serving as two complementary 

mechanisms for the enforcement of consumer claims for damages, the PLD 

establishes liability for claims arising from a defective or unsafe product, with product 

safety legislations setting out the conditions that a product must meet in order to be 

considered safe. This can be either specified in sector-specific legislation (e.g., for 

Machinery, Directive 2006/42/EC, or Toys, Directive 2009/48/EC), or, in the absence 

of such pertinent provisions, by general provisions set out in the GPSR.  In the case of 

AI, the newly introduced AI Act serves as such a dedicated regulation and can therefore 

provide explicit guidance. However, in the case of systems for which the AI Act does 

not impose specific requirements, i.e. in particular for products where the AI component 

is considered to pose only a minimal risk, the GPSR explicitly “provides a safety net 

for products and risks to health and safety of consumers that do not enter into the 

scope of application of the AI proposal” (GPSR). AI-equipped products that are not 

subject to the more specific safety rules, e.g., as they do not fall within the high-risk 
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category of the AI Act, hence, must comply with the provisions of the GPSR (Almada 

& Petit, 2022).  

Followingly, safety regulations and in particular the GPSR shall clarify the general 

safety that can be expected for consumer products within the EU. In the new draft, a 

product is defined as “any item, interconnected or not to other items, supplied or made 

available, whether for consideration or not, in the course of a commercial activity 

including in the context of providing a service – which is intended for consumers or can, 

under reasonably foreseeable conditions, be used by consumers even if not intended 

for them” (GPSR, Art. 5, Nr. 1). Therefore, consumer products in the form of physical 

items that include an AI component, such as smart speakers equipped with virtual 

assistant technologies are in principle in scope of this definition. The general safety 

requirement, obliging economic operators to “place or make available on the Union 

market only safe products” (GPSR, Art. 5), thus applies. Fulfilling this requirement can 

either be presumed, for example, if conforming to relevant European standards (GPSR, 

Art. 6), or must be assessed along predefined aspects (GPSR, Art. 7). Obligations to 

ensure that the product is in accordance with the general safety requirement are 

imposed onto the different economic operators involved in the product development. 

While AI providers, or more generally component/service providers, are not explicitly 

mentioned, in cases where the AI provider is not the product manufacturer, implicit 

duties may follow from the manufacturer’s obligation to ensure that “products have 

been designed and manufactured in accordance with the general safety requirement” 

(GPSR, Art. 8, Nr. 1).  

If the required safety standards are not met, a right to compensation for natural persons 

can follow from provisions set in the PLD for damages caused by the defective product 

(PLD, Art. 5). Damages in the new draft are considered material losses caused by 

death or personal injury, harm or destruction of property and loss or corruption of data 

(PLD, Art. 4(6)). A product’s defectiveness shall be considered along various aspects, 

including its cybersecurity and “any ability to continue to learn after deployment” (PLD, 

Art. 6). The new EU legislation therefore reacts to the many concerns that have been 

articulated regarding the old PLD version and its applicability in the context of AI. 

Borges (2021), for example, has raised the issue of enforcing claims for damages other 

than death or injury with the old PLD version, which is now acknowledged by expanding 

the definition of damage to data-related issues and psychological harms (if medically 
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recognized). Similarly, the burden to prove the defectiveness of the product, the 

damage suffered and the causal link, which lies with the claimant and has been 

regarded as challenging in the old PLD version (Borges, 2021), has now been updated, 

e.g. with regard to a lightening of the burden of proof if the plaintiff has excessive 

evidentiary difficulties due to technical or scientific complexity (PLD, Art. 9(4)). This 

leads to the product manufacturer having the explicit duty to disclose relevant evidence 

at its disposal (PLD, Art. 9(2)(a)) and the implicit duty to ensure the outlined safety 

requirements in order to avoid the need for compensation payments.  

It is worth emphasizing once again that the PLD regulates products and in particular 

worth highlighting that the definition of a ‘product’ has also been amended to now 

explicitly include software in its application scope. Nevertheless, the legislator saw a 

particular need for clarification in relation to AI and supports the PLD with an AI Liability 

Directive (AILD), that explicitly details obligations and liabilities for AI systems, such as 

provisions on access to information on high-risk systems or adaptations to the burden 

of proof (AILD, Art. 1(1)). The AILD establishes, under certain circumstances, a right 

for victims to disclosure of “relevant evidence at [the provider’s] disposal about a 

specific high-risk AI system that is suspected of having caused damage” (AILD, Art. 

3(1)). In addition, a presumption of causality between the defendant’s fault and the AI 

system’s outputs is established, under certain circumstances, such as a demonstrated 

non-compliance with a duty of care (AILD, Art. 4(1)(a)), to ease the victim’s 

responsibility to explain exactly how a harm was caused (European Commission, 

2022c). For high-risk AI systems, these duties of care are linked to requirements laid 

down in the AI Act, including, for example, data quality criteria or transparency 

obligations (AILD, Art. 4(2)). As a result, besides the obligation to provide access to 

information on high-risk AI systems upon request, the AILD may impose additional 

consequences for providers of high-risk AI systems in case of non-compliance with 

provisions set out in the AI Act.  

Data protection, privacy and governance 

Implications of the EU legal landscape of data protection and governance on AI 

systems can be considered in two categories of data, personal data and non-personal 

data. Personal data are “any information relating to an identified or identifiable natural 

person (‘data subject’); an identifiable natural person is one who can be identified, 

directly or indirectly, in particular by reference to an identifier such as a name, an 
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identification number, location data, an online identifier or to one or more factors 

specific to the physical, physiological, genetic, mental, economic, cultural or social 

identity of that natural person” (GDPR, Art. 4, Nr. 1). With non-personal data, this 

connection to a natural person is not given, and therefore it is “any digital 

representation of acts, facts or information and any compilation of such acts, facts or 

information, including in the form of sound, visual or audio-visual recording” (Data Act, 

Art. 2, Nr. 1). For both categories of data, there are regulatory documents, for which 

implications for AI systems and their providers shall be outlined below. 

Like other techniques for the “processing of personal data wholly or partly by 

automated means” (GDPR, Art. 2, Nr.1), AI systems that handle personal data 

generally fall within the scope of Regulation 2016/679, the General Data Protection 

Regulation (GDPR). Processing this type of data is only permitted under additional 

safety, privacy and transparency requirements along with granting special rights to the 

respective data subject to allow them to demand certain handling of their data from the 

data operator. One category is particularly singled out. The processing of ‘special 

personal data categories’ that relate to “personal data revealing racial or ethnic origin, 

political opinions, religious or philosophical beliefs, or trade union membership, and 

the processing of genetic data, biometric data for the purpose of uniquely identifying a 

natural person, data concerning health or data concerning a natural person's sex life 

or sexual orientation” (GDPR, Art. 9) is prohibited unless under certain legitimate 

conditions. To ensure compliance with the requirements and enable data subjects to 

exercise their granted rights, special obligations for protective measures result from 

the GDPR. Among other actors, most obligations are imposed on data controllers, i.e., 

the “natural or legal person, public authority, agency or other body which, alone or 

jointly with others, determines the purposes and means of the processing of personal 

data” (GDPR, Art. 4, Nr. 7) and data processors, i.e., the “natural or legal person, public 

authority, agency or other body which processes personal data on behalf of the 

controller” (GDPR, Art. 4, Nr. 8). For AI providers this means the extent of power over 

the data, e.g., whether data collection is conducted by the AI provider or pre-collected 

data is used from third-party suppliers, determines which responsibilities arise. 

As mentioned, the GDPR foresees particular provisions where processed data 

qualifies as personal. In addition, there are further EU regulations that generally 

concern the use of data, i.e., regardless of whether they are personal or non-personal, 
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that affect the AI provider, even if to a limited extent. In the field of electronic 

communications, Regulation 2017/0003 on Privacy and Electronic Communications 

(ePrivacy Regulation) restricts interference with electronic communications data, e.g., 

in the form of listening, tapping, storing, or monitoring, to certain permitted use cases 

(ePrivacy Regulation, Art. 5). Two acts address obligations regarding use of data: 

Regulation 2022/0047 on harmonized rules on fair access to and use of data (Data Act) 

which sets out obligations for the provision of data generated by the use of (physical) 

products that collect and transmit data and Regulation 2020/0340 on European data 

governance (Data Governance Act) regulating the reuse and sharing of data between 

stakeholders in the EU to strengthen data availability and exchange. This legislation 

may have an impact on AI providers if the system falls under one of the covered use 

cases or if the AI provider is involved in further data collection or post-processing 

activities. However, their set out obligations are linked to the overall system and hence 

the direct impact on the AI component is rather limited. 

Commercial practices 

Similar to rules on safety and liability, the area of commercial practices has 

experienced significant updates with regard to EU regulation in recent years. 

Particularly, legislation for digital services has been extensively renewed to further 

strengthen consumer rights and trust. Regulation 2022/2065, the Digital Services Act 

(DSA), and Regulation 2020/0374, the Digital Markets Act (DMA), have been 

introduced to “create a safer digital space where the fundamental rights of users are 

protected and to establish a level playing field for businesses” (European Commission, 

2022a). A major aim is the regulation of large, powerful platform providers in order to 

create more fairness and transparency in the digital market. Accordingly, the two legal 

instruments have specific impacts on certain AI applications. 

Aimed at regulating activities of digital services providers, i.e., providers of 

‘intermediary service’, such as conduit, caching or hosting services, the DSA touches 

AI-based use cases in many ways, predominantly in the form of online advertisement 

targeting or recommender systems. With the DSA, providers of online platforms are 

required to establish additional measures, such as the presentation of meaningful 

information on the parameters of online advertisements, to increase transparency. 

Online interfaces must be designed, organized and operated in a way that does not 

deceive or manipulate users, i.e., ‘dark patterns’ are at least restricted. Targeting 
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minors is subject to further restrictions to protect their privacy, safety and security, and 

advertisement based on profiling of minors is generally prohibited. In addition, 

assessment and mitigation of systemic risks are required from very large platform 

providers as well as the provision of an option for the user not to be subject to profiling. 

Likewise, the DMA imposes additional obligations for ‘gatekeepers’, which are defined 

as large providers of core platform services, often mainly referring to big tech 

corporations like Amazon, Apple, Google, Meta or Microsoft. Mainly focusing on 

obligations in relation to restrictions of limiting access to data and services, again, 

similar to the DSA, AI-based applications are mainly concerned with regard to 

recommender systems. Art. 6(1)(d) (DMA), for example, constrains gatekeepers not to 

give preference to own products when offering ranking services.  

Finally, besides the digital domain, responsibilities for the AI provider within the realm 

of commercial practices may also be found within the Directive 2005/29/EC, the Unfair 

Commercial Practices Directive (UCPD), which generally prohibits misleading and 

aggressive commercial practices. With respect to AI systems, this shows effect in the 

prohibition of the provision of false information or deception to consumers about, above 

all, the essential characteristics of the products, such as their benefits and risks, and 

compliance with advertised codes of conduct. As the AI Act recommends the 

establishment of codes of conduct for minimal risk AI systems, albeit on a voluntary 

basis, such documents can thus be implicitly binding, where the unfaithful 

communication and promotion is prohibited according to the UCPD. 

Fundamental rights 

Defined in the Charter of Fundamental Rights of the European Union (2000/C 364/01) 

and linked to dignity, freedoms, equality, solidarity, citizen rights and justice, human or 

fundamental rights are the foundational basis for most of the above-outlined legal 

frameworks in the EU. In the construct of Union law, they apply between the EU 

institutions/bodies and the citizens. As regards the obligations of AI providers, despite 

being one of the most frequently discussed risk for AI and hence reason for AI 

governance initiatives (Kriebitz & Lütge, 2020), this framework also implies that no 

direct obligations for AI providers can be derived from the Charter itself. It rather results 

in a direct obligation for the state to protect its citizens from restrictions on fundamental 

rights and thus an indirect obligation for the AI provider in particular to comply with the 
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stipulated provisions and measures against imposing restrictions on these 

fundamental rights. 

2.2 Industrial Standards for AI Governance  

While regulation is an important ground for AI governance, particularly, for clarifying 

the fundamental principles and goals, the concrete guidance on the adoption through 

technical processes and requirements is often left to Standard Developing 

Organizations (SDOs). Standards thereby refer to “technical document[s] designed to 

be used as a rule, guideline or definition” (CEN/CENELEC, 2024). In this function, they 

significantly shape the understanding and implementation of AI governance practices, 

concretizing the foundational work that has been set out by policy.  

The ongoing efforts on standardization of AI and AI governance mechanisms constitute 

a prominent and contemporary subject of discussion. Consequently, the development 

of standards within this domain remains a work in progress. As of September 2023, 

the ISO/IEC JTC 1/SC 42 Committee on Artificial Intelligence has released 20 

standards, 32 are currently under development (ISO, 2023). Primarily, these standards 

encompass foundational aspects of AI, addressing its associated risks and societal 

ramifications, while more specific and concrete concepts are yet to be fully formulated. 

Nevertheless, there exists a substantial body of preliminary work that has been made 

available to the public. Consequently, in the following, I will present an overview of the 

current endeavors in technical standardization and their implications for the 

governance mechanisms employed by AI providers. 

The landscape of SDOs that contribute to the field of AI standardization is vast. These 

organizations can be categorized based on their operational scope and level of 

influence. International SDOs, such as the International Organization for 

Standardization (ISO) and the International Electrotechnical Commission (IEC) are 

responsible for the development of globally aligned standards. They typically convene 

through collaborative committees comprising representatives from all member states. 

These international standards receive reinforcement from regional counterparts, such 

as the European Committee for Standardization (CEN) or the European Committee for 

Electrotechnical Standardization (CENELEC) within the European Union, as well as 

the National Institute of Standards and Technology (NIST) in the United States. 

Additionally, national bodies like the Deutsches Institut für Normung (DIN) in Germany 
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establish standards at the national level. Although this indicates a wide variety of 

approaches, for brevity I will, in this review, focus only on the international approaches. 

2.2.1 Foundational Standardization Work 

Significant foundational work has been undertaken by SDOs on conceptualizing AI 

systems as well as governance frameworks for those. ISO/IEC 22989:2022, published 

by the ISO/IEC Joint Technical Committee 1/Subcommittee 42 (ISO/IEC JTC 1/SC 42), 

the committee responsible for Artificial Intelligence, provides a comprehensive 

overview of technical specifications, definitions and terminology delineation. 

Particularly, a concrete definition of the concept of AI has been highly demanded to 

unify communication, which is outlined in this standard as “research and development 

of mechanisms and applications of AI systems” (ISO/IEC 22989:2022, p. 1), i.e. 

“engineered system[s] that generate outputs such as content, forecasts, 

recommendations or decisions for a given set of human-defined objectives” (ISO/IEC 

22989:2022, p. 1). Furthermore, ISO/IEC standards linked to AI are provided in the 

context of Big Data (ISO/IEC 20546:2019), Machine Learning (ISO/IEC 23053:2022), 

or computational approaches for AI systems (ISO/IEC TR 24372:2021). Standards 

pertaining to system architectures concerning Big Data can be found in the ISO/IEC 

TR 20547 series, or linked to AI model inference, storage, distribution and 

management in IEEE Std 2941-2021. Finally, considerable groundwork has been laid 

concerning the fields of application for AI by ISO/IEC TR 24030:2021. In this document, 

the ISO and IEC have cataloged 132 AI use cases, thereby delineating the scope of AI 

applicability and laying the foundation for future standardization endeavors. 

Besides conceptual and technical foundations, ethical and social concerns have also 

been addressed in the work of SDOs. ISO/IEC TR 24368:2022 provides a 

comprehensive overview of ethical and societal concerns related to AI including initial 

considerations for its practical implementation. More specifically, ISO/IEC TR 

24028:2020 offers an extensive examination of trustworthiness considerations in the 

context of AI. It surveys various approaches aimed at fostering trust among 

stakeholders in AI systems and delineates potential strategies for enhancing 

trustworthiness while mitigating vulnerabilities in these systems. Ethical issues, 

particularly linked to trustworthiness, are included in the fundamental considerations of 

ISO/IEC 22989:2022. Within this standard, a dedicated section focuses on the 
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trustworthiness of AI applications, outlining essential characteristics that empower 

stakeholders to assess whether AI systems align with their expectations. Particularly, 

the need and fundamentals of robustness, reliability, resilience, controllability, 

explainability, predictability, transparency and bias & fairness are elaborated. Moving 

further towards practical governance of such concerns, ISO/IEC 38507:2022 

particularly deals with the governance implications regarding the use of AI by 

organizations. Important provisions as well as implications from policy are laid down to 

guide organizations in the governance of ethical and societal risks that come with the 

use of AI.  

The next steps in foundational standardization work now involve transitioning from the 

broad identification of ethical issues to the more specific elicitation of implications 

resulting from the identified principles. This entails outlining the concrete requirements 

of key principles such as robustness, explainability, bias and fairness. The groundwork 

is currently under development in this regard. For instance, ISO/IEC DIS 5259-1 is 

dedicated to the standardization of terminology pertaining to data quality in the context 

of artificial intelligence, while ISO/IEC CD TS 6254 endeavors to elucidate objectives 

and methodologies for achieving explainability. While significant progress has been 

made in standardizing general ethical imperatives, the initiatives are now moving on to 

lay the groundwork for more concrete questions in order to standardize the basis for 

operationalization. 

2.2.2 Current Efforts in Standardization of AI Governance 
Operationalization 

Based on the defined foundations, SDOs have proposed more concretized standards 

that offer unification on technical specifications for certain technologies, AI governance 

mechanisms, particularly in the form of risk management approaches, and more 

detailed provisions on the determined AI ethics principles.  

More concrete technical specification is provided for some use cases. For example, 

IEEE 2945-2023 states clear technical requirements for face recognition technologies, 

such as regarding the sample quality, or thresholds for the face detection rate. IEEE 

2841-2022 proposes an index system to evaluate the reliability of deep learning 

methods, and IEEE 3652.1-2020 more concretely describes measures for 

performance evaluation of federated machine learning. Such standards can thus be a 
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valuable source for the determination of AI governance measures in the context of the 

certain described use case.  

Particular reference to comprehensive AI governance mechanisms is made in the 

standardization of AI (ethical) risk management approaches. Building off ISO 

31000:2018 on general organizational risk management, ISO/IEC 23894:2023 

specifies the principles, framework and processes for risk management in the context 

of AI. IEEE 7000 proposes processes to include considerations of ethical and societal 

risks in the design of AI systems. Particularly 5 processes are outlined that take place 

during the concept exploration and development stages: (1) concept of operations and 

context exploration process, (2) ethical values elicitation and prioritization process, (3) 

ethical requirements definition process, (4) ethical risk-based design process and (5) 

transparency management process (IEEE 7000). For each of the processes, purpose, 

outcomes, activities, inputs and outputs are specified, qualifying the standard as a 

potentially ready-for-practice tool. However, it also acknowledges that, while with the 

application of this standard, general ethical considerations can be implemented into 

system design, the specific guidance on algorithm design for ethical principles is out 

of the scope.  

Considerations on such provisions are elaborated in other documents. We see 

standardization for specific ethical principles, for example, for data governance issues, 

bias, robustness, quality and performance or general human well-being. ISO/IEC 

8183:2023, for instance, delineates a comprehensive data lifecycle framework for AI 

systems, including actions for data acquisition, creation, development, deployment, 

maintenance and decommissioning. A comprehensive overview of bias assessment 

techniques along the AI system lifecycle phases is provided by ISO/IEC TR 

24027:2021. Assessment of robustness, particularly regarding existing methods for 

neural networks, is described in the ISO/IEC TR 24029 series. In the realm of 

performance and quality measurement, several standards have already been 

established. ISO/IEC TS 4213:2022 outlines methodologies for assessing 

classification performance of machine learning models. Moreover, a model for 

specifying, measuring and evaluating the quality of AI systems is provided by ISO/IEC 

25059:2023 and methodologies and benchmarks for AI server system performance 

specified in IEEE 2937-2022. Finally, with IEEE 7010-2020, an impact assessment for 

Autonomous and Intelligent Systems regarding human well-being is provided.  
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While these efforts demonstrate significant progress in the field, with standards 

transitioning from establishing fundamental principles to elucidating them at a more 

operational level, it also underscores the ongoing nature of this advancement, with 

some issues yet to be fully addressed. Specifically, various detailed technical 

standards and specifications are still under development, for example, for transparency 

and explainability (ISO/IEC CD TS 6254, ISO/IEC CD 12792), bias and fairness 

(ISO/IEC DTS 12791, IEEE P3198), functional safety and its requirements (ISO/IEC 

DTR 5469, ISO/IEC AWI TS 22440) as well as controllability and human oversight 

(ISO/IEC CD TS 8200, ISO/IEC AWI 42105).  
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3  | Implications, Problems and a Way Forward 
for the Operationalization of AI 
Governance Concepts  

In the evolving landscape of AI governance, regulatory approaches play a crucial role 

in providing guidance to organizations on how to design, implement and use AI 

systems in a responsible way. Both strong and soft regulatory approaches can support 

such endeavors. More specifically, legal frameworks can serve as a basis and support 

the harmonization of diverse approaches to clearly set out a uniform approach. AI 

providers seeking to develop appropriate AI governance strategies gain valuable 

support in identifying desired practices and methods to prevent risks. In the EU, for 

example, the risk classes and imposed specific measures within the AI Act provide 

clarity on the treatment of AI systems easing the creation of suitable business 

operations. Recent updates to the General Product Safety Regulation and the Product 

Liability Directive, along with the introduction of the Artificial Intelligence Liability 

Directive in the EU, shed light on how liability practices intersect with AI systems. They 

elucidate where AI systems should be treated equally or differently to conventional, i.e. 

non-AI-based products.  

However, at the same time, these developments require AI providers to adapt their AI 

activities to regulatory constraints. This seems highly beneficial where the goal is to 

prevent harmful practices, however, comes with additional tension. Legislators in 

particular are faced with a conflict, as they must regulate and steer, while taking 

individual conditions into account, leaving enough room for innovation and flexibility 

and not inappropriately raising entry barriers for new market participants. Resolving 

this conflict is surely not straightforward and typically results in a less prescriptive 

legislation – one that remains overarching in its principles. Given that AI encompasses 

a spectrum of technologies and not a singular entity, legislation is unlikely to be able to 
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offer a proper one-size-fits-all solution but instead must articulate risks and provisions 

from a broader perspective. Detailing these obligations is then delegated to further 

entities – a co-regulatory approach that has been determined highly effective (Clarke, 

2019). In other words, with some legislators adopting a strong regulatory approach and 

others opting for a more flexible stance, the latter approach, while providing greater 

scope and flexibility for innovation, also places the responsibility for establishing their 

own governance measures and implementing appropriate AI governance practices on 

the companies. While this preserves the potential for innovation, questions remain 

about the potential for appropriate risk mitigation. 

To resolve the tension between basic – but broad – principles and their detailed – 

potentially too narrow – implementation propositions, interest and efforts in creating 

unification in the field of governing AI have grown rapidly. Existing standards have 

already – and initiatives currently under development will soon – further unified 

fundamental aspects and offer steps to concretize defined responsible AI concepts. 

Taken together, these standards (will) provide a framework upon which AI practitioners 

can build, helping them navigate the often complex governance of AI development. 

Standardization, in particular, is usually seen as crucial to creating a level playing field 

that promotes consistency and optimization of development processes, which 

facilitates compliance requirements and strengthens consumer trust. Finally, 

adherence to standards, both within and outside the AI context, can enhance 

collaboration within the industry, creating opportunities for partnerships and innovation. 

Given the importance of technical standardization in the industry, it is not surprising 

that AI practitioners often express a desire for standards as they can bridge the gap 

between theory and practice. Tartaro (2023), for example, has examined the landscape 

of international and European standardization in accordance with the AI Act to identify 

its potential, but also the challenges and limitations in adapting to regulatory 

requirements. Particularly the contextual adaptations to an organization’s specific 

environment and circumstances remain unresolved. As company goals, resources and 

unique challenges can vary significantly, standards may not cover the particular 

nuances of specific AI projects. Organizations can regard standards as a foundational 

basis, utilizing them as a starting point to tailor and contextualize according to their 

specific needs. This process nevertheless entails a critical assessment of how 

standards align with the organization's goals, values and constraints.  
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In summary, while we see that regulation and technical standardization play a central 

role in the implementation of responsible AI, best practices in practical contexts are 

currently rare due to the constrained possibility to customize provisioned frameworks 

to concrete practical use case needs. More specifically, practitioners often attribute 

these difficulties to a range of AI-specific characteristics and implications. Uncertainty 

regarding how to properly address risks caused by AI systems have been frequently 

highlighted (Hohma et al., 2023). While a variety of approaches, strategies and 

frameworks exists, the lack of unified standard procedures and the missing consensus 

on comprehensively agreed-upon mechanisms inhibits practitioners from effectively 

addressing risks linked to AI. Thereby, the problem of striking a balance between 

generalizing concepts to increase wide adaptability and specifying actions to ensure 

easy and fast adoption certainly intensifies the struggle to determine standard 

measures. Furthermore, resources are scarce and additional burdens to develop and 

implement suitable practices are often seen to outweigh the benefits (Hohma et al., 

2023). A second major drawback in this regard is the often-mentioned black box nature 

of many AI systems that further inhibits the implementation of appropriate risk 

management mechanisms (Hohma et al., 2023). It particularly causes an issue for 

reusing concepts from non-AI-based contexts, as understanding is required for risk 

identification and therefore a prerequisite for addressing them. 

In this thesis, I therefore aim to address issues for the implementation of regulation 

and standardization to ultimately bring responsible AI to practice, primarily through 

targeting two fundamental properties: clarity and concretization of existing approaches. 

Clarifying and contextualizing current concepts in responsible AI is crucial to provide a 

clear understanding of ethical guidelines and foster consistency across diverse 

approaches. For this purpose, the research in this thesis aims to detail the implications 

and related obligations in coping with these risks for AI providers building upon 

previous work. A major goal is thus to concretize possible measures ensuring a 

tangible and applicable approach to AI governance. Particularly the often abstract 

principles shall be translated into more concrete actions by studying them in detail and 

in a more contextualized format, with the underlying aspiration of supporting a clearer 

roadmap for AI providers to navigate the complex landscape of ethical AI development.  
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4   | Contribution to Advancing AI 
Governance to Business Practice 

The dissertation addresses the outlined fundamental goal of transferring the developed 

foundations in corporate AI governance from theory to practice. It is based on three 

articles published in peer-reviewed international journals and conference proceedings 

that contribute to the clarification and contextualization of current AI governance 

approaches.  

The first article serves as a comprehensive exploration of the implications of regulation 

and standardization on the development obligations of AI providers. In particular, its 

primary objective is to facilitate the translation of conceptual considerations 

surrounding AI governance into actionable business practices by deriving specific 

obligations and measures, hence offering the formulation of a trustworthy development 

process for AI systems. Acting as a foundational basis, this article lays the groundwork 

for the more detailed exploration of two of the demanded ethical principles and related 

measures in Articles 2 and 3. Article 2 is a deep dive into the principle of fairness, 

providing insights into the conceptualization of appropriate definitions for fairness 

within machine learning algorithms, particularly exploring recommendations for the 

appropriate choice of the underlying fairness model. Article 3 showcases the 

embedding of ethical principles into technical implementation through the development 

of a robust and accelerated version of the spectral clustering algorithm. 

The full papers can be found in the appendix. In the following, the main purpose, results 

and outcomes are summarized as well as how they contribute to the overall thesis 

goals.  
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4.1 Extended Abstract Article 1 – From Trustworthy Principles to a 
Trustworthy Development Process: The Need and Elements of 
Trusted Development of AI Systems 

Considerations on AI governance and responsible AI have found their way into 

corporate headquarters and strategy departments. Fundamental principles to guide 

this transition, such as the considerations on trustworthy AI by the European 

Commission’s High-Level Expert Group on Artificial Intelligence, have been 

established and are widely acknowledged. To implement those, industry stakeholders 

have started to form initiatives or consortia to jointly discuss and prepare for the 

envisaged sound, robust development and targeted prevention of negative side effects 

of AI systems. Fundamental directions thus seem to have been determined and guiding 

principles to reach those agreed. 

The practical implementation of such fundamentals, however, is currently seen as one 

of the greatest uncertainties and therefore drawbacks of responsible AI (Dafoe, 2018; 

Stix, 2021). There are many approaches to bringing the agreed principles to practice 

that focus on detailing high-level concepts with more concrete explanations regarding 

their implications for practical use (e.g., Ayling & Chapman, 2021; Georgieva et al., 

2022; Hagendorff, 2020; Larsson, 2020; Li et al. 2021; Mittelstadt, 2019; Morley et al., 

2021; Ryan & Stahl, 2020). Such considerations often center around the system 

properties that are required to align AI applications with agreed responsible AI 

principles. While defining such requirements is inevitable, particularly when 

implemented in practice, often, the system properties cannot be ensured directly but 

must rely on measures taken along the system development process to prove that all 

necessary actions have been considered to make the system as trustworthy as 

possible. To comprehensively and sustainably bring responsible AI mechanisms to 

practice, we, therefore, suggest a rethinking of the primary focus of trustworthy AI, 

broadening the focus from the resulting system to the perceived trustworthiness of the 

associated development process. 

The ultimate goal of our research is to support the transition of responsible AI concepts 

to actionable mechanisms. We do this with a process-based approach by studying the 

requirements and elements of a trustworthy development process for AI systems. We 

analyze existing AI governance initiatives to retrieve practices to operationalize defined 
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AI ethics principles and map them to a trustworthy development process. Further, we 

build off existing research on procedural trustworthiness, e.g., from regular software 

development to identify key properties that characterize trustworthy processes. Finally, 

we study the suggested elements for a trustworthy development process built off 

previously proposed measures to determine its implications for trustworthiness 

perceptions.  

Measures to develop a trustworthy development process for AI systems were retrieved 

through a semi-systematic literature analysis of AI governance efforts and EU-centered 

regulatory frameworks. These AI governance efforts were searched from non-

regulative policy efforts, standards developing organizations (SDOs), academic and 

research institutes or consortiums and non-governmental organizations (NGOs) or civil 

society groups. We investigated 155 AI ethics stakeholders of which documents on the 

responsible development of AI were found from 45. Finally, 14 of these were found to 

have published practice-oriented reports on AI-related obligations, measures, or 

responsibilities that were publicly accessible. These documents were analyzed and 

coded in order to translate agreed AI ethics requirements to practical obligations and 

subsequently derive measures to fulfill them. The resulting measures were mapped to 

the AI development lifecycle to develop a trustworthy development process for AI 

systems. 

Our results provided valuable contributions for practical implementation – regarding 

the analysis of measures and establishment of a trustworthy development process 

concept – as well as theoretical understanding – regarding the fulfillment of identified 

process trustworthiness requirements and thus perceived trustworthiness of currently 

proposed practices. The comparison with implications from legally binding and non-

binding governance frameworks shows that some of the identified measures are 

already legally binding under certain circumstances, depending on the specific AI 

application or engaged target group. Particularly, severe risks are often addressed 

through regulatory approaches with the intention of limiting harm while offering room 

for technological advancement and innovation. While clarity is often cited as a major 

obstacle to the realization of these principles, breaking down obligations into specific 

measures can provide more concrete instructions for AI providers. However, some 

measures require further efforts to apply them to real-world scenarios, and therefore 

open questions for the research and practice of moving responsible AI forward have 
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been pointed out. While recent research often focuses on the technical implementation 

of responsible AI, the determined AI governance mechanisms are largely 

recommended among non-technical methods, such as strategy-making, 

documentation and communication. This suggests that careful consideration needs to 

be given to when automated approaches are feasible and desirable or when non-

technical processes, perhaps based on human intuition, are nevertheless required. A 

similar conclusion can be drawn for the analysis of the potential to facilitate procedural 

trustworthiness of the identified measures. While many factors of procedural 

trustworthiness were found to be fulfilled, limitations were primarily found due to the 

vagueness of proposed measures. Therefore, not only to enable implementation of 

trustworthiness but in addition to foster trustworthiness perceptions, a detailing of 

measures based on use cases and the system’s context is required.  

4.2 Extended Abstract Article 2 – Individuality and Fairness in 
Public Health Surveillance Technology: A Survey of User 
Perceptions in Contact Tracing Apps 

AI is becoming increasingly prevalent, a trend that is particularly notable in the field of 

healthcare. Examples include, but go even beyond the use of AI-powered diagnostic 

tools, predictive analytics for patient care and personalized treatment 

recommendations based on the analysis of large datasets. The Covid-19 pandemic 

has further fueled the use of algorithmic capabilities to track and predict beyond human 

capabilities. Yet, such public health surveillance technologies, designed to process 

vast amounts of data, have faced criticism due to their potential to incorporate bias and 

discrimination, as they naturally are built around personal socio-economic information 

like race, gender, or previous health-related details. The proliferation of these 

technologies during the pandemic, combined with their ability to comprehensively 

capture sensitive data, has reinforced the need to develop public health surveillance 

applications in a fair manner. Underlying this goal of a fair development, however, is 

the need to determine an appropriate statistical model for the introduction of fairness 

and, consequently, identifying what notion of fairness represents an appropriate and 

thus desirable state. The goal of our research was therefore to gain insights on the 

perspectives that individuals hold regarding the definition of fairness. More specifically, 

we sought to understand what they require for a public health surveillance tool to be 
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considered fair, with the concrete example of contact tracing applications. Besides its 

contribution to contextualizing ethical fundaments, our article hence also reinforces the 

initial assumption of required AI-specific investigations, as it nicely depicts their 

challenge – it is not, as with most traditional tools, a question of individual rule-based 

decisions, but rather a question of how to define predetermined and embedded 

principles, which must be set more cautiously due to, for example as in this case, their  

higher impact on the potential for discrimination. 

To empirically assess different fairness definitions, a vignette study with 273 

participants, 129 from the UK and 144 from Germany was conducted. The objective 

was to assess preferences in defining fairness within a treatment. For this, our 

experimental design focused on two extremes: highly individualized treatments based 

on the collection of personal data, such as the number of contacts people meet on a 

regular basis, and non-personalized treatments, where no further individual data was 

used for decision-making. In our contact tracing example, these approaches were 

translated as follows. Under the high-individuality approach, the algorithm's decision 

to recommend isolation to an individual depends upon a person's specific 

characteristics, such as regular interactions with a large number of people, indicating 

a higher risk of virus transmission. In contrast, the low-individuality approach would not 

depend on a person’s individual characteristics in the decision-making regarding 

isolation recommendations. Our study examined participants' perceptions of fairness 

as well as overall quality of each approach, alongside an exploration of participants’ 

privacy concerns about the two versions. 

Our analysis revealed that although participants noted higher privacy concerns with 

the high-individuality approach, they rated it as slightly but significantly better overall 

in our survey and considered it fairer compared to the low-individuality approach. 

Further, a strong correlation between the participants’ perceived fairness of an 

approach and their overall impression of the tracking tool was determined. In other 

words, our results indicated that under certain circumstances, users value higher 

degrees of individuality in health surveillance-related decisions even though this might 

require accepting a certain degree of data release. 

From a theoretical perspective, our study contributes to further contextualizing the 

personalization-privacy trade-off. Since participants in this study felt discriminated 

when judged solely based on demographics, but also unfairly treated when considered 
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as an anonymous, homogeneous group, our results highlight the need to distinguish 

between parameters that are considered discriminatory or necessary for fair decision-

making. Immutable traits like gender or race tend to be seen as discriminatory, whereas 

factors related to an individual's actions, such as their virus-spreading risk, are more 

accepted for disclosure. The study suggests that selecting the right attributes can 

increase people's willingness to accept limitations on personal freedoms while still 

perceiving the treatment as fair and highlights the ongoing challenge of balancing 

personal rights with societal well-being in healthcare and AI contexts. 

The level of individuality is pivotal in determining the appropriate fairness model for AI-

enabled technologies. However, making this decision remains complex and context-

dependent. From a practical perspective, our study hence aims to assist developers 

by examining the impact of individuality on fairness and overall user perception. The 

results show that participants value some degree of individuality in decisions, even at 

the expense of stringent data privacy, emphasizing that data privacy is not always the 

top concern. Balancing these ethical principles is crucial, as enhanced fairness 

perceptions can improve user attitudes toward applications. The study underscores 

the context-dependent nature of fairness model selection. In public health surveillance, 

a preference for some individuality over complete homogeneity is observed. This 

suggests the importance of models like "Fairness through Awareness," which consider 

individual characteristics. 

In summary, our findings reinforce the growing preference for personalization in 

healthcare, extending to health surveillance technologies. We suggest developers 

consider this trend when designing upcoming AI-powered public health surveillance 

tools. While our study suggests that greater individualization seems appealing to 

participants, it highlights the importance of the specific attributes used in decision-

making, emphasizing the necessity for further research to differentiate between 

parameters viewed as fair vs. discriminatory. 

4.3 Extended Abstract Article 3 – SCAR: Spectral Clustering 
Accelerated and Robustified 

Clustering tasks are an important category of data mining and machine learning 

problems that focus on identifying groups in a given dataset such that data points are 

highly similar within the subgroups and rather dissimilar to points outside their 
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subgroup. Clustering techniques are thus essential across various domains dealing 

with data and often serve as an unsupervised preprocessing step for numerous 

subsequent data analysis tasks. Among the many available clustering methods, 

spectral clustering stands out for its versatility, as it is applicable to non-numeric 

datasets and can identify clusters of complex, even non-convex shapes and varying 

densities.  

However, while its theoretical potential is undenied, the practical application of spectral 

clustering algorithms is lacking, mainly due to two primary drawbacks: standard 

spectral clustering is slow and highly sensitive to noisy input data. On top, addressing 

one of these issues often exacerbates the other, as introducing additional data 

cleansing steps adds to the runtime, and techniques for speeding up the clustering 

tasks often entail losses of result quality. Particularly in real-world scenarios, standard 

spectral clustering approaches, therefore, pose challenges, as with newly developed 

methods for data collection, datasets have grown in both dimensionality and size in 

recent years (see e.g. in medicine, chemistry, or biology). 

To address both primary issues of standard spectral clustering techniques at the same 

time, we propose SCAR, an accelerated and robustified spectral clustering method. To 

identify groups within a dataset, standard spectral clustering algorithms essentially 

follow 3 steps: (1) a similarity graph is constructed, (2) the Laplace matrix is computed 

from the similarity graph’s matrix representation as well as respective eigenvectors 

calculated, and (3) the obtained eigenvectors are clustered using a basic clustering 

algorithm, e.g., k-means (Luxburg, 2007). While SCAR in principle follows the same 

steps, we achieve robustification by iteratively separating the constructed similarity 

graph into two latent components, the cleansed and the noisy data, and acceleration 

by speeding up the eigendecomposition – the most time-consuming step – through 

approximation with the Nyström method.  

Our experiments show that SCAR can significantly reduce sensitivity to noisy input and 

runtime compared to standard spectral clustering. Using well-known, real-world 

benchmark datasets, we compare SCAR’s clustering performance to state-of-the-art 

methods. Robustness was evaluated regarding noisy edges in the data’s similarity 

graph representation as well as with respect to jitter in the original data – the two most 

challenging types of noise for clustering. SCAR consistently yielded low runtimes, while 

maintaining highly competitive clustering qualities on real and synthetic data. 
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Demonstrating its potential for delivering fast and high-quality results, SCAR’s ability 

to outperform comparable algorithms in both speed and accuracy makes it particularly 

valuable in application scenarios such as image recognition and video segmentation, 

where a rapid analysis of large datasets with high precision is crucial – in particular 

combined with biometric data a highly interesting case also in light of EU AI Act 

regulation. Its potential for reducing vulnerability to noise of standard spectral 

clustering approaches in acceptable time frames thus supports improving the state-of-

the-art of clustering approaches.  

This article was based on work that has been initiated in the Bachelor Thesis 

“Accelerating Robust Spectral Clustering Using the Nyström Method” (Hohma, 2021).   
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5  | Discussion 

The outlined three research articles contribute to the practical implementation of AI 

governance, in particular through improved clarification and contextualization of 

existing AI governance practices. The objective that was set for this thesis to 

operationalize the fundamental principles of AI governance, moving it from mere 

theoretical consideration towards enhanced and actionable industry practice, has 

hence been pushed in a variety of ways. 

To lay the ground for the research endeavor, in the first paper, an analysis revealed an 

emerging common core of measures crucial for achieving trustworthy AI development. 

While the identified commonalities in existing responsible AI operationalization provide 

a foundational framework, the research also affirmed the multiplicity of existing 

approaches in the field each supporting its practical transition in their own way. The 

multitude of existing initiatives and players underscores the urgent need for 

standardization and summarization into cohesive and widely accepted approaches. 

The trustworthy process for AI development proposed in Paper 1 serves as a crucial 

starting point towards this unification. By delineating a systematic and comprehensive 

approach to ensure trustworthiness in the development process, it can offer a roadmap 

for practitioners and policymakers. The synthesis thus helps clarify existing initiatives 

by bringing together different approaches into a coherent basis to promote consistency.  

Besides clarification, a second endeavor of this thesis is the advancement of 

contextualization of AI governance research to support its transition to practice. The 

research in Articles 2 and 3 support this objective particularly for two example cases: 

public health surveillance and spectral clustering techniques. As emphasized in Paper 

2, the challenge of contextualization requires a nuanced understanding of the specific 

contexts in which AI governance operates. The contribution of this article is hence 

twofold. From a methodological perspective, it provides a proof of concept for 
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theoretical foundations examined within a certain application scenario which can be 

adapted and extended across diverse contexts. From a more practical perspective it 

examines fairness considerations tailored to the specific demands of public health 

surveillance, providing useful insights on the unique interpretations of fairness 

definitions in this context. Similarly, the acceleration and implementation of robustness 

into spectral clustering techniques, explored in Paper 3, serves as a showcase for a 

technical realization of responsible AI principles for one specific context. From a more 

high-level perspective, this emphasizes the need to address risks related to the 

responsible development of AI with both organizational and technological approaches.  

In summary, the implications of this work for the state of the art in AI governance are 

manifold. The thesis highlights and addresses the need for a unified and 

comprehensive approach towards responsible AI and, with the provision of a 

trustworthy development process that summarizes existing policies and principles as 

well as the exemplary examination of 2 of the identified mechanisms in specified 

contexts, it can support the practical conceptualization of the demanded foundations. 

By providing both conceptual and methodological groundwork, the research navigates 

the complexity of AI governance and makes it accessible and applicable in different 

contexts. The proposed contributions hence go beyond the theoretical framework and 

offer practical solutions and insights that directly address the identified challenges. 

Overall, this research advances the understanding and operationalization of AI 

governance by providing clarity, coherence and adaptability to contextual applications, 

thereby enriching the evolving transition of responsible AI from theory to practice. 

Nevertheless, fulfilling the thesis objective to operationalize responsible AI towards a 

set of practical, actionable concepts comes with distinct limitations that primarily stem 

from the inherently emerging as well as unsteady nature of the field of AI governance. 

The rapid, dynamic evolution of new concepts and technologies naturally limits the 

exhaustive and comprehensive analysis of proposed approaches. Striving for 

comprehensiveness with this research, it is crucial to acknowledge this limitation as 

the outcomes of this thesis hence represent a snapshot of the current state of the field 

and may only capture emerging trends and concepts to a limited extent.  

A second limitation lies in the scope of this research, particularly regarding the objective 

of contextualization. Contextualization inherently poses challenges, since, as the very 

nature of the term implies, it requires the consideration of multiple, diverse contexts. 
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Achieving comprehensiveness in contextualization is thus hardly achievable. However, 

as outlined above, the dual contribution of this work can further support the adaptation 

of developed concepts to various contexts, without the need to explicitly examine them 

in this regard. While the research findings provide insights into specific contexts, at the 

same time they can be read as a methodological proof of concept to be reused under 

further conditions. Thus, although this research may not comprehensively 

contextualize the existing multitude of AI principles and concepts, it establishes a 

foundation for reusing the developed methodologies across multiple scenarios.  

In essence, the limitations once more highlight the challenges that current AI 

governance research must navigate, as, while striving for comprehensiveness and 

specificity, such conceptualizations must operate within the constraints of an evolving 

AI technology and AI governance landscape. This necessitates recognition and 

strategic adaptation, as progress towards viable approaches can only be achieved 

through continuous research and the advancement of new or existing concepts. 

Despite the current uncertainties that pose challenges to various actors and activities 

in the field, it remains imperative to persist in exploring diverse paths and consolidating 

insights, with the ultimate goal of attaining the desired outcomes.  

The considerations on contributions and limitations of this thesis once more emphasize 

the challenges of the ever-evolving landscape of AI governance and particularly 

regarding its operationalization, thus opening up expansive avenues for future work. 

Given the dynamic landscape and the interrelatedness of scientific exploration and 

practical adoption in operationalizing AI governance, the potential for further research 

is substantial on both ends. As indicated in the context of limitations of this thesis, one 

straightforward trajectory for future theoretical exploration involves the clarification and 

contextualization of the proposed concepts beyond the studied domains of public 

health surveillance – as an example for a thematic context – and spectral clustering 

techniques – an example for technological context. Further, this would include an 

exploration of the two foundational principles examined in this research, fairness and 

robustness, under varied conditions, and in addition suggests analyzing proposed 

measures for the remaining responsible AI foundations, such as human oversight or 

transparency. A second crucial aspect of future research involves navigating the 

delicate balance between specialization and generalization. Inferring generally viable 

concepts along with blueprints for actionable mechanisms that go beyond the specific 
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consideration of certain contexts is paramount for advancing the unified 

operationalization of AI governance across diverse applications. 

From a practical perspective, developing established best practices that summarize 

and translate valuable experiences in operationalizing AI governance is imperative. On 

the one hand, this entails developing the needed actionable guidelines and 

operationalization recommendations. This thesis has pushed advancement in this 

direction through demonstrating that important steps have been taken prior to as well 

as within this work, and – even if eventually far – through continuous research and 

adaptation the destination is in sight. On the other hand, a research path that has not 

been entered in this thesis, yet, is no less important for the practical application of AI 

governance links to ensuring that such detailed and contextualized concepts are 

communicated to the right stakeholders and in the right format. Tailoring materials to 

the specific understanding of different stakeholders, including policy makers, industry 

practitioners and AI developers, is essential for effective adoption. Operationalizing AI 

governance in practice therefore requires a contextualized understanding of 

requirements not only of high-level field actors but must understand the very specific 

needs of stakeholders that are involved in the implementation of such measures. To 

achieve this and ensure the alignment of the provided material to the needs of 

stakeholders, the implementation of AI governance principles requires a collaborative 

and interdisciplinary research effort.  

As final concluding words summarizing the contributions, limitations and proposed 

future work of this thesis from a more overarching perspective, this thesis has shown 

that a clarification and contextualization of AI Governance fundamentals is not only 

needed but also doable – in fact, the fundamentals developed thus far are close to 

unified practical alignment that an actionable development process could be retrieved 

at least from the current snapshot of activities within thesis. Their required 

contextualization although being quite advanced, however, seems to struggle more 

with the fast-paced evolution within the AI technology and governance field. Solving 

the challenge of generalization vs. specification will bring clarity on how far such a 

contextualization should and can go. In any case, this research has offered ways how 

to tangibly address responsible AI considerations under both thematic as well as 

technological contexts and has shown that and how this supports their actionable 

operationalization.  
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6  | Conclusion 

The aim and contribution of this work was to effectively address various challenges 

related to the operationalization of AI governance which led to the inference of required 

subsequent investigations and suggestions for future research to further advance 

solutions in this field. These contributions were built off existing, agreed efforts aimed 

at managing risks associated with the responsible development of AI, including AI 

governance concepts grounded in regulation and standardization approaches. While 

this suggests that numerous fundamental problems in this field can find resolution 

through careful examination, cooperation and agreement, it is imperative to recognize 

the existence of contentious questions sparking heated debates as settling on agreed 

solutions for them does not seem straightforward. It is with an outlook on such 

challenges that I wish to conclude, to emphasize the need for ongoing research in 

navigating the multifaceted landscape of AI governance. 

One such issue revolves around the fundamental approach on how to address (ethical) 

risks that arise with and around AI. In this thesis, I have described the simultaneous 

evolution of soft and strong regulatory paths. While we see governments around the 

world entering roads on pursuing each of them, there is an ongoing uncertainty on 

which to follow – or whether to follow one at all. In particular, it is heavily discussed as 

to whether a restrictive approach based on binding regulations is desirable. Regulation 

is seen as providing a structured framework for identifying and mitigating potential 

harms and risks inherent in AI systems which is essential for safeguarding individuals 

and society from adverse consequences, promoting safety, and ensuring accountability. 

By establishing clear lines of responsibility, regulations hold developers, manufacturers, 

and operators accountable for the performance and safety of AI systems, contributing 

to a more secure and trustworthy AI landscape that builds public trust by assuring users 

that AI technologies adhere to established safety standards, fostering wider adoption 
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and engagement. In contrast, critics of a regulative approach emphasize potential 

drawbacks that may impede progress in the AI domain. It is argued that stringent 

regulations may stifle innovation by imposing rigid constraints on AI development. 

There is concern that an overly regulated environment could discourage 

experimentation and hinder the evolution of AI technologies. Additionally, the dynamic 

nature of AI development poses a challenge for regulatory frameworks, as rapid 

advancements may outpace the ability of regulations to adapt – an obstacle that has 

been seen with the development of the AI Act facing the rapid introduction of generative 

AI technologies and therefore the challenge of whether and how to react. 

As a final concluding reflection – and to revisit considerations from the introduction – 

the existence of such fundamental controversies underlines that AI currently provokes 

a wide range of ambiguities. These raise the question of whether an urgent call for 

action is justified or whether AI can be treated as some sort of “next buzz technology" 

for which the currently established frameworks can be largely reused. While we may 

have embarked on the journey of AI evolution, it is crucial to recognize that we are still 

at the outset and therefore find ourselves at a crossroad, where decisions must be 

made about how to navigate this terrain. We are now in the exciting position to make 

choices on whether we want to view AI as an opportunity to rectify potentially identified 

past mistakes in dealing with powerful technologies or take the chance to harness its 

capabilities for high-performing innovation and growth – both paths sound tempting. 

Regardless, one thing is clear: we cannot simply ignore the advancement of AI 

technologies, for it is already underway, with all its excitement and challenges.   
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Abstract: The current endeavor of moving AI ethics from theory to practice can frequently be observed
in academia and industry and indicates a major achievement in the theoretical understanding of
responsible AI. Its practical application, however, currently poses challenges, as mechanisms for
translating the proposed principles into easily feasible actions are often considered unclear and
not ready for practice. In particular, a lack of uniform, standardized approaches that are aligned
with regulatory provisions is often highlighted by practitioners as a major drawback to the practical
realization of AI governance. To address these challenges, we propose a stronger shift in focus
from solely the trustworthiness of AI products to the perceived trustworthiness of the development
process by introducing a concept for a trustworthy development process for AI systems. We derive
this process from a semi-systematic literature analysis of common AI governance documents to
identify the most prominent measures for operationalizing responsible AI and compare them to
implications for AI providers from EU-centered regulatory frameworks. Assessing the resulting
process along derived characteristics of trustworthy processes shows that, while clarity is often
mentioned as a major drawback, and many AI providers tend to wait for finalized regulations before
reacting, the summarized landscape of proposed AI governance mechanisms can already cover many
of the binding and non-binding demands circulating similar activities to address fundamental risks.
Furthermore, while many factors of procedural trustworthiness are already fulfilled, limitations are
seen particularly due to the vagueness of currently proposed measures, calling for a detailing of
measures based on use cases and the system’s context.

Keywords: artificial intelligence governance framework; ethical duties; legal duties; AI ethics principle
operationalization; responsible AI; semi-systematic review

1. Introduction
Numerous international governmental or non-governmental stakeholders have pro-

posed fundamental principles for responsible AI that are supported by many organizations
using and providing AI applications. A consensus on the fundamental values that shall
build the foundation for responsible AI conceptualizations has been found around princi-
ples like transparency, justice and fairness, non-maleficence, responsibility, and privacy [1].
Ensuring that AI systems adhere to such fundamental system properties is expected to fos-
ter their perceived trustworthiness and increase stakeholder trust in AI technologies [2,3].

To incorporate these ethical principles in practice, a popular endeavor is to move
responsible AI from principle to practice by operationalizing the derived characteristics
for trustworthy AI applications. Mittelstadt [4], for example, confirms a lack of proven
methods to translate AI ethics principles into practice, and Ryan and Stahl [5] argue that
a mapping between higher-level principles and concrete methods is required to adopt
them. Larsson [6] even more specifically concludes a “need for moving from principle
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to process in the governance of AI” (p. 437). Particularly, duties that arise for the AI-
providing organization are rarely concretely defined, although, of course, AI providers bear
a central role in the AI actors’ ecosystem and thus the move from principles for AI ethics
to responsible AI in practice [7]. Based on the high-level fundamentals of trustworthy AI,
AI governance research, therefore, has started to focus on elaborating implications of the
defined principles to determine characteristics of responsible AI systems (e.g., [5,8]) as well
as mechanisms to implement those (e.g., [9–11]).

This shows that the need for responsible AI is widely recognized, and the operational-
ization of abstract principles to concrete actions is often identified as an appropriate way to
bring them into practice. However, the implementation of agreed-upon practices within
the industry has not been as comprehensive as one might hope. This discrepancy can,
among others, predominantly be attributed to two prominent obstacles frequently cited
by practitioners. First, many organizations hesitate to take substantial action until com-
prehensive regulations are put in place [12]. Often, waiting for clear regulatory guidelines
is preferred over additional efforts and burdens if one’s own initiatives do not align with
future provisions. Second, a lack of uniform, standardized approaches to translate the
agreed guidelines to easily implementable and effective actions has been noted within the
AI community [4,13,14], which is seen as a significant hurdle to their practical adoption.
The diverse landscape of measures and guidelines proposed by various entities creates
confusion and makes it challenging for organizations to discern the most appropriate path
to follow. In addition, there is uncertainty about which specific measures are the most
effective in ensuring trustworthy AI [12]. This ambiguity can inhibit decision-makers and
make them reluctant to commit to any particular strategy.

Our article shall support practitioners in finding a solution to these problems. We
approach the issue by moving the focus away from solely the trustworthiness of the prod-
uct itself to a stronger focus on the perceived trustworthiness of the development process.
While trustworthy AI is often defined as system requirements, in order to tangibly opera-
tionalize it, we need to understand its link to the measures along the development process.
Therefore, we propose a concept for a trustworthy development process for AI systems.
Our suggested framework is built off a semi-systematic literature analysis of AI governance
efforts to derive obligations and measures to fulfill agreed AI ethics requirements and map
them onto the AI development lifecycle. The results are compared to the implications for
practical AI governance from the landscape of EU-centered regulatory frameworks.

Our research can support AI practitioners, particularly regarding the two major prob-
lems mentioned above. The review-based methodology shows a growing consensus
regarding prominent measures of corporate AI governance. Incorporating well-known
and diverse, action-oriented governance frameworks presents a unified summary and
can provide clarity on which measures are generally proposed. The comparison with the
EU-focused regulatory landscape shows a high degree of consistency between the proposed
binding and non-binding measures and points to the core elements that can already be
addressed without the final regulations. Finally, our proposed conceptual extension of
trustworthy AI from solely a system configuration to the associated development process
can be the first step towards a heuristic for determining the efficacy of a measure—the
stronger it is linked to process trustworthiness characteristics, the stronger its potential for
fostering stakeholders’ trustworthiness perceptions, the underlying goal.

2. Theoretical Foundations of Trustworthy Processes for Operationalizing AI
Governance

A fundamental goal for AI providers in operationalizing AI governance is to foster
trust among their stakeholders. Societal actors are often predominantly impacted by the
outcomes of AI, although they can only indirectly influence their system design. This results
in a need for these stakeholders to trust in the responsible development of AI systems by
the AI provider and other contributors and, thus, in return, their induced obligation to
indicate their trustworthiness back to society.
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To display the resulting necessity of establishing concrete trustworthy processes for AI
development activities as well as requirements and first steps towards this, we outline the
theoretical foundations of trustworthy processes in the context of AI governance research
in the following. We start with an overview of the AI ecosystem, including its stakeholders
and their power over AI development processes, to display the need for trust and, therefore,
examine the underlying goal of trustworthy AI development. Building off traditional
trustworthy software development concepts, we subsequently review opportunities for
signaling trust in the development process and derive characteristics that can guide process
trustworthiness assessment. Finally, we examine related research on the translation of AI
governance mechanisms into trustworthy development processes to examine its current
status and reasons for the problems regarding operationalization in practice.

2.1. The Need for Trust in the AI Ecosystem
A major authority when establishing trust lies with providers of AI systems, as they are

responsible for understanding the user’s requirements and translating them into technical
applications. With their two key roles in realizing AI projects, deciding over and developing
the system along with its main characteristics, the AI provider naturally holds a large share
of power in the development process [7,15,16].

However, of course, it is intertwined and shared with a variety of different stakeholders
that contribute to the development of AI systems at different stages. The different phases
that are needed to evolve from the first problem statement to the final AI system deployment
and post-processing are outlined in the AI development lifecycle. It typically includes
(1) the problem understanding and design phase, where the problem, its characteristics, and
requirements are determined and a solution drafted; (2) the data collection and handling
phase, where relevant data are obtained, preprocessed, analyzed, and managed; (3) the
model building phase, involving the actual model development and testing; and (4) the
deployment and monitoring phase, where the system is deployed to the user and monitored
over time [17–20]. Figure 1 summarizes the four stages of the AI lifecycle and their various
required tasks and introduces the major stakeholders involved in each step.
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Figure 1. Stakeholder influence along the AI lifecycle.

The different stakeholder groups can influence different lifecycle stages to varying
degrees. The user, representing the organization that operates the AI system after de-
ployment, sets system requirements, supports problem understanding in the beginning,
and engages and collaborates in deployment and after-monitoring at the end of an AI
development project [10,21]. Apart from the system provider, this stakeholder group is
also the one that can most actively control AI development. Other stakeholder groups,
such as policy or academia, can consult, guide, or govern AI system development, e.g.,
through research, legislation, standards, and regulation; however, implementation of these
guidelines is left to the AI system developers. Finally, the arguably most passively engaged
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stakeholder group relates to broader society. They often require representatives, such as
civil society communities that consult policy and industry, to enforce their demands in the
AI development process [15].

Figure 1 shows that the AI ecosystem is manifold, and stakeholders can express and
assert their interests with varying influence. In particular, the conflict that broader society is
highly influenced by AI systems, however, can most passively engage in their development
is still unresolved. This is confirmed by the many guidelines for responsible or trustworthy
AI that place societal values at the center of considerations. Legislative efforts have further
highlighted the high importance of fundamental and human as well as civil rights and
democratic values (e.g., the AI Bill of Rights or the EU AI Act), prioritizing lawful, safe,
and trustable AI applications [2]. However, societal engagement’s outlined rather passive
nature requires them to trust that these values are responsibly integrated into the design and
development processes, which opens room for exploring how this trust can be promoted
and fulfilled.

2.2. Characteristics of Trustworthy AI Development Processes
While concrete requirements and best practices for trustworthy development pro-

cesses are continuously discussed in the more specific field of AI, their identification can
draw from the common ground determined for general software development. With
its main aim to reach trustworthy products, i.e., software that can satisfy objectives of
trustworthiness based on predefined requirements [22,23], a trustworthy development
process is the procedure through which such trustworthy products are created [23], i.e., the
procedure by which the requirements for considering the outcome trustworthy are ensured.
For software in general, characteristics of trustworthy products have been agreed upon
and are often reported among security, privacy, reliability, or business integrity [24]. The
development of trustworthy AI applications can draw on these characteristics; however,
its enhanced capabilities require further adaptations. The consensus on the ethical fun-
damentals of trustworthy AI has led to the definition of requirements for trustworthy AI
systems, often around the concepts of human agency and oversight, technical robustness
and safety, privacy and data governance, transparency, diversity, non-discrimination and
fairness, environmental and societal well-being, and accountability [2]. Most scholars
from theory and practice argue that AI applications that fulfill these requirements can be
deemed trustworthy.

This indicates that the foundations of system characteristics that trustworthy AI appli-
cations shall fulfill are already conceptualized. However, as pointed out earlier, ensuring
trustworthiness only partially depends on the resulting system and, in addition, must take
into consideration the process by which the system has been developed. Therefore, in order
to evoke stakeholder trust, not only are the system characteristics that make an AI appli-
cation trustworthy decisive, but also the characteristics that classify an AI development
process as trustworthy. We can also benefit from the overlaps between AI development
processes and regular software development. Although not finally settled, trustworthy
development processes have been suggested and discussed for regular software. Standards
like [25] on system life cycle processes for software engineering or [26] on a system secu-
rity engineering approach have been assessed regarding their potential for introducing
trustworthiness [27]. Further, standards like [28] or IEEE’s approach to ethically aligned
design [29] can give guidance on the central backbone of trustworthy development pro-
cesses. The core goal in this endeavor is to enhance the predictability and controllability of
development processes [23] and hence reduce the perceived dependability and uncertainty
for the trustor. In particular, five characteristics are mentioned for development processes
to be perceived as trustable. Figure 2 presents an overview of these characteristics.
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Figure 2. Requirements are presented that can be used to examine the trustworthiness of AI
applications as outlined by the AI HLEG, as well as to examine the trustworthiness of the AI
development process.

As a major pillar of trustworthiness, transparency requires clear and understandable
communication about the steps taken during the AI development process, particularly
making the process comprehensible and accessible to a wider audience, ensuring that
people can understand how requirements for trustworthy systems are intended to be met.
The steps taken within the development process to reach trustworthiness requirements
must thus be clear, comprehensible, and communicable with a broader audience. The
effects of transparency on trust have frequently been studied within and outside the
information systems domain. Particularly within an AI context, transparency is often
mentioned alongside explainability or interpretability, requiring that predictions or actions
of AI systems are justifiable and traceable. The motivation behind transparency, however,
differs according to the stakeholder and their perspectives. Weller [30], for example, lists
eight types of goals that should be reached with transparency, ranging from transparency
as a means for the developer to understand and debug a system to the facilitation of
monitoring and auditing. Such explanations can foster the acceptance of the system and
its design [31]. In a similar manner, transparency can facilitate acceptance regarding
the planned development practices and is, therefore, a central factor for trustworthiness
perceptions. On top, it lays the foundation for outside stakeholders to judge whether they
perceive the envisioned steps as suitable for ensuring the responsible development of the
system and thus have contributed to the prevention of undesired development practices.

Reliability and consistency are particularly important to enhance the process pre-
dictability, an essential component of fostering trust [32]. Hence, the development process
must be reasonable, predictable, and standardized. A core goal is to prove to outside actors
that processes follow a predefined plan and are not subject to arbitrary decisions or actions.
At the same time, reliable and consistent development indicates that the goal of reaching
responsible AI is pursued in a conscious and stringent way. A consistent process that is, at
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best, transparently communicated can reduce uncertainty for the trustor. Obligatoriness
can thereby further enhance process predictability. Mandatory activities in the process
can ensure the user that certain minimum requirements have been fulfilled and clarify
upcoming steps. Moreover, process credibility and legitimacy are supported if mandatory
steps are based on a legal foundation.

Objectivity in this context refers to the absence of favoritism when processing data
or deriving outcomes. It requires executing every step of the process in a neutral and
standardized manner without adapting steps to certain preferred implications or outputs.
All steps in the development process must be executed in an objective, unbiased, and
fair way.

Further, concrete accountabilities determined for each step of the development process
can foster user trust as they define responsibility and create the opportunity for more clearly
tracing system malfunctions to obligations within the development stage. Clear obligations
and accountabilities must, therefore, be discernible for the steps within the development
process. Accountability is a core requirement for considering trustworthy AI or within
legal frameworks. The EU AI Act mandates the definition of accountability frameworks
for high-risk AI systems, and the HLEG defines it as one of the key requirements for
trustworthy AI [2]. In a similar manner, it is a core characteristic of trustworthy processes.
Paulus, et al. [22], for example, mention it as a means of fostering security in trustworthy
software development.

Finally, the perceived trustworthiness of development processes can be enhanced
through enabling external monitoring and control. Auditability and intervenability, i.e.,
monitoring, checks, and options for intervention from external stakeholders, are, therefore,
crucial process requirements. The potential of using auditing practices to ensure ethical
AI design has lately been widely discussed [33]. Thereby, auditing refers to the process
of examining the consistency between a “set of auditable artifacts that record decisions,
systems, and processes” [9] and stated principles, regulations, norms, standard metrics,
or benchmarks [9,34]. Such checks are common for other high-risk technologies, such
as in aerospace or finance, and have been found promising in the context of AI [35].
The fundamental definition, however, also shows that practices for auditing responsible
AI cannot limit themselves to system properties but must consider the steps taken to
ensure ethical design along the development. Therefore, options for outside checks and
intervention are important characteristics for both the system and its development process
when aiming to enhance trustworthiness.

2.3. Moving towards Trustworthy AI Development
Works from different actors guide activities in the move of responsible AI to practice

and thus the development of corporate AI governance strategies, e.g., from policymakers,
standards development organizations (SDOs), or research and academia. In particular,
regulatory efforts are often demanded and seen as an appropriate way to unify currently
proposed approaches [12]. Regulations such as the EU AI Act, with its proposed risk cate-
gories and mandatory risk-dependent countermeasures, can clarify important groundwork
for AI providers and provide consistent guidance on what measures to take or which red
flags to avoid. However, regulation can and should specify AI governance mechanisms only
on a conceptual level. Going down to more specific, process-based provisions is clarified
by accompanying industry standards. For example, the US National Institute of Standards
and Technology AI Risk Management Framework defines important actions along the de-
velopment of AI systems to govern, map, measure, and manage AI-related risks [36]. IEEE
Standard 7000, on a standard model process for addressing ethical concerns during system
design on a broader scale, outlines a process for system engineers to incorporate ethical
values into their design practices [28]. The ISO/IEC JTC 1/SC 42 working group on artifi-
cial intelligence has (up to now) 20 published standards and 32 under development [37].
Among the published ones are fundamental groundworks on the trustworthiness of AI
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(e.g., [38]) or AI risk management (e.g., [39]). More concrete guidance on, for example, how
to integrate safety or transparency is currently under development.

Important work on operationalizing AI governance mechanisms also comes from
research and the academic field. Here we see efforts within two, often interrelated streams:
research proposing proactive approaches to set up responsible AI strategies or measures to
actively implement those in the development process and reactive approaches referring
to mechanisms to check—internally or externally—the responsibility of resulting systems
or processes such as through auditing or impact assessment. Much research focuses on
identifying and developing appropriate tools to integrate AI ethics into the design and
development stage, particularly in proactive approaches. For example, overviews can be
found on the current landscape of technical [8,10,11] and organizational [9,40] tools and
methods. Important summaries on methods for responsible design, development, and de-
ployment also come from the field of ethical AI assurance. Overviews and frameworks are
proposed (e.g., [41,42]) and are slowly transitioning from mere theoretical considerations to
actionable tools [43]. In contrast, reactive approaches focus less on the active adaptation of
the development process and more on the evaluation of the resulting system. Nevertheless,
they have important implications for the operationalization of responsible AI. Suggested
impact assessments (e.g., [44,45]) can offer valuable guidance on the required system or
process characteristics to implement. Auditing processes require the definition of “set[s]
of auditable artifacts that record decisions, systems, and processes” ([9], p. 4) to allow
checking them against predefined principles, metrics, or norms.

Therefore, while previous work already makes significant contributions to the opera-
tionalization of AI governance mechanisms, further efforts are needed to make them ready
for practical application. Proposed tools can, at least from a theoretical perspective, solve
many of the challenges; however, they are often considered unsuitable for their application
in practice and are, therefore, rarely used [11,46,47]. In the field of AI assurance, Burr
and Leslie ([41], p. 96), for example, specifically call for “practical systems and standards
that can help teams and organizations” as a next research step. As a foundation for their
adaptation to practical needs, a comprehensive understanding of the prominent measures
is required to identify how they can support the development process.

With our article, we want to contribute to this transition to practice. The benefit
and contribution of our research lie in integrating these approaches from the various
stakeholder groups. Our primary objective is to provide a more comprehensive overview
of the prominent measures and propel them into a tangible, actionable process to offer a
unified, actionable summary—an asset that practitioners have pointed out as missing. This
required a careful analysis of the multiple elements and their integration into a coherent
framework. Finally, to measure its effectiveness, we examine the developed concept
regarding its potential to facilitate the underlying goal: reflecting trustworthiness and,
hence, fostering trust with stakeholders.

3. Methodology
Underlying our research is the assumption that in order to make an AI system trustwor-

thy, we cannot only focus on the trustworthiness of the application itself but also take into
account the trustworthiness of the development process. In this paper, our key objective is
to derive the elements for a trustworthy process for responsible AI development from exist-
ing AI governance frameworks and discuss its potential for satisfying characteristics for
process trustworthiness. We conceptualize the process from an analysis of regulatory and
organizational frameworks that represent both legally binding and non-binding measures.

We have chosen a semi-systematic qualitative literature analysis methodology. This
research method is used for heterogeneous topics that are conceptualized and studied by a
wide variety of research disciplines [48]. In particular, it is needed where fully systematic
reviews are impossible due to the complexity or variety of research approaches, topics, and
types [49]. We follow this methodology, as we aimed for practice-oriented frameworks,
including standards, civil society comments, or policy efforts, and thus, a systematic
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keyword search on scientific search engines did not provide the anticipated results. Non-
binding measures were collected from a variety of global AI governance frameworks and
compared to legally binding measures that are currently enforced or planned in the EU.

3.1. Data Collection
Ethical and robustness-related obligations were obtained from four main fields of

sources: (1) non-regulative policy efforts, (2) standards developing organizations (SDOs),
(3) academic and research institutes or consortiums, and (4) non-governmental organi-
zations (NGOs) or civil society groups. Actors to be investigated were retrieved from
the aiethicist.org-repository [50]. The tabs “AI Principles” and “AI Governance” were
systematically searched for stakeholders active in the field who had published documents
giving insights on obligations and responsibilities for AI providers. As the primary focus
of the study is how to operationalize trustworthy AI in practice, only documents that
went beyond defining AI principles in general but included practice-orientated recom-
mendations were included. A specific link to AI systems was required, i.e., documents
where the primary focus lay on data governance were excluded. Further, these documents
needed to be referenced on the respective stakeholder’s website or found through regular
online searches.

This systematic search resulted in a total of 155 considered stakeholders, of which
documents on the responsible development of AI were found from 45 actors. Finally,
14 of these were found to have published practice-oriented reports on AI-related obliga-
tions, measures, or responsibilities, meeting the outlined inclusion criteria. Four documents
were from non-regulative policy efforts [2,51–53], three were from SDOs [29,36,54], five
documents were published by research institutes or academic consortiums [55–59], and two
by NGOs or other civil society interest communities [60,61]. An overview of all retrieved
stakeholders and those of which publications were included in the analysis can be found as
Supplementary Material.

The main aim of the legal analysis was to provide an overview of thematic fields
from which legal obligations for AI providers can arise when developing or deploying AI
systems. The EU AI Act was used as a first point of reference to identify those. While it
provides the backbone of AI-specific obligations, the EU AI Act’s Explanatory Memoran-
dum (particularly its sections 1.2 and 1.3) was used to determine related regulative fields.
A context-independent search confirmed and extended a first draft of the categorization
into obligation topics resulting from the AI Act’s Recitals. For this, the EUR-lex summary
repository [62] was used. Administered by the EU, it provides overviews of the main
EU legal acts. The listed 32 policy fields were searched for EU decisions that could have
an impact and result in obligations for AI providers. Finally, a non-systematic literature
review on legal obligations for AI systems via Google Scholar confirmed the resulting five
obligation fields presented in Section 4.1.

3.2. Data Analysis
The resulting documents were analyzed to retrieve the elements of the trustworthy

AI development process. As shown in Figure 3, the identified policy and governance
recommendations were used to derive obligations for AI providers from principles for
trustworthy AI. These obligations were mapped to related measures to fulfill the identified
duties. The resulting process for trustworthy AI development was compared to legally
binding obligations from current EU law.

The non-binding obligations and related measures from policy and governance docu-
ments were retrieved using a thematic analysis methodology. The principles for trustworthy
AI, more specifically, the seven key requirements for trustworthy AI as proposed by the
AI-HLEG, were used as guidance for the analysis. For each principle, related obligations
were determined iteratively by repeatedly working through all documents and retrieving
codes. Similar to the process described by Braun and Clarke [63], these codes were then
translated to more overarching themes, which can be found in the Supplementary Material.
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The resulting themes were reviewed and refined until they represented distinctive AI
provider obligations.
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Figure 3. Procedure of mapping principles for trustworthy AI to a trustworthy AI development
process.

In a similar manner, the documents were re-evaluated to retrieve the measures required
to fulfill the identified obligations. For each identified obligation, related measures were
derived through thematic analysis, retrieving and summarizing measure suggestions, and
iteratively converging to a concise set of measures [64]. The resulting landscape of measures
and the documents in which they were found can be reviewed in the Supplementary
Material. Summarizing the resulting measures and mapping them along the AI lifecycle
revealed the final elements of the trustworthy AI development process.

Finally, the resulting process was compared to obligations and measures suggested in
binding legal texts. The identified regulatory fields and related EU-level legal documents
were summarized regarding their imposed measures for the AI provider (see Supplemen-
tary Material). The resulting legally binding measures were compared to the developed
trustworthy process, and elements of the process that were found legally enforced were
marked accordingly. From this analysis, no new measures were added to the process, as
no fundamentally new measures were found in the legal texts that directly impacted the
providers’ processes linked to the system’s AI component.

4. From Trustworthy Principles to a Trustworthy Development Process
To investigate the elements as well as the state and implications of process trustworthi-

ness in AI development procedures, we outline the derived framework for a trustworthy
process of AI development from the existing fundamentals of trustworthy AI in the fol-
lowing. In particular, we elaborate on its foundation in the identification of AI provider
obligations and the determination of related measures to address them.

4.1. From Principles to Obligations
The conducted analysis of obligations linked to responsible AI development supports

the consensus on fundamental values that have been mentioned in the previous literature.
Identified obligations are seen along the previously determined underlying principles. In
Table 1, we report them along the seven key requirements for trustworthy AI due to their
comprehensiveness and widespread acknowledgment. Within the columns, obligations are
sorted according to the frequency with which they were found in the studied documents.
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Table 1. Identified obligations for the AI provider along with AI HLEG’s seven key requirements for
trustworthy AI.

Human Agency
and Oversight

Technical
Robustness and
Safety

Privacy and Data
Governance

Transparency Diversity, Non-
Discrimination,
and Fairness

Societal and
Environmental
Well-Being

Accountability

Ensure human au-
tonomy/agency/
determination
Respect and
protect fundamen-
tal/human rights
Ensure human
oversight
Enable system
termination
Promote human
augmentation

Ensure safety
Ensure accuracy
Ensure security
Ensure reliability
Ensure
robustness
Ensure validity
Ensure
reproducibility
Ensure resilience
to attack
Ensure
traceability
Establish a
fallback plan
Ensure system
quality
Ensure
verification

Ensure privacy
Ensure data
protection
Ensure data
quality
Control data
access
Ensure lawful
data processing
Prevent data
misuse/overuse
Ensure data
security
Ensure data
integrity
Foster data risk
awareness

Enable
explainability of
technical
processes
Communicate
system
capabilities and
limitations
Explain related
human decisions/
reasoning
Ensure
traceability of
datasets and
processes
Inform about AI
interaction
Promote AI
education
Allow access for
auditing
Communicate
intended use
Ensure
explicability
Allow for
intervention
Ensure
independence
Ensure
transparency on
responsibilities
Ensure
truthfulness

Avoid/Correct/
Monitor unfair
bias
Ensure non-
discrimination
Ensure diversity
and inclusion
Ensure equity,
equality, and
solidarity
Ensure
accessibility
Ensure lawful
development
Enable multi-
stakeholder
engagement
Enable
compensation
and remedy in
case of
discrimination
Ensure peace and
justice
Define fairness
Enable
opportunity for
correction

Prevent and
reduce harm
Monitor social
impact
Do more good
than harm
Ensure
environmental
friendliness
Ensure
proportionality to
legitimate aim
Ensure
sustainability
Monitor
democratic
impact
Prevent misuse
Establish multi-
stakeholder
dialog
Ensure right
foundation
Ensure scientific
foundation

Ensure
auditability
Provide
documentation
and information
Assess general
impacts
Determine/assign
responsibilities
Allow for redress
Establish
appropriate
oversight
Establish ethics
overseeing
internal/external
entity
Establish
measurement
mechanisms
Ensure public
engagement
Control access
Foster
accountability by
design
Create codes of
conduct
Collect feedback
Ensure harm
compensation

4.2. From Obligations to Measures
While the outlined obligations present the foundation for trustworthy AI development,

moving closer towards implementation, measures to ensure their fulfillment can be derived.
These measures were consolidated from existing AI governance frameworks and legal
considerations with a focus on EU policy. The resulting list of binding and non-binding
measures is presented in Table 2.

Table 2. Measures AI providers can adopt to fulfill their obligations according to the studied AI
governance documents.

Non-Binding Binding *

Plan Create codes of conduct Develop AI governance strategies regarding:
- trustworthy AI measurement and evaluation
- data protection and access
- quality management
- risk management
- human intervention
- displacement and business change
- privacy and accountability (by design)
- education and awareness raising regarding harms and system misuse

Determine/assign responsibilities and accountabilities.
Set requirements and thresholds for:

- system safety
- accuracy, reliability
- quality of data preparation and training
- supporting hardware, software (incl. cloud applications)
- industrial and consumer use case

Redress and compensation for harms (incl. due to discrimination)
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Table 2. Cont.

Non-Binding Binding *

Create and
establish

Establish participatory development processes through:
- pull mechanisms: offer public feedback opportunities, adoption of open standards, and

interoperability to facilitate collaboration
- push mechanisms: clarification of public concerns and questions, consultation of directly

or indirectly affected stakeholders
Create ethics overseeing internal/external entity
Ensure team diversity regarding backgrounds, cultures, disciplines
Establish risk prevention/management regarding:

- wrong, unintended, or forbidden use of data
- data modification or abuse
- fairness-related harm
- adversarial patch tricking
- human errors
- intentionally or unintentionally included biases

Avoid, correct, and monitor unfair bias through:
- removing identifiable discriminatory bias where possible
- testing and monitoring mechanisms
- evaluating how potential biases might arise

Enable and ensure human control over data and processes
Educate relevant personnel
Ensure oversight and control regarding:

- system purpose, constraints, requirements, decisions
- shut down or modify misbehaving systems

Enable auditing through:
- developing audit trail requirements
- provide access for internal or external auditing

Apply systematic risk management (incl. a fallback plan)
Enable human oversight (human-on-the-loop) or human control (human-in-the-loop) by the user
to:

- assess and rectify incorrect predictions
- avoid human subordination
- avoid basing decisions with significant impact solely on automated processing
- enable attribution of ethical and legal responsibility
- terminate the system if human control of the system is no longer possible

Provide options for public intervention and participation regarding:
- choosing which digital services to use or to avoid using them
- correcting false information
- questioning and changing unfair, biased, or discriminatory systems
- right to a final determination made by a person
- consider bias and safety bug-bounty programs

Ensure explainability of technical processes, e.g., through using tools, regarding:
- system outcomes (incl. why similar-looking circumstances generate different outcomes)
- logic or algorithm behind the outcome
- main factors in a decision
- data quality, accuracy

Assess and
evaluate

Ex ante impact assessments regarding:
- fundamental and human rights
- privacy
- society and societal norms
- sustainability and environment
- democracy
- system’s legitimate, proportionate, and scientific foundation

Evaluate opportunities for quality labels and certifications
Evaluate independence of (critical) infrastructure
Ex post impact assessment regarding:

- system accessibility
- unfair denial of resources, rights, goods, participation

Assess compliance with applicable international and domestic legislation, standards, and practices
Test data quality regarding:

- accuracy
- actuality
- integrity
- representativeness

Assess and ensure lawfulness of data processing regarding:
- protection of data and metadata
- data access and control
- user’s freedom of intrusion
- limiting observations

Test system regarding:
- accuracy/reliability (through model selection, measurement metrics, mitigation of model

over-/underfitting)
- robustness (through sensitivity analysis)
- security (regarding data poisoning, model leakage, unexpected, adversarial or malicious

use, cybersecurity threats)
- discrimination (regarding use of protected classes and dataset representativeness)
- validity
- verification
- domain-specific requirements (through simulation, in-domain testing, software/hardware

requirements)
Assess and ensure lawful development
Assess and ensure truthfulness regarding statements to customers and consumers

Document and
communicate

Support AI education through:
- supporting educational curricula and public awareness activities
- engaging with civil society to understand best practice for education

Documentation and record-keeping of:
- datasets
- data provenance, gathering, and labeling
- data testing processes
- data access

Document for traceability and reproducibility:
- provide replication files
- use tools (e.g., to abstract computational graphs and archive data at each step of

transformation pipelines)
- adopt open standards

Disclose during use:
- interaction with AI system
- which consumer actions can negatively impact scores/decisions

Communicate with relevant stakeholders, e.g., in the form of use manuals:
- definitions of key concepts and measures
- system purpose, reach, (intended) use, capabilities, and limitations
- design decisions, including characteristics of training data and model structure
- data protection processes
- responsible internal and external actors

Provide documentation of:
- system goals
- design choices including definitions, standards, testing, measurements, and assessments

of performance, privacy, and fairness
- identified biases and their potential impacts
- stakeholders involved and their responsibilities
- risk management structures, including monitoring, feedback, error correction, human

control, and cybersecurity

* Binding measures were found in the studied EU regulations or directives as mandatory for some AI technologies
or under certain conditions.

4.2.1. Measures According to AI Governance Documents
Measures to address the obligations of AI providers were found, as similarly suggested

in previous work by Mäntymäki, et al. [65], among activities for planning, assessment, and
ensuring creation and communication.

Planning activities include mechanisms for establishing the strategic alignment of sys-
tem development and associated risks regarding the AI provider’s obligations, including
the creation of governance strategies and codes of conduct, frameworks for risk man-
agement and accountability attribution, as well as determination and documentation of
system requirements and thresholds. A fundamental goal to foster is the prevention of
harms related to violation of rights, privacy, safety, security, sustainability, or, generally, the
public good [52]. Considerations for strategy development should be based on conditions



AI 2023, 4 915

of normal use and potentially unanticipated but foreseeable use or misuse [51]. In addi-
tion, the diversity of cultural norms within the user groups should be taken into account,
whereby the inclusion of different stakeholders during the creation of strategic directions
can help [29].

Mechanisms to assess the fulfillment of certain AI provider obligations and ensure
appropriate action-taking if needed include standardized impact assessments (including
technical testing) before and after development on certain system properties and implica-
tions, as well as evaluation of system dependencies, lawfulness of data processing, and
development, team characteristics and capabilities, options for auditing (including quality
labels and certifications), truthfulness, and ensuring of compensation. The rationale behind
this group of measures is to ensure that AI systems should only be deployed after a proper
assessment of their purpose, objectives, benefits, and risks [61], bearing in mind that these
assessments must be proportionate, rational, and methodologically sound [2].

The group of mechanisms to establish certain conditions comprises activities linked
to obligations that require or impact the active (re-)design of the system or organizational
processes linked to it. This is mainly required regarding the creation of participatory
development and public intervention mechanisms, measures to ensure human oversights
and control (including a focus on monitoring ethical aspects), as well as provision of certain
documentation and enabling of explanation to ensure that processes can be appropriately
steered. It is important for the implementation of such measures to take into account “shifts
in technologies, the emergence of new groups of stakeholders, and to allow for meaningful
participation by marginalized groups, communities and individuals” [52].

Finally, communication activities are a prerequisite for multi-stakeholder engagement.
Such measures are linked to the disclosure of certain information, communication of system
definitions, purpose, limitations, risks, and use and education of staff, users, and the general
public. Particular proactive engagement from AI providers has been demanded regarding
the evaluation of augmenting human capabilities, advancing inclusion of underrepresented
populations, reducing economic, social, gender, and other inequalities, and protecting
natural environments [51]. For due and effective communication measures, the information
provided needs to be understood and accurate and disclosed to the general public or the
responsible human in charge [60].

4.2.2. Comparison to Legal Perspective
Requirements from legal frameworks have been found among five thematic fields and

depend on the type and use of an AI-based application. Figure 4 presents an overview of
the identified and analyzed regulatory texts.

To account for risks that arise specifically from the development and use of AI, the
Regulation of the European Parliament and the Council for Laying Down Harmonized
Rules on Artificial Intelligence and Amending Certain Union Legislative Acts, or short, the
AI Act [66], suggests a four-level risk categorization into unacceptable, high, limited, and
minimal risk systems. AI systems bearing unacceptable risks will be prohibited partially or
in their entirety from use on the EU market; high-risk systems will be subject to conformity
assessments, and thus, further restrictive measures will be implemented, mostly for the
AI provider. While systems posing limited risks will need to ensure certain transparency
requirements, minimal-risk systems are free of binding measures, only recommended
to provide and follow self-imposed codes of conduct to voluntarily commit to the same
response measures as high-risk systems.
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As AI systems rely on data processing, they are subject to the restrictions set out by the
General Data Protection Regulation (GDPR) [67], particularly when it comes to processing
personal data or even special categories thereof. In such cases, the processing must meet
additional safety and privacy requirements. In addition, special rights are granted to the
data subject, which allow them to demand certain handling of their data from the data
operator. While the GDPR, thus, directly entails mandatory measures for the AI provider,
there are further EU regulations concerning data, both personal and non-personal, that
affect the AI provider, however, only to a limited extent. Regulation 2017/0003 [68] on
Privacy and Electronic Communications (ePrivacy Regulation), provides more concrete
specifications for electronic communications data and thus complements GDPR, where such
data qualify as personal. It generally restricts interference with electronic communications
data, e.g., in the form of listening, tapping, storing, or monitoring, to certain permitted
use cases (ePrivacy Regulation, Art. 5). The proposal for Regulation 2022/0047 [69] on
harmonized rules on fair access to and use of data (Data Act) sets out obligations for the
provision of data generated by the use of (physical) products that collect and transmit data.
Regulation 2020/0340 [70] on European data governance (Data Governance Act) regulates
the reuse and sharing of data between stakeholders in the EU to strengthen data availability
and exchange. While these legislations may impact the AI-providing organization, e.g., if
the system falls within one of the covered use cases or if the AI provider is involved in data
collection and post-processing, their set out obligations, however, are linked to the overall
system and have less direct implications for the AI component.

If AI components are treated as or built into products, requirements from product
safety and liability can impose obligations and, therefore, require protective measures
from the AI component provider. In this regard, the two constructs of the General Product
Safety Directive (GPSD) [71] and Product Liability Directive (PLD) [72] provide two com-
plementary mechanisms for enforcement of damage-related consumer claims, where the
PLD outlines the liability specifications to assert claims that result from a defect or unsafe
product, and product safety regulations lay down the specifications that a product must
adhere to in order to be considered safe. While the AI Act outlines some safety-related
AI requirements, the new GPSR “provides a safety net for products and risks to health
and safety of consumers that do not enter into the scope of application of the AI proposal”
(GPSR), and therefore AI-equipped products that are not subject to the more specific safety
rules of the AI Act, i.e., products where the AI component is considered to pose only mini-
mal risk, must comply with the provisions of the GPSR [73]. Nevertheless, the legislator
sees a particular need for action regarding AI and supports the PLD with the proposition of
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an AI Liability Directive (AILD) [74] that explicitly addresses claims in relation to AI-based
systems. Here, especially access to information on high-risk systems and the burden of
prove shall be adapted to the specific circumstances of AI (AILD, Art. 1(1)).

In order to “create a safer digital space where the fundamental rights of users are
protected and to establish a level playing field for businesses” [75], the EU has adapted
and extended some of its existing regulations in the area of commercial practices to fur-
ther strengthen consumer rights and trust. This particularly includes the development of
Regulation 2022/2065 [76], the Digital Services Act (DSA), and Regulation 2020/0374 [77],
the Digital Markets Act (DMA). The DSA sets restrictions for digital services providers,
defined as providers of “intermediary service”, such as conduit, caching, or hosting ser-
vices. AI-based use cases are affected in many ways, predominantly in the form of online
advertisement targeting and recommender systems. The DMA similarly imposes addi-
tional obligations for “gatekeepers”, i.e., large providers of core platform services, such as
Amazon, Apple, Google, Meta, or Microsoft. While most obligations relate to restrictions
of limiting access to data and services, AI-based applications are particularly addressed
when it comes to recommender systems. In addition to the specific rules of the digital
domain, existing legal frameworks on commercial practices also carry responsibilities for
the AI provider. Directive 2005/29/EC [78], the Unfair Commercial Practices Directive
(UCPD), prohibits misleading and aggressive commercial practices. Particularly, restriction
of misleading practices can impact AI applications, as the AI provider must not provide
false information or deceive consumers regarding, among others, the main characteristics of
products, such as their benefits and risks, and compliance with promoted codes of conduct.

Finally, human or fundamental rights, founded in the Charter of Fundamental rights of
the European Union (2000/C 364/01) [79], are the foundational basis for most of the above-
outlined legal frameworks. In the implementation of Union law, they apply between EU
institutions and bodies and the people; therefore, in the context of AI, no direct obligations
for AI providers can be inferred from the legal text. Nevertheless, they are frequently
mentioned in the context of AI, as risks and challenges for the respect of human rights are
often identified with the introduction of AI systems [80]. This results in a direct obligation
for the state to protect its citizens from restrictions on fundamental rights and an indirect
obligation for the AI provider to comply with the stipulated provisions and measures
against imposing restrictions on fundamental rights.

In summary, the policy takes a similar view to AI governance and has already incorpo-
rated some of the determined measures into regulatory and legal guidance. The conditions
under which they are mandatory depend on the particular AI application, e.g., a systematic
risk management procedure is required only for AI systems classified as high-risk under
the EU AI Act, or the engaged target group, e.g., truthful statements regarding a system’s
properties and capabilities are particularly mandatory for communication with consumers
according to UCPD. Therefore, we would like to note that our indications in Table 2 re-
garding binding practices should not be read as legal advice on which mechanisms to
implement but constitute an analysis of which methods are regarded as both relevant
and generalizable enough by legislators to be mandated across multiple use cases. This
objective can provide interesting insights when examining which measures are suggested
as mandatory or not and is useful for the development of a standardized, trustworthy AI
development process.

4.3. From Measures to Process
The determined measures result in a framework for the trustworthy development of

AI systems. Figure 5 outlines the derived activities and outputs.
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Measures within the process were found on two levels: activities that relate to strategic
decision-making and, therefore, must be clarified on an organizational level and activities
that depend on the use case or context-specific circumstances and, therefore, are specified
per project. Organizational-level activities include strategy-setting tasks, such as developing
a corporate AI governance roadmap or planning AI education and training offerings
within and outside the organization. Project-level activities are structured along the AI
development lifecycle, outlining the tasks that are required in each stage according to our
analysis. Reporting certain outputs within or outside the organization is recommended on
both levels.

5. Discussion
The proposed conceptual framework of a trustworthy development process for AI

applications outlines the measures that have been identified to ensure the trustworthiness
of AI applications regarding their responsible development and use. The identification of
prominent AI governance measures from regulatory, policy, standardization, and research
activities can support AI providers in setting up appropriate corporate AI governance
strategies. In the following, we discuss its potential for fostering outlined process trustwor-
thiness characteristics as well as determine the next steps in the practical implementation
of such activities and processes.

5.1. Process Trustworthiness of Current Responsible AI Development
Previous research has indicated that trustworthiness can be enhanced by facilitating

stakeholders’ perception of certain key process characteristics. Transparency, reliability and
consistency, objectivity, accountability, and audibility and intervenability were seen among
the most crucial ones for procedural trustworthiness. To foster those, currently proposed
measures for trustworthy AI and, more specifically, the derived process for trustworthy
development of AI systems can show promising potential, above all by two important
properties of the derived development process.

First, the clear structure it introduces can offer stakeholders insight into the measures
that will be taken to prevent ethical problems or irresponsible AI. The implementation of
a clear and structured framework to address responsible and trustworthy AI has become
essential for stakeholders in the field; however, clarity regarding required measures is
often mentioned as a major drawback [12]. The derived development process outlines
a series of concrete steps and actions that can be taken at different levels to prevent and
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mitigate potential ethical challenges and the proposed outcomes to be communicated more
broadly. This can have an impact on transparency on several levels, firstly through the
fact that there is a concrete process, which in the best case is also openly communicated,
and secondly, more obviously, through the proposed publicly reported outputs. In that, it
promotes two important functions of transparency. The clear structure of measures helps
stakeholders understand a system’s strengths and limitations, and the clear communication
of processes and outputs allows for checking whether a system works appropriately and,
in this case, ethically [30]. In addition, its second function, the disclosure of processes and
thus comprehensibility of mitigating measures, influences the perception of auditability. As
previously outlined, such auditing processes require artifacts and evidence to be checked
against the established ethical principles [9,34]. The determined development measures
make it easier to meet this requirement, as the artifacts needed for auditing can be derived
from the concrete actions taken throughout the process. Trustworthiness can further be
enhanced through the introduction of legitimacy. The proposed measures result from the
analysis of existing framework conceptions; most have been subject to a consultation period
involving relevant stakeholders in the framework’s development. This ensures that the
decisions made are well-founded and align with the values and expectations of the broader
community. Finally, obligatoriness is signaled in the process. The derived development
process identifies certain steps as mandatory, reinforcing its commitment to ethical practices
and responsible AI. This emphasizes the seriousness of the endeavor and underscores the
importance of adhering to these guidelines in AI-related initiatives.

A second key property of the derived development measures that can influence per-
ceived procedural trustworthiness is the breakdown of steps into specific tangible actions.
Such a step-by-step approach can foster accountability by breaking an AI provider’s ethical
obligations down to related countermeasures, enabling the definition of responsibilities on
this level. This, in return, further enhances an essential function of explanation and, thus, a
key requirement for trustworthy AI, enabling the meaningful challenge of an AI system’s
outputs [30].

However, while such an approach can thus ensure much improvement of procedural
trustworthiness, there are also certain characteristics in the current form of the process that
demand further reiteration to fully support trustworthiness perceptions.

One significant issue that pertains is the vagueness of some steps within the process.
While many steps are well-defined and offer a clear roadmap for addressing ethical con-
cerns, some remain ambiguous. This lack of preciseness can hinder perceptions of the
reliability of the overall process. If certain steps are open to interpretation, it might be left
to individual organizations or decision-makers to decide how they are implemented. This
subjectivity could lead to inconsistent practices and potentially compromise the overall
effectiveness of the process. Moreover, the binding nature of the procedure is not always
clear. Even in the investigated legally mandated measures, there is some leeway on the
interpretation and requirements for implementation. The level of obligatoriness might vary
depending on the specific use case, context, or area of implementation. Such inconsistencies
could raise questions about the enforceability and effectiveness of the process. Stakeholders
might wonder whether the process’s guidelines are universally binding or if they can be
overlooked or circumvented in certain circumstances, leading to potential compromises in
the perceived trustworthiness of the process.

A final point of consideration when evaluating the process’s effect on trustworthiness
is its ability to actually ensure the system characteristics that are seen as required for
trustworthy AI. The question can be raised whether merely following the prescribed steps
is sufficient to ensure a trustworthy AI system. For example, while we have seen that
the clarified steps can promote some functions of transparency, others, such as the need
to “overcome the reasonable fear of the unknown” [30], are not necessarily addressed.
The “unknown” is often related to malfunctioning or misuse of the system, but it is not
necessarily clear whether the proposed measures are sufficient to avoid this in the best
possible way. The consensus identified on certain measures to ensure the trustworthiness
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of AI systems and the high level of attention currently being paid to this issue may indicate
that at least all the obvious measures have been defined. However, whether these measures
can finally lead to enhanced trustworthiness of the systems and more stakeholder trust in
the development procedure is neither clear for procedural trustworthiness nor is it solved
in general.

5.2. Next Steps in Trustworthy AI Development
Our analysis indicates a high-level consensus around measures that can be taken

to mitigate ethical issues of AI systems along the development process. Clarity is often
mentioned by practitioners as a major drawback to the realization of AI ethics principles.
While the entirety of developed concepts can bring clarification on what is generally
required from AI providers to ensure responsible AI, the vagueness of some proposed
measures is also apparent in our analysis. Particularly when breaking obligations down
into respective measures, we see that while some measures seem to be quite “ready-to-use”,
others require further efforts to apply them to real-world scenarios. For example, while the
task of determining and assigning responsibilities seems straightforward, recent studies
have indicated that accountabilities for AI systems are often ambiguous in reality, calling
for the creation of detailed accountability frameworks [12,81,82]. In implementing such
development processes, it is important to identify with practice which of the measures
are already implementable and which need more detailing. The context will certainly
play a major role here, as different industry use cases have different characteristics and
requirements regarding the demand for and magnitude of obligations [83]. We see that
legislation already accounts for this, and, for example, the current proposal of the AI Act
classifies AI systems according to their use case industry into risk levels. The scope of
imposed, binding measures followingly depends on the risk that results from a system’s
use. While our analysis gives an overview of which measures exist in general, we make no
assumptions about which of them are relevant or more important than others given certain
contexts. Clearly, a simultaneous implementation of all the measures described does not
seem realistic or desirable for all AI systems. Future research can, therefore, focus on how
the summarized obligations can be applied to real case studies and what this implies for
the trustworthiness of AI systems.

Further, while recent research often focuses on the technical implementation of respon-
sible AI, for example, through tools or “by-design” concepts, our analysis shows that AI
governance mechanisms currently are largely recommended among non-technical methods,
for example, regarding strategy-making, documentation, and communication. This either
reemphasizes the inability of available technical tools to meet the needs of practice or sug-
gests that careful consideration must be given when automated or “by-design” approaches
are feasible and desirable and when a non-technical assessment of activities, perhaps based
on human intuition, is required. For instance, although technical tools to detect bias in
training data might be helpful, a thorough interpretation of the results regarding whether
the identified biases result from unfair assumptions will surely be needed. The notion that
AI governance measures are largely non-technical methods further impacts the current
view on accountability for AI systems. In comparison, system developers and designers are
often named as responsible entities for ensuring responsible AI [81]. Most of the identified
measures are not directly linked to system implementation and would require inputs or
action from further departments, such as those related to strategy, communication, and
management. This suggests that a more concrete examination of what actions should be
taken to fulfill which obligations, taking into account the context of application and the
characteristics of the expected mechanisms, can further facilitate the identification of the
bodies or roles that can be held accountable for the outcomes of an AI system.

Finally, our analysis presents a comprehensive list of obligations and measures that
current, practice-oriented AI governance frameworks offer to ensure the trustworthy behav-
ior of AI. It, however, cannot answer the question of whether implementing these measures,
to a reasonable extent and with reasonable effort, will finally increase stakeholder trust and
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lead to a proper realization of the goal of responsible AI. Trust is a property of an individual
trustor, who, based on personal perceptions and experiences, beliefs that an outcome is
beneficial enough to engage in an unknown situation [22,84]. Being a psychological state
of the trustor based on their subjective perceptions and decisions [85], trust can only be
influenced; however, it cannot be directly controlled by the trusted organization. Both
theoretical and empirical research suggest that certain measures to implement ethical con-
siderations into system design and hence to signal trustworthiness positively influence the
stakeholder perceptions—for example, measures to enhance fairness and individuality can
promote user satisfaction with applications [86] or certain system design choices such as
human-in-the-loop architectures can help reduce algorithmic aversion [87]. Nevertheless,
the final decision remains to the respective stakeholders. Therefore, in practice, appropriate
techniques for measuring the impact achieved, as well as continuous monitoring and
re-evaluation of the measures implemented, will be key.

5.3. Limitations
Our derived framework of a trustworthy AI development process provides a unified

overview of corporate AI governance mechanisms as proposed by various stakeholder
groups, and the resulting clarity can thus support AI providers in the development of
responsible AI governance strategies. However, there are also limitations to the scope of
our results.

The chosen methodology was found suitable and required for determining practice-
oriented recommendations from a variety of stakeholders. However, due to the semi-
systematic approach, it is possible that other similarly relevant documents were not con-
sidered. In addition, given the rapid growth of this field, further practical guidelines may
emerge which have not been included in this research. However, given the comprehensive
approach to the identification of stakeholders, the diversity of considered stakeholder
groups, and the similarity of identified measures as determined in the analysis, we do
not see this as a weakness of our study. A second limitation stems from the required
geographical focus when analyzing the implications of regulation. It was necessary to limit
the scope either in breadth or in depth, which is why we opted for a granular review only
of the EU regulatory landscape. However, given the EU’s leadership in responsible AI
governance and their advanced regulation in this field, we regard this as a minor limitation
to our analysis and, in contrast, see valuable insights for other geographical areas.

6. Conclusions
The need to detail principles of ethical AI and adapt them for operationalization

in practice is repeatedly emphasized in various fields. Roads to this goal are seen in
assessing the current governance landscape, further clarification, and detailed conceptual-
izations [4,13]. Particularly from a practitioner’s perspective, unification and clarification
regarding responsibilities and related measures are needed to support them in establishing
appropriate corporate AI governance strategies.

Our research aims to support these required objectives by advancing research on
trustworthy development processes for AI applications. We explored the essential char-
acteristics that define a process as trustworthy, drawing upon traditional concepts from
trustworthy software development. By investigating the fulfillment of these trustworthy de-
velopment propositions within frequently proposed trustworthy AI measures, we assessed
whether they can effectively ensure responsible AI applications. Through a semi-systematic
literature analysis of AI governance efforts and EU-centered regulatory frameworks, we
translated agreed AI ethics requirements into practical obligations and derived the mea-
sures suggested to fulfill them. By mapping these measures onto the AI development
lifecycle, we conceptualized the framework of a trustworthy AI development process.

Our research can, therefore, provide important insights for the practical implementa-
tion of AI governance measures. Obligations of AI providers to comply with the agreed
ethical principles of AI were determined, and the corresponding measures that can be
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implemented to fulfill these were systematically retrieved. The resulting concept of a
process for the trustworthy development of AI systems can help support clarity on the
state of the art of demanded mechanisms. Finally, the discussion on the degree of process
trustworthiness that can be fulfilled with such a process sheds light on the overall state of
trust in AI applications.

While our analysis can thus provide much clarification regarding the steps toward
principle operationalization, it also sheds light on the open questions that will be clarified
next. While a general catalog of measures applicable across various application scenarios
seems useful to obtain a standardized overview, a case-based consideration is needed to
identify which obligations and related measures are seen as particularly relevant for certain
uses and, more generally, how to determine a heuristic to discover these variances. Further,
a clearer distinction in which use cases or contexts automated technical approaches are
feasible and desirable, and thus, developing technical tools to implement them is needed.
Finally, our results provide a comprehensive overview of the tasks required to fulfill certain
AI provider obligations. Whether these tasks are reasonable in practice and particularly
whether they are enough to thoroughly consider an AI system as appropriately responsible
might require further measurement mechanisms or independent assessments.
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Individuality and Fairness in Public Health
Surveillance Technology: A Survey of User

Perceptions in Contact Tracing Apps
Ellen Hohma , Ryan Burnell, Caitlin C. Corrigan , and Christoph Luetge

Abstract—Machine learning algorithms are playing an increas-
ingly important role in public health measures, accelerated by
the Covid-19 pandemic. It is therefore vital that machine learn-
ing algorithms are applied in ways that are generally considered
fair. However, the question of how to define fairness in a public
health context is still an open one. In this study, we investi-
gated people’s attitudes towards two ways of defining fairness in
the context of Covid-19 contact tracing apps. In the first, ‘high-
individuality’ approach, the likelihood of an algorithm asking
a person to self-isolate would depend on the person’s individual
characteristics, such as their risk of spreading the virus through
regular contacts. In the second ‘low individuality’ approach, these
individual characteristics would not be used to come to a decision.
For each approach, participants rated its fairness, overall qual-
ity, and their privacy concerns, and answered questions about
basic psychological need satisfaction. Participants rated the high-
individuality approach as fairer and better overall compared to
the low-individuality approach, despite having greater privacy
concerns. Further, we found a strong correlation between the par-
ticipants’ fairness perceptions and their overall impression of the
tracking tool. Together, these findings suggest that people prefer
individualised approaches in some contexts and perceive them
as fairer. However, policy makers should consider the privacy
trade-off of employing such measures.

Index Terms—Algorithmic decision-making, contact tracing,
data privacy, fairness, individuality, machine learning, public
health surveillance.

I. INTRODUCTION

THE OUTBREAK of the Covid-19 pandemic has high-
lighted the importance of continuous development and

advancement of technologies to oppose health crises and to
maintain public security and well-being. Multiple innovative
approaches have quickly been developed in an effort to con-
tain the spread of the virus, many equipped with Artificial
Intelligence (AI) and Machine Learning (ML). In particular,
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the public health surveillance sector has seen a flood of tools
that employ ML techniques to support public health monitor-
ing, such as video surveillance for mask regulation compliance
and fever or quarantine verification checks [1]. However, with
the rapid development and deployment of these tools, ethical
concerns about them have spread quickly, including concerns
about whether they use individuals’ data in ways that are fair.

In addition to the obvious ethical issues surrounding algo-
rithmic fairness, the extent to which ML algorithms are fair
might have practical consequences if it affects people’s will-
ingness to use AI-enabled tools or their acceptance of the
outcomes recommended by the algorithms. For example, in
the context of organisations, there is evidence for an inter-
relation between fairness concerns and overall satisfaction.
Martinez-Tur et al. [2], for instance, showed that perceived
distributive justice of gastronomy services (i.e., the perceived
fairness of the outcome) was the primary determinant of
customer satisfaction. Studying the effect of post-complaint
behaviour, Blodgett et al. [3] concluded that although, in their
case, distributive justice did not have an impact on com-
plainant’s satisfaction, the way in which the outcome was
communicated could compensate unfair treatments. Similar
evidence was further found in the relationship between organ-
isations and employees. Sudin [4], for example, observed
that distributive justice has a significant impact on overall
employee satisfaction when studying performance appraisal
processes. In the case of public health measures, it is there-
fore vital to ensure that people view ML algorithms as fair to
improve the overall acceptability of such measures.

However, there are many challenges to ensuring that ML
algorithms are considered fair. For instance, as ML algo-
rithms are designed to predict outcomes based on input data,
any biases in the input will lead to biased outcomes [5], [6].
In addition, the algorithmic design itself can produce biases
because the underlying model chosen for a ML based system
is a crucial factor for determining the outputs [7]. A further
problem stems from the difficulty in defining “fairness” in dif-
ferent contexts. ML researchers have proposed a variety of
fairness definitions that could be used to guide the design
and evaluation of algorithms. But deciding which definition
is best is not always easy. In particular, one critical issue for
determining the right notion of fairness is the intangibility
of the concept itself, even in anthropological and psychologi-
cal studies [8]. Especially problematic is the fact that people’s
beliefs about what is fair differ depending on the context [9].
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One key part of algorithmic design that is closely related
to people’s perceptions of fairness is how an algorithm draws
on personal information about individuals. Essentially, there
are two contrary extremes. In ‘high-individuality’ approaches,
algorithms make use of personal information about people to
treat them according to their personal needs. By contrast, ‘low-
individuality’ approaches consider people as a homogeneous
group, treating everyone in that group the same. This has led
ML researchers to categorise previously developed fairness
concepts into Individual Fairness models aiming for simi-
lar predictions for similar individuals, Group Fairness mod-
els treating different groups equally, and Subgroup Fairness
models—a combination of the former two—that categorize
individuals based on their personal features into subgroups and
ensuring group fairness constraints for those subgroups [6].
In many situations individual fairness models seem the most
appropriate and fair. The pandemic in particular has brought
forward many examples of how people would like to see
more actions tailored specifically to their circumstances, such
as vaccination status for contact restrictions. At the same
time, concerns have been raised as to how much data can
be justifiably requested, particularly when it contains sensi-
tive information (e.g., debates around compulsory vaccination
at the workplace). This shows that balancing different ethical
principles can be challenging, but it is vital because these fac-
tors are linked to the users’ uptake and acceptance of tools.
Of course, in order for ‘high-individuality’ algorithms to treat
people according to their needs, they sometimes require more
extensive data on users. Using more data in the decision-
making process might be seen as an invasion of privacy in
certain situations [10], [11]. Some researchers, e.g., [12], even
argue that fairness always comes at the cost of privacy. This
trade-off between individuality and data privacy, often referred
to as the personalisation-privacy paradox, has been frequently
identified and studied in literature, e.g., [13], [14], [15], [16].
Still, even holding data collection equal, we might expect that
the ways in which data are used might affect perceptions of
fairness.

The distinction between high and low individuality
approaches is highly linked to the debate on equity vs. equal-
ity in distribution decisions. The concept of equity is based
on the equity theory by Adams [17] and refers to treat-
ing individuals according to their needs in a way to ensure
equal outcomes (e.g., using affirmative action to assist disad-
vantaged groups). Equality, by contrast, involves treating all
individuals the same–for example by giving everyone equal
amounts of resources, even if this ultimately leads to inequal-
ity of outcomes. Views on which approach is fairer differ
and depend greatly on the context, e.g., [18], [19], [20]. It is
therefore vital that we understand whether people think high-
or low-individuality approaches are fairer across different
contexts.

In the context of public health measures, there are some
data that speak to this issue. For example, Srivastava et al. [21]
found that demographic parity (i.e., having the same probabil-
ity for a positive outcome regardless of an individual’s group
membership) was most appealing to participants, suggesting
a preference for low-individuality approaches. On the other

hand, there is an emerging trend towards increasingly indi-
vidualised medical treatments in the healthcare sector. Recent
advancements in Individualised Medicine have made it possi-
ble to classify patients into subgroups based on their clinical
characteristics instead of treating them as one homogenous
group [22]. Taking this even further, Personalised Medicine–
which involves practices such as analysing the patient’s
genome and resulting predictions on the patient’s future health
risks–has become a realistic possibility [23]. These approaches
highlight the ongoing trend towards more individuality in
data collection and processing in healthcare, as well as the
resulting shift towards a rising focus on need-based treatment.
In general, patients appear to support and value these person-
alised approaches, as they emphasize the uniqueness of each
medical case and the corresponding individuality required to
provide appropriate treatment [24].

But it remains unclear whether people feel the same when
it comes to health control measures such as those being imple-
mented in response to the Covid-19 pandemic. For example,
many countries were using contact-tracing apps that rely on
algorithms to decide who was required to self-isolate based
on their contact with Covid-positive individuals. For such
apps to work effectively, they need mass adoption among
the population [25]. However, adherence to these apps tended
to be low. Among others, Walrave et al. [26] have studied
factors that influence people’s adoption intention for using
contact tracing apps. They found that fewer than 50% of
their surveyed participants intended to use these apps, with
app-related privacy concerns being one factor that negatively
influenced users’ intentions [26]. However, it remains unclear
whether people consider it fair to use highly individualised
approaches to decide who needs to isolate, or if they prefer
low-individuality approaches that use fewer personal data and
treat people more uniformly. We address this gap in the study
reported here.

In addition, it is important to consider why people think
particular application approaches are fairer than others. One
factor that might play a role can be found in self-determination
and its link to basic psychological need satisfaction. According
to the Self-Determination Theory, an individual’s motivation
and engagement can be stimulated through three basic psy-
chological needs: autonomy, competence and relatedness [27].
Autonomy reflects the extent to which individuals feel they
are acting according to their own volition, willingness and
choice. Competence reflects feelings of effectiveness and the
capability of achieving important goals. Finally, Relatedness
captures the feeling of being connected to and cared for by
others. These basic needs have been associated with per-
ceptions of fairness in organisational contexts. For instance,
Olafsen et al. [28], found that employees’ basic need satis-
faction ratings were related to their judgments of the extent
to which companies’ payment distribution procedures are
fair. Haar and Spell [29] found evidence for job autonomy
to directly influence job satisfaction and, at the same time,
moderate the relation between distributive justice and job sat-
isfaction. Similar results were reported by Aryee et al. [30],
who found a significant influence of justice on need satis-
faction, which in turn was positively associated with intrinsic
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motivation. These findings indicate that fairness can promote
basic psychological need satisfaction. In the context of public
health surveillance, satisfying the three basic needs, and hence,
stimulating intrinsic motivation, could encourage uptake of
such tools and, ultimately, increase their overall effectiveness.
Therefore, we sought to determine the relationship between
perceptions of fairness and psychological need satisfaction.

To do so, we focused on public health instruments that
were developed during the Covid-19 crisis, with the specific
use case of contact tracing apps. We investigated how incor-
porating more individuality to a decision-making process–in
this case, the risk of spreading the virus a person poses to
others–affects people’s perceptions of fairness and quality of
such tools. We also investigated how these fairness perceptions
related to basic psychological need satisfaction and frustration.

II. RESEARCH METHOD

An online vignette study using a within-subject design was
conducted. To test our hypotheses on a prominent and real-
world example from public health surveillance, contact tracing
technology was chosen as a use case. To test the two extreme
approaches, ‘high-individuality’ and ‘low-individuality’, we
derived two policies on how contact tracing applications could
use personalised data to determine who should be asked to
self-isolate. Since contact-tracing apps were developed in var-
ious ways in different countries during the pandemic, people
have divergent previous experiences with such tools according
to their origin and place of residence. Because of this, we col-
lected data from two countries: the U.K. and Germany. The
two cases were selected based on the feasible access of the
researchers to survey subjects in these countries, the similar
design and policies surrounding the two countries’ national
contact tracing apps.

This research received ethical approval from Imperial
College London’s Research Governance and Integrity Team.

A. Participants

Participants were recruited through the Prolific survey
platform–any participants who lived in the U.K. or Germany
and who speak English were invited to participate. Not know-
ing how big the effect of our manipulation would be, we
aimed to collect data from 150 participants from each country.
Participants were only excluded if they failed one or both of
the attention checks in the survey (n = 31). In total, 273 par-
ticipants were considered in the analysis, 129 from the U.K.
and 144 from Germany. The mean age of the participants was
28.01 (SD = 8.43). In terms of their highest level of educa-
tion, 123 participants had finished secondary school, 92 held
a Bachelor’s, 38 held a Master’s and 20 held a Doctoral
degree.1

B. Procedure

The survey was conducted in English for all participants.
Participants read and rated, in a random order, two differ-
ent approaches for how contact tracing apps could determine

1We found no relationship between people’s age or education and their
ratings of the approaches.

Fig. 1. Distribution of averaged fairness perception per participant for the
low individuality approach (left) and high individuality approach (right).

who should be required to self-isolate following contact with
infected individuals. In the “high-individuality” approach, the
algorithm would consider the risk of a person spreading the
virus to others in deciding whether to send that person to self-
isolation. By contrast, in the “low-individuality” approach, the
algorithm would not consider the risk of spreading the virus
in its decision.

Because the primary purpose of this study was to inves-
tigate how the usage of data affects perceived fairness, we
held constant the amount of data collected across conditions.
Therefore, both approaches mentioned that the app collects
on location and contacts with others—the only difference
was whether these data would be used to make decisions
about self-isolation. For each algorithmic approach, partici-
pants were asked to rate how fair they perceived it, to what
extent they had privacy concerns about the approach, whether
they would be in general satisfied with such an approach, and
how much the policy supported or frustrated their feelings of
autonomy, competence, and relatedness. Measurement items
for perceived fairness in the algorithmic decision-making pro-
cess were based on Wang et al. [31], perceived privacy on
Roca et al. [32], and adapted to this study’s context. Need sat-
isfaction and frustration was measured by adapting items from
Peters et al. [33]. The full wording of the items is displayed
in Table I. After completing these questions, participants were
asked to provide demographic data, as well as answer some
control variables as proposed by Wang et al. [31]. The sur-
vey ended with questions on the real Covid-19 contact tracing
apps of the respective countries (NHS Covid-19 Tracing App
for U.K., Corona-Warn-App for Germany), but because these
data are not central to our research question, we do not report
them here.

III. RESULTS

To test whether the level of individuality in decision-making
affects fairness perceptions, we compared the mean fairness
ratings for the two proposed app approaches. Fig. 1 shows the
distribution of the averaged fairness ratings for each participant
for the low individuality approach (left) and high individuality
approach (right). We found that participants rated the high
individuality approach as significantly slightly fairer than the
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TABLE I
OVERVIEW OF THE ITEMS USED TO MEASURE STUDIED PERCEPTIONS

low individuality approach, Mdiff = 0.27, 95% CI [0.04, 0.51],
which supports the hypothesis that increasing the degree of
information individuality improves perceptions of fairness.

Moreover, individuality impacted participants’ overall eval-
uations of the approaches—they rated the high individuality
approach as significantly better overall than the low individu-
ality approach, Mdiff = 0.23, 95% CI [0.03, 0.43].

We also found that, within each condition, there was
a strong correlation between participants’ ratings of
fairness and their overall evaluations of the approach,
rLowIndividuality(271) = 0.74, 95% CI [0.68, 0.79],
rHighIndividuality(271) = 0.75, 95% CI [0.69, 0.79], supporting
our hypothesis that positive perceptions of overall fairness
can increase satisfaction with public health technologies.

Next, we examined the impact of our manipulation
on basic psychological need satisfaction and frustration.

TABLE II
DIFFERENCES IN NEED SATISFACTION AND FRUSTRATION BY CONDITION

TABLE III
BETA WEIGHTS FROM REGRESSIONS PREDICTING OUTCOMES

As Table II shows, we found no significant differences
between the approaches in terms of autonomy satisfaction
or frustration, nor in relatedness satisfaction or frustration.
However, we found that the low individuality approach was
rated significantly higher on both competence satisfaction and
frustration.

Next, we conducted a linear regression with perceived fair-
ness and overall impression as the dependent measures to
examine their relationship with basic psychological needs.
Table III presents the results of this regression. We found
similar patterns for both dependant variables. For basic need
satisfaction, competence satisfaction and relatedness satisfac-
tion were both significantly, positively related to fairness and
overall user impression. Autonomy satisfaction was only sig-
nificantly, positively related to the user’s overall impression.
Investigating its counterpart basic need frustration revealed
that competence frustration was negatively related to fairness
as well as overall user impression. No evidence was found
that autonomy frustration or relatedness frustration are related
to perceptions of fairness or overall ratings. In other words,
our results support the hypothesis that positive perceptions of
fairness can stimulate basic psychological need satisfaction,
although only for competence and relatedness.

Finally, we studied the effect of perceived data privacy on
the participants’ perceptions of fairness and overall satisfaction
with the application. We found that people reported slightly
greater privacy concerns for the high individuality approach
compared to the low individuality approach, Mdiff = 0.15,
95% CI [0.06, 0.24]. We also found a significant, negative
effect of privacy concerns on the overall user impression in
both conditions. However, we found no evidence that privacy
concerns are related to perceptions of fairness in our study.
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These results suggest that perceived data privacy is related to
evaluations of the proposed tools.

We found no differences in perceptions of fairness, overall
rating, or privacy concerns between the U.K. and Germany
(ps >.41). Therefore, we combined the data from these two
countries for the main analyses.

IV. DISCUSSION

The study’s aim was to examine the extent to which
people think two different approaches to ML-based public
health surveillance technologies are fair. In our study, we
found evidence that participants preferred high-individuality
approaches to contact-tracing—participants rated the high-
individuality approach as both fairer and better overall.
Moreover, we found a strong correlation between participants’
fairness perceptions and their overall impression, suggesting
that perceptions of fairness are tightly linked with people’s
evaluation of public health tools. However, we did not find
evidence that need satisfaction can explain these effects.

A. Ethical Implications

Issues of justice and fairness have been emphasized repeat-
edly in ethical frameworks for healthcare and AI-based
tools [34]. Accelerated by the spread of the Covid-19 pan-
demic, recent literature has identified numerous instances
of bias and unfairness in public health surveillance due to
the fact that these technologies collect and analyse large
amounts of data, often including socio-economic information
such as race, ethnicity, gender or political affiliation [35]. For
example, biased data collection strategies can result in sub-
groups not being visible or being stigmatised as they lack
the needed technical devices [36], mobile communication or
Internet access [37], [38]. The inevitable trade-off between
individual freedom and civil obligations necessitates a delicate
balance between collecting all the information needed to best
protect public benefits while avoiding discrimination of certain
populations [35]. Essentially, this leads to the dilemma of how
far we can limit personal freedoms for the public benefit that
has driven many controversies during the Covid-19 pandemic.

Although we did not explicitly study individuality with
regard to demographic characteristics, our findings suggest
that users, at least in the U.K. and Germany, value a more
personal treatment based on their individual characteristics
in health surveillance applications. While people feel dis-
criminated when judgement is based on their demographic
attributes, they seem to likewise feel treated in an unfair way if
they are regarded as a fully anonymous, homogeneous group.
Clearly, more work is therefore needed to determine the indi-
vidualized uses of data that people see as discriminatory and
those that contribute to positive perceptions of fairness. While
in general, it is likely that individual and unchangeable traits,
such as gender or race, might be counted among the discrim-
inatory ones, our findings suggest that personal parameters
resulting from an individual’s actions instead of traits—such
as in the context of this study the risk of spreading the virus
that a person poses to others—might be among those fea-
tures where disclosure is accepted to enable a fairer decision.

However, the further and more concrete identification of such
a distinction of features can foster the pursuit of a solution
to the question of how to balance personal rights against the
well-being of the broader society.

In this study, we found that people preferred the highly
individualized approach despite reporting greater privacy con-
cerns regarding the use of data with that approach. This
finding indicates that, in certain contexts, people might con-
sider some invasions of privacy or limitations of freedoms fair
and acceptable, at least to the extent that they are important
for public health. Of course, in this regard, context is crucial.
Nissenbaum [39] argues that contextual integrity is the bench-
mark of privacy, and consent to the use of data is only given in
relation to its respective circumstances. Empirical field stud-
ies and scenario-based surveys, such as [40] or [41], support
this notion. Perhaps, then, our participants were willing to
sacrifice some data privacy because they viewed the high-
individualization approach as fairer. The circumstances under
which privacy is seen as an acceptable trade-off for fairness
is worth of further investigation.

It is also worth thinking about how individual differences
might affect people’s preferences and perceptions of fairness.
For example, individualistic persons or cultures put a higher
focus on personal autonomy and self-fulfilment and base iden-
tity on themselves as well as their personal achievements [42].
By contrast, collectivistic persons or cultures value group
belonging and loyalty and derive beliefs from group deci-
sions and the social system [42]. Studies that measured pub-
lic acceptance of digital contact tracing applications during
Covid-19 have found the acceptance rate to be nearly twice as
high in collectivist countries such as China than in individu-
alistic countries such as Germany [43]. We might also expect
cultural and social norms to affect people’s evaluations of
fairness and preferences for individualized approaches. In par-
ticular, people who value individualism might be more likely
than users who value collectivism to prefer high-individuality
approaches to satisfy their ‘personalization’ demand.

B. Practical Implications

Trying to solve the issue on how to incorporate fairness
in ML algorithms, researchers have already gathered and
developed numerous definitions of fairness, e.g., [6], [44], [45]
and translated them into several distinct fairness models,
e.g., [5], [46], [47], [48], [49]. The ultimate goal is to translate
intangible notions such as fairness to statistically measurable
features and probability equations. To achieve this goal, we
need theoretical and empirical work that investigates what peo-
ple consider fair in different contexts. More broadly, we need
methods to concretely define, optimise, and evaluate fairness
algorithms. In an effort to ease the model selection, researchers
have categorised the identified definitions along their degree of
personalisation, into individual, subgroup and group fairness
models, e.g., [6], [7], [45]. Individual fairness models compare
features of individuals under investigation to ensure that indi-
viduals with similar feature scores obtain similar predictions,
whereas group fairness models cluster individuals into groups
and ensure certain statistical paradigms between the groups.
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Subgroup fairness models form a combination of the for-
mer two categories, categorizing individuals based on their
personal features into subgroups and ensuring group fairness
constraints for those subgroups [6]. Taking this classification
as a basis, the degree of individuality is crucial for examining
the various notions of fairness and needs to be weighed to
determine which fairness model should be chosen for a spe-
cific AI-enabled technology. However, deciding which fairness
model category to draw from almost always require an in-
depth understanding of the specific context. In the context of
public-health surveillance, our data suggest that people indeed
valued some degree of individuality in the decision even at the
expense of data privacy. This means that, in the field of pub-
lic health surveillance and the context of our study design,
our findings suggest that some individuality is desired over
complete homogeneity, pointing towards models like “Fairness
through Awareness” [50] that allow for a greater consideration
of individual personal characteristics.

Of course, this leads to the question of how such a balance
between data privacy and fairness perceptions can be ensured.
We suggest that it can be targeted with a clearer classification
of attributes into those that users consider as purely privacy-
intrusive or those that are perceived to contribute to enhancing
fairness. For this study, we chose to examine a scenario in
which it was not clear which approach people would view
as fairer. Preferences regarding individualised decisions would
probably look different if we selected inherent traits as per-
sonalisation factors, such as gender or social status. The fact
that the chosen attributes are derived from people’s actions
or decisions (i.e., characteristics that can be more consciously
and more easily influenced) might make these more accept-
able factors for individualization. Therefore, when separating
parameters into those that are discriminatory and those that
are acceptable for algorithmic decision-making, it is impor-
tant to consider the type of individualisation and the attribute’s
specific nature.

C. Limitations and Future Research

Although we found empirical evidence for a preference
towards more individuality in public health surveillance tools,
there was considerable overlap in the distributions of peo-
ple’s responses across the two approaches. One explanation
for this small effect is that the distinction between the indi-
viduality approaches was not stressed precisely enough in our
experiment. Another possibility is that the selected feature,
a person’s risk of spreading the virus, was not perceived as
sufficiently individual to substantially impact fairness percep-
tions. Future work should examine how other factors affect
fairness perceptions in public health contexts.

Although the user’s perceived data privacy did not predict
perceived fairness, we found evidence that it might still
affect the user’s satisfaction with the application. While we
interpreted this as indication that the way data are used in
decision-making can be important for perceptions of data pri-
vacy, it is possible participants did not fully understand that
the data collected was the same across the two approaches.
Future research should take this into account when developing

similar experiments, as studying the relative and cumulative
effects of data collection and data use could help inform policy
decisions.

Furthermore, widening the focus of this study in future
research to include people from a broader range of cultural
backgrounds and to examine other public health measures
could complement the picture to a more holistic overview.

V. CONCLUSION

In this study, we investigated the relation between the indi-
viduality of a ML-based public health surveillance method and
the perceived fairness as well as overall impression of that tool
on the example of contact tracing applications.

Our findings suggest that users (in the U.K. and Germany)
value higher degrees of individuality in health surveillance
related decisions and perceive ‘high-individuality’ contact trac-
ing app versions as fairer and more satisfactory overall. This
pattern held despite the fact that people viewed higher levels of
individuality as more privacy intrusive. Moreover, our findings
suggest that perceptions of fairness are important for people’s
evaluations of public health surveillance tools and could affect
people’s adoption and acceptance of those applications.

Our results support the general trend towards more person-
alisation in healthcare also in health surveillance technologies
and inform the design of future ML-enabled public health
surveillance tools. While more individuality seemed more
appealing for participants in our study, the nature of attributes
that are used within a decision seems to be crucial for fairness
perceptions, pointing towards a greater need for research to
distinguish the parameters considered as fair or discriminating.
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ABSTRACT
Spectral clustering is one of the most advantageous clustering ap-
proaches. However, standard Spectral Clustering is sensitive to
noisy input data and has a high runtime complexity. Tackling one of
these problems often exacerbates the other. As real-world datasets
are often large and compromised by noise, we need to improve
both robustness and runtime at once. Thus, we propose Spectral
Clustering - Accelerated and Robust (SCAR), an accelerated, ro-
busti�ed spectral clustering method. In an iterative approach, we
achieve robustness by separating the data into two latent compo-
nents: cleansed and noisy data. We accelerate the eigendecompo-
sition – the most time-consuming step – based on the Nyström
method. We compare SCAR to related recent state-of-the-art algo-
rithms in extensive experiments. SCAR surpasses its competitors
in terms of speed and clustering quality on highly noisy data.

PVLDB Reference Format:
Ellen Hohma, Christian M.M. Frey, Anna Beer, and Thomas Seidl. SCAR —
Spectral Clustering Accelerated and Robusti�ed. PVLDB, 15(11): 3031 -
3044, 2022.
doi:10.14778/3551793.3551850

PVLDB Artifact Availability:
The source code, data, and/or other artifacts have been made available at
https://github.com/SpectralClusteringAcceleratedRobust/SCAR.

1 INTRODUCTION
Clustering is a fundamental data mining task needed in virtually
all areas working with data and also serves as an unsupervised pre-
processing step for a plethora of subsequent tasks. One of the most
favorable clustering methods is spectral clustering: it is applicable
to non-numeric datasets, can �nd clusters of complex shapes and
di�erent densities, and optimizes a mathematically well-de�ned
problem [52]. However, real-world datasets are challenging for
several reasons: with newly developed data gathering methods
(e.g., in medicine, chemistry, or biology), in recent years datasets
grew in dimensionality as well as in size. The runtime complexity
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Figure 1: Our method SCAR vs. state-of-the art related clus-
tering algorithms on the moons dataset with =>8B4 = 0.15.

of spectral clustering methods is only linear in the number of di-
mensions, as it works on an a�nity graph of the data, making it
superior to more traditional clustering methods when working on
high-dimensional data. However, the runtime complexity (for the
naive implementation) of O(=3) w.r.t. the number of data points
is comparably large. Furthermore, real-world data often contains
noise that is neither handled well by standard spectral clustering
methods nor by other clustering methods. Clustering noisy data
is in fact a very challenging task, as Fig. 1 illustrates. It shows a
very noisy version of the well-known synthetic moons dataset as
clustered by diverse algorithms. It may not come as a surprise that
standard Spectral Clustering fails to detect the moons correctly.
But also state-of-the-art algorithms that are designed speci�cally
to be robust against noise can only handle noise up to a certain
degree and were not able to detect the two clusters correctly. Our
competitors in Fig. 1 (as well as in our experiments in Sec. 5) are
recent clustering algorithms published at high-quality conferences:
RSC [7], DCF [50], and SpectACl [21]. The authors of all methods
performed extensive experiments showing their superiority against
a variety of other clustering methods regarding noise robustness.
RSC and DCF also successfully tackle the e�ciency problems of
clustering. Nevertheless, with our newly developed method SCAR
(Spectral Clustering - Accelerated and Robust), we found a way to
even further improve both, clustering quality on highly noisy data
and e�ciency on high-dimensional data.

SCAR uses weighted :NN graphs to capture highly complex
structures in the data implying clusters of non-convex shapes. For a
good segmentation of the graph, normalized cuts have proven to be
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desirable [10, 12], suggesting a spectral approach. Based on the con-
cept of RSC [7], we divide the data into a subset containing noise
and a subset containing the relevant information for clustering.
However, RSC involves the frequent calculation of eigendecom-
positions in an iterative approach, which we accelerate with the
Nyström method. With an elaborated combination of synergistic
methods and changes we manage to achieve highly competitive
results regarding the clustering quality and robustness. In exten-
sive and reproducible experiments we examine and compare our
clustering results w.r.t. quality and runtime. SCAR shows the de-
sired behavior for highly noisy datasets, where it outperformed
recent state-of-the-art algorithms in quality, noise robustness, and
runtime. We evaluated diverse types of noise and used well-known
benchmark datasets. Our main contributions are as follows:

• We introduce SCAR, our novel spectral clustering method tack-
ling both, robustness and speed.

• We incorporate the Nyström method to accelerate the eigende-
composition in robust spectral clustering.

• We further enhance quality and stability of clusterings
• We evaluate our method thoroughly, fairly, and reproduciblyand

compare our method to recent state-of-the-art methods on the
established real-world benchmark datasets.

Outline. In Sec. 2 we give an overview on related methods.
In Sec. 3 we explain the basics for our new method. In Sec. 4 we
introduce our new fast and robust spectral clustering method, called
SCAR. In Sec. 5 we evaluate SCAR thoroughly, objectively, and
reproducibly. Sec. 6 concludes this paper.

2 RELATEDWORK
Spectral clustering refers to a set of clustering algorithms that par-
tition a given dataset based on the spectrum of the datapoints’
a�nity matrix. They essentially follow three steps [52]: (1) con-
struct a similarity graph G, (2) compute the Laplacian of G and its
eigendecomposition, and (3) cluster its eigenvectors with a standard
clustering method, e.g., :-Means [36, 37]. Spectral clustering sur-
passes traditional clustering techniques in several aspects: e.g., they
�nd arbitrarily shaped clusters, are applicable on categorical data,
solve a clearly de�ned mathematical goal [52], and can handle vary-
ing densities. However, spectral clustering is noise-sensitive [7, 21]
and has a relatively high runtime. In the following, we provide an
overview of related works in the research �eld.

2.1 Improving Runtime
Most recent advances improving any of the steps of spectral cluster-
ing can be found in [51]. In the following, we focus on approaches
accelerating the most time-intensive step of spectral clustering, the
eigendecomposition. The acceleration is usually achieved with one
of two strategies: iteration or sampling.

Iterative approaches. The probably most common method to
accelerate the computation of eigenvectors and eigenvalues of a
matrix is the power iteration. By iteratively multiplying the matrix
with a randomly initialized vector (or an estimation of the dominant
eigenvector), the eigenvector belonging to the largest eigenvalue is
approximated. Generally, the frequent matrix multiplications are
expensive, and only the dominant eigenvector can be approximated

with the original power method – for spectral clustering, the eigen-
vectors belonging to the smallest eigenvalues are of interest. Note,
that the behavior of convergence of iterative approaches usually
depends on the distribution and gaps between the eigenvalues [51].
There is a wealth of extensions based on the power iteration aimed
at alleviating its downsides for spectral clustering. Using Krylov sub-
spaces allows approximating several eigenvectors at once: E.g., the
Arnoldi iteration [1] orthogonalizes the vectors spanning the Krylov
subspace by applying the Gram-Schmidt process. For Hermitian
matrices like symmetric Laplacians, which are used in the process
of spectral clustering, the Lanczos method has been proposed [29].
The Lanczos method approximates the largest : eigenvectors in
$ ( |E |: + |V|:2) for a graph G = (V, E,F) [51]. It is used for spec-
tral clustering in [46]. While the Lanczos method performs well
even for sparse matrices, it is often prone to numerical instability
[9]. The Implicitly Restarted Lanczos Method (IRLM) as used, e.g., in
ARPACK [31], can reduce numerical instability. Further adaptions
involve among others using the inverse matrix to get the smallest
eigenvalues and respective eigenvectors [15]. The Krylov-Schur
algorithm [47] alleviates additional problems emerging with very
large Hermitian or non-Hermitian matrices. As the convergence of
symmetric cases depends on the gap ratio of the eigenvalues [41],
both ends of the spectrum are approximated, e.g., with IRLM-BE.

Sampling-based approaches. Sampling based approaches work
on (1) a subset of the edges in the similarity graph or on (2) a subset
of the nodes: (1) implies a sparser Laplacian than the original one,
while (2) implies a Laplacian of lower dimensionality.

Approach (1) accelerates the eigendecomposition by leveraging
matrix operations that are optimized towards sparse input matrices.
Working on matrices de�ned by :NN graphs, choosing a small :
leads to sparse matrices that still hold relevant information on the
structure of the data. For general graphs, spectral sparsi�cation can
be applied. It approximates the graph Laplacian with a matrix of
same size containing fewer sampled entries. The sampling process
ensures that certain pre-de�ned properties are respected (cf. [51]).

Approach (2) includes graph coarseningmethods (e.g., [20, 27, 51])
that reduce the original similarity graph to a coarser graph, leading
to an adjacency matrix of signi�cantly lower dimensionality. Com-
puting the eigendecomposition on the lower-dimensional matrix
and re�ning it afterwards leads to a signi�cant acceleration.

In our approach introduced in Sec. 4, we use the sampling-based
Nyströmmethod, which is an e�ective method to signi�cantly speed-
up spectral clustering while maintaining good overall eigenvector
accuracy (e.g., [16, 32, 53, 54]). The Nyström method has been
analyzed, replicated and improved throughout multiple studies:
[6], [13], [45], and [56] focus on the improvements of particular
downsides, such as the partial loss of information by sampling land-
mark points. Furthermore, they provide theoretical evaluations and
frameworks on how the quality of the resulting spectral embed-
ding is a�ected by applying the Nyström approximation. In [43],
the impact of the number of landmarks selected as subsample as
well as the in�uence on the overall clustering accuracy is inves-
tigated. Thorough studies in [17], [38], and [28] show the impact
of sampling techniques picked for identifying the base subset for
the Nyström extension. A theoretical analysis of the algorithm’s
performance and derivations of error bounds are formulated in [11].
We explain the Nyström method in detail in Sec. 3.2.
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2.2 Improving Noise Robustness
As spectral clustering has no inherent noise-handling, its quality
can su�er from diverse types of noise that often occur in real-world
data. In the following, we distinguish between four di�erent notions
of noise that are often mixed up in the literature or not clari�ed: (1)
additional noise points, (2) jitter, (3) noisy features, and (4) noisy
edges. Even though they are closely interrelated, they can imply
di�erent challenges for (spectral) clustering.

Additional noise points. The probably most common notion of
noise is that there are additional noise points in the dataset. They are
typically uniformly distributed (and iid) and do not belong to any
cluster. E.g., NRSC [35] tackles such noise for spectral clustering by
assigning all noise points to an extra cluster. However, they work
on the fully connected graph and assume that the majority of edges
connected to a noise point has a low weight. AHK [23] also tackles
this kind of noise and simultaneously robustify spectral clustering
regarding the parameter choice by using an aggregated heat kernel.
CAHSM [34] use a hypergraph to compensate for outliers and noise.

Ji�er. Adding noise to a dataset can also imply adding a small de-
viation to each point. E.g., noise adjustment for the moons datasets
regulates the deviation from the “perfectly-shaped” moons. A simi-
lar e�ect can be achieved by data quantization. In [24], error bounds
for spectral clustering on data with jitter, resp., perturbed data are
evaluated. Robustness against this type of noise for spectral meth-
ods is evaluated, e.g., in SpectACL [21], and RSC [7].

Noisy features. Especially in high-dimensional data, we may
encounter noisy features. These refer, for example, to uniformly
distributed dimensions of the data that are irrelevant for clustering
for at least some points. FWKE-SC [26], SSCG [18], [57], and [3]
combine feature weighting with spectral clustering to tackle this
problem (similarly to subspace clustering). As they mainly focus
on the construction of the similarity matrix, they can be combined
with our approach in future work.

Noisy edges. Noise in graphs can also occur as additional edges
in the a�nity graph of the data. RSC [7] (cf. Sections 2.3 and 3.3)
focuses on removing edges that connect di�erent clusters, which
are also called corrupted edges. RSEC [49] regards noisy edges in the
context of spectral ensemble clustering. In [4], noise is regarded as
“an additive perturbation to the similarity matrix”, including noisy
edges as well as corrupted weights of existing edges.

In this paper, we focus on robustness w.r.t. noisy edges and jitter.
For the other types of noise, we suggest to �lter additional noise
points in a preprocessing step. For noisy features, our approach
can easily be combined with feature weighting approaches that
adapt the initial a�nity matrix, as SCAR builds on top of the a�nity
matrix. For weighting the importance of features, one can follow
approaches like FWKE-SC [26], using the concept of knowledge
entropy, or apply importance scores for attributes that adapt to
every point individually, like KISS [5].

2.3 Comparative Methods
In our experiments in Sec. 5 we compare our newly developed
method SCAR with standard Spectral Clustering (SC) [40] as well
as high-quality state-of-the-art spectral methods that aim at ro-
bustness and e�ciency: Robust Spectral Clustering (RSC) [7] and

SpectACL [21]. Furthermore, we include the very recently intro-
duced method DCF [50] into our analyses. DCF is not a spectral
approach, but also aims at robustness and e�ciency.

RSC jointly performs the standard Spectral Clustering and the
decomposition of the adjacency matrix �. The latter is assumed
to be an additive decomposition of two latent factors, a graph
containing corrupted edges and a graph representing the noise-free
data. As RSC outperforms basic clustering principles like :-Means
and density-based clusteringmethods on noisy datasets [7], it serves
as a baseline in our evaluation in Sec. 5.

SpectACL combines approaches from spectral clustering and
DBSCAN to solve their major drawbacks regarding noise sensitivity
for minimum cut clustering and varying densities for density-based
clustering [21]. The core idea is to determine clusters with large
average densities while optimizing the density parameters using
the spectrum of the weighted adjacency matrix.

DCF aims at improving peak-�nding techniques for density-
based clustering, which determine groups in a dataset based on
their high density as well as distances to clusters of higher density
[50]. The approach applies the peak-�nding criterion to determine
cluster cores instead of point modes, which enables the detection
of clusters with varying densities.

3 PRELIMINARIES
In the following we give some preliminary basics for our method
SCAR. In Sec. 3.1 we clarify the notation used throughout our work.
In Sec. 3.2 we explain the Nyström method that we use to accelerate
the eigendecomposition in detail. In Sec. 3.3 we elaborate on the
robusti�caton method we incorporate in our method SCAR.

3.1 Notation
Let G = (V, E,F) be an undirected, weighted graph where V

denotes a set of nodes, E denotes a set of edges connecting nodes,
and F denotes a weight function on the edges F : E ! R>0. Its
adjacency matrix � 2 R=⇥= is de�ned by its entries 08 9 with 08 9 =
F (E8 , E 9 ) if (E8 , E 9 ) 2 E, else 08 9 = 0. Let ⇡ B diag(deg(E1), . . . ,
deg(E=)) 2 R=⇥= be the degreematrix ofG where deg(E8 ) B |{E 9 2
+ | (E8 , E 9 ) 2 E}| is the degree of node E8 . We de�ne the Laplacian
! of G as ! B ⇡ ��. The Laplacian ! is symmetric and positive-
semide�nite in R=⇥= . Hence, the = eigenvalues ⇤ = [_1, . . . , _=] of
! are real and positive. The associated eigenvectors are denoted
by � = [⌘1, . . . ,⌘=], resp., the approximated eigenvectors by �̂ .
Furthermore, we denote by X = {G8 }=8=1 the set of = input data
samples, where G8 2 R3 is a 3-dimensional feature vector.

3.2 Nyström Method for Eigenvector
Approximation

The Nyströmmethod has shown great promise in existing literature
to speed-up the eigenvector calculation (e.g., [16, 32, 53, 54]). To
accelerate the eigenvector computation, we use only a subsample
of the whole dataset. A matrix" 2 R=⇥= can be partitioned into:

" =

"1 "2)

"2 "3

�
, (1)

where "1 2 R< ⇥< represents the a�nities between< sampled
points in the subset, "2 2 R(= �<) ⇥< contains all weights from
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the = �< remaining points to the< subsampled points and"3 2

R(= �<) ⇥ (= �<) captures the remaining a�nities between all points
not chosen for the subset. After choosing landmark points for the
approximation, the eigenvectors �1 of "1 can be calculated. We
introduce diverse eigendecomposition approaches that can be used
in Sec. 2.1 and compare them empirically in Sec. 5.6.2.

Using the Nyström extension [16], we can extrapolate the eigen-
vectors for all remaining points. Let � and ⇤ be the eigenpairs of
" , it follows:

" = �⇤�) =

�1
�2

�
⇤


�1
�2

�)
=


�1⇤�)

1 �1⇤�)
2

�2⇤�)
1 �2⇤�)

2

�
(2)

Thus, if �1 denotes the eigenvectors for the subsampled points
"1, we can deduce �2, the eigenvectors for all remaining points,
with �2 = "2�1⇤�1. Sorting the extrapolated eigenvectors for the
remaining points back into the calculated eigenvectors for points
chosen as subsample yields the approximated eigenvectors �̂ 2

R=⇥< for" :

�̂ =


�1
"2�1⇤�1

�
(3)

In the last step, we orthogonalize the approximated eigenvectors �̂ .
By using only a subsample of the data, the time complexity can be
reduced from O(=3) to O(=<2

+<3
), where usually< ⌧ = [33].

3.3 Robustifying Spectral Clustering
In order to robustify spectral clustering, we follow RSC [7]. The
main idea is to separate the input graph with adjacency matrix �
into two latent subcomponents described by �6 and �2 :

� = �6
+�2 (4)

�2 re�ects the corrupted edges in the graph and �6 contains only
the noise-free, “good” edges. The partitioning into two segments
can be determined and improved by independently optimizing the
spectral embedding for each subgraph. In practice, it is su�cient
to resolve only one component, since its counterpart can easily be
deduced from the original representation (see Equation 4). In [52],
it has been shown that spectral clustering can be transformed into
a trace minimization problem for �. Following this idea, in [7], the
authors proved that the solution to �2 can be attained by solving a
maximization problem for )A (�) !(�2

)� ), where !(�2
) denotes

the Laplacian of matrix �2 . The corresponding objective function
for the unnormalized Laplacian (cf. [7]) is de�ned as:

5 ( [024 ]42E) :=
’

(E8 ,E9 )2E

028, 9 · k⌘8 � ⌘ 9 k
2
2 (5)

Further constraints are given by \ and <. The parameter \ de-
notes the maximum number of global corruptions that are deleted:
|{(E8 , E 9 ) |028 9 < 0}|  2 · \ . The parameter < implies the min-
imum number of nodes that each node in �6 is connected to:
|{E 9 |0

6
8 9 < 0}| � < · 346(E8 ) for each node E8 .

To solve the maximization problem in order to �nd edges which
should be assigned to�2 , we use a greedy approach that is described
in [30]. The idea is to sort all edges 4 2 E in descending order
according to their scores ?4 being de�ned as:

?4 = ?8 9 = 08 9 · | |⌘8 � ⌘ 9 | |
2
2 (6)

Figure 2: Overview of our method SCAR. Green boxes imply
steps in our method that are analogue to RSC [7] and orange
implies a signi�cant change or addition.

We iteratively add edges to�2 such that the side constraints de�ned
by parameters \ and< are ful�lled. Further details, proofs, and the
reduction to the multidimensional knapsack problem [42] can be
found in [7].

4 SCAR - SPECTRAL CLUSTERING
ACCELERATED AND ROBUST

We propose our new clustering method SCAR (SpectralClustering –
Accelerated and Robusti�ed). SCAR separates the a�nity graph of
the data in an iterative approach into two latent components: a clean
graph, which is used for the subsequent clustering, and a graph
containing noisy edges. Likewise to Robust Spectral Clustering
(RSC) [7], it detects noisy edges in each step that are disadvanta-
geous for clustering. Therefore, it reaches overall robustness against
noise compared to the original spectral clustering [40]. SCAR is sig-
ni�cantly faster than RSC as we accelerate the most time-intensive
step, the eigendecomposition, using the Nyström method [16] ex-
plained in Sec. 3.2. Furthermore, we improve several aspects of RSC
signi�cantly, such that SCAR is not only faster but also achieves
signi�cantly better results in real-world experiments as shown in
Sec. 5. Fig. 2 gives an overview of our method SCAR and highlights
the most important steps that deviate from RSC. In the following,
we describe each step of our method in more detail. Algorithm 1
shows the corresponding pseudocode.

Step 1. We calculate the symmetric, weighted :NN graph G =
(V, E,F) of the input data X (cf. line 1 in the pseudo-code). Each
data point G8 2 X implies a node E8 2 V , where |X| = |V| = =, i.e.,
there exists a bijective mapping q : X ! V . Further, E = {(E8 , E 9 ) |
8E8 , E 9 2 V, 8 < 9 : E8 2 :## (E 9 )_E 9 2 :## (E8 )}, and the weight
of edges is de�ned by the Gaussian similarity function:

F (E8 , E 9 ) = 4G?

 
�| |q�1 (E8 ) � q�1 (E 9 ) | |2

2f2

!
(7)

In our experiments, we use f =
p
=3/2 per default. :NN graphs

are suitable to �nd clusters of arbitrary shapes and varying density.
Thus, when using spectral clustering, they are on most real world
datasets superior to fully connected graphs (FCG), n-neighborhood
graphs, or Gabriel Graphs [25]. Our evaluation in Sec. 5 supports
these �ndings. In contrast to RSC [7], we use a weighted :NN graph
and apply the Gaussian kernel to weight the edges, which gives
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more weight to closer points than to points farther away. This
further improves clustering results in general [40], as it o�ers more
information that can be relevant for clustering.

Step 2. As elaborated in [22], the unnormalized Laplacian is more
suitable than normalized versions to discern between clusters and
outliers resp. noise in the eigenspace, amplifying the di�erence
between corrupted and clean edges later. Thus, we calculate the
unnormalized graph Laplacian (line 4) as ! = ⇡ �� based on G.

Step 3. We approximate the eigenvalues of ! with the Nyström
method as described in Sec. 3.2. Following [38], we use an adaptive
sampling approach, where we choose U · = points with the highest
degrees as landmarks (cf. line 6). As noise points are unlikely to
be nearest neighbors of nodes outside of their own neighborhood
(compare to, e.g., ideas of outlier detection algorithms ODIN [19]
or :NN-LOF [55]), their corresponding nodes in the :NN graph
tend to have lower degrees. As we sample the nodes with the high-
est degrees, potential losses regarding the set of edges concern
prevalently the noisy edges, we want to remove anyway. We then
approximate the �rst : eigenvectors on !1 2 R(U=)⇥(U=) , which is a
small submatrix of ! 2 R=⇥= (see Equation 1). The resulting matrix
�1˜ 2 RU=⇥: contains the �rst : approximated eigenvectors of !1.
The sampling of the submatrix is outlined in lines 7-10, whereas
line 11 shows the eigendecomposition. In line 12 the Nyström ex-
tension is carried out. In Sec. 5 we thoroughly investigate several
decomposition methods for computing the eigenpairs of !1. In the
following we work on �̃ 2 R=⇥: , as obtained by Eq. 3.

Step 4. We check in line 15 of the pseudo-code whether the trace
of �̃)

!(�6
)�̃ has decreased compared to the previous iteration.

The identi�cation and extraction of corrupted edges in the graph is
described in Sec. 3.3 and follows the approach of RSC [7]. We apply
Equation 6 in line 19, i.e., ?8 9 is calculated for all edges (E8 , E 9 ) 2
E. High values for ?8 9 indicate a high dissimilarity between the
embeddings of nodes E8 and E 9 , even though the nodes are connected
by an edge. Thus, assigning an edge (E8 , E 9 ) with a high value ?8 9
to the noise component �2 improves the clustering quality as the
edge is disregarded in the subsequent clustering step.

However, to ensure sparsity thresholds, bounds set with \ and<
are respected [7]. The parameter \ prevents eliminating too many
edges required for reasonable clustering results by limiting the
maximum number of overall removable edges. The parameter<
ensures a maximum local sparsity, i.e., each node keeps at least a
portion < of its originally connected edges. In our experiments,
we use < = 0.5 per default. If updates on the graph separation
still lead to quality improvements, we recalculate ! and approxi-
mate its eigendecomposition again with the Nyström method. We
alternatingly update �6 in line 22 and �̃ until the trace cannot be
signi�cantly lowered.

Step 5. As suggested by [7, 11, 16], we orthogonalize and norm
the �rst : resulting approximated eigenvectors row-wise (cf. line
24) which increases clustering quality and stability:

�̄ [8,:] =
�̃ [8,:]

k�̃ [8,:] k2
(8)

Algorithm 1: SCAR Algorithm
Input: Dataset - , user input : , ==, U , \ ,<
Output: Clustering containing assigned labels

1 � kNN_graph(- , ==);
2 �6

 �;
3 for 8C4A < <0G_8C4A0C8>=B do
4 !  Laplacian(�6) ; // see Sec. 3.1
5 /* Nyström method */
6 -;  U · |- | landmarks;
7 8  indices_of(-; );
8 9  indices_of(-\-; );
9 !1  ![8, 8];

10 !2  ![ 9, 8];
11 �1˜ ,⇤ eigendecomposition(!1);
12 �2˜  !2�1˜ ⇤�1 ; // see Equation 3

13 �̃  reassemble(�1˜ ,�2˜ );
14 CA024  sum(⇤);
15 if CA024 is minimal then
16 break;
17 end if
18 /* Removing corrupted edges */
19 ?8, 9  08, 9 · k⌘8 � ⌘ 9 k22 ; // see Equation 6
20 A4<>E43_4364B  edges(argmax(?), \ ,<);
21 �2

 matrix(A4<>E43_4364B);
22 �6

 � ��2 ;
23 end for
24 �̄  row-wise_norm(�̃ );
25 ⇠;DBC4A8=6 :_means++(rows(�̄ ));

Step 6. In the last step (shown in line 25), we cluster the �rst
: rows of �̄ (that has the eigenvectors of �6 as columns) with :-
Means++ [2]. :-Means++ improves the selection of initial cluster
centers for :-Means, leading to an earlier convergence and thus
further speed-up compared to traditional spectral clustering ap-
proaches using :-Means.

5 EVALUATION
In the following, we examine our method SCAR thoroughly. In
Sec. 5.1 we present our experimental setup. In Sections 5.2 and
5.3 we analyze SCAR’s clustering quality, noise robustness, e�-
ciency and scalability. In Sec. 5.4 we summarize SCAR’s clustering
and speed performance and regard their mutual dependencies. In
Sec. 5.5 we evaluate the improvements of SCAR over RSC and SC.
In Sec. 5.6 we evaluate the in�uence of various hyperparameters
and design choices. SCAR retained an excellent balance between
speed and quality over all experiments, while we refrained from
hiding experiments that did not deliver desirable results in order to
prevent overoptimism [8].

5.1 Experimental Setup
Datasets. In our evaluation, we use two synthetic datasets and ten
real-world benchmark dataset. Both synthetic datasets, moons and
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Table 1: Dataset properties used in the analysis.
dataset n d k noise [%]9 LB-UB [%]10

sy
n. moons 1,000 2 2 15

circles 1,000 2 2 15

re
al

iris 150 4 3 7 5-9
dermatology 366 33 6 9 4-14
banknote 1,372 4 2 2 0-4
pendigits16 1,499 16 2 1 0-2
pendigits146 2,279 16 3 1 0-2
pendigits 7,494 16 10 9 2-13
USPS 11,000 256 10 24 12-33
MNIST-10K 10,000 784 10 24 13-29
MNIST-20K 20,000 784 10 21 11-27
letters 20,000 17 26 46 20-61

circles, are constructed using data generator functions from the
scikit-learn library.

Real world benchmark datasets iris, dermatology, banknote, pendig-
its, and Letter Recognition (letters for short) were obtained from the
UCI- MLR1. MNIST and USPS were obtained from the repository of
the CS NYU 2. Similar to the work of [7], random subsamples were
selected for the MNIST dataset. For the pendigits dataset, speci�c
subsets pendigits16 and pendigits146 were de�ned as benchmark
datasets in the literature [7, 23, 35]. For dermatology we omit the
feature about the age of patients as the dataset is incomplete w.r.t
this feature. The data statistics are summarized in Tab. 1.
Competitors. We compare SCAR with standard Spectral Cluster-
ing (SC) [40]3, Robust Spectral Clustering (RSC) [7]4, normalized
SpectACl [21]5, and Density Core Finding (DCF) [50]6.
Implementation Details. SCAR is implemented in Python, build-
ing o� of the implementation of RSC [7]6. We additionally use
the libraries scikit-learn, NumPy, Scipy and slepc4py/petsc4py 7.
Experiments were run on an Intel(R) Xeon(R) Silver 4208 CPU @
2.10GHz using 32GB RAM.
Code: available on GitHub 8

Hyperparameter Setting. For the synthetic datasets we use per
default 0.15 for the parameter =>8B4 that regulates the jitter. Note
that this value is signi�cantly higher than the values applied in,
e.g., RSC [7]. We tune U 2 [0.1, 0.2, . . . , 0.9]. For every dataset, we
�x the parameter \ in all our experiments dataset-speci�c, where
\ 2 {20, 30, 200, 500, 1:, 10:, 30:, 60:}. Following the rule-of-thumb
popularized by [14], we used 2

p
= as an upper bound for == and

tested values in 10 percent steps for all methods, accordingly. For
a fair comparison to the competitor DCF, we also evaluated the
parameter V used in their method in the range of [0.1, 0.2, . . . , 0.9]
to obtain best scores for the cluster metric.

1https://archive.ics.uci.edu/ml/index.php (retrieved: Feb 18, 2022)
2https://cs.nyu.edu/~roweis/data.html (retrieved: Feb 25, 2021)
3https://scikit-learn.org/stable/modules/generated/sklearn.cluster.SpectralClustering.html
(last accessed: Jul 14, 2022)
4https://github.com/abojchevski/rsc(last accessed: Jul 14, 2022)
5https://bitbucket.org/Sibylse/spectacl/src/master/ (last accessed: Jul 14, 2022)
6https://github.com/tobinjo96/DCFcluster (last accessed: Jul 14, 2022)
7https://slepc.upv.es/documentation/ (last accessed: Jul 14, 2022)
8https://github.com/SpectralClusteringAcceleratedRobust/SCAR.git

Figure 3: Summary of NMI obtained with SCAR depending
on == and U for all datasets.

5.2 Clustering Quality
Clustering quality is measured using the Normalized Mutual In-
formation (NMI) [48] and Adjusted Rand Index (ARI) scores, which
range from 0 to 1. Higher values imply a better accordance to the
ground truth. Following the suggestion of [44], ARI should be used
when the reference clustering has large equal sized clusters; scores
based on mutual information should be used when the reference
clustering is unbalanced and there exist small clusters. In the fol-
lowing, we run all experiments for 10 trials and report the average
clustering scores per parameter setting if not stated otherwise.

5.2.1 E�ectiveness.
In Tab. 2 on the left, we summarize the best NMI and ARI scores
evaluated on each dataset. In order to obtain the best outcomes for
9for synth. datasets noise is added in the sklearn function as standard deviation of
Gaussian noise, for real datasets, noise is measured as ratio of inter-cluster edges vs.
total edges in the :-Graph for all tested ==
10LB = noise lower bound, UB = noise upper bound
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Table 2:Maximum clustering quality reached, measured by normalized mutual information (NMI) scores and adjusted rand index (ARI), as well as minimum runtimes (in
seconds) reached for best NMI scores and overall. Best/Second-best results are bold/underlined. Values regarded closer in the text are marked in red for faster readability.

max NMI ARI min runtime of best NMI (min runtime overall)
dataset SC RSC DCF SpectACl SCAR SC RSC DCF SpectACl SCAR

sy
n. moons 0.43 0.72 0.43 0.72 0.91 0.96 0.88 0.98 0.92 0.96 0.15 (0.11) 0.19 (0.14) 0.14 (0.13) 0.11 (0.08) 0.06 (0.03)

circles 0.00 0.00 0.19 0.08 0.33 0.16 0.79 0.86 0.50 0.57 0.13 (0.11) 0.32 (0.20) 0.09 (0.07) 0.07 (0.06) 0.05 (0.03)

re
al

iris 0.82 0.83 0.81 0.75 0.77 0.75 0.76 0.73 0.84 0.85 0.03 (0.02) 0.04 (0.04) 0.08 (0.06) 0.06 (0.04) 0.03 (0.02)
dermatology 0.93 0.91 0.93 0.92 0.91 0.88 0.88 0.88 0.89 0.89 0.03 (0.03) 0.09 (0.05) 0.09 (0.08) 0.08 (0.08) 0.05 (0.04)
banknote 0.61 0.62 0.61 0.62 0.62 0.62 0.02 0.03 0.86 0.90 0.16 (0.15) 0.35 (0.19) 0.11 (0.09) 0.10 (0.10) 0.12 (0.03)
pendigits16 0.92 0.95 0.90 0.94 0.78 0.76 0.22 0.10 0.90 0.94 0.26 (0.18) 0.37 (0.21) 0.13 (0.12) 0.17 (0.14) 0.13 (0.08)
pendigits146 0.95 0.96 0.96 0.97 0.87 0.86 0.70 0.58 0.95 0.97 0.41 (0.41) 0.87 (0.69) 0.29 (0.26) 0.29 (0.29) 0.27 (0.17)
pendigits 0.81 0.67 0.82 0.67 0.84 0.76 0.74 0.59 0.82 0.76 3.88 (2.94) 8.25 (4.05) 0.96 (0.80) 2.09 (1.73) 2.68 (1.38)
USPS 0.65 0.46 0.68 0.45 0.60 0.31 0.58 0.42 0.63 0.48 22.22 (22.22) 10.33 (9.70) 55.42 (54.89) 4.00 (3.86) 4.59 (3.18)
MNIST-10K 0.67 0.50 0.74 0.55 0.59 0.45 0.62 0.50 0.61 0.44 36.29 (36.29) 10.49 (10.49) 114.03 (111.82) 5.00 (4.91) 7.34 (4.41)
MNIST-20K 0.68 0.51 0.76 0.55 0.62 0.49 0.63 0.49 0.60 0.52 244.87 (244.87) 46.45 (31.39) 444.92 (385.94) 21.18 (21.18) 38.83 (21.18)
letters 0.42 0.16 0.42 0.13 0.56 0.17 0.38 0.12 0.46 0.22 418.02 (62.48) 38.29 (38.29) 8.94 (8.91) 13.88 (12.99) 19.06 (10.84)

Avg. 0.65 0.60 0.68 0.61 0.70 0.59 0.6 0.52 0.74 0.70 60.53 (30.81) 9.67 (7.95) 52.1 (46.93) 3.91 (3.78) 6.10 (3.44)

each dataset and each method, we applied a grid-search over the
respective parameter spaces as outlined in Sec. 5.1. The dependence
of NMI’s on the number of neighbors == can be seen in Fig. 4. We
discuss the runtimes shown in the right part of Tab. 2 – also in
combination with the quality of the clusterings – in Sec. 5.3 and
analyze in�uence of hyperparameter settings in Sec. 5.6.

SCAR reaches on average the best NMI/ARI scores while those
results were reached on average with the second best runtime of
all tested algorithms. SCARs average runtime is approximately
an order of magnitude faster compared to the original standard
spectral clustering algorithm (SC) and DCF. SCAR always returns
clusterings of solid quality, in contrast to, e.g., SpectACl, which is
not able to �nd an acceptable clustering for the datasets banknote
or subsets of the pendigits dataset (marked in red in Tab. 2, see
also Fig. 4). Second best values were often reached by SC, which
is, however, not designed to reach fast runtimes. SC’s good results
on our benchmark datasets con�rm the high potential of spectral
methods for high-quality clustering results. Further, we observe
that SCAR can handle highly noisy datasets like moons, where SC
as well as RSC could not correctly detect the clusters, reaching
NMIs (ARIs) of only 0.43 (0.72). We regard the sensitivity of all
methods w.r.t. the parameter == in Fig. 4. Where most methods are
rather robust w.r.t. the parameter ==, their default settings may not
be optimal: in Fig. 1, we applied all algorithms’ default parameter
settings on the moons dataset. Here, none of our competitors could
�nd the clusters correctly. In contrast, we optimized parameter
settings w.r.t. the NMI/ARI via a grid search for Tab. 2. Furthermore,
we perceived the banknote dataset as an interesting case, as SCAR
signi�cantly surpassed its competitors. SpectACl, e.g., was not able
to produce anymeaningful clustering results over a variety of tested
parameter settings, reaching a maximum NMI (ARI) of 0.02 (0.03).
All other competitors reached NMI/ARI scores around 0.62. The
banknote dataset contains 4-dimensional representations of forged
and authentic banknotes. Its clusters overlap in all dimensions,
making its similarity graph highly noisy. Thus, the advantages of
SCAR’s noise robustness can be seen here, yielding an outstanding
NMI (ARI) of 0.86 (0.90) for our method.

Even though SCAR yields very good results for most datasets,
we still see room to further improve clustering results on high-
dimensional datasets in future work. Especially, performance on
datasets emerging from pixel-data (USPS and MNIST versions)
could bene�t from applying feature weighting approaches as out-
lined in Sec. 2. Tab. 2 shows that despite their di�erent strengths,
the clustering metrics do not di�er much in how the investigated
methods compare. Thus, only NMI is reported in the following as
the default metric.

5.2.2 Robustness against Noise.
To evaluate SCAR’s robustness against noise, we �x the parame-
ter settings for == and U , and only modify the amount of jitter in
the range of [0.0, 0.05, 0.1, . . . , 0.03] on the moons dataset. The left
graph in Fig. 5 shows that SCAR consistently outperforms other
models on the moons dataset for high noise levels (=>8B4 > 0.2).
The NMIs of most comparative methods drop heavily for noise
values over 0.1, resp., 0.2. Qualitative results can also be seen in
Fig. 1, where SCAR is the only method able to correctly discern the
two moons for a comparably high noise level of =>8B4 = 0.15. The
right graph in Fig. 5 gives all runtimes in seconds. SCAR shows an
almost constant runtime over di�erent levels for =>8B4 . For RSC we
observe higher runtimes as the eigendecomposition on the whole
Laplacian is computed in each iteration. Notably, DCF also shows
increased runtimes for low noise values due to higher densities
within the clusters. The e�ciency of our model evaluated on di�er-
ent benchmark datasets is further discussed in the next section.

Similar to [7], we also examine the robustness against noisy
edges: We generated Gaussian distributed clusters (blobs) and ver-
sions of the moons datasets where we added “corrupted” edges to
the associated :NN graph. I.e., we added edges between nodes of
di�erent clusters using the planted-partition model. Intra-cluster
edges were created with a probability of 30% and we added noise
edges s.t. 10%, resp., 20% of all edges in the :NN graph were cor-
rupted. We evaluate the precision ? = |E2 \ EA |/|E2 | and recall
A = |E2 \ EA |/|EA |, where E2 is the set of corrupted edges and EA
is the set of edges removed by SCAR. In contrast to [7], we also
regard the e�ect of removing corrupted edges on the clustering
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Figure 4: Comparison of NMI of all methods with their best
parameter settings on all datasets depending on ==.

quality.Figures 6a and 6b show precision and recall of the detected
corrupted edges, as well as the achieved NMIs of RSC and SCAR for
increasing \ . Even though precision and recall – implying the qual-
ity of detecting corrupted edges – of SCAR’s results are lower than
for RSC, this does not a�ect the overall clustering quality. Instead,
the constant NMI scores, while increasing \ for both cases (10% and
20% added noise edges), indicate that corrupted edges do not a�ect
the obtained clustering quality for Gaussian distributed clusters.
Figures 6c and 6d imply that this is di�erent for moons datasets.
Here, SCAR surpasses RSC w.r.t. precision and recall on both noise
settings throughout almost all tested values for \ . In contrast to

Figure 5: NMI scores (left) and runtime in [s] (right) for=>8B4 2

[0, . . . , 0.3] in 0.02 steps on moons dataset.

(a) 10% arti�cial noise edges added to blobs

(b) 20% arti�cial noise edges added to blobs

(c) 10% arti�cial noise edges added to moons

(d) 20% arti�cial noise edges added to moons

Figure 6: Precision and recall (left) and NMI (right) for 10% or
20% arti�cial noise edges added to blobs (n=1000, k=20) resp.
moons averaged over random_state=[0 � 9].

the Gaussian distributed clusters, for the moons dataset, removing
corrupted edges enables a higher clustering quality: The NMIs of
SCAR are signi�cantly higher than the NMIs for RSC throughout
all tested values for \ . Fig. 6 shows that SCAR surpasses RSC in the
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detection of corrupted edges exactly where these corrupted edges
impede a high quality clustering by connecting hard-to-distinguish
clusters.

5.3 Runtime Analysis
In this section, we evaluate our model’s runtime. In Sec. 5.3.1, we
provide a general overview of SCAR’s e�ciency compared to state-
of-the-art methods. We perform scalability experiments in Sec. 5.3.2
and regard the complexity in Sec. 5.3.3

5.3.1 E�iciency.
Tab. 2 shows on the right the minimum runtime in seconds for the
trials with the highest NMI scores as well as the minimum runtime
of all tested parameter settings in brackets. We observe that SCAR
yields its best results w.r.t. the NMI almost always as the fastest or
second fastest algorithm. SCAR can generally provide faster results
than standard SC. The speed-up, in particular, increases with larger
datasets. Only on the quite small dermatology dataset, SCAR runs
0.02 seconds longer than SC. The highest speed-up is reached on the
letters dataset, where SCAR is more than 20 times faster than SC,
while simultaneously increasing the NMI by 10%. Using a similar
design and notion of noise as RSC, it is noteworthy that we surpass
RSC w.r.t the runtime on every tested dataset. Note also, that RSC
already accelerates the eigendecomposition by leveraging IRLM.
We reach amaximum acceleration factor of 6.4 in relation to RSC for
the heavily noisy circles dataset, where we simultaneously improve
the clustering quality from an NMI (ARI) of 0.19 (0.08) to 0.50 (0.57).
For further runtime comparisons with RSC and SC, see Sec. 5.5.2.
Even though DCF shows fast runtimes as well as good clustering
results for most datasets, it cannot reach acceptable runtimes on
high-dimensional datasets like USPS or MNIST variations (marked
in red). Whereas experiments on lower-dimensional datasets show
comparable runtimes in the same order of magnitude for all algo-
rithms, DCF needs on these three high-dimensional datasets more
than ten times longer than SCAR. Further investigations on the
dependence of all algorithm’s runtimes can be found in Sec. 5.3.2.
SpectACl shows, similar to SCAR, good runtimes for its best results,
but mostly returns signi�cantly worse clustering results. Especially
SpectACl’s performance on the datasets banknote and the �rst two
pendigits versions (marked in red) is of surprisingly low quality.

For some parameter settings, algorithms may have signi�cantly
lower runtimes than for others. E.g., for a small number of nearest
neighbors ==, the respective nearest neighbors graph has less edges,
and thus, most operations performed on it are faster. Analyzing
the values in brackets in Tab. 2, we see the best runtimes over all
tested parameter settings that can be reached for each experiment
and each algorithm. I.e., in contrast to the runtimes regarded in the
last paragraph, where we optimized parameter settings for a high
NMI, we now optimize parameter settings for a low runtime. Also
here, SCAR reaches most often the fastest runtimes. We note, that
even for the most suitable parameter settings, DCF cannot achieve
an acceptable runtime on high-dimensional datasets like USPS and
MNIST variations (marked in red).

We observed that for all datasets, the minimum runtime for the
best NMI results were usually close to the respective minimum
runtime over all tested settings. More precisely, most of them were
at maximum twice as high as the fastest runtime for the respective

Figure 7: NMI scores (left) and runtime in seconds (right). Top:
Moons dataset (noise=0.15) with varying =. Bottom: Blobs
dataset (n=1000, k=20, random_state=None) with varying 3 .

algorithm. This supports the idea that the model has a stronger
in�uence on its runtime than the selected parameter setting.

In conclusion, we found that SCAR is stable in its anticipated
clustering quality and yields good results at high speed.

5.3.2 Scalability on Synthetic Datasets.
Fig. 7 shows the scalability of our approach on the moons and blobs
datasets, with a �xed noise of 0.15 for moons and a default cluster
standard deviation of 1.0 for blobs. On the former, we scale the
number of data points in the range [100, . . . , 50:]. On the latter,
we scale the number of features [2, . . . , 50:]. The number of neigh-
bors that are taken into account for the construction of the :NN
graph is set to == =

p
= in both experiments, where = denotes the

number of data samples. All other parameters are frozen. The left
diagrams show the obtained NMI scores, and the right diagrams
show the elapsed time for all evaluated methods. On the moons
dataset, SCAR’s scalability oupterforms RSC and SC w.r.t. both,
computational time as well as obtained NMI scores for increasing
sample size. For smaller datasets, our approach also shows superior
performance compared to DCF, which cannot be maintained for
increasing the sample-size. However, DCF’s runtimes deteriorate
for higher dimensionalities, as can be seen in the lower part of
Fig. 7 (note the log-scale). SCAR’s runtime stays almost linear
in the number of features. In Fig. 8, DCF’s unfortunate runtime
behavior w.r.t. the dimensionality can also be observed on larger
real-world datasets with higher dimensionality. While DCF yields
low runtimes for large datasets if they are low-dimensional, e.g., for
letters, its runtime tremendously increases on USPS, MNIST-10K
and MNIST-20k.

5.3.3 Complexity Analysis.
Having the same fundamental structure as RSC, we refer for our
complexity analysis on the explanations of [7], showing a runtime
approximately linear in the number of edges. In the following, we
elaborate on the di�erences between SCAR and RSC that potentially
in�uence the complexity (see also Fig. 2). In Step (1), we calculate
the weighted :NN graph in contrast to the unweighted :NN graph
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for RSC and apply a Gaussian kernel on the edge weights. These
changes do not increase the runtime complexity, as all edges of
the :NN graph are accessed in both approaches. In Step (3), [7]
use the power iteration for the eigendecomposition. We reduce
the runtime by using the Nyström method, see Sec. 3.2. In Step
(5), we normalize the rows of the approximated, cleansed matrix
�̃ 2 R=⇥: , where �̃ contains the �rst : vectors that are needed
for the subsequent clustering step. Usually, we have : ⌧

p
=, s.t.

the complexity is not increased when working on a :NN graph
(containing approximately O(=

p
=) edges [39]). Overall, we reach

a similar complexity as RSC, which is approximately linear in the
number of edges, while improving the runtime. Our experiments
in Sec. 5.3 con�rm the improved runtime w.r.t. RSC.

5.4 E�ectiveness and E�ciency
Fig. 8 summarizes the models’ performances on the various datasets,
where the x-axis shows the runtime and the y-axis shows the clus-
tering scores. Optimal results are located in the upper left re�ecting
a high NMI score reached within a short amount of time. We show
only the best runs of all methods to reduce visual clutter, i.e., only
runs that yielded at least 75% of the best NMI score reached by the
respective method are shown as single dots. On the highly noisy
moons dataset, SCAR’s robustness and e�ciency dominates the
other methods in terms of both, clustering performance and run-
time. On small real-world datasets (iris, dermatology, banknotes and
the pendigits variations), SCAR is highly competitive with other
state-of-the-art models w.r.t. NMI and runtime. As all tested meth-
ods have runtimes under one second for all smaller datasets, larger
datasets are more expressive for runtime analyses. Thus, we regard
in the following (as well as in Fig. 10) the datasets with more than
5000 points (pendigits, USPS, MNIST versions and letters) when
investigating runtimes. We note that SCAR is comparably fast on
these datasets and reaches low runtimes with a comparably low
variance. For the low-dimensional datasets pendigits and letters,
DCF is even faster than SCAR, but for higher-dimensional datasets
(USPS and MNIST versions) advantages of using any of the newer
spectral clustering approaches become clear, as DCF’s runtime does
not scale with the dimensionality. In summary, Fig. 8 demonstrates
that SCAR nearly always outperforms its competitors in either run-
time, clustering quality, or both and particularly highlights SCAR’s
reliability.

5.5 Improvements over RSC and SC
In the following, we examine the improvements of SCAR over RSC
and the original Spectral Clustering algorithm (SC) in more detail.
Sec. 5.5.1 regards the single components that di�erentiate SCAR
from RSC as well as their functional interaction. Sec. 5.5.2 regards
runtime improvements over RSC.

5.5.1 E�ectiveness Improvements of SCAR over RSC and SC.
Fig. 9 shows NMIs on the highly noisy moons dataset for various
settings for == and di�erent methods: on the left, we compare RSC
with a straight-forward Nyström-accelerated version of RSC and
our method SCAR. On the right, we perform an ablation study w.r.t.
the changes between RSC and SCAR. (We condense the results
by setting U to our recommended default value U = 0.7). The left
part of the �gure shows that a simple speed-up of RSC would lead

Figure 8: Runtimes and NMIs of all experiments that reached
at least 75% of each method’s respective best NMI.

to signi�cantly worse results, whereas SCAR drastically improves
the results of RSC. On the right, we can see that each of SCAR’s
components is chosen meaningfully, leading to an improvement of
quality that is reached by the elaborated combination of concepts
rather than any single adaption. We regarded the reasons for the
individual components in Sec. 4 and explain their impacts and
synergies in the following. Using an unweighted graph can deliver
good results on the moons dataset, if exactly the right number for
== is chosen (i.e., such that only very few corrupted edges exist).
However, as seen in the �rst line of Fig. 9 on the right, this leads to a
strong and unpredictable dependence on guessing a good value for
==. Weighting the edges also allows for a moremeaningful sampling
of the edges for the Nyström method with the adjusted sampling
method we apply: as corrupted edges connect nodes of di�erent
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Figure 9: Ablation study of SCAR’s NMI performance on
moons (avg. over 10 random instantiations) depending on ==
and for �xed U = 0.7. Dark colors imply better NMI scores.

clusters (and distances between clusters are larger than distances
inside clusters) they tend to be longer than non-corrupted edges.
Applying the Gaussian kernel for calculating the edges’ weights,
this leads to smaller degrees of nodes connected by corrupted edges.
Thus, sampling the nodes with higher degrees allows to sort out
corrupted edges (compare with line 3 on the right of Fig. 9). Using
an unnormalized Laplacian further enhances the distinguishability
between corrupted and non-corrupted edges [22] in the eigenspace,
reinforcing the positive e�ects of our adjusted sampling method
heavily (see line 2 on the right of Fig. 9). Small perturbances in
the data can be compensated by normalizing the rows [16]. That
accounts for jitter and pushes points of a cluster even closer in
eigenspace, which robusti�es the adapted sampling step and further
improves the clustering (line 4 on the right of Fig. 9).

5.5.2 E�iciency Improvements over RSC and SC.
Fig. 10 shows SCAR’s substantial runtime accelerations over RSC
depending on their parameter settings on four larger benchmark
datasets (where = � 5000, resp., AD=C8<4 > 1B). In Fig. 8, runtimes
and their respective NMIs are shown for all methods. In particular
for larger datasets, SCAR nearly always outperforms SC and RSC
regarding runtime signi�cantly. A more thorough discussion on the
proper choice of hyperparameters U and == is given in Sec. 5.6.1.

5.6 Hyperparameter Tuning
In this section we examine the in�uence of various parameter set-
tings on our model’s performance. In Sec. 5.6.1, we examine the
portion U denoting the number of landmarks chosen for the Nys-
tröm subsample and the number of nearest neighbors == for the
construction of the :NN graph. In Sec. 5.6.2, we evaluate the perfor-
mance of various decomposition methods on the sampled submatrix
and how the clustering quality and computational time depends on
di�erent con�gurations. In Sec. 5.6.3, we investigate the in�uence
of the parameter \ on the models’ performances of SCAR and RSC.

5.6.1 Number of Landmarks and Number of Neighbors.
In Fig. 3, we show the NMI scores for all tested datasets depending
on == and U , where darker, resp. lighter, colors re�ect higher, resp.
lower, NMI scores. For a more thorough analysis of the impact of
the number of neighbors, we use 2

p
= as an upper bound for == [14].

We see that the choice for == and U has a strong e�ect on the clus-
tering quality: The quality of smaller datasets depends more heavily

Figure 10: Summary of time ratios SCAR / RSC depending on
== and U for large real world datasets. Lighter colors imply
better (i.e., faster) results for our method SCAR.

on a proper choice of U compared to larger datasets. Our experi-
ments show that a higher amount of landmarks improves clustering
results. Furthermore, the illustration reveals that on larger datasets,
the performance is improved whenever the :NN graph retains its
sparse nature, i.e., by lowering the amount of ==. This e�ect also
heavily improves the e�ciency of our proposed method as dis-
cussed in Sec. 5.3.1. On USPS, as well as on the MNIST datasets, we
observe higher peaks for lower values of ==. On smaller datasets, it
is more likely that the :NN graph connects samples from distinctive
cluster, i.e., the graph contains misleading information. Comparing
iris and dermatology, we found that for the latter, it is more favor-
able to choose a smaller == to identify the six clusters properly,
whereas on iris, with three clusters, we can choose higher values
without mingling the information of separate clusters. Per default,
we suggest to use values U = 0.7 and == =

p
=.

While good clustering results are a prerequisite for useful clus-
tering algorithms, SCAR’s major bene�t is its runtime accelera-
tion. Fig. 10 summarizes obtained runtime quotients of SCAR com-
pared to RSC for four large real-world datasets and their depen-
dence on == and U . We only display the larger datasets here, as
they require runtimes for RSC � 1B (see Table 2), and therefore
an acceleration analysis is more meaningful. The values in each
heatmap depict the ratio of runtimes between SCAR and RSC, i.e.,
AD=C8<4 ((⇠�')/AD=C8<4 ('(⇠). Consequently, smaller values in-
dicate faster runtimes of SCAR compared to RSC. The e�ect and
strength of the Nyström method can be observed for all larger
datasets. By sampling only a submatrix in order to approximate
the spectrum as a whole, we observe a performance boost com-
pared to RSC. The impact of the choice of U is shown on the y-axis,
whereas the e�ect of == is shown on the x-axis. The experiments
show that SCAR has signi�cantly lower runtimes than RSC even for
high values of U , further supporting our quite high recommended
choice for U = 0.7. For larger values of == SCAR’s speed-up be-
comes even clearer: Larger == lead to more edges in the :NN graph
and therefore more acceleration potential for SCAR over RSC as
the graph is more dense. Fig. 4 indicates that SCAR’s clustering
results are relatively robust against the choice of ==. Thus, SCAR’s
runtime improvements over RSC do not have a negative e�ect on
its clustering performance.
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5.6.2 Decomposition of Submatrix.
In the following, we evaluate commonly used decomposition meth-
ods on the sampled submatrix of the Nyström Approximation ex-
plained in Sec. 3.2. Fig. 11 shows the highest observed NMI scores
(left) within 10 trials as well as the respective runtimes (right) with a
�xed value of == for each dataset. As the submatrix in the Nyström
method is symmetric, we apply the Implicitly Restarted Lanczos
Method (IRLM) which is based on power iterations and has also
been used in [7] as decomposition heuristic. Additionally, we eval-
uate variants of IRLM with -Shift applying a shift-inversion on the
spectrum to transform the smallest eigenvalues to be the highest,
and -BE for which eigenvalues are approximated from both ends
of the spectrum. For the latter, [41] showed, that approximating
eigenpairs from both ends of the spectrum can speed-up the con-
vergence. We also evaluate a standard QR decomposition, as well as
the Krylov-Schur decomposition as proposed by [47].11 Empirically,
all decomposition methods yielded similar qualitative results w.r.t
the NMI score. Examining the runtimes on smaller datasets, we
observe a slight overhead in the computation of the shifting oper-
ation for IRLM-Shift, as well as in applying a sampling from both
ends of the spectrum. On larger datasets, this e�ect �attens out and
the Krylov-Schur decomposition that is optimized towards large,
sparse matrices shows a marginal bene�t for larger U values. In
our experiments we used the standard IRLM as default heuristic for
the computation of the eigenpairs as it showed competitive results
over the full range of the tested datasets.

5.6.3 Influence of Parameter \ .
In Fig. 12, we evaluate the in�uence of parameter \ on the clus-
tering’s quality and runtimes for SCAR and RSC [7]. As argued in
Sec. 5.6.1, we �x == to == =

p
=. We scale the number of expected

corruptions in the dataset logarithmically: \ 2 [10, 100, 1: , 10:].
On the moons dataset, our approach outperforms RSC almost over
the full range of chosen \ whilst drastically reducing the computa-
tional time as shown on the right. Generally, increasing the sparsity
threshold might lead to a clearer separation, however, the cluster-
ing quality su�ers for very large values as clean edges might be
attached to the corrupted graph �2 .

6 CONCLUSION
We introduced SCAR, a novel robust and e�cient clustering method.
It elucidates the bene�ts from Robust Spectral Clustering [7] en-
hanced by the Nyström method for an accelerated computation
of the eigendecomposition. We reduced the sensitivity to noisy
input data as well as the runtime complexity compared to standard
Spectral Clustering signi�cantly. In a thorough experimental study,
we compare SCAR’s clustering quality with state-of-the-art mod-
els showing highly competitive results on real-world benchmark
datasets, as well as its robustness against noise on arti�cial data. We
evaluated robustness w.r.t. noisy edges in the similarity graph of the
data as well as robustness w.r.t. jitter in the original data, tackling
the two most di�cult types of noise for clustering. SCAR consis-
tently yielded low runtimes, in particular it is signi�cantly faster
than RSC and SC, while returning highly competitive clustering
qualities on real-world and synthetic data. SCAR is recommendable
11We use state-of-the-art libraries, where IRLM and its variants are implemented in
ARPACK, QR in LAPACK, and krylov-schur as part of SLEPc/PETSc

(a) synthetic data - moon

(b) real data - Iris

(c) real data - Letter Recognition

Figure 11: Avg. NMI scores (left) and runtimes (right) for
decomposition methods IRLM, IRLM-Shift, IRLM-BE, QR
and krylov-schur on di�erent datasets.

Figure 12: NMI scores (left) and runtime in [s] (right) for
\ 2 [10, 100, 1:, 10:] on moons dataset (noise=0.15).

when looking for a reliable, fast and robust clustering method on
large and high-dimensional datasets that tend to be noisy.
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