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 Abstract 

The urban climate change phenomenon is a growing concern severed by the overpop-

ulation of cities, unsustainable consumerism patterns, and inadequate urban planning. 

One of the main threats in the cities’ areas is the urban heat island effect; thus, further 

attention must be given to climate analysis simulation to develop efficient urban areas 

or implement new strategies for existing ones. There are already many existing tools, 

and the main question is the parameters that need to be included in these simulations 

to truly account for the severity of the urban heat island effect. One main aspect a plan-

ner should consider while performing urban climate analysis is the area size. For this 

reason, in this study, we focused on the influence that the area size has on the climate 

simulation results, specifically in dry bulb temperature results. To account for the urban 

heat island effect, we used the Urban Weather Generator, where we varied the bound-

aries of the urban area starting with a radius of 10 m up to 1500 m. The starting point of 

our case study was Bordeauxplatz, Munich, Germany. The model was implemented and 

developed in Rhinoceros 3D and Grasshopper. At the same time, the simulations were 

run with the help of Dragonfly tools, where the Urban Weather Generator is a plug-in. 

We considered different parameters of the actual urban area, such as buildings’ average 

height, vegetation covers, sensible anthropogenic heat, etc. For our simulations, we also 

differentiated the obtained results for different periods, such as July, December, and 

annual, and between the time spans of a day, as whole day hours, day hours, and night 

hours. Once we had the results, we compared them with airport data (also used as the 

engine input) and the measured data, recorded in different conditions such as building 

shade, full sun exposure, etc. We performed different statistical analyses, where the 

main focus was the Root Mean Square Error and the Spearman’s correlation between 

the Root Mean Square Error and the variation in radius. We found a maximum urban 

heat island intensity of nearly 6°C for the case study analyzed. We concluded that the 

International Munich Airport is an appropriate input for the environmental analysis of 

Munich. More importantly, there is no specific radius / boundary that displays the lowest 

error in all cases and conditions; one should consider the period, time span, and condi-

tion and look at the radius as a conglomeration of other urban morphology parameters. 
Keywords: Dry bulb temperature, Radius, Urban Weather Generator 
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Kurzfassung  

Das urbane Klimawandelphänomen ist ein wachsendes Anliegen, welches durch die 

Überbevölkerung von Städten, untragbare Konsumgewohnheiten und unzureichende 

urbane Planung schlimmer wird. In städtischen Gebieten stellt der Wärmeinsel-Effekt 

eine der Hauptbedrohungen dar. Daher ist es entscheidend, dass der Klimaanalysensi-

mulation weiterhin besondere Aufmerksamkeit geschenkt wird, um effiziente Stadtge-

biete zu entwickeln oder neue Strategien für bereits vorhandene umzusetzen. Es exis-

tieren bereits zahlreiche Tools, und die wichtige Frage ist, welche Parameter in diesen 

Simulationen berücksichtigt werden müssen, um die Schwere des urbanen Wärmeinsel-

Effekts angemessen zu erfassen. Ein wichtiger Aspekt, den ein Planer bei der Durch-

führung von Analysen zum urbanen Klima berücksichtigen sollte, ist die Flächengröße. 

In dieser Studie haben wir uns daher darauf konzentriert, die Auswirkungen der Flä-

chengröße auf die Ergebnisse der Klimasimulation zu untersuchen, insbesondere im 

Hinblick auf die Ergebnisse der „dry bulb temperature“. Um den Einfluss des städtischen 

Wärmeinseleffekts zu berücksichtigen, verwendeten wir den Urban Weather Generator 

und variierten die Grenzen, beginnend mit einem Radius von 10 m bis zu 1500 m des 

urbanen Gebiets. Unsere Fallstudie begann am Bordeauxplatz in München, Deutsch-

land. Das Modell wurde in Rhinoceros 3D und Grasshopper implementiert und entwi-

ckelt. Währenddessen wurden die Simulationen auf Dragonfly-Tools durchgeführt, wo-

bei der Urban Weather Generator als Plug-in integriert wurde. Wir haben verschiedene 

Aspekte des tatsächlichen urbanen Gebiets in Betracht gezogen, darunter die durch-

schnittliche Höhe der Gebäude, Vegetationsbedeckung, sensible anthropogene Wärme 

usw. In unseren Simulationen haben wir auch die Ergebnisse für unterschiedliche Zeit-

räume betrachtet, darunter Juli, Dezember und das gesamte Jahr, sowie für verschie-

dene Tagesabschnitte wie Ganztagsstunden, Tagesstunden und Nachtstunden. Nach-

dem wir die Ergebnisse erhalten hatten, führten wir einen Vergleich mit den Flughafen-

daten durch, die auch als Eingabe für das Modell verwendet wurden, sowie mit den 

gemessenen Daten unter verschiedenen Bedingungen, einschließlich Schatten von Ge-

bäuden, voller Sonneneinstrahlung usw. Im Rahmen unserer Untersuchung führten wir 

diverse statistische Analysen durch, wobei der Hauptfokus auf dem Root Mean Square 

Error und der Spearman-Korrelation zwischen dem Root Mean Square und der Variation 

des Radius lag. Wir haben eine maximale urbane Wärmeinsel-Intensität von circa 6°C 

für die analysierte Fallstudie gefunden. Unsere Analyse ergab, dass der Internationale 
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Flughafen München eine angemessene Grundlage für die Umweltanalyse von München 

darstellt. Vor allem zeigt sich, dass es keinen festgelegten Radius oder keine klare 

Grenze gibt, die unter allen Bedingungen den niedrigsten Fehler hat. Man sollte sowohl 

den Zeitraum, als auch die Bedingungen berücksichtigen und den Radius als eine Kom-

bination anderer Parameter der urbanen Morphologie sehen. 
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Glossary 

 
Albedo – varies from 0 to 1, showing the part of the solar radiation reflected from a 

surface / material.  

Average building height – refers to the average buildings’ height in the urban area.  

Dry bulb temperature – also referred to as the air temperature is the temperature meas-

ured by a thermometer unaffected by the moisture in the air. 

Facade to site ratio – is the ratio of the wall surfaces to the urban area. 

SHGC – shows the part of the solar radiation transmitted through the window and its 

parts after hitting them. It varies from 0 to 1.  

Site coverage ratio / Footprint density – the ratio between the building footprint and the 

site area.  

U value – gives the rate of the heat transferred through a structure, material, or different 

compositions.  
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1. Introduction 

Urbanization is an essential part of global development, but its rapid and uncontrolled 

expansion poses significant threats to cities and the planet. 

Cities are now witnessing increased greenhouse gas (GHG) emissions, a loss of green 

spaces and biodiversity, escalating pollution, increased resource consumption, etc. [1]. 

It is important to acknowledge that the deterioration of the environment is caused not 

only by natural factors but also by human activities such as inefficient urban planning 

and consumerism. Even though cities only occupy 2% of the Earth's surface, they con-

sume 75% of all material resources. [2] They are responsible for over 70% of global 

GHG emissions and consume more than two-thirds of the world's energy [3]. 

Moreover, the global urban population is expected to increase by 2.5 billion between 

2018 and 2050 [4]. This indicates that the urban sprawl will expand. Urban sprawl is 

also linearly related to the built environment activities, which consume 50% of all ex-

tracted materials and produce 35% of waste in the EU [5].  

Urban sprawl increases the severity of the main threat of the last decades, climate 

change, whose impact was felt explicitly in Europe in 2022, with several intense heat-

waves passing through the continent. Germany broke its record with a temperature of 

40.1°C in Hamburg [6]. Moreover, heat waves pose significant threats to human society 

as one of the most harmful climate extremes; they are expected to be more frequent 

and severe. On the other hand, the development of urban spaces and infrastructure 

involves the conversion of agricultural lands and forests, leading to the extensive clear-

ing of vegetation, creating stress on nearby regions and affecting ecosystems [7]. It 

changes the local climate; the areas of high density and low greenery transform into 

“islands” with a higher temperature compared to surrounding or rural zones. They are 

called urban heat islands (UHI), whose effect also exacerbates heat stress for urban 

residents. [8, p. 2]  

To withstand all the threats mentioned before, creating resilient cities through practices 

of climate change adaptation and mitigation is essential [9, p. 748]. Assessing climate 

change, especially UHI, is necessary while designing and planning an urban area. The 

buildings and the surroundings coexist together. The optimization of their performance 

needs to be done on an urban level in the early stages; this holistic approach blends 
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simultaneously with SDG 11, developing sustainable cities and communities, and SDG 

13, climate adaptation and mitigation [10]. Another crucial approach to urban planning 

is to involve multiple stakeholders [7]. Part of these stakeholders can be the residents 

who participate in decision-making processes to ensure that urban areas are planned 

with a human-centered focus. Additionally, the government can implement policies, as 

is happening in Europe, where urban policies are shaped by HABITAT III and the 2030 

Agenda [11]. A contribution is also needed from academics researching new ap-

proaches and urban planners adhering to policies and fulfilling demands. 

As discussed previously, among many threats that should be tackled considering their 

interdependencies, the aggravation, and the effect that the urban UHI has needs a 

higher focus. For this reason, this thesis will analyze if there are certain boundaries or if 

a particular area can be analyzed to better assess the UHI and understand the microcli-

mate effect. We will utilize the Urban Weather Generator (UWG) model to accomplish 

this task. The answer to the question and the results of the thesis will be implemented 

in the work of the Research Training Group 2679 - Urban Green Infrastructure (RTG-

UGI), which aims to improve city life by considering urban transformation, climate resil-

ience, and sustainable stormwater management within a social-ecological-technological 

framework [12].  

The content of this thesis includes the following. A state of research regarding the UHI, 

the UWG with its case study and parameters, and especially we will look into previous 

studies regarding the radius as a parameter in the UWG. A general methodology follows, 

related to the running of the engine and the analysis of the radius effect. We describe 

the parameters more in detail in our case study chapter. Lastly, we have the results 

discussed and compared to previous studies, and the conclusion ends the thesis with 

some key points and suggestions.   
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Research question and hypothesis: 

The research question of this study is: 

Is there any optimal radius or boundaries used in an urban model to obtain dry bulb 

temperature values near the measured ones, in the UWG engine? 

To answer our research question, we will look into the case study of Munich and, spe-

cifically, the area of Bordeauxplatz, where simulations run for the modeled urban area 

with different radii will be compared to measured in-place data. The data comes from 

sensors placed in different conditions, such as building shade, full sun exposure, etc. It 

was decided to compare the dry bulb temperature (DBT) not because it is one of the 

results values of the engine but because it is crucial for UHI identification and energy-

building analysis [13]. The availability of the data in different conditions gives us the 

opportunity to analyze not only the radius influence but as well the UWG behavior. To 

look more into details, the data is differentiated for the 24-hours span (time spans) and 

seasons. 

To the aim of this thesis and what was previously discussed, we considered two central 

hypotheses: 

1. The boundaries do not have a significant statistical influence on the result of DBT 

for the case study of Munich, Bordeauxplatz. 

2. While comparing different conditions, different statistical results are reached for 

the case study of Munich, Bordeauxplatz. 

 
 
 
 
 

 

 

 
 
 
 
 
 
 



 

16 

 



 

 17 

2. State of research 

2.1. Urban heat island  

The UHI is a climate-related physical event, showing a difference in temperature be-

tween urban and rural areas [14]. The effect is mainly seen at nighttime [15]. The urban 

heat islands are caused by different factors as the conversion of natural surfaces to 

sealed surfaces, the type of material used, urban geometry, heat from human activity, 

etc. [16].  In an urban area, man-made structures imbibe more heat than natural areas, 

and they do not have the evapotranspiration cooling effect [17]. UHI is present in all 

urban areas regardless of the city’s size or climate [18]. It varies and depends on the 

city's climatic, meteorological, anthropogenic, and morphological conditions, creating 

artificial microclimates. The phenomenon is also local and can change from one neigh-

borhood to another. [15] The variation concept also lines up with the example in the USA 

where researchers show that usually, cities compared to their surroundings have a tem-

perature difference of nearly 0.5°– 4.0°C during the daytime while at night it can be as 

severe as 1.0°– 2.5°C. It has been stated that the difference is higher in denser cities 

and cities with humid climate [19]. Moreover, a study done for 70 European cities for 

UHI and heat waves, has shown that the cold climate cities are more vulnerable to UHI 

and heat waves [20]. 

To evaluate the UHI, there are two methods: the UHI intensity, as used in the USA 

example, which compares mean and maximum air temperature between urban and rural 

areas [14], and the energy balance concept. It considers the various heat fluxes emitted 

in the studied zone and accounts for their influence on the UHI. [21] The energy balance 

method is widely used in climate analysis software. 

The UHI can be classified according to its vertical occurring positions as the Surface 

UHI, the Urban Canopy UHI, and the Urban Boundary Layer UHI [15]. The comfort indi-

cators at the neighborhood level rely on the Surface UHI (temperature difference of sur-

faces a few centimeters above the ground) and the Urban Canopy UHI (air temperature 

difference inside the city) [22]. On the other hand, evaluations of simulated data with 

measured data have shown that to correctly assess the UHI effect, the analyzing tools 

must consider both the canopy and the urban boundary layer [23]. 
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Since UHI is a representative phenomenon of urban climate change with indicators as 

the temperature increases [24], and its severity is increasing with the situation of global 

and urban climate change, when we assess the UHI, we are also assessing mainly the 

urban climate change. Moreover, UHI not only changes many ecological and meteoro-

logical patterns as precipitation, air motion, etc., but also has a negative impact on hu-

man health, such as heat stress, stroke, exhaustion, or even suicidal tendencies [25]. 

Considering all the effects and variations that the UHI has, a specific case-dependent 

study must be performed while designing or planning an urban area. By performing sim-

ulations, urban planners will know how and where to implement solutions to reduce the 

UHI effect, such as careful planning, the right choice of building materials, the creation 

of unsealed surfaces, the implementation of green infrastructure, etc. [26]. 

2.2. Tools for urban climate modeling  

Even though accounting for the effect on microclimate is necessary, many construction 

projects do not perform it. This issue occurs due to companies' lack of knowledge [26] 

or insufficient interdisciplinary cooperation. It cannot be attributed to the lack of method-

ologies or tools, as many have existed for decades. 

There are two main approaches to urban climate modeling: observational approaches 

and simulation approaches [27, p. 2192]. Observational approaches are expanded more 

into urban microclimate analysis, related to measurements in the studied area or remote 

sensing [28, p. 1615]. An example of remote sensing is the Land Surface Temperature 

(LST) method, using satellite data [15].  On the other hand,  the numerical simulation 

approaches, where more important are the Computational Fluid Dynamics (CFD) and 

the Energy Balance Models (EBM), allow to look into different scenarios compared to 

the observation methodology [28, p. 1615]. Moreover, there are different scales in cli-

mate modeling, as seen in Figure 1.  

 

Figure 1 Representation of spatial scales in climate modeling [28, p. 1615] 
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Various tools can be used depending on the tool's scale and ability. Some worth men-

tioning microscale numerical models are ENVI-met, Ladybug tools, ANSYS (ENVIMET 

decoding urban nature), GREENPASS (also based on Envi-met), uhiSolver, Urban 

Weather Generator (UWG) etc. [26]. 

Some studies compare different tools to select the most appropriate one for their needs. 

An example from Abu Dhabi states that ENVI-met can simulate urban temperature, hu-

midity, wind speed, and various heat maps but needs improvement in calculating an-

thropogenic heat and mean radiant temperature. Meanwhile, UWG results in a detailed 

energy model on a mesoscale model, also considering the seasonal effect [13]. The 

UWG was also compared with the Crawley temperature alteration algorithm [29] by 

Street. After validating the Energy Usage Intensity (EUI) data, Street recommends using 

UWG for urban design feedback with available urban morphology data and Crawley for 

magnitude results without urban site data. [30] 

As can be seen from the previous information and the examples in comparison, urban 

planners and environmental specialists have several tools to choose from for climate 

analysis. They can use the numerical simulation models for climate-efficient urban de-

velopment, predictions, and adaptation measures for existing urban areas [28, p. 1613]. 

The tool selection depends on various factors, such as the scale of analysis, level of 

detail, data availability, and tool accessibility. Hence, comparing different methods be-

fore proceeding with the analysis is recommended. 

For our case, we decided to use the UWG for two main reasons: it gives dry bulb tem-

perature value, and we can access it in our designing platform. This tool has been get-

ting more attention lately due to its accuracy and straightforward user interface [23].  

Moreover, UWG has a stand-alone version, and it is now also a tool of the Dragonfly 

(DF) plugin in Grasshopper [31, 32]. The translation from the original Matlab into a Py-

thon code made many benefits to be integrated into DF, more variety of parameters at 

the urban and building level, improvement of results, etc. [33]. This version enables ar-

chitects, urban planners, and engineers to use UWG directly in their designing platform. 

Additionally, the Python file is open-source, meaning anyone can generate results 

quickly by knowing specific parameters and having an EnergyPlus weather (.epw) file 

[34]. 
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2.3. Urban Weather Generator 

UWG, created by Bueno [23], is an urban design tool with UHI considerations into ther-

mal comfort and energy [35]. The UWG requires two main inputs: the .epw file and an 

Extensible Markup Language (.xml) file containing the urban and rural properties. [35]. 

The outputs of the UWG are hourly urban air temperature and humidity values (part of 

the urban EnergyPlus weather file) morphed from the reference weather data measured 

outside the city. When coupled to energy simulation tools better results can be obtained 

compared to conventional methods. The tool uses a building energy model (BEM) that 

relies on the Town Energy Balance (TEB) scheme [36, p. 433] and EBM which controls 

volumes between urban canopy and boundary layers. The volume control and infor-

mation exchange happen between the four UWG composing modules. The Rural Sta-

tion Model (RSM) calculates heat fluxes at the weather station, the Vertical Diffusion 

model (VDM) controls air temperature profiles, the Urban Boundary Layer (UBL) man-

ages temperatures above the urban canopy, and the Urban Canopy and Building Energy 

Model UC-BEM analyzes heat fluxes and provides air temperature and humidity values 

for the urban canopy. [23] How the information is exchanged can be seen in Figure 2. 

 

Figure 2 Information exchanged between the four modules of the UWG [23] 

 

2.3.1. UWG case studies 

The Urban Weather Generator (UWG) has been utilized in various cities across the 

globe, each with its unique climate. The engine capability has been assessed in nine 

cities: Toulouse (France) and Basel (Switzerland), Singapore, Boston (USA), Rome (It-

aly) and Barcelona (Spain), Mendoza (Argentina), Campinas (Brazil), and Abu Dhabi 

(United Arab Emirates) [37]. Moreover, the engine is also evaluated for a fictional urban 

area [32]. 
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The two European cities, Toulouse, France (city diameter 7500 m) and Basel, Switzer-

land (city diameter 5000 m), were the first to be used as case studies for the UWG 

evaluation. The simulated urban air temperatures have been compared to previous stud-

ies as BUBBLE in Basel [38] for the summer period (10 June - 10 July) and CAPITOUL 

in Toulouse [39] for July, October, and January. For Basel, the Root Mean Square Error 

(RMSE) resulted in 0.9°C, while for Toulouse, it was 0.7°C - 1.1°C.  For these two cities, 

key parameters were the morphological characteristics such as building footprint and 

the façade to site ratio; for Basel, vegetation is also an essential factor. As it concerns 

the engine performance, from the first study, it was stated to work better for homogenous 

cities with scarce vegetation, and the rural site should be far from the urban mountains, 

and large water bodies’ influence. [23] 

The case study of Singapore has evaluated a new version of UWG, examining various 

land uses, building types, and morphology parameters for multiple neighborhoods in a 

new tropical climate. The data was compared to eight HOBO sensor air temperature 

measuring devices data placed in different urban configurations for February and July, 

also by differentiating between day and nighttime. It has shown that the UWG can be 

used in different climates and urban configurations, and the choice of the rural site does 

not have a great impact, except for the temperature difference. [40, p. 51] 

Salvati et al. analyzed two Mediterranean cities, Barcelona (Raval) and Rome (Boncom-

pagni and Arenula). The simulated values were compared with measured in place and 

airport data. Their average RMSE comparing simulated and measured data was be-

tween 0.5°C and 1.5°C and complied with previous studies. They stated that the UWG's 

behavior also depends on the urban site’s location and characteristics. [41] 

The fictional urban area (250 m x 250 m) case study examined the impact of the city’s 

morphology on UHI. They used Local Climate Zone, specifically LCZ1 protocol to divide 

the blocks (high density of buildings, high-rise structures, and increased human activity). 

The model was created using parametric modeling and optimization techniques in Rhino 

and performing simulation in Grasshopper without vegetation. They concluded that in-

creasing the building height minimizes the UHI. [32] 

Carmes case study 2024, a high building density area, showed a RMSE value of 1.73°C. 

In contrast to previous studies, this study stated that selecting an appropriate rural site 

is important for error results. [37] 
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2.3.2. UWG parameters 

To create and run the UWG model, urban planners, architects, and others need to input 

50 parameters, which may not always be available. [42]. These parameters are orga-

nized in the .xml file in different scale categories:  

1. Reference site: describing the case study's position and radius. 

2. Urban Area: urban morphology parameters, vegetation ratio, sensible anthropo-

genic heat, etc. 

3. Buildings: building usage, the average floor height, façade parameters, glazing 

ratio, etc. 

4. Elements: albedo values, thickness regarding (road, roof, wall) urban and for 

rural station. [41] 

It was challenging to use the engine widely due to its 50 parameters. For this reason, 

Nakano, in her master's thesis, performed a sensitivity analysis to reduce the number of 

parameters and simplify the user interface. The sensitivity analysis aimed to test the 

significance of important parameters for urban planners and ensure that hard-to-find 

parameters did not influence the results. The metrics were thermal and energy, where 

each parameter is changed at a time and compared to a base situation. The parameters 

in Nakano’s work are grouped as shown in Figure 3. [42]  

 

Figure 3 UWG inputs from the urban and reference site environments [42]  
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Nakano analyzed the Boston Financial District, MA, and Punggol, Singapore; she also 

compared her findings with previous case studies in Toulouse and Basel [23] to see if 

the parameters are important in all climates. As a result, the three main key parameters 

were site coverage ratio (footprint density), façade-to-site ratio, and sensible anthropo-

genic heat. There are also other parameters, such as albedo roof material or vegetation, 

which are essential for some cities. The input parameters were reduced by 46 %, and 

the rest were placed as default values. [42]  

Hamdi et al. did a Morris sensitivity analysis distinguishing the parameters of having a 

negligible, linear/additive, or nonlinear effect on the output. The albedo, grass cover, 

and daytime boundary did not affect the output, while tree cover, footprint density, aver-

age building height, and façade site ratio have a linear influence. [37] Moreover, Salvati 

et al. reported that morphology parameters are relevant for energy calculation [41].  

The user interface of Grasshopper also gives a report with the mentioned parameters. 

We will discuss them and many other inputs in the case study chapter. 

The radius as a parameter 

Many studies do not explain or give importance to the area that needs to be analyzed 

to observe the effect of UHI and obtain better results by using the UWG. Moreover, the 

radius/area studied also influences the calculation for all the other parameters [30]. 

Nakano states that the city size is not a key input in Boston and Punggol [42].  On the 

other hand, Street, throughout his thesis, case study Cambridge, MA, uses a radius of 

500 m, suggesting that it generally gives correct values. He elaborates more on the 

effect of radius variation by using the UWG and considering the EUI. Street suggests 

altering the area depending on the site's morphology and the surroundings' influence. 

[30] Salvati et al. analyzed a portion of a circle area with a radius value of 500 m for 

Barcelona (Raval) and Rome (Boncompagni), while for Arenula, a whole circle area with 

a 500 m radius. Raval and Arenula's results were appropriate, but not for Boncompagni, 

since a nearby park that, in reality, affects the local climate was outside the 500 m radius. 

They suggested that the site’s selection should consider the dominant winds. [41] Bueno 

et al., in the Singapore case study, considered different boundaries of the neighbor-

hoods without specifying any reason [40]. Due to varying boundaries in different studies 

and the reasons outlined in the introduction, we will focus on the radius parameter. 
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2.3.3. Known limitations 

 
Previous studies have shown not only the capabilities of the UWG but also its well-

known limitations. One of the main limitations is related to the fact that it only modifies 

DBT and relative humidity; on the other hand, all the simplifications do not allow it to 

analyze very site-specific microclimates, especially in heterogeneous urban areas [35]. 

Moreover, the engine performs better in areas of low winds [41] and does not compute 

local winds [42]. Another limitation regarding vegetation, particularly the trees, is due to 

the shade-convention approach that neglects the impact the trees have on longwave 

radiation [23]. 
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3. Methodology 

This chapter presents the methodology used to create the model and obtain results. We 

will highlight the software used and provide authoritative websites that we referred to. 

3.1.  Outline of the methodology 

An outline of the whole methodology is illustrated in Figure 4. The explanation of each 

step follows:  

To run the engine, the two main inputs, the .xml file, and the .epw file were needed. The 

.xml file consisted of the model created in Rhino and modified in Grasshopper. A certain 

radius corresponds to specific values of average building height, footprint density, and 

other parameters. On the other hand, the .epw file was related to the Munich Airport's 

location, and additional climate data to enhance the .epw file were retrieved from the 

Deutscher Wetterdiesnt [43]. 

After running the engine with our two main inputs, we were interested in retrieving the 

hourly simulated data for DBT. These take into account the UHI effect. 

Our objective was to analyze the engine performance at various radii. To achieve this, 

we compared the measured data obtained from air temperature measuring devices (re-

fer to Figure 4). Moreover, a comparison was made with the airport DBT to examine the 

engine's behavior and the data's transformation. Various statistical analyses were per-

formed to do the comparison.  

The methodology involved performing the same procedure multiple times using varying 

radii, starting from the smallest one, 10 m, and progressing up to 1500 m. For each 

radius, we obtained the result of a linear regression analysis (R2), Mean Absolute Error 

(MAE), Mean Bias Error (MBE), and RMSE, followed by the Spearman’s correlation 

analysis. The errors were related to the measured in-place data and the airport ones. 

After conducting the statistical analysis, we compared the errors corresponding to dif-

ferent radii to identify any maximum or minimum errors or patterns resulting from 

changes in radius. 
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Figure 4 Methodology scheme 

Our research methodology involved a detailed analysis of different period spans. Spe-

cifically, we performed annual simulations with 8760 DBT values. These datasets ena-

bled us to see how the engine behaves considering all year. Additionally, we ran the 

engine for December and July, representing winter and summer. Each of these sets 

consisted of an output of 744 simulated values. This way, we could observe if the engine 

behaves differently for different seasons. The study by Salvati et al. also distinguished 

the period of analysis [41]. It must be mentioned that they use monthly averages of 

diurnal cycles, while we looked at the whole data sets of hourly simulations for each 

period. Another aspect is that in the methodology of this thesis, we differentiated be-

tween the time spans of a day, considering whole day hours, day hours from 10 AM to 

3 PM, and night hours from 11 PM to 4 PM. This particular consideration is made be-

cause there are variations of the effect of the UHI, which is observed to be more intense 

during nighttime in various cases [44]. 

In addition, the temperature measuring devices, whose data we used to compare with 

our simulated data, were situated in various locations, such as under building shades, 

in full sun exposure, under tree shade, and so on. For this reason, we also have run the 

simulation considering their locations. More information will follow in the “Case Study” 

chapter.   
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Figure 5 illustrates the division of the period and time span and presents the different 

conditions.  

 

Figure 5 Period spans, time spans and different conditions used in the study 

3.2. Software and tools 

We used different software, tools, and websites to follow the methodology explained in 

the previous section, as shown in Figure 6.  

To begin with, we needed to create an urban model. After considering many approaches 

we will cover in the following sections, the most feasible one was using Citygml (.gml) 

files. These files were provided from Bayern Atlas, open-source data, where 3D building 

models of Level of Detail 2 (LoD2) are available between many files and formats for the 

state of Bavaria [45]. The model was imported in Rhinoceros 3D software version 7, 

where modifications (such as closing poly surfaces and creating Non-Uniform Rational 

B-Splines (NURBS)) needed to be made to link the model with the Grasshopper and for 

the engine to run. The UWG is now also a tool inside the DF plug-in of Grasshopper. 

For this reason, we created the DF model, inserted the needed properties of the urban 

model, and ran the UWG engine, as shown in Figure 6. From our Grasshopper model 

script, we made it possible to obtain the data, specifically DBT data, in an Excel file. 

After, the data was compared with the measured and the airport values with a Python 

script. Moreover, specifically for the RMSE values and radius, we performed the Spear-

man’s correlation by using R studio.  
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Figure 6 Software and tools used in the study 

3.3. Rhino 3D models 

In this chapter, we will look at the approaches we studied to create and have our case 

study's model (buildings and terrain) in the Rhino software. To create the model in 

Rhino, we explored various methods, including OpenStreetMap (OSM), CADDMAP-

PER, shape files, and .gml files.  

To import a model into Rhino, one can use plugins or perform a file conversion from one 

format to a supported format. During the process of converting and utilizing various soft-

ware programs, data can be lost. The loss of information during data exchange is an 

underlying subject in the architecture, engineering, and construction industry, and we 

experienced it in our steps, too. Moreover, Chelyshkov et al. state that the increasing 

use of information modeling technologies throughout building lifecycles and structures 

highlights the need for efficient digital data exchange tools in information systems, no-

tably to support urban planning activities [46, p. 1]. Adding to the previous argument, the 

planning and construction of the built environment involve many stakeholders and tools, 

passing models from one professional to another. This process needs to look into in-

teroperability, which refers to transferring information between software products devel-

oped by different companies without any loss or corruption. [47] Considering the great 

interest in this topic, we present the approaches we followed to create our model below. 

We will go through the advantages and disadvantages of each of them.  

3.3.1. Model from CADMAPPER 

The fastest and easiest way to import urban models in Rhino is by using CADMAP-

PER's website. It offers maps for all locations worldwide, including buildings, surround-

ing information, and topography. CADMAPPER's website offers free maps up to 1 

km2, as shown in Figure 7. The maps of this website can be used in many software, 

such as AutoCAD, ArchiCAD, and, most importantly, Rhino. [48] 
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Figure 7 CADMAPPER website [48] 

The model in Rhino had many urban features as buildings in closed extrusion format 

and the terrain as curves, shown in Figure 8. However, most buildings lacked a 3D ver-

sion in the map (height is assumed while creating the model from CADMAPPER to a 

.3dm supported in Rhino). This approach is unsuitable for our case; we suggest using it 

only when 3D versions of buildings exist for the location of interest. 

 

Figure 8 3D view of the model created with CADMAPPER 

 

3.3.2. Elk plugin and Open Street Map 

Elk is a set of tools inserted as a plugin in Rhino to create maps and topographical 

surfaces using USGS and OpenStreetMap.org [49]. The obtained result from this 

method can be seen in Figure 9; no 3D element was created since OSM has no data 

points related to the height for our location.  
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Figure 9 Model created with Elk and OSM 

3.3.3. CityGML to Stereolithography  

Rhino cannot directly support a .gml file. For this reason, we converted the file into a 

format that can be opened in Rhino. Rhino 7 can open file formats such as Rhino 3D 

model .3dm, AutoCad drawings (.dwg), OBJ Wavefront (.obj), Stereolithography (.stl), 

and many more [50]. The key is to find the most accessible tool to convert in the correct 

format. We used the FZK Viewer tool [51] to convert the .gml file to a .stl file. The .stl 

export resulted in an unusable model for the DF and UWG engine, as many buildings 

became open and unrepairable meshes. Figure 10 shows the model. 

 

Figure 10 3D view of the model from the .stl file 
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3.3.4. CityGML and AntFarm plug in 

Using the AntFarm plugin in Rhino 3D was the most beneficial approach for our case. 

AntFarm is a plugin for Rhino 3D that allows users to pair Rhino objects with data types 

using a user-friendly interface and command line operations with available tutorials [52]. 

This plugin can support .shp, .gml, .tif (geoTIFF), and .osm [52]. We combined four 2 

km x 2 km .gml files using AntFarm. These files contained LoD2 data, including building 

geometry, height, function, and other properties [53]. These characteristics are needed 

to create the DF model. Figure 11 shows the buildings’ functions, available with codes 

and different colors. We used an external code list related to the .gml files to translate 

the code into a function. For example, 31001_1100 stands for mixed-use residential 

buildings, but some buildings have undefined functions [54]. To identify all the buildings‘ 

functions, we did a site analysis and used Google Earth Pro.  

 

Figure 11 3D view of the model after using AntFarm 

When using the AntFarm, the buildings will come as open meshes. To make them closed 

poly surfaces, we exploded the blocks, joined them, unified the normal, and turned them 

from meshes to closed surfaces, but some meshes were non-manifold, so they could 

not be modified. [55] We used Grasshopper functions to extrude and recreate these 

buildings and proceeded with the project’s next steps using this model. 

3.3.5. Other methods  

There are also other approaches for data exchange and reaching interoperability. Using 

Urbano and OSM files (if all the information is available for the case study) with Urbano, 

3D site models that include terrain, buildings, and streets can be generated [56]. Another 
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method includes Python scripts used for data conversion from .gml files to .obj files cre-

ated at the Technical University of Munich (TUM) [57] based on the previous work of the 

Technical University of Delft (TU Delft) [58].  

3.4. Grasshopper model  

To use the UWG, we need to prepare the model with Grasshopper's DF tools. In this 

section, we will present some main tools with a simplified scheme for creating the Grass-

hopper Model.  

3.4.1. Dragonfly model 

DF makes it possible to create models of buildings and areas up to urban districts.  Ex-

cept for analyzing UHI with the UWG, it also analyzes the district thermal systems, op-

timizes photovoltaics usage, etc. The plugin is a conglomeration of many other tools 

categorized into create, visualize, serialize, energy, and alternative weather. [59]  

To create the DF model, we connected Rhino’s buildings to Grasshopper using Bound-

ary Representation (Brep) components, where one Brep component groups buildings of 

the same function. Each Brep was connected to a separate “DF Building from Solid,” 

where we assigned different parameters for all the buildings [60]. In the urban model, 

we also have other elements, such as canopies, generators, etc., which are considered 

as context shade. We used the “DF Context Shade” tool, which not only considers ge-

ometry as objects, but once the “uwg_is_veg_” parameter is set as true, it will also rep-

resent the tree canopy in the UWG simulations [61]. We now have buildings with as-

signed properties and other objects as context shades, so we can create our DF model 

using the “DF model” tool [62]. 

3.4.2. Urban Weather Generator model  

To run the UWG engine, we need to create the UWG model with tools that are part of 

the “Alternative Weather” of DF.  The “Assign Model UWG Properties” tool uses the DF 

model we created as a base. Moreover, we assigned the information for the terrain, 

sensible anthropogenic heat, and the vegetation cover. [63] Another essential compo-

nent is the “UWG Simulation Parameter,” which connects to the run period and accounts 

for the rural/airport station properties related to the input .epw file [64]. Both components 

behave as a base for the “Run Urban Weather Generator,” which morphs the rural epw 
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considering all the urban information inserted and gives an urban .epw file, JavaScript 

Object Notation (.json), and a report as output. [65].  

Figure 12 shows a simplified scheme of the main tools regarding the DF model and 

UWG model. It is worth mentioning that we have utilized several other tools and steps 

to develop the model and execute the engine. However, we will delve deeper into these 

methods in the "Case study" chapter, where we will introduce and integrate the unique 

features of our location into these tools. 

 

Figure 12 Simplified scheme with DF and UWG tools based on [59] 

 

3.5. Test with varying parameters 

When Grasshopper script was prepared, we ran some tests with a small model. We first 

had some initial conditions; afterward, all the other variations were compared to the ini-

tial one. The variations were created by changing one parameter while keeping the other 

parameters constant. The period of the simulation was the month of July. The parame-

ters that we considered and varied were the average buildings’ height (h), footprint den-

sity (d), tree cover ratio (t), grass cover ratio (g), and albedo of the terrain (a), as can be 

seen in Table 1. 
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Table 1 Variations of each parameter for the test 

  

Initial Condition h = 20 m; d=0.27; t=0; g=0.02 

Variation in average buildings‘ height h = 5 m; h=10m; h = 30 m 

Variation in footprint density d = 0.02; d = 0.46; d = 0.65 

Variation in tree cover t = 0.3; t = 0.5; t =0.9 

Variation in grass cover g = 0.3; g = 0.5; g = 0.9 

Variation in albedo of the terrain a = 0.1; a =0.3 

 

We conducted 14 test simulations and looked into all the hours of the month to see if 

there was a change or a pattern in it. What was concluded for them were two main points 

discussed in previous sections.  

• There was no pattern, while tree or grass cover was at a maximum or minimum 

ratio, likely due to the mentioned limitation of the vegetation. 

• At 0.65 footprint density, an average hourly temperature increase of 0.2 ⁰C was 

observed, showing the strong influence of the parameter, as in previous studies.  

Since the test model was small, we manually calculated grass and tree cover ratios. We 

compared them to the automatic ones to see if the way we had chosen to create and 

interpret them was correct. It proved to be correct. 

3.6. Statistical analyses 

This section focuses on the statistical analysis many studies have followed to compare 

weather or more specific temperature data.  

A method used to compare weather data sets is the Finkelstein-Schafer statistic (FS 

statistic) [66]. It assesses the likeness between two distributions where a high value 

implies dissimilarity. Equation (1) is composed of the cumulative distribution function 
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(CDF) of a particular weather parameter (x) and n total number of values (data points) 

in a CDF. The FS statistic resulted useful for comparing weather data sets in Cyprus. 

[67, p. 289]  Another version of the equation is used to generate epw files, as was done 

for the meteorological year in different climates of Turkey [68, p. 144] and Hong Kong, 

considering hourly data of 25 years [69, p. 87]. 

𝐹𝑆𝑥 =
∑|𝐶𝐷𝐹𝑥,𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 1−𝐶𝐷𝐹𝑥,𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 2|

𝑛
   (1) [66] 

A study focused on comparing air temperature measured in a vineyard canopy and at a 

standard weather station in France used linear regression analysis to compare the daily 

maximum and minimum temperatures with result the R-squared (the coefficient of de-

termination) [70]. Le Bras and Masson found the coefficient of determination as well. 

They compared temperature data occurring at 3 AM for a year (distinguished season-

ally) between the results of the Spatial UWG simulations for Paris and an existing at-

mospheric model. They used two other statistical methods, the RMSE and MBE. [71] 

Simple linear regression predicts values ŷ𝑖 based on known values 𝑦𝑖 and relation-

ships [72]. While having both data sets, such as our case we can use linear regression, 

R2 value to analyze how comparable the data are and their fitting. 

RMSE is a method that removes the sign and gives the average value of the error. [41]  

It accounts for variability and biased error. The equation follows, where ŷi and yi are the 

simulated and the actual value for the i-th observation while n is the sample quantity.  

𝑅𝑀𝑆𝐸 = √
∑ (ŷ𝑖−𝑦𝑖)2𝑛

𝑖=1

𝑛
  (2)  [73] 

 

MBE is a method where the error sign is not erased to show if the data are under or 

overestimated compared to the actual values [41]. 

𝑀𝐵𝐸 =
∑ (ŷ𝑖−𝑦𝑖)𝑛

𝑖=1

𝑛
  (3)  [74] 

 

The RMSE and MBE methods were used in Basel and Toulouse, where a season dif-

ferentiation was also done [23]. Salvati et al. did the same by comparing the monthly 

average diurnal cycle of simulated urban air temperature (for summer and winter 

months) with two stations, one of which was an airport [41]. Street assessed his out-

comes using (RMSE and MBE), focusing on different periods [30]. 

In our work based on the previous studies, we will consider these main statistical meth-

ods as mentioned in previous chapters: R2, RMSE, MBE, and as well to support them, 
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MAE, which is the mean of absolute differences. Moreover, we also wanted to analyze 

the correlation between the RMSE and radius, so we looked into Pearson’s correlation 

(linear relationships) [75] but after observing the behavior of our data and having a short 

consultation with the statistical consulting TUM|Stat [76], it was decided to proceed with 

Spearman’s correlation (non-linear relationships) [75]. 
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4. Case study 

In this chapter, we will analyze the case study's details, its location, and all the parame-

ters and characteristics that define it. We will be examining these aspects closely and 

translating them into inputs for running the engine. By understanding the nuances of the 

case study, we can create a more accurate and reliable simulation that reflects real-

world conditions.  

4.1. Location 

The center of our case study is Bordeauxplatz in Munich. Figure 13 illustrates the loca-

tion with an example area with a certain radius. As mentioned earlier, we will be increas-

ing the radius and expanding beyond the boundaries of Bordeauxplatz. Munich (area 

310.7 km2), home to more than 1.5 million inhabitants [77], is the capital of Bavaria, 

located in the southeast of Germany and is in proximity to the Alps. The city has a humid 

continental climate with warm summers and no dry season. Before, the temperature 

range for the year was from -4°C to +24°C, according to the German weather services 

[78, pp. 4692-4693]. The average temperature for the period between 1991 and 2020 

was recorded to be 10.1°C [79], while in 2022 was 11.3 ⁰C with 20 hot days (maximum 

30°C or higher) and the sub-zero days were 7. The precipitation of 2022 was 598 mm. 

[77]. It is expected that the average temperature and precipitation will increase, bringing 

also flooding and very hot summers [80].  

Bordeauxplatz is part of Haidhausen, a central district, located in the eastern boundaries 

of the Isar River [81]. Bordeauplatz is named after the French city of Bordeaux. The 

square has a large park placed in its center with an area of nearly 5700 m2, [82] the 

green infrastructure is made out of trees, shrubs, and lawn/grass and together with the 

surrounding roads and side walks has an area of 14000 m2 [83]. Bordeauxplatz was 

chosen as the starting point of our study for the following reasons: 

• Central part of the city 

• Near Ostbahnof (Munich East Station) 

• High vegetation ratio 
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• Near water bodies 

• Various land use 

• Recreational area and various businesses  

 
Figure 13 Location of the case study, Bordeauxplatz, Munich [84] 

 

                         

Figure 14 Various land use   

                                               

  Figure 15 Recreational area 

R  
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Figure 16 Various businesses                                                                           

 

  Figure 17 Isar River 

The main reason was the availability of the measured DBT. In the area, we had five 

measuring i-Buttons devices, placed in different conditions as shown in Figure 18. These 

devices collected DBT and relative humidity values every 10 minutes [85]. Solar shields 

were used to protect the devices from wind, rain, and sun exposure [83]. i-Button de-

vices were installed for the "Ecosystem Services of Urban Green at Public Squares in 

Munich" project funded by the Bavarian State Ministry of the Environment and Con-

sumer Protection [86]. 
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Figure 18 Top-View Bordeauxplatz, location of i-Buttons devices, P.Stark [87]   

4.2. Area selection 

Since we analyzed various radii, we needed the automation of the process to select a 

certain area. Once we changed the radius, we had to select and perform the analysis 

only for the buildings and elements that fell under the area depicted by the radius. For 

this reason, we developed the part of the script as seen in Figure 19, where the centers 

depend on conditions (of i-Buttons) such as tree shade, building shade, etc., and the 

radius selection was made by a numerical slider. This created the boundaries and the 

circled area (with different radii in each case) that later was used to select only buildings 

and elements inside the area. Moreover, the created area was used as the terrain, and 

connected to DF model tool.    

 

Figure 19 GH Script for area selection 
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Figure 20 shows a blue-colored representation of the model's part within a radius of 500 

m with FS center (as an example of one of the simulations). 

 

Figure 20 Area and elements selected automatically, example radius 500 m, FS  

4.3. Urban model 

In this step, everything is related to our case study to mirror the exact characteristics of 

real life in the urban model, specifically in DF and UWG tools. We would be looking into 

the characteristics of the buildings and terrain.   

4.3.1. Buildings’ properties 

There are many properties that had to be assigned to the buildings for the engine to run, 

such as programs, floor to floor heights, construction sets, facade parameters, UWG 

parameters for buildings, and so on.  

Buildings’ programs 

As we discussed before, we identified many buildings with different functions; after we 

grouped them in same Breps (buildings of same functions) and we assigned the availa-

ble programs of the DF tools. Table 2 summarizes the assigned program for each group.   
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Table 2 Buildings' function and assigned available programs 

  

Buildings’ function in Rhino 3D model Assigned programs DF model 

Residential Midrise apartment 

Big hotels Large Hotels 

Church Warehouse 

District Government Large Office 

Education Research Secondary school 

Hospital Hospital 

Kinder Garden Primary School 

Police Station Medium Office 

Factory Warehouse 

Fire Department Medium Office 

Show Rooms Retail 

Public Use Strip Mall 

Office Large Office 

Garage/Warehouse Warehouse 

Canopy Context shade 

Weir Context shade 

Generator Context shade 

 

Buildings’ floor to floor height 

The .gml files we used to create our model had no information regarding floor to floor 

heights. To find this height for the residential buildings, we considered various reasons.  
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First, a previous study done in Kempten considers that the minimum clear height of the 

floors in Bavaria is 2.4 m, and in DIN EN 1520 concrete ceiling being 50 cm, the floor-

to-floor height was inputted as 3 m [88]. During the site analysis, it was observed that 

the first floor-to-floor height of the residential buildings were higher compared to the 

upper floors. For these reasons, we have considered the first floor as having a 3.5 m 

floor-to-floor height and the other floors as 3 m. For offices, it was chosen higher than 

the residential buildings as 3.5 m. For the buildings that function as showrooms, facto-

ries, churches etc., we measured their full building height in Rhino and used it as floor 

to floor height as done previously for a church [88].   

Table 3 Buildings' functions and their floor to floor heights 

  

Buildings’ function  Floor to floor height 

Residential 1st floor 3.5 m; upper floors 3 m 

Big hotels 1st floor 3.5 m; upper floors 3 m 

Church 13 m 

District Government 4 m 

Education Research 4 m 

Hospital 3.5 m 

Kinder Garden 3 m 

Police Station 4 m 

Factory 10.4 m 

Fire Department 4 m 

Showrooms 13.6 m 

Public Use 4 m 

Office 3.5 m 

Garage/Warehouse 3 m 
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Construction set 

To ensure a detailed design, we specified the required information in the construction 

set. The construction set is essential to create an energy model [60]. The component 

“HB Construct Set by Climate” needs the following information as the Climate Zone; 

Vintage (construction year); and the construction type [89].  For Munich’s climate zone 

we chose the cool climate zone, among eight other options. For the age of the buildings, 

we followed two paths. First by considering the map from the Geoportal Munich [90]  

shown in Figure 21, where we see that the buildings (of all types) mainly were built 

before 1980, especially for the area of Bordeauxplatz. Secondly, a representative of the 

Statistics Office of Munich [91] provided us with 2 data sets regarding the number of 

buildings build in certain periods, one for a small area around Bordeauxplatz and the 

other for a greater area. It was seen that the share of buildings built before 1980 was 79 

% and 81% for small and big area respectively. A map and more details regarding it can 

be found in Appendix A, section A.1. We chose the construction year as pre-1980, con-

sidering the information from Figure 21 and the fact that even in our Rhino model, 84 % 

of the buildings are residential (without considering garages) making valuable the sec-

ond resource from the Statistics Munich office.  

 

Figure 21 Map of Buildings' age [90] 

Regarding the construction type, between steel-framed, wood-framed, mass, and metal 

frame, the most appropriate type of construction to be assigned was mass-type.  
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Facade‘s parameter  

An important parameter related to the facade is the window to wall ratio (WWR), or short 

window parameter. To decide about it we considered the buildings’ functions. 

Referring to the residential buildings, the majority of them were multi-family houses 

(MFH), this was seen during the site analysis and compared to the buildings’ type in 

Typology Approach for Building Stock Energy Assessment (TABULA) web tool [92]. Fur-

thermore, based on data derived from a report focused on Germany and based on TAB-

ULA [93], the average window ratio for the residential buildings MFH type was calculated 

as 0.24. More information on how the value was derived can be found in the Appendix 

A section A.1 

For Germany's administrative public buildings and offices, a maximum WWR of 0.3 is 

suggested [94]. The suggestion was followed also in the Kempten case study [88]. We 

decided for public use, government buildings, fire departments and police stations to 

assume a window ratio of 0.25. 

Special attention was given to the offices, where in site analysis, we noticed a higher 

WWR. Based on a previous study that found that the optimal ratio for office buildings is 

between 0.3 and 0.45 [95] and considering the suggestion for Germany, for office build-

ings it was decided to continue with the ratio of 0.3. The same ratio was assumed for 

the university, large hotels and other business commercial buildings.    

For the kindergartens, the only information that could be found on guidance on how to 

build a safe environment for the children was a suggestion of having a window area of 

approx. 1/10 of the room floor [96, p. 42].  We selected a ratio of 0.2.  

 

For the WWR of the hospitals, we inputted a 0.25 ratio, lining up to a previous study on 

hospital performance in Italy [97, p. 1152] and also with the Germany suggestion.  

 

For the churches, in a previous study considering energy analysis in Sweden a ratio of 

0.08 was chosen [98] in our case we inputted a ratio of 0.1. The ratio of 0.1 was cho-

sen even for factories and garages since they usually have small glass areas.  

 

The buildings for which we decided to have a WWR 0.4 were the showrooms that 

needs to have a visibility for their displayed items.  
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UWG buildings’ parameters 

To conduct the simulation, we were required to add other parameters falling in the cat-

egory of UWG buildings’ parameters. 

For the SHGC of the windows, we used again the data of the greater area which were 

provided by the Statistics Office of Munich [91]. Having the buildings periods we 

matched them with the MHF types of TABULA [92] to find the corresponding U values. 

We considered an energy performance level 2 meaning a standard refurbishment, 

based on the requirements of EnEV 2009/2014/2016. Table 4 shows the number of 

buildings constructed in certain periods and the corresponding U values. Combining this 

information, we performed a weighted average for the U value, which resulted to 1.34.  

A double glazing, argon filled, low-E, type of glass with a U value of 1.3 W/(m2K) was 

assumed, matching the SHGC value of 0.6  [99].  We applied the same assumption to 

buildings with other functions.  

Table 4 Buildings' construction year and their U values of the glass 

Construction Year Number of residential buildings  U values ( W/(m2K)) 

before 1919 29469 1.6 

1919 - 1949 17136 1.3 

1950 - 1950 29583 1.3 

1960 - 1969 23859 1.3 

1070 - 1979 12736 1.3 

1980 - 1989 11837 1.3 

1980 - 1989 7135 1.3 

2000 - 2005 3500 1.3 

2006 and later 3394 0.7 

 

Other important parameters are the albedo values of the wall and the roof. We did not 

have the information regarding buildings’ façade material construction, but from the site 
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analysis, we observed facades of white, peach and creamy colors, as Figure 22 shows. 

As it concerns the roofs we considered a Google Earth image, Figure 23 [84], where it 

was observed that the main colors were orange and grey. 

        

Figure 22 Buildings' facades                                       

 

Figure 23 Buildings' roof, Bordeauxplatz [84]  

To decide about the specific values for the albedos, we referred to a previous study that 

considered the colors of the facades and roofs.  As can be seen from Figure 24, we took 

an average value of 0.35 for the wall albedo and 0.33 for the roof albedo.  

 

Figure 24 Albedo values for wall and roof [100, p. 33] 
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Figure 25 shows how all the buildings’ properties for which we discussed above, are 

inserted and connected in the GH script. The example is for the residential buildings 

only, but we have performed the same steps and created the same script for each of the 

building group of different functions. Each of the group was connected to the DF tool to 

create the DF model as discussed before.  

 

Figure 25 GH script for assigning buildings’ properties, residential example 

 

4.3.2. Creation of the terrain 

Terrain is an important element during the creation of the DF model. In order to analyze 

it, we went on a site inspection in Bordeauxplatz. The terrain was composed of different 

elements such as soil, grass areas, concrete pavement, water bodies, permeable and 
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impermeable sampietrini, and mostly asphalt. The DF tool concerning terrain creation 

considers only a single type of surface [101]. Also, water bodies cannot be modeled in 

the DF tool [102]. After researching to confirm these characteristics, we conducted a 

discussion in the forum where professionals confirmed that the UWG engine does not 

account for water bodies or multiple street canyons [103]. To overcome this situation 

and adapt our model as much as possible to the real-life neighborhood, we decided to 

create a terrain model in Rhino composed of the elements we mentioned before. Since 

no data regarding the terrain was available, a Google Earth image was embedded in the 

model, as can be seen in Figure 26, and all the terrain elements were manually drawn 

in Rhino 3D as curves distinguished by different layers and different colors. The drawing 

was made for all centers (different conditions) up to a radius of 1500 m, as can be seen 

in Figure 27. 

 

Figure 26  Part of the model and the embedded map 
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Figure 27 Terrain division 

Albedo values  

Importance was given primarily to the terrain’s albedo value. As mentioned before, hav-

ing many types of surfaces also means different values of albedos. In order to consider 

each surface’s influence and since for different radii, the area of each surface type 

changes, we chose to use the weighted average. The weighted average is calculated 

as shown in Equation 4. 

𝑎𝑙𝑏𝑒𝑑𝑜𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
𝐴𝑟𝑒𝑎𝑔𝑟𝑎𝑠𝑠×𝑎𝑙𝑏𝑒𝑑𝑜𝑔𝑟𝑎𝑠𝑠+𝐴𝑟𝑒𝑎𝑎𝑠𝑝ℎ𝑎𝑙𝑡×𝑎𝑙𝑒𝑏𝑑𝑜𝑎𝑠𝑝ℎ𝑎𝑙𝑡+𝐴𝑟𝑒𝑎𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒×𝑎𝑙𝑏𝑒𝑑𝑜𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒+⋯

𝐴𝑟𝑒𝑎𝑡𝑜𝑡𝑎𝑙
  

(4) 

Deciding on the albedo values of the different surfaces was a process that included 

going through many studies for each type of surface. Table 5 gives a summary of the 

albedo variation for each type, and the chosen values for our case study. More infor-

mation can be found in the Appendix A section A.2  

Table 5 Albedo values variation for different surface types 

Surface type Albedo variation  Albedo chosen  Studies 

Asphalt 0.05 - 0.227 0.2 [104], [105], [106], [88], [107, p. 
173] 

Concrete 0.2 - 0.4 0.3 [108], [109] 

Grass 0.16 - 0.27 0.2 [109], [110] 
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Soil 0.05 - 0.5 0.4 [111] 

Sidewalks  (sanpietrini 
+ concrete) 

0.4 - sanpietrini 
0.3 - concrete 

0.35 [106] 

Water 0.03 - 0.1 0.065 [112], [113] 

 

The weighted average value of albedo will change with the radius, the variation is 

small and the values are comparable to total albedos of urban areas  generally varying 

from 0.12-0.24 [109]. 

 

Terrain thickness 

Another essential parameter for the terrain is its thickness. Since we did not have infor-

mation on all the terrain’s components’ thicknesses, we decided to go with the default 

value of the DF terrain tool, which was 0.5 m. 

Anthropogenic heat 

Anthropogenic heat refers to the heat generated by human activities within urban areas 

[114]. What affects the most UHI is the sensible heat [42]. The sensible anthropogenic 

heat refers mainly to the vehicular contribution of anthropogenic heat. Its value varies 

among countries and within city areas [115]. An example of its calculation comes from 

Poland, specifically the city of Lodz where the values varied from 12 W/m2 in summer to 

54 W/m2 in winter [116]. There was no data available for Munich and especially our study 

area, we decided to consider the values suggested from the traffic component in DF, 

which derive from previous studies. Maximum sensible anthropogenic heat was 20 

W/m2 for a downtown area, 10 W/m2 for the commercial area in Singapore, and 8 W/m2 

for mixed use in Toulouse. [117] We know that the city of Munich has a higher population 

density compared to Toulouse, and since increasing our radius, we also considered 

downtown areas; we decided to use an anthropogenic heat value of 15 W/m2. We kept 

this value constant in all radii to avoid another variation. For anthropogenic heat sea-

sonal change, we used the default program of DF.  

Grass cover 

Grass curves were available from terrain creation, and we converted them to surfaces 

when inside the radius we were simulating. The grass ratio, is related to the fraction of 
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grass areas to the unbuilt terrain [62], for this reason, from the whole terrain, which is 

the circle area with a certain radius, we deducted the footprint of the buildings to find the 

appropriate grass ratio. This process was automatically performed for every radius and 

condition we considered. Furthermore, our design was made for the summer period, 

when the grass areas are larger and the trees are full of leaves, but it was confirmed by 

the experts that the engine takes into consideration the seasonal change of the vegeta-

tion [118]. 

Trees implementation 

In regard to trees implementation, we solely took into account their crowns, as it is the 

primary factor responsible for blocking the sun [119]. We first secured a model in shape 

file format, based on LiDAR point clouds to 3D tree models [120]. In the file, trees were 

represented by curves containing the crown and the trunk covering the entire city of 

Munich. We used the Urbano plug-in [56] to insert the curves for our whole area (con-

sidering all centers/conditions up to 1500 m radius), and to distinguish between crown 

and trunk. Curves where transformed into surfaces and joined in Rhino. Their union 

does not allow to double count the shade created by two crowns side by side [121]. We 

inserted them in the Grasshopper model as surfaces, and we performed an intersection 

to take into account only the trees inside the radius we were considering. They are in-

serted into the “Context Shade” component and “uwg_is_veg_” is assigned as true and 

this offers an automatic calculation of tree ratio, for each radii.  

                

Figure 28 Tree crown curves, from shape file         
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 Figure 29 Union of tree crowns as surfaces 

4.4. Creating the .epw file 

The DF component suggests a website where .epw files for many stations can be found 

[122]. Upon conducting research on the suggested website, there were no available files 

compatible with the coordinates of Munich International Airport but only for the city itself. 

We were able to find .epw files related to the airport data in an open data source website 

Climate.OneBuilding.Org. The website offered three different compilations of .epw cov-

ering the periods 1930-2021, 2004-2008, and 2007-2021[123]. Considering that in the 

last decades the climate has changed severely, we decided to choose the .epw covering 

the period 2007-2021. An .epw file contains average data of multiple years, but we were 

specifically interested in the year 2022. To surpass this issue, we used the component 

“Create EPW” of the DF [124], as can be seen in Figure 30. Between many inputs, we 

insert hourly data for the whole year of 2022, for DBT, dew point temperature, wind 

velocity, and wind direction. We retrieved these data in excel formats from the Deutscher 

Wetterdienst, for Munich International Airport station under the ID: 1262 [43]. The other 

remaining inputs were inserted by using the base .epw which in our case is the .epw of 

the period 2007-2021. The base .epw provides information regarding location, radia-

tions, sky cover, atmospheric pressure etc. Figure 30 displays all the steps for the cre-

ation of the .epw file. The created .epw file was connected to the running component of 

the UWG. 
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Figure 30 GH script for creating the epw file 

4.5. Rural model 

The .epw input belongs to a station located in a rural area or an airport. For our case 

study, Munich International Airport was chosen. Important for the engine to run are also 

the characteristics of the rural/airport station, as can be seen in the Figure 31. The in-

formation regarding the height where the temperature and wind is measured was at-

tached to the Excel files retrieved from the Deutscher Wetterdienst [79]. The values were 

2 m and 10 m respectively. To insert the other remaining features, we created the airport 

model in the same way the urban model was created. Referring to Figure 32, we em-

bedded the map of the area into the model, and to find the vegetation cover, we used a 

circle with a 500 m radius centered at the measuring station, as previously done and 

suggested [41], [125].  We drew curves, and transformed them into surfaces, and found 

the vegetation cover to be 0.79. Furthermore, there were no buildings present within a 

500 m radius to act as obstacles. Thus, we used the default value of 0.1. 
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Figure 31 Properties of reference rural/airport site 

 

Figure 32 Airport site, model created with the vegetation curves 

4.6. Running the UWG  

Until this point, we have created all the components necessary to run the engine. The 

UWG model connects directly to the “UWG Run” component. Meanwhile, we have the 

.epw file and simulation parameters which includes the airport model (RefEPWparame-

ter) and the analysis period. The analysis period was adjusted to align with annual, July, 

and December simulation. A detailed scheme of all the connections and values of our 

urban model can be seen in Figure 33. 

The simulations were performed for areas with different centers, matching with the con-

ditions where the i-Button devices were placed. 

After running the engine, two primary outputs are generated: the uwg_json and ur-

ban_epw files. The simulatable .json file follows the UWG schema and has all the prop-

erties of the designed model. While the urban morphed .epw file contains the UHI effect 

in the urban areas. [65] The .json file can be opened and interpreted easily in other 

programs as well. As it concerns the urban .epw file we were interested at the DBT 

values, for this reason we retrieved the data by the help of “Write to Excel” component 
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of the TTTtoolbox, plug-in [126]. Having the data in Excel eased the process of compar-

ison between simulated DBT values with the measured and airport data, which also 

were in Excel files. We performed the comparison with a Python Script, which made a 

differentiation between night and day values as well, and accounts for all the statistical 

analysis we mentioned before. The results of these comparisons can be found on the 

next chapter.   

 

Figure 33 GH script to run the UWG 
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5. Results and discussion 

In the upcoming chapter, we will be sharing the outcomes of the simulations carried out 

in different conditions, periods, and time spans. We will display the comparisons be-

tween the simulated DBT and the actual measurements, along with the airport values. 

These comparisons will help us identify any patterns and examine the impact of de-

creasing or increasing the radius. 

Additionally, we will be examining different conditions as FS, BS, AV, WE, WP, and TS, 

allowing us to compare different cases. Thus, we will not only be analyzing the influence 

of the radius but also conduct intercomparisons. These intercomparisons are distin-

guished as follows: 

1. Same condition and same period span  

• Radius influence – How does the radius influence the statistical results? 

• Time spans – Is there any time span for which the values are better esti-

mated? 

2. Same condition but different period spans 

• Annual FS vs December FS vs July FS – Under the FS condition which 

period span is better estimated? 

• Annual BS vs December BS vs July BS – Under the BS conditions which 

period span is better estimated? 

3. Different conditions but same period span  

• July BS vs July FS vs July AV – Which condition shows better estimation 

when considering data from the month of July? 

• December BS vs December FS – Which condition shows better estima-

tion when considering data from the month of December? 

• Annual BS vs Annual FS – Which condition shows better estimation when 

considering annual data? 
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5.1. Graphical results for UHI 

It is worth noting that the UWG does not produce temperature maps that can help us 

identify the extent and severity of the UHI effect in different areas. Instead, it gives hourly 

values of an averaged area temperature. By having these values, we can create graphs 

and charts together with the airport data to show the time and period where the UHI 

presents itself the most. We used the LB tools specifically “Monthly Chart” which gives 

monthly averages diurnal cycles for a whole year [127] and “Hourly Chart“ illustrating 

hourly representations [128]. By using these graphs, we even compared the results of 

different radii, but there was no clear evidence of having a change since the data in the 

graphs are averaged. In this section, we are presenting the annual results of 500 m 

radius for the FS condition. As illustrated in Figure 34, the UHI effect is present through-

out the year, where at night hours and late afternoons 6 PM to 6 AM, we have a visible 

DBT difference between the urban simulated data and the airport data.  

 

Figure 34 Monthly averages diurnal cycles 2022, Munich  

We would like to focus on the month of July and January to compare the behavior to 

previous studies. According to the Figures 35, 36, and 37, regarding the month of July, 

we see that the simulated urban DBT pattern from the UWG and the airport data pattern 

are comparable with previous case studies, such as those conducted in Barcelona and 

Singapore (some shift in hours is present). On the other hand, the UHI effect is visible 

in all the Figures. We do expect a different UHI intensity in different case studies as the 

climate and urban planning change; in our case, we reached values of 5 ⁰C - 6 ⁰C during 

the time span of 12 AM to 4 AM, as can be seen in Figure 35.  
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Figure 35 July monthly-average diurnal cycle, DBT, Munich  

 

Figure 36 Barcelona Case Study Results (July monthly-average diurnal cycle) [41] 

 

Figure 37 Singapore Case Study July 2010, Seletar (rural station) [129] 

Figure 38 and Figure 39 referring to the month of January present the comparable pat-

tern of the simulated urban data and the rural/ airport station values between Munich 
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and Barcelona (some shift in hours is present). For our case, Figure 38, the simulated 

urban data are nearly equal to the airport values in the time span from 8 AM to 2 PM 

with the airport data, while for the other time spans, the simulated are higher by 1 ⁰C - 2 

⁰C.  

 

Figure 38  January monthly-average diurnal cycle, DBT, Munich 

 

Figure 39 Barcelona Case Study Results (monthly-average diurnal cycle) [41] 

Figure 40 and Figure 41 illustrate the hourly values of the simulated DBT and the airport 

station DBT respectively. Focusing on the summer months, we see that in the simulated 

values, we have high-temperature values throughout the whole day, day and night in-

cluded, while for the airport station, we see that between 6 AM - 6 PM, there is a drop 

in temperature.  
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Figure 40 Hourly values of DBT for the whole year 2022, simulated  

 

Figure 41 Hourly DBT values for the whole year 2022, Munich Airport  

5.2. Results for the same condition and the same period 

In this section, we will be looking into the comparison results of FS for July, December, 

and annual periods; for each of them, there is also a distinguishment between whole 

day hours, day hours, and night hours. Simulation results regarding other conditions can 

be found in Appendix B. From now on, the statistical analysis and results comparing 

simulated DBT and measured values will be referred to as “measured,” while the ones 

regarding simulated and airport values will be referred to as “airport.” 

5.2.1. Urban morphology parameters 

After having created the model with the buildings and the terrains characteristics, the 

UWG model component gives automatically a report. The report includes properties as 

the average buildings’ height, footprint density, façade to site ratio, tree cover and grass 
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cover. Another parameter, which we added to make a differentiation based on the terrain 

usage, is the terrain’s albedo value.  Each radius has its own combination of the men-

tioned parameters; as also stated by Street in its work, they vary based on the radius 

considered to define the urban site [30]. In our case, we performed the simulations for 

radii of value 10 m, 20 m, 30 m, 50 m, 100 m, and from 100 to 1500, the simulation is 

performed for every 100 m. We had the same number of parameters’ combinations as 

the number of radii we analyzed and the different conditions. Table 6 shows the variation 

of these parameters for some of the radii. The change of grass cover and tree cover 

during season change is also taken into account, except those two parameters, the oth-

ers stay the same even for annual simulation and for December. The combination of the 

parameters for each radii for FS can be found in the Appendix B, section B.1. 

Table 6 Urban morphology parameters combinations for different radii 

Parameter 30 m 100 m 500 m 1000 m 1500 m 

Average height 22.4 m 15.8 m 14.3 m 15.3 m 15.3 m 

Footprint densiy 0.02 0.39 0.32 0.3 0.27 

Facade to site  0.47 2.14 1.55 1.25 1.1 

Tree cover 0.18 0.49 0.46 0.52 0.59 

Grass cover 0.34 0.32 0.28 0.34 0.38 

Terrain’s albedo 0.211 0.234 0.263 0.259 0.248 

 

5.2.2. July simulations 

For the month of July, we had 744 simulated DBT values. As discussed, we also ana-

lyzed different time spans as whole day hours, day hours, and night hours. We will pre-

sent all the statistical analyses. We must note that the same approaches and statistical 

analyses that are performed for this period and condition are performed for all other 

periods and conditions. More can be found in Appendix B, section B.2, where in some 

of them, we stop at the most important analyses as RMSE values and Spearman’s cor-

relation. 

Whole day hours 

The results of the MAE analysis in Figure 42, show that the error for the measured is 

lower than the error coming from the airport comparison. Moreover, the error is higher 
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at small radius but the highest difference of MAEs measured is seen to be 0.05 ⁰C (1.04 

⁰C – 0.99 ⁰C), which is negligible for our engine since the UWG gives numbers with one 

digit of precision after the decimal point.  

 

Figure 42 MAE analysis results for July FS, all month hours 

The regression analysis between the simulated and the measured values, Figure 43, 

displays a constant high value of R2= 0.94 throughout the radius change. On the other 

hand, we do have a variation in the R2 airport values. 

 

Figure 43 Linear Regression Analysis results for July FS, all month hours 

In Figure 44, MBE shows an overestimation of the simulated data compared to the 

measured data, while the MBE related to the airport shows an underestimation. 
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Figure 44 MBE analysis results for July FS, all month hours 

Referring to Figure 45, for RMSE measured we see higher error in the 10 m and 30 m 

radius. After this value, we have a constant error. The highest difference between the 

RMSEs measured is 0.02 ⁰C (1.30 ⁰C – 1.28 ⁰C) insignificant for the engine. The RMSE 

measured is lower compared to the RMSE airport for all radii. 

 

Figure 45 RMSE analysis results for July FS, all month hours 

Day hours  

Figure 46 presents the MAE analysis. MAE measured does not show any increasing or 

decreasing pattern. In the small radii values, we have higher errors, and a maximum 

difference of 0.03 ⁰C (0.91 ⁰C - 0.88 ⁰C), which is again negligible. In the case of the 

day, we observed that the simulated-airport errors are lower than the simulated-meas-

ured errors.  
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Figure 46 MAE analysis results for July FS, day hours 

The regression analysis, Figure 47, shows a constant value of 0.96 for the R2 measured 

throughout the change of radius. The R2 airport stays constant as well. It is noticed that 

we have again a better fitting of the simulated data to airport values than to the measured 

data.  

 

Figure 47 Linear Regression Analysis results for July FS, day hours 

The MBE measured and the MBE airport show an overestimation of the values as ob-

served in Figure 48. 
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Figure 48 MBE analysis results for July FS, day hours 

For the RMSE measured, there is no pattern with regard to the varying radius (Figure 

49). We see a slightly higher error when the radius is 10 m. The highest difference be-

tween RMSEs measured values is 0.04 ⁰C (1.13 ⁰C – 1.09 ⁰C) thus, not significant for 

our engine. Again, for day hours we observe that the error related to airport is lower than 

the one related to measured data. 

 

Figure 49 RMSE analysis results for July FS, day hours 

Night hours 

In Figure 50, the MAE measured has no patterns with varying boundaries. The maxi-

mum difference in errors observed is 0.03 ⁰C (0.89 ⁰C – 0.86 ⁰C). However, the simu-

lated-airport errors are noticed to have high values.  
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Figure 50 MAE analysis results for July FS, night hours 

The regression analysis that can be seen in Figure 51 indicates a better fit for small radii 

values, but only with a 0.01 difference. As expected, the R2 airport is lower compared to 

the R2 measured.   

 

Figure 51 Linear Regression Analysis results for July FS, night hours 

Referring to Figure 52, MBE analysis we see mostly an underestimation of the simulated 

values compared to the measured ones, the same applies from MBE airport. 
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Figure 52 MBE analysis results for July FS, night hours 

RMSE related to the measured values shows small errors for small radii, the highest 

difference for RMSEs measured is 0.09 ⁰C (1.15 ⁰C – 1.06 ⁰C). Again for July we have 

high errors when comparing simulated values to airport data, as Figure 53 presents. 

These high errors are refering also to the UHI intensity, meaning the difference in DBTs 

when comparing urban and airport data. 

 

Figure 53 RMSE analysis results for July FS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, and night 

We performed Spearman’s correlation, using R studio, between radii values and the 

RMSEs measured values for each time span, focusing on having or not a correlation, 

Spearman's rank correlation coefficient (ρ), and the significance value of the correlation 

(p) (0.05). Table 7 presents a summary of Spearman’s correlation and the highest dif-

ference observed between RMSEs measured values (ΔRMSE). Figures that were ob-

tained from R studio follow.  
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Table 7 Summary of Spearman’s correlation and ΔRMSE for July FS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Not applicable - - 0.02 ⁰C 

Day hours Not applicable  - - 0.04 ⁰C 

Night hours  Applicable +0.96  1.025×10 −10 0.09 ⁰C 

 

During the analysis of the whole day hour’s case using Spearman's correlation (Figure 

54), no correlation was observed. Additionally, as mentioned previously, the highest dif-

ference between the RMSEs measured was 0.02 ⁰C, which we consider negligible for 

our engine. Therefore, selecting a specific radius in this scenario will not make any sig-

nificant difference in terms of error.    

 

Figure 54 RMSE vs Radius in R studio for July FS, all month hours 
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There was also no correlation between RMSEs measured and radii values for day hours. 

Additionally, the highest difference of RMSEs measured is 0.04 ⁰C, which is negligible. 

Figure 55 presents the graph from R studio. 

 

Figure 55 RMSE vs Radius in R studio for July FS, day hours 

As it concerns the night hours, we obtained a high value of the Spearman correlation 

coefficient as ρ=0.96, showing a strong correlation. With significance level p-value= 

1.025×10 −10. From Figure 56, we can even see some deviations; some of them are 

noted with red; thus, when deciding to suggest a radius, we also take into account the 

highest difference between the RMSEs measured values. In this case, it is 0.09 ⁰C (1.15 

⁰C - 1.06 ⁰C). Thus, if the urban planners consider a change of 0.09 ⁰C in error as sig-

nificant, then we would suggest using a radius of 100 m or lower to perform the simula-

tions.  
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Figure 56 RMSE vs Radius in R studio for July FS, night hours 

Time span comparison 

 To make the comparison between different time spans we used the RMSEs measured 

values. We took an average to consider all radii values and, as error bars in the graphs, 

we used the max and min RMSE values. It can be concluded that the engine, in this 

case, displaying values of 1.28 ⁰C, 1.10 ⁰C, and 1.13 ⁰C for whole day hours, day hours, 

and night hours, respectively, as shown in Figure 57, gives a better estimation for the 

day hours and displays a higher error when considering the whole hours in a day. 
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Figure 57 RMSEs measured comparison for different time spans, July FS 

Overheating hours and tropical nights 

Other methods that we delved into to see the behavior of the engine and if the radius 

had an influence was analyzing the overheating hours and the tropical nights. The over-

heating hours are hours where the air temperature > 30 ⁰C, [130, p. 42]  for our case we 

considered air temperature ≥ 30 ⁰C. A tropical night refer to a night in which the minimum 

air temperature is ≥ 20 ⁰C for the time span of 6 PM to 6 AM  [131]. We divided the 

simulated values into two time spans: 12 PM to 4 PM and 6 PM to 6 AM. This helped us 

to analyze the overheating hours and tropical nights (we considered hourly values, not 

minimum air temperatures but all DBTs data from 6 PM to 6 AM) for each radius sepa-

rately. We followed the same approach for the measured data and the airport DBT. The 

results are as shown in Table 8. It can be seen that the overheating hours in this case 

are underestimated, for all radii values, it can be argued that this may happen since the 

measuring device is placed in FS. As it concerns the tropical nights, except for the 10 m 

value of the radii, there is an overestimation of the hours from the engine compared to 

the measured data. It should be noted that the engine overestimated the occurrence of 

tropical nights in all conditions of July as well as for the annual data.   
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Table 8 Overheating hours and tropical nights (in terms of hours) July FS 

Radius Overheating hours, DBT  ≥ 30°C   Tropical nights, DBT ≥ 20°C   

10 21 207 

30 22 213 

50 22 216 

100 21 218 

200 21 218 

300 21 220 

400 22 218 

500 22 217 

600 22 218 

700 22 218 

800 22 218 

900 22 218 

1000 22 218 

1100 21 219 

1200 22 218 

1300 22 218 

1400 21 218 

1500 21 218 

Measured in Full Sun  
 

32 207 

Airport values 23 95 

 

5.2.3. December simulations 

December period has 744 simulated DBTs values. We will present below the RMSE 

statistical analysis since it accounts for both bias and variation in error and Spearman’s 

correlation for each time span. The other statistical analyses can be found in Appendix 

B, section B.2. 
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Whole day hours 

As in Figure 58, RMSE for the measured values throughout the whole day shows a 

significant change of error, with the highest difference of 0.23 ⁰C (1.74 ⁰C - 1.51 ⁰C). The 

greatest fluctuation occurs between 10 m and 200 m radius, with a difference of 0.21 

⁰C, while between 200 m and 1500 m radius, the difference is 0.03 ⁰C, which is negligi-

ble. Therefore, we suggest modeling and simulating an area with a radius of at least 200 

m, for this case. Even the airport values show a high range of change. Small radii values 

give lower errors, which is contrary to the RMSEs measured data. 

 

Figure 58 RMSE analysis results for December FS, all month hours 

Day hours 

Referring to Figure 59, the RMSE measured for day hours, we see that there are higher 

errors for the small radii. The highest difference between RMSEs measured is 0.15 ⁰C 

(2.08 ⁰C -1.93 ⁰C) happening between 10 m and 200 m radius and we have a maximum 

difference of 0.02 ⁰C (100 m to 1500 m), which is negligible. For this case we suggest a 

radius of at least 100 m. The RMSE airport for the day hours is lower compared to the 

RMSE measured.  
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Figure 59 RMSE analysis results for December FS, day hours 

Night hours 

In this case, compared to all other periods, time spans, and conditions, we saw the 

highest difference between the RMSEs measured values, Figure 60. The difference is 

of 0.29 ⁰C (1.71 ⁰C -1.42 ⁰C). We must mention that the highest drop happens between 

10 m and 600 m in this case with a difference of 0.24 ⁰C, and after these radii, the 

difference between RMSEs measured is a negligible value of 0.03 ⁰C (from 700 m to 

1500 m). For this case, we suggest a simulation with a radius of at least 700 m.  

 

Figure 60 RMSE analysis results for December FS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, and night 

Table 9 presents the summary of Spearman’s correlation, where we see a negative 

correlation for RMSE measured and radius. More details can be found in Appendix B, 

section B.2.  
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Table 9 Summary of Spearman’s correlation and ΔRMSE December FS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable -0.95 1.25×10 −9 0.23 ⁰C 

Day hours Not applicable  - - 0.15 ⁰C 

Night hours  Applicable -0.98  2.05 x 10-12 0.29 ⁰C 

 

Time span comparison 

We also compared the RMSEs measured values for different time spans for December. 

As presented in Figure 61, the highest error is observed during daytime, while we have 

a better estimation of the DBTs values for the nighttime.  

 

Figure 61 RMSEs measured comparison for different time spans, December FS 

5.2.4. Annual simulations 

The current section of the subchapter shows the results related to the annual simulation. 

For the annual period, we will present the RMSE analysis and the results of the Spear-

man’s correlation. Other statistical analyses for this period and condition are available 

in Appendix B, section B.2.  
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Whole day hours 

We considered all the hours of the annual simulation, 8760 hours. Figure 62 shows the 

RMSE for the all year hours for different radii. We see that the RMSE airport is higher 

compared to RMSE measured for all radii values. The highest difference between 

RMSEs measured values is 0.03 ⁰C (1.49 ⁰C - 1.46 ⁰C), which is negligible, also there 

is no pattern observed.  

 

 

Figure 62 RMSE analysis results for annual FS, all year hours 

Day hours 

For the day hours comparison, as seen in Figure 63, we observe the highest errors are 

related to small radii; the highest difference between RMSEs measured is 0.08 ⁰C (1.71 

⁰C -1.63 ⁰C). Furthermore, the RMSE airport is lower compared to the RMSE measured. 

 

Figure 63 RMSE analysis results for annual FS, day hours 

Night hours 

The RMSEs measured data shows smaller values at the small radii, the highest differ-

ence is again observed to be 0.08 ⁰C (1.40 ⁰C -1.32 ⁰C). The RMSE related to the airport 
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is higher than the one related to the measured data for all radii values. As can be seen 

in Figure 64. 

 

Figure 64 RMSE analysis results for annual FS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day and night 

Table 10, presents a summary of the correlation and the highest RMSEs difference 

ΔRMSE. More information regarding the correlation and the analysis with graphs from R 

studio can be found in Appendix B, section B.2 

Table 10 Summary of Spearman’s correlation and ΔRMSE annual FS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Not applicable - - 0.03 ⁰C 

Day hours Not applicable  - - 0.08 ⁰C 

Night hours  Applicable +0.95 1.43 x 10-9 0.08 ⁰C 

 

Time span comparison 

Figure 65 shows the comparison of different time spans for annual errors. The engine 

showed a better estimation for the nighttime period (1.38 ⁰C) while the error was higher 

for daytime (1.65 ⁰C). Therefore, for the annual period FS condition, we can conclude 

that the best estimation accuracy of DBTs values is for the nighttime as was observed 

in December. 
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Figure 65 RMSEs measured comparison for different time spans, annual FS 

5.3. Results for the same condition but different periods 

In this section, we will explore how the RMSE between simulated and measured data 

changes across various periods: annually, in December, and in July. Firstly, we will 

look into the full sun exposure condition and then into the building shade condition.  In 

these comparisons, we included the different time spans as well.   

5.3.1. Full sun exposure condition 

When considering the FS condition Figure 66, we can see that the month of July is better 

estimated compared to the annual and December estimation, across all the time spans 

(1.28 ⁰C, 1.10 ⁰C, 1.13 ⁰C). On the other hand, the month of December displays higher 

errors, exceeding the annual errors. Furthermore, December also has a higher variation 

in terms of error, inside a time span.  
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Figure 66 RMSEs measured comparisons different periods and time spans, FS 

 

5.3.2. Building shade condition 

Referring to Figure 67, for BS condition it appears that July is more accurately estimated 

compared to December and the annual values. This holds true for all time spans, includ-

ing the whole day, day, and night (1.21 ⁰C, 1.09 ⁰C, 1.18 ⁰C). In regards to the annual 

data compared to the December values, we noticed that the annual data has a higher 

error rate, except during the day hours where December's error surpasses the annual 

one, 1.51 ⁰C and 1.32 ⁰C respectively.  

 

Figure 67 RMSEs measured comparisons different periods and time spans, BS 

Based on our intercomparisons, we concluded that the engine provides more accurate 

estimations for the month of July in all conditions, corresponding to the summer period.  

5.4. Results for different conditions but the same period 

In this subchapter, we will compare different conditions for the same period. We ana-

lyzed July data considering FS, BS condition and the AV condition. This condition was 

simulated by taking the center of the circled area (with varying radius) between the cen-

ters of other conditions and comparing it with the averaged values of the measured data 

of all the other conditions (FS, BS, TS, WP, WE). For December and annual data we 

will look into the comparison of FS and BS. We also differentiated among the three 

different time spans.   
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5.4.1. Different conditions comparison, July 

When comparing the FS and BS, we observed higher error for the FS during the whole 

day, and day time span while not the same behavior was observed at night. When com-

paring the three conditions, the average condition provided the most reliable tempera-

ture estimation for all time spans, with lower RMSEs values of 1.17 ⁰C, 0.89 ⁰C, and 

1.13 ⁰C for whole day, day, and nighttime, respectively. Figure 68 shows the comparison 

among the three conditions for July. 

 

Figure 68 RMSEs measured comparisons FS, BS, and AV for July 

5.4.2. Different conditions comparison, December 

When analyzing December RMSEs for the two conditions, Figure 69, we observe that a 

more accurate estimation is obtained for the BS condition, across all time spans. Fur-

thermore there is a higher variation in the error for the FS conditions during the whole 

day, day, and night. 
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Figure 69 RMSEs measured comparisons FS, BS for December 

5.4.3. Different conditions comparison, annual data 

When comparing the annual FS and BS conditions, it becomes clear that the BS condi-

tion shows better estimation and lower errors for all time spans as can be seen in Figure 

70. Furthermore, if we compare the errors during the whole day and during the day in 

different conditions, we can observe a significant difference in error, especially during 

the day span where we see 1.65 ⁰C and 1.32 ⁰C respectively. However, during nighttime, 

the errors are comparable. We also see more variation of the error for the FS condition 

than for the BS for all time spans.  

 

Figure 70 RMSEs measured comparisons FS, BS for annual data 

From the intercomparisons, same period, and different conditions, we concluded the 

following: We have a better estimation for the BS condition than the FS condition for the 

annual, December, and July periods, mainly for all time spans. On the other hand, when 

considering the AV condition, we observed even a better estimation for the month of 

July. 
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5.5. Discussion 

The upcoming subchapter summarizes the main findings and compare some of them to 

similar studies. The first section relates to our two main hypothesis: the influence of the 

radius on the results and the various considered conditions. Furthermore, we also provide a 

summary of our findings regarding UWG behavior. 

5.5.1. Radius influence and different conditions 

We have previously presented the results related to the radius influence for three differ-

ent periods, considering three time spans and one condition, specifically FS, where we 

looked mainly into RMSE analysis and Spearman’s correlation.  

In order to test our hypothesis, we conducted several statistical analyses (as presented 

in the July FS). After careful consideration, we focused on the RMSE measured results, 

which take into account both bias errors and error variation. Additionally, we examined 

the Spearman’s correlation between the RMSEs values and the radii values to reinforce 

our findings. 

As part of our research, we performed a thorough analysis of the obtained results con-

sidering all cases, which enabled us to create a guideline table, displayed in Figure 71. 

It suggests an appropriate radius (Rs) for UWG based on our study of Bordeauxplatz in 

Munich. The LCZ map [132] classifies the majority of the areas in Munich as LCZ2 (com-

pact midrise), including Bordeauxplatz [133]. The table may be a helpful guide for urban 

planners and future researchers, considering other areas classified as LCZ2. It is im-

portant to note that we did not compare other LCZ2 cities (can be explored in future 

research), and we used the LCZ as a scaling concept for our results.  

In the table, we considered two main criteria to suggest a radius that gives the lowest 

error for the analyzed condition:  

• The highest difference between RMSEs measured  

• The Spearman’s correlation 

In relation to the greatest observed difference between RMSEs measured values, a 

conservative range was selected with consideration given to the fact that the engine 

supplies values with only one digit after the decimal point. Our analysis regards any 
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difference in errors that is equal to or less than 0.05°C as insignificant, while differences 

exceeding 0.05°C as significant. Moreover, we also have the correlation which can be 

positive or negative. These 2 criteria create 4 different combinations, as seen in the 

legend of the table.  We suggest a Rs in two of these combinations: 

• There is a correlation and the ΔRMSE >  0.05 °C 

• There is no correlation and the ΔRMSE >  0.05 °C 

Regarding the other combinations, we did not recommend any specific radius as the 

difference for our engine is considered insignificant. Furthermore, the range of ΔRMSE 

can be chosen subjectively by each urban planner. In this particular case, we have taken 

a more conservative approach. For a more in depth results of these differences and the 

correlations, refer to Appendix B, section B.3. 

 

Figure 71 Summary of the results, case study Bordeauxplatz Munich, guideline 

To explain this guideline, we look into the AV condition of the July period. For the whole 

day and day time span, there is a correlation, but the ΔRMSE < 0.05 °C; for these cases, 

we see that there is no significance to suggest any value of radius. On the other hand, 

as it concerns the night span, we have a correlation and, at the same time, ΔRMSE > 0.05 

°C. In this case we recommend, when running the analysis to consider an area with a 

radius ≤ 200 m, the range of radius from 10 m to 200 m where we have the smallest 

RMSEs values and the ΔRMSE < 0.05 °C. 

Regarding our main hypothesis, influence of the radius, we should first note that corre-

lation does not mean causation. We saw that the radius (varying from 10 m to 1500 m) 

did not have the same behavior in all cases as increasing or decreasing the error. We 
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observed negative correlation for December and positive for July and annual data. Fur-

thermore, we had always a correlation in the night span except July TS. Upon thorough 

consideration of our case study, we have concluded that the selection of a suitable ra-

dius should be based on various factors as season, time span and to be careful with the 

conditions of the measured data. It is important to note that different radii are recom-

mended for different cases such as winter versus summer or day versus night. Addition-

ally, it is crucial to take into account the urban morphology parameters, and the radius 

should be viewed as a combination of these parameters. Street has also suggested the 

same in his work [30]. It is worth noting that there is no specific boundary or radius that 

will result in the lowest error in every case or condition. 

5.5.2. UWG behavior and results of intercomparisons 

When comparing the predictions of the engine for different periods, but same conditions 

Figure 66, Figure 67 we observed that the errors vary across the different seasons. The 

engine results are better estimated for the summer period, in our case the month of July. 

The finding lines up with the previous case study as Barcelona, Figure 72, where the RMSEs 

values are 1.42 °C for December and 0.56 °C  for July [41].  A comparable conclusion 

can be seen even in the results of the CAPITOUL case [23], presented in Figure 73. 

 

Figure 72 Statistical results, Raval station, Barcelona [41] 

 

Figure 73 Statistical results, BUBBLE and CAPITOUL case study [23] 

We identified that there is a variation in errors even when we compared different time 

spans within the same period and same condition. This variation is evident in Figures 

57, 61, and 65. Our analysis revealed that the values of December are overestimated 

across all time spans, while in July, we have underestimated values during nighttime. 

These findings are consistent with Hamdi et al.'s study, which reported that in previous 
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case studies the engine overestimated urban air temperatures during winter's daytime 

and underestimated the summer's nighttime values [37].  

Furthermore, during the daytime, we saw lower RMSEs airport values compared to 

RMSEs measured, in contrast with the nighttime values. We concluded that the 

nighttime data goes into more adjustments from the engine to account for the UHI effect, 

which presents itself more during nighttime.  

The estimations also varied depending on the data conditions we compared the simu-

lated values with, which verifies our hypothesis regarding the difference between differ-

ent conditions. The conditions also depend on the availability of the measured data.  

When having data measured in building shade they give better results than the one of 

full sun exposure while comparing. Thus, if there is a possibility or availability to choose 

between them we would suggest a shading condition. On the other hand, if values that 

consider different conditions can be found, average values can be derived and com-

pared to the simulated values; this will show a better estimation, as was observed in the 

July comparison, Figure 68. Nakano also confirms that the UWG gives an average tem-

perature value for an urban area [42]. 

It is important to note that the rural station, which in our case is the Munich International 

Airport, is a suitable input station for performing climate analysis for the city of Munich. 

This is due to its location far from any major geographical features, urban areas, and 

obstacles. Additionally, we have obtained low RMSEs measured values, particularly 

during the summer period, where we never exceeded an RMSE value of 1.3 °C. This 

aligns with the findings of Hamdi et al., who reported that UWG performance error is 

around 1°C.  Moreover, in the same case study they emphasize the importance of the 

rural station choice. They compared the simulated data and the urban data, considering 

different rural stations, Figure 74, where we see a high variation with the smallest RMSE 

being 1.73 °C for the rural station Centre equestre. [37] 

 

Figure 74 Statistical results based on 3 rural stations, Carmes [37] 
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6. Conclusion 

This study focused on the radius influence during climate simulations of urban areas. 

For this purpose, a validation of the Urban Weather Generator model for varying bound-

aries was performed, by using the dry bulb temperature data. The range of radius con-

sidered starts from 10 m to 1500 m.  

Bordeauxplatz, Munich, Germany, classified as Local Climate Zone 2 (compact midrise 

buildings area) was used as the case study. We used Rhino 3D and Grasshopper to 

model the urban area. In order to mirror the same conditions of the real-life area in our 

model, we did a site inspection, used available data regarding our case study, and made 

assumptions based on previous studies.   

In order to look more deeply into the radius influence and Urban Weather Generator 

behavior, for the simulations, we differentiated three different periods, annual, Decem-

ber, and July, and three different time spans, as a whole day, day hours, and night hours. 

Moreover, we had measured data in different conditions such as building shade, full sun 

exposure, tree shade, wind protected, and wind exposure; this fact gave us the possi-

bility to simulate and perform comparisons between different conditions as well.  

While creating and simulating the model, we faced some limitations, including a simpli-

fied model for vegetation evapotranspiration, single surface type consideration, and no 

water body inclusion from the engine. To overcome the single surface limitation, we 

calculated the weighted average albedo value of different surfaces. Moreover, in this 

study we have considered a constant sensible anthropogenic heat value to not have 

another varying parameter.  

Comparisons were performed by considering different statistical approaches, as Mean 

Absolute Error, Linear Regression Analysis, Mean Bias Error and most important Root 

Mean Square Error. The comparisons were made between simulated and measured dry 

bulb temperature values in place and between simulated and airport values. We have 

done these comparisons for each radius, time span and period span that we have sim-

ulated. After having the results of comparison for each radius, specifically Root Mean 

Square Errors, we looked if there is any pattern with the variation of the radius and 
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performed a Spearman’s correlation between the radius and the obtained error. Further-

more, intercomparisons were made for same conditions but different period, and differ-

ent conditions but same period. 

We compiled our findings related to the radius behavior and influence into a table. These 

results were scaled for Local Climate Zone 2, and may be considered as a guideline. It 

may be beneficial for other studies, and in the same time as a starting point for future 

researches to look into the radius influence in other cities with Local Climate Zone 2 or 

analyses regarding other local climate zones. Another subject for future studies, is to 

look into the simulated relative humidity data and the radius influence, or generally the 

comparison of simulated relative humidity data to measured values. To our knowledge 

there are no previous studies. We did not consider the relative humidity data, since we 

did not have the appropriate form of the measured values.  

We believe that the key findings of this study will help urban planners to appropriately 

design and simulate urban areas considering urban climate analysis and other stake-

holders to make the right decisions. 

Key findings: 

• Munich International Airport serves as a suitable rural station, this fact will help 

the urban planners to use it as an input for the climate analysis for the city of 

Munich. 

• Urban Weather Generator is an easy-to-use tool for climate analysis that provides 

simulated urban dry bulb temperature values with low error rates compared to meas-

ured data. 

• Errors in dry bulb temperature predictions vary across different time spans and 

period spans, we suggest urban planners to differentiate between time and pe-

riod spans for better estimation of urban heat island effect, and carefully look into 

the conditions of the measured data. 

• There is no specific radius/boundary that displays the lowest error in all cases, 

conditions. This implies that when in doubt about the area size for climate anal-

ysis one should consider the period, time span, condition and see the radius as 

a conglomeration of other urban morphology parameters. 
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Appendix A 

A.1 Buildings’ properties 

Buildings’ age 

The map below in Figure 75, shows the areas related to the two data sets provided by 

the Statistics Office of Munich, where the blue marked show the small area while the 

red one is related to the second data set of the greater area.  

 

Figure 75 Munich district division [91] 

From Table 11 is shown that nearly 79% of the buildings is built before 1980.  
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Table 11 Year of construction for residential buildings Munich, until 2011 [91] 

District division 05.3 & 05.2   

Year of construction  Number of buildings 

Before 1919 8390 

1919-1949 665 

1950-1959 1717 

1960-1969 1333 

1970-1979 398 

1980 - 1989 1500 

1990-1999 872 

2000-2005 260 

2006 and later 732 

 

From table 12 is presented that nearly 81% of the buildings is built before 1980.  

Table 12 Year of construction  for residential buildings Munich, until 2011 [91] 

District division 01.1, 01.2, 01.5, 01.6, 02.1, 02.2, 02.3, 05.1, 05.2, 05.3, 05.4, 05.5, 05.6, 13.6, 13.7, 14.1, 16.1, 16.2, 
17.1  

Year of construction  Number of buildings 

Before 1919 29469 

1919-1949 17136 

1950-1959 29583 

1960-1969 23859 

1970-1979 12736 

1980 - 1989 11837 

1990-1999 7135 

2000-2005 3500 

2006 and later 3394 

 

For each area of consideration we see that the majority of the buildings is built before 

1980.  
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Glass ratio calculation for the residential buildings 

Table 13 Different MFH with their window to wall ratio based on [93] 

Typology of buildings Type  WWR 

MFH_A MFH 0.14542713 

MFH_B MFH 0.38410959 

MFH_C MFH 0.22612351 

MFH_D MFH 0.21800866 

MFH_E MFH 0.24986758 

MFH_F MFH 0.24791667 

MFH_G MFH 0.22671259 

MFH_H MFH 0.21037687 

MFH_I MFH 0.23684967 

MFH_J MFH 0.18297998 

K.MFH - Referenz-Ausführung EnEV 2009 MFH 0.24426732 

L.MFH - Referenz-Ausführung EnEV 2009 MFH 0.24426732 

K.MFH - Variante 001 MFH 0.24426732 

L.MFH - Variante 001 MFH 0.24426732 

Average value 
 

0.23610297 

 

A.2 Creation of the terrain 

Albedo values 

Many papers consider different albedo values depending on the condition and age of 

asphalt. A study focused on the parameters that affect the albedo state that the variation 

is 0.1-0.15 for the aged and 0.05 for the new one [104].  We must mention that the 

component of the terrain in the DF, suggests that the fresh asphalt has a value of 0.1 
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which opposes the values of the previous study. According to a research that investi-

gates the effect of ground albedo on the performance of PV systems shows asphalt’s 

albedo as 0.05-0.2, where they decide to consider 0.2 [105]. Also in a case study in 

Rome it was observed a value of 0.2 [106]. In the Kempten case study a value of  

0.20225 was used [88]. This value was an average of the results from a case study in 

Illinois, USA, asphalt of different ages were considered. We could not find any infor-

mation about the age of the asphalt for our area, but during our site analysis we ob-

served that it was not freshly poured so the value cannot be 0.1. On the other side we 

considered that it goes under a periodic maintenance, so we decide for a value of 0.2 

for the asphalt. 

 

Concrete was part of the pavements, near the buildings and also part of the railways, so 

is important to consider also its albedo value.  Analysis done in the field shows that the 

new concrete pavement can have a value of 0.35 - 0.4, as it ages it darkens and the 

values can drop to 0.2-0.3 [108]. Another study shows that concrete values vary 0.3-

0.32 [109]. Since we did not know the age of our concrete we decided to have a value 

of 0.3. The same value was chosen for the railway.  

The green, grass surfaces usually have an albedo value varying from 0.18-0.22 [109] a 

previous study shows a variation of 0.16-0.27 [110] we decided to use 0.2  albedo value 

in our case study. 

As it concerns the soil’s albedo it varies from 0.05-0.5 from dark, wet to light, dry [111]. 

Since we are modeling for the summer months, we will consider a value of 0.4 for the 

soil. 

Important elements of the terrain are also sidewalks (mostly out of concrete material), 

moreover some squares and roads are composed of sanpietrini, of conventional and 

permeable pattern. The sanpietrini has an albedo value of 0.4, [106] and since we con-

sider side walks, and sanpietrini squares and roads all together we took an average 

value of 0.35 (concrete 0.3 and sanpietrini 0.4).  

 

In the terrain division, we also took in consideration the water areas. For high solar ele-

vation locations (northern hemisphere) the albedo of water varies 0.03-0.1 [112], in an-

other study the albedo value is considered to be 0.05 [113], since Munich is also on the 

northern hemisphere we take an average value of 0.065.
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Appendix B 

B.1 Urban morphology parameters combination for different radii 

Table 14 shows the combinations of the urban morphology parameters for the full sun 

condition (the center of the radius matches the position of the i-Button device for full sun 

condition).  For other conditions, the combinations are different especially for small ra-

dius, while for greater ones they tend to be comparable and similar.  

Table 14 Urban morphology parameters combinations for different radii, FS 

Radius Average 
Height  

Footprint 
Density 

Facade 
to site 

Tree 
cover 

Grass 
cover 

Terrain’s 
albedo 

10 m 3 m 0 0.03 0 0.98 0.202 

30 m 22.4 m 0.02 0.47 0.18 0.34 0.211 

50 m 19.6 m 0.24 1.65 0.27 0.28 0.223 

100 m  15.8 m 0.39 2.14 0.49 0.32 0.234 

200 m 15.8 m 0.38 2.03 0.56 0.37 0.251 

300 m 15.2 m 0.4 1.99 0.54 0.3 0.256 

400 m 14.5 m 0.36 1.41 0.53 0.31 0.258 

500 m 14.3 m 0.32 1.55 0.46 0.28 0.263 

600 m 14.4 m 0.31 1.41 0.46 0.28 0.265 

700 m 14.7 m 0.31 1.44 0.47 0.29 0.264 

800 m 14.9 m 0.31 1.39 0.48 0.3 0.264 

900 m 15.1 m 0.31 1.33 0.49 0.32 0.262 

1000 m 15.3 m 0.3 1.25 0.52 0.34 0.259 

1100 m 15.4 m 0.29 1.17 0.51 0.35 0.255 

1200 m 15.4 m 0.27 1.11 0.54 0.36 0.251 

1300 m 15.4 m 0.27 1.11 0.55 0.36 0.25 

1400 m 15.4 m 0.27 1.1 0.57 0.37 0.249 

1500 m 15.3 m 0.27 1.1 0.59 0.38 0.248 
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B.2 Comparison results  

Annual FS 

Whole day hours, other statistical analyses 

Figure 76 presents MAE values, for different radii. The error of the comparison between 

simulated and airport are higher compared to the error between simuated and measured 

for all the radii. On the other hand, we see that the error is higher in the small radii 

values, but the highest difference between MAEs measured is of 0.05 ⁰C negligible since 

the engine displays one digit after the decimal point.  

 

Figure 76 MAE analysis results for annual FS, all year hours 

As can be seen in figure 77, there is no change happening to R2 measured as radius 

changes, while R2 airport changes. 

 

Figure 77 Linear Regression Analysis results for annual FS, all year hours 

As it concerns the MBE analysis we see an overestimation of the engine compared to  

the measured values, and underestimation compared to airport values, displayed in Fig-

ure 78. 
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Figure 78 MBE analysis results for annual FS, all year hours 

Day hours, other statistical analyses 

Referring to Figure 79, the highest difference in MAEs measured values is 0.06 ⁰C .No 

pattern is observed. MAE measured is higher compared to MAE airport.    

 

Figure 79 MAE analysis results for annual FS, day hours 

As it concerns the regression analysis, we see constant values throughout the change 

of radius being it for the measured or also airport consideration. There is a better fitting 

of the simulated data to airport data, Figure 80. 
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Figure 80 Linear Regression Analysis results for annual FS, day hours 

Regarding the MBE analysis, Figure 81, we observe an overestimation of the engine 

regarding the measured and airport values.  

 

Figure 81 MBE analysis results for annual FS, day hours 

Night hours, other analyses 

The MAE related to measured data is lower at lower radii, the highest difference between 

these errors is of 0.04 ⁰C, which is considered as negligible. As it concerns the MAE 

airport it is higher for the night span compared to MAE measured. 

 

Figure 82 MAE analysis results for annual FS, night hours 
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The regression analysis in Figure 83, displays a constant value for the simulated data 

fitting the measured data, a high value of 0.97. As it concerns R2 airport there is only the 

10 m radius that displays a higher value. Again we see that the R2 of airport is lower than 

the fitting of the measured data. 

 

Figure 83  Linear Regression Analysis results for annual FS, night hours 

 Regarding MBE, Figure 84, we see mostly an underestimation (except small radii val-

ues) of the engine towards the measured and the airport values.  

 

Figure 84 MBE analysis results for annual FS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day and night  

When considering the whole day hours, looking into the RMSE measured and perform-

ing the correlation in regard to the radius, there was no correlation found. The graph 

from R studio is shown in Figure 85. 
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Figure 85 RMSE vs Radius in R studio for annual data FS, all year hours 

For the day time hours, there was again no correlation. In this case the difference be-

tween RMSEs measured values is 0.08 ⁰C (1.71 ⁰C -1.63 ⁰C), we see the highest drop 

(in terms of errors) happens in the small radii, for this reason we suggest a radius of at 

least 50 m for this condition, time span and period. The graph from R studio is shown in 

Figure 86. 

 

Figure 86 RMSE vs Radius in R studio for annual data FS, day hours 

As it concerns the night span we found a correlation between the radius and the RMSE 

measured values with a correlation coefficient ρ = 0.95 and significance level of the 
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correlation p-value = 1.43 x 10-9. On the other hand we also have a difference of 0.08 

⁰C (1.40 ⁰C -1.32 ⁰C). For this case we suggest to run the simulations with an urban area 

of a radius equal or smaller than 100 m. Figure 87 displays the graph obtained in R 

studio.  

 

Figure 87 RMSE vs Radius in R studio for annual data FS, night hours 

December FS 

Whole day hours, other analyses 

The highest MAEs measured values are observed for small radii values, as shown in 

Figure 88. We can see a decreasing pattern. The highest difference in error is of 0.25 

⁰C (1.2 ⁰C – 0.95 ⁰C). The variation can also be seen for the MAE of the airport when 

we have small radii values. We also see that the error of simulated-measured is higher 

than the MAE of simulated-airport. 
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Figure 88 MAE analysis results for December FS, all month hours 

Figure 89 presenting the regression analysis for whole day hours for December, displays 

that nearly all of the radius are related to the same R2  measured value of 0.94,  except 

some deviation where a smaller value of 0.93 is seen at the radius of 100 m and 300 m.  

Also the values of the airport are comparable to the R2 related to measured data. 

 

Figure 89  Linear Regression Analysis results for December FS, all month hours 

Referring to Figure 90, the mean bias error shows an overestimation of the engine val-

ues to the measured data, while for the airport we see an underestimation. 
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Figure 90 MBE analysis results for December FS, all month hours 

Day hours, other analyses 

Figure 91 displays higher MAE measured for the small radii values, while after 100 m 

the highest difference of MAEs measured is small as 0.01 ⁰C – 0.02 ⁰C. 

 

Figure 91 MAE analysis results for December FS, day hours 

For the regression analysis, there is no pattern of increasing or decreasing in the simu-

lated-measured comparison, we see that the values are 0.92 or 0.93, while the R2 re-

lated to the airport stays constant and shows a better fitting of the simulated data to the 

airport, Figure 92. 
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Figure 92 Linear Regression Analysis results for December FS, day hours 

For day hours the simulated values are overestimated compared to the measured data, 

and an overestimation is observed compared to the airport values as well, as displayed 

in Figure 93. 

 

Figure 93 MBE analysis results for December FS, day hours 

Night hours, other analyses 

We observed  that MAE measured is higher compared to MAE airport for small radii, 

while the opposite happens after the radius of 100 m, as shown in Figure 94. As it con-

cerns the highest difference of MAEs measured is 0.28°C, and the highest drop is seen 

from 10 m to 100 m with 0.23°C.  
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Figure 94 MAE analysis results for December FS, night hours 

Upon conducting regression analysis, shown in Figure 95, it was observed that the R2 

value related to measured data remains constant with varying radii. Therefore, no con-

clusions can be drawn from this analysis in this case. On the other hand we see a vari-

ation on the airport values. 

 

Figure 95 Linear Regression Analysis results for December FS, night hours 

In Figure 96, the MBE measured shows an overestimation, and the MBE airport shows 

an underestimation. We can see as well that for the small radii the MBE measured val-

ues are further from zero. 
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Figure 96 MBE analysis results for December FS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, night 

For the whole day RMSE regarding simulated-measured comparison, we obtained a 

negative correlation with a coefficient of ρ = -0.95 and significance p-value = 1.25×10 

−9, as discussed before we also have a high difference between the RMSE of radii as of 

0.23 ⁰C. Considering the high range of error change and also the correlation, we suggest 

that in this case a value of at least 200 m should be considered in the design. Figure 97 

displays the graph obtained in R studio. 

 

Figure 97 RMSE vs Radius in R studio for December FS, all month hours 
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For the day hours there was no correlation, but considering the difference of 0.15 ⁰C 

between RMSEs values, we suggest using a radius for the model of at least 100 m. 

Figure 98 displays the graph created in R studio. 

 

Figure 98 RMSE vs Radius in R studio for December FS, day hours 

While at nighttime we see the highest correlation ρ = -0.98 and significance p-value = 

2.05 x 10-12. We already mentioned that it has the highest range of change as 0.29 ⁰C. 

and we suggested a radius of at least 700 m. 

 

Figure 99 RMSE vs Radius in R studio for December FS, night hours 
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Annual, BS 

Whole day hours, RMSE analysis 

Considering Figure 100, the highest difference between RMSEs measured is only 0.03 

⁰C (1.34 ⁰C – 1.31 ⁰C) negligible for our engine. The RMSE measured is smaller than 

the RMSE airport. 

 

Figure 100 RMSE analysis results for annual BS, all year hours 

Day hours, RMSE analysis 

As can be observed in Figure 101, for annual day hours the highest RMSE measured 

difference is of only 0.01 ⁰C (1.32 ⁰C – 1.31 ⁰C), negligible. On the other hand, RMSE 

measured is higher than the RMSE airport for day hours.  

 

Figure 101 RMSE analysis results for annual BS, day hours 
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Night hours, RMSE analysis 

In Figure 102, we can see that the small radii values, are related to smaller RMSE meas-

ured data. The highest difference between RMSEs measured values is 0.05⁰C (1.39 ⁰C 

– 1.34 ⁰C). As expected RMSE airport is higher than RMSE measured. 

 

Figure 102 RMSE analysis results for annual BS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day and night 

Table 15 Summary of Spearman’s correlation and ΔRMSE annual BS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable +0.75 2×10 −4 0.03 ⁰C 

Day hours Not applicable  - - 0.01 ⁰C 

Night hours  Applicable +0.92  2.784×10 −8 0.05 ⁰C 

 

December BS 

Whole day hours, RMSE analysis 

Referring to Figure 103, we observe that the higher errors compared to measured values 

are in small radii values. The highest difference between these RMSEs values is of 0.08 

⁰C (1.31 ⁰C – 1.23 ⁰C). As expected RMSE airport is higher than RMSE measured.  
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Figure 103 RMSE analysis results for December BS, all month hours 

Day hours, RMSE analysis 

Regarding the RMSE analysis for day hours, in Figure 104, the highest difference be-

tween RMSE measured is 0.04 ⁰C (1.54 ⁰C – 1.50 ⁰C). RMSE airport for the day hours 

is seen to be smaller compared to RMSE measured. 

 

Figure 104 RMSE analysis results for December BS, day hours 

Night hours, RMSE analysis 

For the night hours we see a higher difference between RMSEs measured, as 0.12 ⁰C 

(1.29 ⁰C - 1.17 ⁰C). As expected we observe that RMSE airport is smaller than RMSE 

measured, referring to Figure 105. 
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Figure 105 RMSE analysis results for December BS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day and night 

Table 16 Summary of Spearman’s correlation and ΔRMSE December BS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable -0.96 5.101 ×10 −11 0.08 ⁰C 

Day hours Not applicable  - - 0.04 ⁰C 

Night hours  Applicable -0.99 2.046 x 10-12 0.12 ⁰C 

 

July BS 

Whole day hours, RMSE analysis 

In this case as shown in Figure 106, higher RMSEs measured are related to greater 

values of radius. The difference between these erros is 0.03 ⁰C (1.22 ⁰C - 1.19 ⁰C) in-

significant. Moreover as seen previously in whole day hours analyses the RMSE meas-

ured is lower than RMSE airport. 
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Figure 106 RMSE analysis results for July BS, all month hours 

Day hours, RMSE analysis 

In day hours analysis Figure 107, smaller errors are observed for small radii values, 

even though the difference between RMSEs measured data is negligible, 0.02 ⁰C (1.10 

⁰C - 1.08 ⁰C). RMSE airport is lower compared to RMSE measured for all radii values.  

 

Figure 107 RMSE analysis results for July BS, day hours 

Night hours, RMSE analysis 

The errors from the comparison to measured data, are higher for high radii values in this 

case as can be seen in Figure 108, the highest difference between these errors is 0.09 

⁰C (1.21 ⁰C - 1.12 ⁰C). Moreover, we observe very high errors in terms of airport com-

parison, this may account as the UHI intensity.  
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Figure 108 RMSE analysis results for July BS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day and night 

Table 17 Summary of Spearman’s correlation and ΔRMSE July BS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable +0.88 5.875 ×10 −7 0.03 ⁰C 

Day hours Applicable  +0.89 1.86 ×10 −7 0.02 ⁰C 

Night hours  Applicable +0.93  5.612×10 −9 0.09 ⁰C 

 

July TS 

Whole day hours, RMSE analysis 

Referring to Figure 109, we see that the highest errors of the comparison to measured 

data are related to small radii values. The highest difference between these errors is 

0.03 ⁰C (1.26 ⁰C – 1.23 ⁰C). The errors from the airport comparison are higher for all 

radii values.  

 

Figure 109 RMSE analysis results for July TS, all month hours 
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Day hours, RMSE analysis 

For day hours the highest difference between RMSEs measured values is 0.02 ⁰C (1.05 

⁰C – 1.03 ⁰C), as shown in Figure 110. There is no pattern observed.  As expected for 

the day span, the RMSE airport values are lower than the RMSE measured.  

 

Figure 110 RMSE analysis results for July TS, day hours 

Night hours, RMSE analysis 

For the night span even in this condition, we have high value of errors regarding the 

airport accounting for UHI effect, as shown in Figure 111.  On the other hand, the 

RMSEs measured are not patterned and have the highest difference between them as 

0.07 ⁰C (1.11 ⁰C – 1.04 ⁰C).  

 

Figure 111 RMSE analysis results for July TS, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, and night 
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Table 18 Summary of Spearman’s correlation and ΔRMSE July TS 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Not applicable - - 
0.03 ⁰C 

Day hours Not applicable  - - 0.02 ⁰C 

Night hours  Not applicable - - 
0.07 ⁰C 

 

July wind exposed condition 

Whole day, RMSE analysis 

Smaller errors are seen at the small radii values, regarding RMSE measured, as can be 

seen in Figure 112. The highest difference is 0.07 ⁰C (1.31 ⁰C – 1.24 ⁰C). As it concerns 

the RMSE airport we see that the values are higher compared to RMSE measured for 

all radii values.  

 

Figure 112 RMSE analysis results for July WE, all month hours 

Day hours, RMSE analysis 

For the day span the highest difference of the errors related to measured data is 0.06 

⁰C (1.27 ⁰C – 1.21 ⁰C). Again at the day span case, we observe in Figure 113 higher 

error related to measured data than the errors related to airport data.  
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Figure 113 RMSE analysis results for July WE, day hours 

Night hours, RMSE analysis 

The highest difference between the RMSEs measured values related to night span is 

0.15 ⁰C (1.23 ⁰C – 1.08 ⁰C). We also observe lower errors at the small radii values. On 

the other hand the errors related to the airport values are high, as displayed in Figure 

114.  

 

Figure 114 RMSE analysis results for July WE, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, and night 

Table 19 Summary of Spearman’s correlation and ΔRMSE July WE 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable  +0.88 5.791 x 10−7 0.07 ⁰C 

Day hours Not applicable  - - 0.06 ⁰C 

Night hours  Not applicable +0.98 1.597 x 10−14 0.15 ⁰C 
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July WP 

Whole day hours, RMSE analysis 

In this case, Figure 115, the difference between RMSEs measured values is negligible 

0.03 ⁰C (1.24 ⁰C – 1.21 ⁰C). As expected the RMSE airport is higher than RMSE meas-

ured.  

 

Figure 115 RMSE analysis results for July WP, all month hours 

Day hours, RMSE analysis 

Again for the day span the difference is negligible as 0.03 ⁰C (0.91 ⁰C – 0.88 ⁰C), Figure 

116. As seen previously for the day span RMSE airport is lower than RMSE measured.  

 

Figure 116 RMSE analysis results for July WP, day hours 

Night hours, RMSE analysis 

The highest difference between the RMSEs measured for the night span is 0.13 ⁰C (1.27 

⁰C – 1.14 ⁰C) as can be seen in Figure 117. As it concerns the RMSE airport it shows 

high values, as it may account for the UHI effect.  
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Figure 117 RMSE analysis results for July WP, night hours 

Spearman’s correlation between RMSE and radius for whole day, day, and night 

Table 20 Summary of Spearman’s correlation and ΔRMSE July WP 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable  +0.48 0.034 0.03 ⁰C 

Day hours Not applicable  - - 0.03 ⁰C 

Night hours  Not applicable +0.98 1.045 x 10−12 0.13 ⁰C 

 

July AV 

Whole day hours, RMSE analysis 

In the average condition RMSE analysis Figure 116, we see that the highest difference 

between RMSEs measured is 0.02 ⁰C (1.18 ⁰C – 1.16 ⁰C). For this time span as ob-

served in previous cases RMSE airport is higher than RMSE measured, displayed in 

Figure 118. 

 

Figure 118 RMSE analysis results for July AV, all month hours 
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Day hours, RMSE analysis 

For the day span again the RMSE airport is lower than RMSE measured, as can be 

observed in Figure 119. Related to the highest difference of RMSEs measured values, 

it is 0.03 ⁰C (0.89 ⁰C – 0.86 ⁰C). 

 

Figure 119 RMSE analysis results for July AV, day hours 

Night hours, RMSE analysis 

For the night span, Figure 120, the highest difference for the errors related to measured 

data is 0.08 ⁰C (1.17 ⁰C – 1.09 ⁰C). The error is lower for small radii values. As it concerns 

the RMSE related to airport it is higher than RMSE measured.  

 

Figure 120 RMSE analysis results for July AV, night hours 

Table 21 Summary of Spearman’s correlation and ΔRMSE July AV 

 Spearman‘s 
correlation 

   ρ Significance    
p 

 ΔRMSE  

Whole day hours Applicable  +0.74 6 x 10−4 0.02 ⁰C 

Day hours Applicable  +0.73 8 x 10−4 0.03 ⁰C 

Night hours  Applicable +0.98 9.096 x 10−12 0.08 ⁰C 
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B.3 Detailed summary of the results  

 

Figure 121  Detailed summary of the results, Bordeauxplatz Munich 
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