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Abstract

The gravel bed clogging, caused by infiltration and accumulation of fine sediment,

degrades the river ecology. A proper understanding of the infiltration process, and

underlying mechanism and causes, are necessary to take preventive measures. The

process of fine sediment infiltration into static gravel bed is studied by distinguishing

between bridging and percolation behaviours, as they affect the river ecology and

physical processes occurring in the river system differently. However, several contra-

dicting observations, concerning their occurrences, are reported. We employed the

unresolved CFD–DEM method to simulate and investigate the infiltration process.

The theoretical size ratios, corresponding to different geometrical configurations for a

binary mixture of mono-disperse spherical particles, representing bridging and perco-

lation processes, are considered and simulated with and without flowing water

effects. The effects of several turbulence models on the infiltration process are also

studied. We found that fine sediment infiltration in fluvial deposits is mainly gravity-

dominated, supporting Cui's hypothesis that fine sediment infiltration through

intra-gravel flow is similar to fine sediment infiltration driven by gravity. In contrast to

consensus in the field, our results demonstrate that the occurrences of different infil-

tration processes (bridging and percolation) seem to be independent of gravel bed

thickness, rather depend only on the relative grain size distribution of fine sediment

and gravel. However, a precise definition of a ‘thick enough’ gravel bed is necessary

to distinguish between bridging and percolation behaviours. Here, we hypothesize a

suitable gravel bed thickness, which might be regarded as a ‘thick enough’ gravel bed.
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1 | INTRODUCTION

The interstitial pore space of the gravel substrate is crucial for fluvial

geomorphology, the exchange processes between river and ground-

water, and river ecosystems. Sediment transport studies have

increasingly emphasized channel restoration and the quantification of

environmental indices in response to natural or anthropogenic fine

sediment pulses such as dam removal (Bednarek, 2001; Born

et al., 1998; Cui et al., 2006; Cui & Wilcox, 2005; Doyle et al., 2003;

Pollard & Reed, 2004; Stanley et al., 2002), dredge material disposal,
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forest fires (Minshall et al., 2001; Vieira et al., 2004), watershed land

use changes (Lisle, 1989; Swanson & Dyrness, 1975), and mining

activities (Parker et al., 1996). Often, a large amount of fine sediment

is flushed during dam removal operation, which is a standard practice

to recover the reservoir capacity. Irrespective of the factors causing

the fine sediment pulse, the infiltrated fine sediment results in the loss

of the interstitial pore space in the gravel bed downstream. Therefore,

predicting how the pore space varies in the gravel bed as a result of

fine sediment infiltration could be of great importance in eco-

hydraulic management and fine sediment budgeting.

While fine sediment might get infiltrated into the gravel bed

through concurrent deposition of both fine sediment and coarse

gravel. More often, fine sediment gets infiltrated into the static

(immobile) gravel bed, especially in relatively low-flow conditions. The

process of fine sediment infiltration into static gravel bed should be

studied by distinguishing between two distinct infiltration processes,

namely bridging and unimpeded static percolation, which result in

loosely and densely packed gravel bed configurations, respectively.

The distinction between bridging and unimpeded static percolation

would be helpful to assess these processes, quantify their ecological

impacts and accordingly take measures to prevent them. In bridging

(or clogging) case, where fine sediment infiltrates only up to a limited

depth, the majority of infiltrated fine sediment can be flushed by high

flood events; thus, the gravel bed can be freed up from the infiltrated

fine sediment. On the other hand, unimpeded static percolation

results in deep entrainment of fine sediment. Hence, removing it from

deeper layers of the gravel bed is difficult if not impossible. The sche-

matic and experimentally observed unimpeded static percolation and

bridging infiltration processes are shown in Figure 1 (Gibson

et al., 2009). The process of fine sediment infiltration into static gravel

bed has been intensively studied using physical experiments, theoreti-

cal and analytical models, and numerical simulations. However, the

understanding of the process is still limited. Additionally, many

contradicting observations were reported, as discussed in the follow-

ing paragraphs.

One of the first studies on fine sediment infiltration into a static

gravel bed, having a relatively shallow bed of thickness 1–2.7 times

the coarsest gravel diameter, was conducted by Einstein (1968). Ein-

stein observed the so-called unimpeded static percolation behaviour,

where fine sediment first settles at the bottom of the gravel bed and

gradually fills the interstices upwards. This behaviour was supported

by other studies (Herrero et al., 2015; NCASI, 1981) and has also been

documented in streams (Diplas & Parker, 1992; Evans &

Wilcox, 2014; Lunt & Bridge, 2007). In contrast, the bridging

(or clogging) type of infiltration process was observed (Beschta &

Jackson, 1979; Carling, 1984; Frostick et al., 1984; Lisle, 1989;

Schälchli, 1992), provided the gravel bed is thick enough. The bridging

depth (or clogging depth) is approximately 2–5 times d90,Gravel

(Beschta & Jackson, 1979; Diplas & Parker, 1992; Iseya &

Ikeda, 1987). A stochastic model by Lauck (1991) reproduced both

types of infiltration processes. His stochastic model is independent of

how the fine sediment particles move downward within the gravel

deposit framework (e.g., by gravity or intra-gravel flow), because lodg-

ing of the sediment particles is assumed solely a function of pore

space geometry. With his model, he demonstrated that fine sediment

fills the coarse sediment deposit from the bottom up when the size

ratio of the bed material is large and the bed material is shallow. This

was in support of observations that filling would occur from bottom

to top onwards (unimpeded static percolation) if the gravel bed is shal-

low and fine sediment infiltrates only up to a finite depth (bridging or

clogging) if the gravel bed is sufficiently thick. There is no clear specifi-

cation in the literature regarding the gravel bed thickness, that is con-

sidered to be ‘thick enough’. Here, we hypothesize (based on our

results and previous research; discussed later on) that a gravel bed

deeper than five times the coarsest gravel diameter can be considered

as a thick bed.

F IGURE 1 Schematic and experimentally observed (a) unimpeded static percolation and (b) bridging infiltration processes (Gibson
et al., 2009). [Color figure can be viewed at wileyonlinelibrary.com]
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Recently, Wooster et al. (2008) performed a set of flume experi-

ments, where they observed only the bridging (or clogging) infiltration

process into a static gravel bed, which was 8 times the coarsest gravel

diameter deep (thick enough as per our hypothesis). They used differ-

ent combinations of gravel and sand, whereby gravel ranged from 2 to

32 mm and sand had a geometric mean diameter of 0.35 mm and a

standard deviation of 1.24. Cui et al. (2008) developed an analytical

theory for the fine sediment infiltration into a static gravel bed and

verified their theoretical model against experimental data from Woos-

ter et al. (2008). They advocated that significant fine sediment infiltra-

tion occurs only up to a shallow depth (bridging or clogging

behaviour), therefore fine sediment fraction follows an exponential

decay function with the gravel bed depth. Interestingly, Gibson et al.

(2009) observed both bridging and unimpeded static percolation

behaviours within the same gravel bed, which was 10 times the coars-

est gravel diameter deep (thick enough; thicker than the gravel bed

considered in Wooster et al., 2008). This contradicts many previous

observations, which claim that there will only be a bridging type of

infiltration process, provided the gravel bed is thick enough. Gibson

et al. (2009) related these two distinct infiltration processes to geo-

technical filter theory. To quantify the gradation thresholds between

these two processes, d15,Gravel is compared with d85,Fine Sediment. For

d15,Gravel/d85,Fine Sediment ratios larger than 15.4, unimpeded static per-

colation, and for d15,Gravel/d85,Fine Sediment ratios smaller than 10.6,

bridging (or clogging) type of infiltration was observed. The size ratio

for bridging (or clogging), observed in their experiment, is significantly

higher than the theoretical and experimental geotechnical clogging

criteria, which is normally 4–5. The standard filtering criteria used for

filters in geotechnical engineering is thought by some to be a conser-

vative design tool with inherent, undocumented safety factors

(Kenney et al., 1985; Lone et al., 2005; Schuler & Brauns, 1993) and

imprecise ‘failure’ criteria rather than theoretical process delineations.

Sherard and Dunnigan (1989) put the process boundary at d15,Gravel/

d85,Fine Sediment = 9, much closer to the boundary observed by Gibson

et al. (2009). Due to the different particle size distributions (PSDs) of

fine sediment and gravel used, different experimental setups and

varying flow conditions in flume experiments, a straight-forward com-

parison is difficult. Claims have been made that only bridging type of

infiltration occurs in nature (Beschta & Jackson, 1979; Carling, 1984;

Cui et al., 2008; Frostick et al., 1984; Lisle, 1989; Schälchli, 1992;

Wooster et al., 2008) and percolation is simply an artifact of shallow

gravel bed (insufficiently thick gravel bed). Gibson et al. (2009) claim

otherwise and advocate that bridging and unimpeded static percola-

tion could occur within the same gravel deposit. Here, further studies

should be done to solidify their observations and reach a unanimous

conclusion concerning the occurrences of bridging and unimpeded

static percolation.

More recently, a study by Huston (2014) used the litera

ture-derived database to estimate the thresholds for bridging and

unimpeded static percolation boundaries, combining 10 previously

published studies, which included 146 data sets. They used median

size (d50,Gravel) and standard deviation (σGravel) of gravel and

median size (d50,Fine Sediment) of fine sediment to represent bed-

to-grain ratio. For d50,Gravel
d50,Fine SedimentσGravel

> 27 unimpeded static percolation

and for d50,Gravel
d50,Fine SedimentσGravel

< 27 bridging behaviours were reported. The

threshold suggested by Huston (2014) put the higher process bound-

aries than that of Gibson et al. (2009). Nevertheless, it is well-

established and widely accepted that the size ratio of d15,Gravel/d85,Fine

Sediment remains the most reliable parameter to determine the process

boundary (Honjo & Veneziano, 1989; Indraratna & Vafai, 1997;

Sherard & Dunnigan, 1986), as the coarser portion of fine sediment

and the finer portion of gravel are the important factors describing

infiltration process (Indraratna & Locke, 1999). Huston (2014), based

on regression analysis, suggested the bridging depth (or clogging

depth) is positively correlated with gravel bed porosity and roughness

Reynolds number, reflecting processes of gravity settling and

turbulence-induced fluid pumping between gravel bed particles,

respectively. On the other hand, Cui et al. (2008) suggested that the

infiltration process is mainly gravity-dominated. Therefore, further

investigation is necessary to conclude if gravity remains the most

dominant factor governing the infiltration process.

Various theoretical and analytical packing models have also been

developed and could be employed to understand the infiltration pro-

cess. In this direction, theoretical models, originally developed to

model interaction between base and filter materials in geotechnical

engineering, introduced a term called ‘controlling constriction size’.
The controlling constriction size is defined as the largest base particle

(fine sediment), which can pass through the filter (gravel bed). Consid-

ering the system of a binary mixture of spherical particles and the con-

cept of controlling constriction size, the critical ratio of the entrance

(dFine Sediment/dGravel) can be calculated based on idealized geometrical

configurations. The theoretical critical ratio of entrance for dense (tet-

rahedra) and loose (cubic) packed beds are 0.154 and 0.414, respec-

tively (Indraratna & Locke, 1999; Kenney et al., 1985). Some analytical

packing models, mainly limited to binary and ternary mixtures of

spherical particles, have also been developed (Yu et al., 1996). These

models consider the geometrical packing limits to determine, how

packing is formulated. The most popular packing models are linear

and linear mixing packing models (Yu & Standish, 1991, 1993), where

the critical ratio of the entrance is assumed to be 0.154, which corre-

sponds to tetrahedral packing configuration. These analytical models

are built upon the principle that for a given mono-sized particle

assembly of spherical shape, there is an initial porosity ε0 or initial spe-

cific volume v0 = 1/(1 – ε0), which will decrease when particles of dif-

ferent sizes are added. With the addition of much smaller spheres,

there is a regime of linear unmixing because the initial mono-sized

particles retain their skeleton and simply have their gaps filled until

the volume fraction of the added particles is sufficient to influence

the skeleton. Alternatively, with the addition of marginally smaller par-

ticles, non-linear mixing occurs because the initial skeleton is dis-

rupted to accommodate the additions. Modelling infiltration

phenomena using these theoretical models, based on geometrical and

analytical consideration, are indeed far from reality, but still could pro-

vide a fundamental basis for understanding infiltration mechanism.

However, the infiltration process simulated with these models would

still be lacking the effects of flowing water and turbulence, as these
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models treat the system as a pure particle system. Here again, the

question arises, to what extent these models can be applied to predict

the infiltration process in fluvial deposits if it is hypothesized that fine

sediment infiltration through intra-gravel flow is similar to fine sedi-

ment infiltration driven by gravity?

This hypothesis was first proposed by Cui et al. (2008). They

developed an analytical theory to describe fine sediment infiltration

into immobile gravel bed. The governing equations were derived from

mass conservation with the assumption that fine sediment deposition

per unit vertical distance into the deposit (trapping coefficient) is

either constant or increases with fine sediment infiltration. The equa-

tions derived are similar to equations presented by Sakthivadivel and

Einstein (1970), except for the equation for the trapping coefficient.

Other than their claim that only bridging type of infiltration occurs in

nature, they also hypothesized that fine sediment infiltration as a

result of intra-gravel flow is similar to fine sediment infiltration driven

by gravity. Similar assumptions were also made in Lauke's Stochastic

model (Lauck, 1991), where the process is considered to be solely a

function of pore space geometry, irrespective of how the fine sedi-

ment gets infiltrated into the gravel bed. Recently, a simple mathemat-

ical model (Herrero & Berni, 2016), based on Lauck's idea, could

produce both bridging and unimpeded static percolation behaviours

and verify Gibson et al.'s thresholds for their occurrences. However,

this simple model also assumes the system to be a pure granular sys-

tem and neglects the flowing water effects on the infiltration process.

Further examination and validation are necessary to test the flowing

water effects and Cui's hypothesis.

Modelling the mechanical behaviour of pure granular material

using the discrete element method (DEM), first proposed by Cundall

and Strack (1979), could also be adapted to simulate the infiltration

processes. The DEM models can capture the realistic physical behav-

iour of particles, but consider the system to be pure granular media,

that is, pure gravity-driven configuration. In this direction, Bui

et al. (2019a, 2019b) have performed pure DEM simulations of the

infiltration process, taking reference from the flume experiment con-

ducted by Gibson et al. (2009). They were able to obtain quite good

agreement with the experimental data, despite neglecting the effects

of flowing water in their simulations. Although, it was not specifically

mentioned in their papers, their observation has its roots in Cui's

hypothesis. Nevertheless, the effects of flowing water on the infiltra-

tion process must be investigated to check the validity of the hypoth-

esis. One can use computational fluid dynamics (CFD) to resolve the

flow fields in greater detail and couple it with the DEM model to

include the effect of flowing water. In this direction, we investigate

the infiltration process by performing pure DEM and coupled CFD–

DEM simulations. The coupled CFD–DEM method has various limita-

tions concerning the number and the size of particles and is mainly

categorized into two approaches, namely resolved and unresolved

CFD–DEM. In the resolved approach, the fluid force acting on a parti-

cle can be calculated by integrating the fluid stress over the particle

surface. For that purpose, a dense grid mesh is needed to obtain accu-

rate fluid flow in CFD. Its applicability to particle-laden flow with a

higher number of particles is limited due to the enormous

computational cost. The unresolved method uses empirical models,

based on the relative velocity and porosity, to calculate fluid–particle

interaction forces. Therefore, a dense grid is not necessary to obtain

the fluid-particle interaction forces. The unresolved method allows

relatively high computational efficiency for bulk particle-laden flows.

More information on the CFD–DEM methods can be found in papers

(Bérard et al., 2020; Kloss et al., 2012; Zhou et al., 2010).

It is evident that many contradicting observations concerning the

infiltration process were reported and the process is still not entirely

understood. The different behaviours (e.g., bridging and percolation)

in the infiltration process seem to be independent of gravel bed thick-

ness, rather their occurrences only depend on the relative size of fine

sediment and gravel; thus, eventually on the formed pore space geom-

etry and its connectivity. Physical experiments of these complex sys-

tems generally lack detailed information and are often very expensive

and time-consuming. Therefore, numerical simulations, based on the

physics involved, could be of great importance in understanding

the infiltration process and assessing its ecological impacts. One can

use the median gravel size (d50,Gravel) to simplify the system

(Indraratna & Locke, 1999). These simplifications might be necessary

to apply statistical, theoretical, analytical, and numerical models to

study the infiltration process. We model the infiltration process using

the CFD–DEM approach, considering theoretical packing thresholds

of the binary mixture, representing bridging and unimpeded static per-

colation. With the help of numerical simulations, we mainly aim to

answer following two questions: (1) Can bridging and unimpeded

static percolation occur within the same gravel bed, and if their occur-

rences are independent of gravel bed thickness? (2) Comparing the

coupled CFD–DEM simulations with pure DEM simulations for sev-

eral size ratios, we aim to validate Cui's hypothesis (Cui et al., 2008),

which suggests that fine sediment infiltration through intra-gravel

flow is similar to fine sediment infiltration driven by gravity.

2 | METHODOLOGY

We investigated the infiltration process with the help of numerical

modelling. Here, the mechanical behaviours of particles is incorpo-

rated by employing DEM and fluid flow is resolved using CFD

approach. More specifically, we use the unresolved CFD–DEM

approach to model the infiltration process, where flow fields are

obtained by solving Reynolds Averaged Navier–Stokes (RANS) equa-

tions, and particles are treated as discrete entities and tracked using

Newton's second law of motion. Compared to single-phase (fluid) sys-

tems, the presence of particles modifies the fluid flow field in the

two-phase (fluid–particle) systems. The RANS equations are accord-

ingly modified to include the effects of particle fraction on fluid flow

fields by including porosity and fluid–particle interaction term in gov-

erning equations. The CFD–DEM method is computationally demand-

ing and has several limitations in terms of the number and size of

particles (Bérard et al., 2020; Kloss et al., 2012). With currently avail-

able computational resources and infrastructure, the maximum num-

ber of particles, which can be simulated with the applied unresolved
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CFD–DEM method, even in large clusters, is in the order of 107. Fur-

thermore, the unresolved CFD–DEM method cannot be applied for

cases, where particle size is greater than the CFD cell size, thus hin-

dering mesh refinement, especially near walls that might be necessary

for certain turbulence-resolving techniques. This restricts us to

resolve flow fields at a relatively coarser scale.

2.1 | Fluid phase

Fluid flow is resolved by solving modified Navier Stokes

(NS) equations numerically, which include the effect of particle's pres-

ence on the flow fields by including porosity, and fluid–particle

momentum exchange forces as an additional source term in governing

equations (CFD equations). There are mainly two different formula-

tions, describing the fluid flow in the presence of particles, namely

model A and model B (or BFull), which are originally derived from a

continuum description of the two-phase system (Bérard et al., 2020;

Zhou et al., 2010). The main difference between these different for-

mulations is related to their treatment of the fluid–particle interaction

forces in continuum and discrete descriptions. We used model A,

which is more popular and also implemented in commercial software

such as FLUENT and CFX (Zhou et al., 2010). The modified NS equa-

tions for fluid flow, considering ‘model A’ formulation, are:

ρf
∂εf
∂t

þr: εfuð Þ
� �

¼0, ð1Þ

ρfεf
∂u
∂t

þr: uuð Þ
� �

¼�εfrp�FApf þεfr:τþρfεfg, ð2Þ

where, ρf is fluid density, εf ¼ 1�εsð Þ is porosity or volume fraction of

fluid, εs is volume fraction of solid, u is the fluid flow velocity, p is fluid

pressure, τ is fluid shear stress or deviatoric stress tensor, for Newto-

nian fluids τ¼ μ ruþ ruð Þ�1
h i

� 2
3μ r:uð Þδk , g is acceleration due to

gravity, FApf is the fluid–particle interaction momentum exchange term,

that includes drag force fd,i and other minor forces f00i , if relevant in

the system, such as virtual mass force fvm, Basset force fB, lift forces

such as the Saffman force fsaff, and Magnus force fMag. One can see

that pressure gradient and shear stress forces are not explicitly

included in fluid–particle interaction term FApf . Rather they are implic-

itly shared with the particle phase (solid phase), as seen in momentum

equation where rp and r:τ are multiplied by porosity. Therefore, the

fluid–particle momentum exchange term can be written as:

FApf ¼
1
ΔV

Xn
i¼1

fd,iþ f 00i
� �

: ð3Þ

2.2 | Particle phase

Particles are described as discrete entities and tracked using Newton's

second law of motion (DEM equations). The CFD–DEM approach is

quite different than traditional two-fluid method (TFM), especially con-

cerning the treatment of fluid–particle interaction terms in the particle

phase. In the CFD–DEM approach, one has to consider the coupling

between DEM at the particle scale and CFD at the computational cell

scale. Using the soft-sphere approach, originally proposed by Cundall

and Strack (1979), the translational and rotational motion of particle

i with mass mi , and moment of Inertia Ii, can be written as:

mi
dvi
dt

¼ fApf,iþ
Xkc
j¼1

fn,ijþ ft,ij
� �þmig, ð4Þ

Ii
dωi

dt
¼
Xkc
j¼1

Mt,ijþMr,ij

� �
, ð5Þ

where vi and ωi are translational and angular velocities of the particle

i, kc is the number of particles in interaction with the particle i. The

forces involved are: the particle–fluid interaction force fApf,i , the gravi-

tational force mig and inter-particle forces, which include the normal

particle–particle contact force fn,ij and tangential particle–particle con-

tact force ft,ij. The torque acting on particle i by particle j includes two

components: Mt,ij, generated by tangential force and Mr,ij, commonly

known as the rolling friction torque and caused by non-sphericity of

particle (not included, as we consider spherical particles). The fluid–

particle interaction term fApf, similar to FApf in the continuum description

(fluid phase), is the sum of all fluid–particle interaction forces acting

on individual particles by fluid flow, including drag force fd, pressure

gradient force frp, viscous force fr:τ due to fluid shear stress or devia-

toric stress, and other usually not so relevant forces f 00, such as virtual

mass force fvm, Basset force fB, lift forces such as the Saffman force

fsaff, and Magnus force fMag. Usually buoyancy force is included in the

pressure gradient force. Therefore, the total particle–fluid interaction

force acting on particle i can be written as:

fApf,i ¼ fd,iþ frp,iþ fr:τ,iþ f 00i : ð6Þ

Compared to the fluid phase description in the model A formula-

tion, where the interaction term only includes fd,i and f 00i . In the solid

phase description, the fluid–particle interaction term includes all the

forces that can possibly act on particles by moving fluid. The addi-

tional forces (pressure gradient and viscous forces) contributing to the

interaction term for the solid phase is due to an additional term,

namely solid stress tensor, other than the fluid–stress tensor shared

between fluid and solid phase, that appears while deriving the contin-

uum description for the solid phase.

2.3 | Fluid–particle interaction forces

The momentum exchange term in the CFD and DEM sides have dif-

ferent forces in contribution as per model formulation considered

(model A or model B), briefly touched upon in Sections 2.1 and 2.2.

Both formulations are theoretically equivalent and describe the same

physics (Bérard et al., 2020). In the fluid–particle interaction term, the

relative importance of different forces mainly depends on the density

ratio (specific gravity) and fluid–particle system under consideration.
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For dense and heavy particles, drag force fdð Þ contributes at the most

(Armenio & Fiorotto, 2001) and in some scenarios pressure gradient

frpð Þ and viscous forces fr:τð Þ become also important. Other minor

forces f 00 come into picture, only when considering light particles

(Kuerten, 2016) and unsteady flow (Bérard et al., 2020). For the con-

sidered system involving sand and gravel in flowing water, other

minor forces f00can be neglected. Therefore, drag, pressure gradient,

and viscous forces are only considered in the fluid–particle interaction

term. The general formulation of drag force on a single spherical parti-

cle is given by:

fd ¼1
2
ρfCDA u�vj j u�vð Þ, ð7Þ

where CD is drag coefficient, A is area of sphere, and u and v are fluid

and particle velocities, respectively. To characterize the drag force for

multi-particle system, several models have been developed and nicely

summarized in paper (Bérard et al., 2020). Initially, we tested several

drag formulations for the considered case but they produced very

similar results. Additionally, drag formulation of Koch and Hill (2001)

seems to perform better for polydisperse particles and cover a

broader range of Reynolds number. Considering this, we used the drag

model developed by Koch and Hill (2001), which was implemented in

following form:

fd ¼ f0þ0:5f1 Rep, ð8Þ

f0 ¼
1þ3

ffiffiffiffi
εs
2

r
þ135

64
εs lnεsþ16:14εs

1þ0:681εs�8:48ε2s þ8:16ε3s
for εs <0:4

10
εs

1� εsð Þ3
for εs >0:4

8>>>>><
>>>>>:

, ð9Þ

f1 ¼0:0673þ0:212εsþ0:0232= 1� εsð Þ5, ð10Þ

Rep ¼ εfdp u�vj j
ϑ

, ð11Þ

where εs is the solid fraction, εf is the void fraction or porosity, u is

the fluid velocity at the location of particle, v is the particle velocity,

dp is the particle diameter, and ϑ is the kinematic viscosity.

The forces due to pressure gradient and shear stresses are calcu-

lated using the following equations:

frp ¼�Vp
∂p
∂x

� �
¼�1

6
πd3prP, ð12Þ

fr:τ ¼Vp
∂τk
∂xk

� �
¼�1

6
πd3pr:τ: ð13Þ

2.4 | Particle–particle and particle–wall interaction
forces

As shown in DEM equations, the particle's motion is due to the com-

bined effects of gravity, fluid–particle interaction forces, and particle–

particle contact forces. Particles' interaction with other particles (also

with walls) is calculated based on the principle of the linear spring-

dashpot model, usually known as the Hertz–Mindlin model

(Johnson, 1987) shown in Figure 2. The total contact forces are calcu-

lated as the sum of the normal and tangential contact forces. The nor-

mal and tangential components of contact force are calculated based

on the following equations:

fn ¼�knδnþcnΔun, ð14Þ

ft ¼ min kt

ðt

tc,0

Δutdtþ ctΔut

							

							
,μfn

8><
>:

9>=
>;, ð15Þ

where Δun and Δut are the normal and tangential relative velocities of

the particles in contact, respectively. kn, kt, cn, and ct are the normal

and tangential spring and damping coefficients, which are functions of

the overlap and depend on contact law implemented, either by linear

or non-linear contact models, and δn is the normal overlap. The above

formula also holds true for particle–wall contact. The integral term

represents an incremental spring that stores energy from relative tan-

gential motion, representing elastic tangential deformation of the par-

ticle surfaces that happened since the time when particle touched

t¼ tc,0. The second part, the dashpot, accounts for the energy dissipa-

tion of the tangential contact. The magnitude of the tangential force

is truncated to fulfil the Coulomb friction limit with μ being the coeffi-

cient of friction, where the particles begin to slide over each other.

2.5 | Turbulence modelling

The CFD equations are presented in the form of full NS equations

(Equations 1 and 2) modified for the two-phase systems. We used

RANS equations to resolve the fluid flow fields. Due to Reynolds aver-

aging, additional terms appear in momentum equations, called Reyn-

olds stresses. The Reynolds stresses need to be calculated/modelled

to close the RANS equations. One common approach is to calculate

Reynolds stresses based on Boussinesq's hypotheses of eddy viscos-

ity, which needs to be modelled. There are several models available to

calculate the eddy viscosity, thus Reynolds stresses, such as kEpsilon,

kOmega, kOmegaSST, and RNGkEpsilon, among many others. We

have evaluated these turbulence models for our coupled CFD–DEM

simulations in their ability to predict the flow and infiltration process.

It must be emphasized that the mathematical formulations of

these turbulence models are developed based on studies on single

i j

F IGURE 2 Simple spring-dashpot model. [Color figure can be
viewed at wileyonlinelibrary.com]
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phase fluid flow and some works have noticed the potential failure of

these turbulence models in specific flow scenarios (Gimenez

et al., 2021). A straight-forward application of turbulence models,

developed for single phase flow, to model two phase flow (fluid–

particle) is probably not appropriate. However, new mathematical for-

mulations for turbulence models considering the presence of particles

are yet to be developed and do not come under the scope of this

study.

2.6 | Numerical setup for pure DEM and coupled
CFD–DEM simulations

All the simulations are performed with open-source CFD and DEM C

++ toolkits, namely OpenFOAM and LIGGGHTS, respectively. A sep-

arate CFDEM-Coupling code (Kloss et al., 2012) is deployed to couple

the OpenFOAM and LIGGGHTS modules for coupled CFD–DEM sim-

ulations. The schematic of the applied unresolved CFD–DEM method

is shown in Figure 3. The CFD (OpenFOAM) and DEM (LIGGGHTS)

modules run sequentially and exchange data at a defined coupling

interval. The DEM module initializes/updates the particle position,

and the particle-related data such as diameter, position, and velocity

are mapped onto CFD meshes. On the CFD side, fluid–particle inter-

action forces and porosity are calculated and averaged (volumetric)

over each cell. Including the effects of fluid–particle interaction forces

and porosity, NS equations are solved numerically. Newly obtained

CFD flow fields such as velocity and pressure are transferred to the

DEM side, where the new position and velocity of particles are calcu-

lated. This procedure is repeated till the specified run time.

Reference flume experiment (Gibson et al., 2009) was numerically

simulated with the assumption that fine sediment and coarse gravel

can be represented by spherical mono-size particles, representing a

system of a binary mixture. Although due to this assumption, our sim-

ulations would not represent the exact gravel bed, void connectivity,

and fine sediment infiltration as that of the original experiment. Yet, it

should be able to provide enough information concerning the infiltra-

tion process and research questions, we aim to answer, as the

assumptions made would not change involved physics. The geometry,

particle and flow characteristics for pure DEM and coupled CFD–

DEM simulations are summarized in Table 1. Flow conditions corre-

spond to turbulent and subcritical flow, as Reynolds number and

Froude number are (based on free surface velocity and water depth)

94,500 and 0.6, respectively. Three different size ratios of 0.154,

0.231, and 0.414 are chosen for both pure DEM and coupled CFD–

DEM simulations. While size ratios of 0.154 and 0.414 correspond to

tetrahedral (dense packing) and cubical (loose packing) geometrical

packing configurations, respectively. The size ratio of 0.231 would

represent a combination of both types of geometrical packing config-

urations. Median gravel size (d50,Gravel = 8 mm) is chosen to represent

the coarse gravel bed, and corresponding fine sediment size is calcu-

lated as 1.232, 1.848, and 3.312 mm for the size ratios of 0.154,

0.231, and 0.414, respectively. For our coupled CFD–DEM simula-

tions, within the limitations of the unresolved CFD–DEM method, we

obtain the open channel velocity profile (OCF) without resolving the

interphase between air and water. The OCF is approximated using

the symmetry boundary condition applied at the top boundary. This is

a common CFD approach to model open channel flow without consid-

ering the air phase into the system.

The two main limitations of the unresolved CFD–DEM method,

mentioned before, namely the number and size of particles, restricted

us to resolve flow fields at relatively coarse scales (coarser than parti-

cle size) and also to reduce the domain size, which is significantly

F IGURE 3 Schematic of
unresolved CFD–DEM method
implemented using OpenFOAM,
LIGGGHTS and CFDEM-coupling
modules. CFD, computational
fluid dynamics; DEM, discrete
element method. [Color figure
can be viewed at
wileyonlinelibrary.com]
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smaller than the actual flume experiment. The original flume experi-

ment, adopted for our numerical simulations, was conducted in a

26 m long and 0.9 m wide flume, which would contain a much greater

number of particles than the method's limitation concerning the maxi-

mum number of particles (O � 107). To overcome these limitations,

we consider a reduced domain, which is 0.4 m long and 0.075 m wide

for coupled CFD–DEM simulations, and 0.15 m long and 0.075 m

wide for pure DEM simulations. In addition to the gravel bed region of

the domain, extended inlet and outlet channels are provided in

coupled CFD–DEM simulations to ensure that the flow is fully devel-

oped, before it reaches the gravel bed region. The extended inlet

channel also serves the purpose of providing extra space required

behind the insertion plane to generate and inject fine sediment.

Although, reduced domain (length- and width-wise) is considered for

numerical simulations, we keep the same gravel bed height (0.1 m)

and water depth (0.14 m) as that of the original experiment. Different

CFD mesh resolutions in the gravel bed and channel regions of the

domain are used, ensuring that the particles are smaller than the CFD

cell size in each part of the domain. In the channel section, much finer

CFD mesh resolutions could be provided, as only fine sediment gets

transported in this region of the domain, allowing us to resolve flow in

much greater detail in the channel section. It must be noted that both

pure DEM and coupled CFD–DEM simulations have the same size of

the gravel bed region of a length of 0.15 m, a width of 0.075 m, and a

height of 0.1 m. To inject fine sediment, an insertion plane is used,

which injects fine sediment at a specified mass flow rate for a speci-

fied duration. The insertion plane is located at 0.15 m downstream of

the inlet because the desired insertion rate required some volume

behind the insertion plane to generate and inject fine sediment. Due

to the recirculation of flow and sediment from the outlet back to the

inlet, and symmetry boundary conditions provided at the front and

back planes, the effect of reduced domain size should vanish, and real-

istic flow and sediment transport in numerical simulations are

expected, even with the reduced domain size. It must be emphasized

that for pure DEM simulations, we have only considered the gravel

bed region, and the fine sediment insertion plane is located above the

gravel bed. Whereas, for coupled CFD–DEM simulations, the water

flow enters through the inlet and fine sediment with desired mass flux

is injected with an insertion plane located 0.15 m downstream of the

inlet. Flow and fine sediment mass flux are linearly reduced for con-

sidered width of 0.075 m, which ensures that fine sediment and water

flow are introduced at the same rate as that of the original experi-

ment. The schematic diagram of the considered domain, with dimen-

sions and boundary conditions, is shown in Figure 4.

Firstly, pure DEM simulations are performed for the size ratios of

0.154, 0.231, and 0.414. Pure DEM simulations would represent the

infiltration process neglecting the flowing water effects. Keeping

the same particle phase (DEM settings), the cases for each size ratio

are modified to include the water flow and simulated with coupled

CFD–DEM approach. All the simulations are performed with

TABLE 1 Geometry, particle and
fluid flow characteristics for pure DEM
and coupled CFD–DEM simulations.

Coupled CFD–DEM simulations Pure DEM simulations

Geometry Gravel bed length = 0.15 m Gravel bed length = 0.15 m

Gravel bed width = 0.075 m Gravel bed width = 0.075 m

Gravel bed height = 0.1 m Gravel bed height = 0.1 m

Inlet channel length = 0.2 m Simulation

box = 0.15 � 0.2 � 0.075 mChannel width = 0.075 m

Outlet channel length = 0.05 m

Channel height (top boundary)

= 0.14 m

Simulation

box = 0.4 � 0.26 � 0.075 m

Particle (gravel and

sand)

Young's modulus = 5 � 106 N/m2 Young's modulus = 5 � 106 N/m2

Density = 2,700 kg/m3 Density = 2,700 kg/m3

Poisson's ratio = 0.45 Poisson's ratio = 0.45

Coefficient of restitution = 0.4 Coefficient of restitution = 0.4

Coefficient of friction = 0.5 Coefficient of friction = 0.5

Gravel diameter = 8 mm Gravel diameter = 8 mm

Sand diameter = 1.232, 1.848 and

3.312 mm

Sand diameter = 1.232, 1.848 and

3.312 mm

Fluid (water) Mean flow velocity = 0.675 m/s -

Density = 1,000 kg/m3

Kinematic

viscosity = 1 � 10�6 m2/s

Reynolds number = 94,500

Froude number = 0.6
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224 processors (28-way Intel Haswell-based nodes and FDR14 Infini-

band interconnect, 64 GB RAM per node) in a Linux cluster. For both

pure DEM and coupled CFD–DEM simulations, the initial gravel bed

is created with an initial bulk porosity of 0.454 by pouring gravel parti-

cles in the gravel bed region and then fine sediment is inserted at a

specified mass flow rate with water flow (for coupled CFD–DEM sim-

ulations) or without the water (for pure DEM simulations). The selec-

tion of the initial porosity of the created mono-sized gravel bed is in

accordance with previous pure DEM simulations (Bui et al., 2019a)

and recommendations provided in the review paper (Latham

et al., 2002). The mean water flow velocity of 0.675 m/s, the same as

that of the original flume experiment, is provided and recirculated

(cyclic boundary condition at the inlet and outlet). In the coupled

CFD–DEM simulations, the extended inlet and outlet channels ensure

fully developed turbulent flow at the inlet, and recirculation of flow

and sediment as well. This also allowed us to dampen off the effects

of reducing the domain size, as a reduced domain with recirculation

would be equivalent to a sufficiently long flume (ideally infinite

length).

Usually, DEM time steps are much smaller than CFD time steps

to ensure stable solutions and realistic particle behaviour. Whereas,

the stability on the CFD side is ensured by the Courant number cri-

teria. On the DEM side, it rather depends on Rayleigh and Hertz time

criteria. The DEM time step needs to be chosen sufficiently small to

capture the phenomenon of energy transmission through wave propa-

gation. Generally, it is sufficient to assume that all the energy is trans-

mitted through Rayleigh waves. Hertz time step ensures that particles

remain in contact sufficiently long enough to detect proper interaction

among them. The Rayleigh and Hertz times depend on particle charac-

teristics and materialistic properties. The DEM timestep is usually

within 10%–20% of these times. The DEM and CFD time steps are

selected following these criteria. The coupling interval is then calcu-

lated as the ratio of the CFD time step to the DEM time step. The

CFD and DEM modules run sequentially and transfer data at defined

coupling intervals. The simulation run times are 100 s for pure DEM

simulations and the coupled CFD–DEM simulations are run till, either

the gravel bed is completely filled or fine sediment got trapped in the

bed, obstructing further infiltration. Fine sediment is inserted at

the mass flow rate of 0.01 kg/s for 80 s in pure DEM simulations and

for 100 s in coupled CFD–DEM simulations, in total injecting 0.8 and

1 kg of fine sediment for pure DEM and coupled CFD–DEM simula-

tions, respectively.

3 | RESULTS

To evaluate porosity and fine sediment fraction profiles along the

depth of the gravel bed, a Matlab code has been written

(Equations 16–19). The simulation results contain the 3-D packing

information (demonstrated in Figure 5), such as the position and diam-

eter of infiltrated fine sediment and gravel particles. The 3-D packing

is cut at several planes across the depth (100 such planes have been

generated for the results presented here), generating circles of differ-

ent diameters at each cutting plane. With 100 planes cutting over

10 cm gravel bed depth, data are obtained for every 1 mm (smaller

than the smallest particle in the system) from top to bottom of the

bed. The area of generated circles is summed up at each cutting plane,

representing the area of the solid fraction at the cutting plane.

0.14 m

0.1 m

0.2 m 0.15 m 0.05 m

0.05 m

Fine sediment inser�on plane Outlet (cyclic)Inlet (cyclic)

Top (symmetry)

Inlet channel (no slip)

Gravel bed (no slip)
outlet channel (no slip)

Front and Back (symmetry)

Y

Z

X

F IGURE 4 Domain considered with
provided boundary conditions. [Color
figure can be viewed at
wileyonlinelibrary.com]

F IGURE 5 3D packing and circles generated cutting the packing
by plane located at yk: [Color figure can be viewed at

wileyonlinelibrary.com]
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Porosity (n) at the cut plane is calculated as the area of void divided

by the total area (solid and void areas). The fine sediment fraction (fs)

at the cut plane is calculated as the area of fine sediment particles

divided by the area of fine sediment and gravel particles. Although,

our calculation of porosity and fine sediment fraction is based on the

area instead of volume ratios, it represents the porosity and fine sedi-

ment fraction at each cut plane and would be required to evaluate,

how the porosity and fine sediment fraction varies along the depth of

the gravel bed.

Di,k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2
i �4 yk�yið Þ2

q
if yi�

Di

2
≤ yk < yiþ

Di

2
, ð16Þ
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πD2

i,k

4
, ð17Þ

n¼
Ak�

P
Ai,kð Þsmall


 þ P
Ai,kð Þlarge

o
Ak

, ð18Þ

fs ¼
P

Ai,kð ÞsmallP
Ai,kð Þsmallþ

P
Ai,kð Þlarge
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3.1 | Pure DEM simulations

By assuming that the process of fine sediment infiltration into static

gravel bed can be described by a binary system of mono-sized spheri-

cal particles, theoretical packing limits based on different geometrical

packing configurations are considered. The initial gravel bed and final

infiltration state for the different size ratios after 100 s of simulation

run time are shown in Figure 6. The size ratio of 0.154, which ideally

represents the tetrahedral packing configuration, results in a densely

filled gravel bed. As expected for the size ratio of 0.154, fine sediment

first settles at the bottom of the bed, and then filling occurs from bot-

tom to top onwards, a so-called unimpeded static percolation is

observed. For the size ratio of 0.414, which ideally represents cubical

packing configuration, a so-called bridging behaviour is found, where

fine sediment particles get clogged just below the gravel bed surface,

precluding subsequent infiltration. A mixed behaviour is observed for

the size ratio of 0.231, where some fine sediment particles are

clogged in the gravel bed and some could reach the bottom of the

gravel bed, representing simultaneous occurrence of both bridging

and percolation infiltration processes. Fine sediment could also infil-

trate to the bottom of the gravel bed for the size ratio of 0.231, but it

generates a relatively less densely packed gravel bed, as compared to

the size ratio of 0.154. The bulk porosity of the initially created gravel

bed is 0.454 and it is reduced to 0.2166, 0.2879, and 0.4158 for size

ratios 0.154, 0.231, and 0.414 after the infiltration process,

respectively.

Figure 7 shows the detailed porosity (Figure 7a) and fine sedi-

ment fraction (Figure 7b) profiles along the gravel bed depth. One can

see that a significant reduction in porosity is predicted for size ratios

of 0.154 and 0.231. This reduction in porosity is almost uniform from

the bottom to the top of the gravel bed, as fine sediment could infil-

trate till the bottom of the gravel bed and filling could occur from bot-

tom to top onwards. In contrast to this, the reduction in porosity is

limited to the first 2 cm of the gravel bed for the size ratio of 0.414.

After this depth, which is equivalent to 2.5 times the gravel diameter,

no change in porosity is found. Fine sediment fraction profiles also

support these behaviours for different size ratios. It can be seen that

fine sediment first settles at the bottom and fills the voids upwards,

for a size ratio of 0.154 and more or less for a size ratio of 0.231 as

well. For a size ratio of 0.414, a bridging behaviour is observed and no

fine sediment particle is found below 2 cm of the gravel bed surface.

For the bridging case (size ratio 0.414), the maximum depth to which

fine sediment could infiltrate is found to be �2.5 times the gravel

diameter, which aligns with the previously observed bridging depth

(Beschta & Jackson, 1979; Diplas & Parker, 1992; Iseya &

Ikeda, 1987). Small fluctuations in fine sediment fraction and porosity

profile plots, along the gravel bed, might be due to our approach of

considering porosity and fine sediment fraction as area average

values, although porosity and fine sediment fraction are volume-based

quantities. These fluctuations are more predominant at the bottom of

the gravel bed, which might be due to wall effects and wall–particle

interactions.

From Figures 6 and 7, it is also evident that different infiltration

processes such as bridging, unimpeded static percolation, or a combi-

nation of both processes, could occur with the same gravel bed. In

contrast to the consensus in the field, this observation suggests that

the occurrences of bridging and percolation behaviours are indepen-

dent of gravel bed thickness. We emphasize again that the gravel bed

should be sufficiently thick enough to distinguish between these two

different infiltration processes. It is still an open question: what depth

of gravel bed is considered to be thick enough? Our hypothesized def-

inition of a ‘thick enough’ gravel bed (thickness >5 times the coarsest

gravel diameter) is reasonable and sufficient to distinguish between

F IGURE 6 Initial gravel bed (a) and pure DEM simulated
infiltration state at the end of simulation for size ratios of (b) 0.154,
(c) 0.231 and (d) 0.414. DEM, discrete element method. [Color figure
can be viewed at wileyonlinelibrary.com]
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these infiltration processes. The bridging depth is 2–5 times the

d90,Gravel, therefore the gravel bed needs to be thicker than this to

make a distinction between different infiltration processes. Closely

observing the porosity and fine sediment fraction profiles, one can

see that if the depth of the gravel bed was less than the bridging

depth (in our case, 2 cm or 2.5 times gravel diameter), one would have

misinterpreted the bridging as a percolation process. Fine sediment

could easily infiltrate till the bridging depth and one needs a thicker

gravel bed to clearly see if further fine sediment infiltration beyond

the bridging depth occurs or not. Although, our hypothesis seems rea-

sonable, it is based on previously observed bridging depth (Beschta &

Jackson, 1979; Diplas & Parker, 1992; Iseya & Ikeda, 1987) and our

simulations on the simple case of constant bed thickness and mono-

size spherical particles for gravel and fine sediment. A more thorough

investigation might be necessary, where the bed size, a wide range of

gravel and fine sediment, and non-sphericity should be considered,

before our hypothesized definition of a ‘thick enough’ gravel bed is

standardized.

3.2 | CFD–DEM simulations

To model the infiltration process with the coupled CFD–DEM

approach, numerical simulations are performed in two stages. In the

first stage, pure DEM simulations are performed to create the gravel

bed with pre-defined porosity. In the second stage, CFD–DEM cou-

pling is activated, where fine sediment particles are injected from the

insertion plane at a desired mass flow rate and recirculated from

the outlet to the inlet along with water flow. The simulation run times

and required CPU times are summarized in Table 2, comparing them

with their pure DEM counterparts. For smaller size ratios, it takes lon-

ger CPU time to reach the equilibrium infiltration state or steady-state

condition (fine sediment is either clogged or has completely filled the

gravel bed). The simulations for smaller size ratios are slower due to

the increase in complexity and the number of calculations required, as

a greater number of particles are required to represent the same mass

for smaller size ratios. The CPU time increases several folds (at least

�6 times) with the inclusion of flowing water (CFD–DEM simula-

tions). The coupled CFD–DEM simulations for larger size ratios are

run for a longer duration, as they were relatively faster than that of

smaller size ratios. The additional time required for coupled CFD–

DEM simulations is due to extra computational effort in resolving fluid

flow and the complexity associated with it.

The initial gravel bed and final infiltration states for different size

ratios at the end of the simulation can be seen in Figure 8. The Infiltra-

tion processes simulated with the coupled CFD–DEM approach

appear to be quite similar to their pure DEM counterparts. For the

size ratio of 0.154, fine sediment first settles at the bottom of
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F IGURE 7 Variation of (a) porosity and (b) fine sediment fraction along the depth of gravel bed for different size ratios at the end of
infiltration processes. [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 2 Simulation run time and CPU time (or process time) for pure DEM and coupled CFD–DEM simulations.

Size ratio

Pure DEM simulation Coupled CFD–DEM simulation

Simulation run
time (in seconds)

CPU time
(in hours)

Simulation run time
(in seconds)

CPU time
(in hours)

0.154 100 8.89 176 96

0.231 100 3.36 195 48

0.414 100 0.98 200 13.5

Abbreviations: CFD, computational fluid dynamics; DEM, discrete element method; CPU, central processing unit.
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the gravel bed and fills the voids from bottom to top onwards, repre-

senting the unimpeded static percolation. For the size ratio of 0.414,

fine sediment gets clogged just below the surface layer of the gravel

bed, representing the bridging infiltration process. For the size ratio of

0.231, a combination of both types of infiltration processes is

observed. The coupled CFD–DEM and pure DEM simulations, for all

size ratios, predict similar infiltration processes and final infiltration

states as well. The initial and final (after infiltration) bulk porosity of

the gravel bed for coupled CFD–DEM simulations and pure DEM sim-

ulations are shown in Table 3. The final porosities of the gravel bed

for coupled CFD–DEM simulations are 0.2238, 0.2866, and 0.4155

for size ratios of 0.154, 0.231, and 0.414, respectively. For smaller size

ratios (0.154 and 0.231), very dense packing is generated and a signifi-

cant reduction in porosity is predicted. This reduction in porosity is

almost uniform along the depth of the gravel bed. On the other hand,

for a higher size ratio (0.414), fine sediment gets clogged in the top

surface layer below the gravel bed and an overall decrease in porosity

is marginal. The final porosity values simulated with coupled CFD–

DEM approach, for each size ratio, are in a similar range as that of

final porosities simulated with pure DEM approach (see Table 3). The

difference in simulated final porosity values for coupled CFD–DEM

and pure DEM simulations are marginal and only 3%, 0.4%, and 0.07%

for size ratios 0.154, 0.231, and 0.414, respectively. This demon-

strates that fine sediment infiltration into static gravel bed seems to

be independent of the factor causing the infiltration process, that is,

fine sediment infiltration process is gravity-dominated.

The predicted bridging depth for coupled CFD–DEM simulation

(bridging case; size ratio 0.414) is also 2 cm (or 2.5 times the gravel

diameter), exactly the same as predicted in pure DEM simulation. For

the bridging case (size ratio 0.414), fine sediment could only infiltrate

2 cm in the gravel bed and this is true for both pure DEM and coupled

CFD–DEM simulations. Predicting the same bridging depth, irrespec-

tive of the factor causing the infiltration process, again solidifies our

observation that the infiltration process in fluvial deposits is gravity-

dominated. Similar to pure DEM simulation, small fluctuations are also

observed in the detailed porosity and fine sediment fraction profiles

of our coupled CFD–DEM simulations. The probable reason for this

fluctuating behaviour is already discussed in our previous pure DEM

section.

The coupled CFD–DEM simulated porosity and fine sediment

fraction profile plots for different size ratios, along with their pure

DEM counterpart, can be seen in Figure 9. Figure 9a,c,e compare the

coupled CFD–DEM simulated and pure DEM simulated porosity pro-

files for the size ratios of 0.154, 0.231, and 0.414, respectively.

Figure 9b,d,f compare the coupled CFD–DEM simulated and pure

DEM simulated fine sediment fraction profiles for the size ratios of

0.154, 0.231, and 0.414, respectively. It must be emphasized that the

initial gravel beds used in pure DEM and coupled CFD–DEM simula-

tions are not entirely the same and have a marginal variation in poros-

ity and void connectivity, which can be seen in the initial porosity

profile plots of the created gravel bed. This small difference in the ini-

tial gravel bed might be due to different wall treatments in pure DEM

and coupled CFD–DEM simulations and consequently their effects on

overall packing. To prepare the complex geometry in the coupled

CFD–DEM simulation, STL files are considered as walls. Whereas, in

pure DEM simulations simple rectangular box is considered by

F IGURE 8 (a) Initial bed and coupled
CFD–DEM simulated infiltration state at
the end of simulation for size ratios
(b) 0.154, (c) 0.231 and (d) 0.414. CFD,
computational fluid dynamics; DEM,
discrete element method. [Color figure
can be viewed at wileyonlinelibrary.com]

TABLE 3 Initial and final porosity (after infiltration) for different size ratios.

Size ratio
Gravel
diameter (mm)

Fine sediment
diameter (mm) Initial porosity

Final porosity

Pure DEM
simulation

Coupled CFD–DEM
simulation

0.154 8 1.232 0.454 0.2166 0.2238

0.231 8 1.848 0.454 0.2879 0.2866

0.414 8 3.312 0.454 0.4158 0.4155

Abbreviations: CFD, computational fluid dynamics; DEM, discrete element method.
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treating planes as walls (no STL files). Additionally, the packing process

is stochastic and might lead to small differences in created initial

gravel beds, each time they are generated. Due to the marginal

difference in the created initial gravel bed, a small difference in

coupled CFD–DEM and pure DEM simulated final infiltration state is

expected but the bulk behaviours of the infiltration process should
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not change. For the size ratio of 0.154 unimpeded static percolation,

for the size ratio of 0.414 bridging, and for the size ratio of 0.231 a

combination of both infiltration processes is observed and these

behaviours are consistent for pure DEM and coupled CFD–DEM sim-

ulations. For the unimpeded static percolation case (size ratio 0.154),

fine sediment first settles at the bottom and filling occurs from bot-

tom to top onwards. For the bridging case (size ratio 0.414), fine sedi-

ment gets clogged near the bed surface and the maximum depth, they

could infiltrate, is 2 cm, which is equivalent to 2.5 times of gravel

diameter. The bridging depth of 2.5 times the gravel diameter aligns

with the previous observations (Beschta & Jackson, 1979; Diplas &

Parker, 1992; Iseya & Ikeda, 1987). As discussed in our pure DEM sec-

tion, the gravel bed depth must be thicker than the bridging depth

(usually 2–5 times d90,Gravel), so that the different infiltration pro-

cesses can be distinguished. Although, our hypothesized definition of

‘thick enough’ gravel bed seems reasonable and logical, a more thor-

ough investigation using numerical simulations and flume experiments

might be necessary, where gravel bed depth, a wide range of gravel

and fine sediment and non-sphericity of particles should also be

addressed, before our hypothesized definition of ‘thick enough’ gravel
bed is standardized.

3.3 | Effect of turbulence models on the
infiltration process

We evaluate four different turbulence models, namely the kEpsilon,

kOmega, RNGkEpsilon, and kOmegaSST model, in their ability to pre-

dict physical and realistic flow and infiltration process. For this pur-

pose, we only consider the size ratio of 0.154 (unimpeded static

percolation case). The streamwise mean (RANS resolved) and fluctuat-

ing velocity (modelled) profiles of water flow at the inlet, and porosity

and fine sediment fraction profiles in the gravel bed region, for these

turbulence models, are compared and summarized in Figure 10. It
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F IGURE 10 Comparison of RANS turbulence models in predicting (a) mean fluid velocity, (b) turbulent fluctuating velocity, (c) porosity and
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must be emphasized that RANS resolves only up to mean flow statis-

tics and the turbulent fluctuations are modelled using turbulence

models by assuming the turbulence is isotropic in the whole domain.

Turbulent fluctuations are simply calculated from modelled turbulent

kinetic energy (k) as u0 ¼ ffiffiffiffiffiffiffi
2k=3

p
. Unfortunately, there were no detailed

velocity profiles (both for mean flow and turbulent fluctuations) mea-

sured in the reference experiment. However, qualitative observation

of the velocity profiles reveals that, all the RANS turbulence models,

considered, are able to predict realistic mean fluid velocity profiles

(Figure 10a). Omega-based models predict small and physically realis-

tic turbulent fluctuations, whereas Epsilon-based models predict large

turbulent fluctuations (Figure 10b). As seen in Figure 10c,d, there is

hardly any difference in predicted final porosity and fine sediment

fraction profiles, for the turbulence models considered. It can be seen

that the final porosity and fine sediment fraction profiles, for all the

turbulence models, are overlapping. This is due to the fact that only

mean flow statistics are used to calculate fluid's effect on particle

motion. As long as the mean flow fields are accurately captured by

the turbulence model used, similar infiltration processes will be pre-

dicted irrespective of the turbulence model. However, this approach

can only be applied for low-flow conditions, where the gravel bed

remains static and fine sediment simply get transported over the

gravel bed. The comparison of our pure DEM and coupled CFD–DEM

simulations, for different size ratios considered, advocates that the

process of fine sediment infiltration into static gravel bed is mainly

gravity-dominated. Therefore, one may simply neglect the effect of

turbulent fluctuations on the infiltration process. In high-flow condi-

tions, to predict accurate and physically realistic sediment transport, a

proper evaluation of turbulence fluctuations might be important and

should be included by some additional models such as Stochastic dis-

persion models (Minier et al., 2014). Our results on different turbu-

lence models demonstrate that for the low-flow conditions, where the

process of fine sediment infiltration into the immobile gravel bed

seems to be gravity-dominated, any of the turbulence models can be

applied as long as it is able to capture mean flow statistics properly.

From Figure 10c,d, it can be seen that large predictions of turbu-

lent fluctuations are not propagated to the infiltration process. Final

porosity and fine sediment fraction profiles are overlapping for all the

turbulence models considered. In the unresolved CFD–DEM method,

the forces acting on particles, due to fluid flow, are calculated using

empirical equations, mostly based on mean flow statistics. In a broader

sense, the information on the fluid velocity at the particle's position

(fluid velocity seen by particles) is used to calculate fluid–particle

interaction forces (see Section 2.3). The more precisely flow fields are

resolved, the more accurate estimation of the interaction forces is

expected, thus more physical particle's trajectory is predicted. For

example, direct numerical simulation (DNS) and large-eddy simulation

(LES) in conjunction with DEM could be alternative approaches. As

DNS and LES resolve flow beyond mean flow fields and eventually

would result in a more accurate estimation of fluid–particle interac-

tion terms. The DNS–DEM or LES–DEM is mostly not possible, espe-

cially for particles larger than typically resolved flow fields (Jaiswal

et al., 2022). One has to compromise with the coarsely resolved flow

fields, such as mean flow fields, resolved with the RANS approach,

especially dealing with large particles such as gravel and sand. The

RANS–DEM approach neglects the effects of turbulent fluctuations

on the particle's trajectory and additional dispersion models would be

required to recover the lost turbulent fluctuations due to RANS aver-

aging (Bocksell & Loth, 2006; Jaiswal et al., 2022; Loth, 2000; Minier

et al., 2014). However, the inclusion of the dispersion model should

be decided based on the process under consideration and might not

be necessary. It might be sufficient to include only mean flow statis-

tics, yet able to capture realistic particle behaviour in a turbulent flow.

In many physical processes, especially disperse-particle flow, it might

be necessary to include the effect of turbulent fluctuations on particle

motion. As our results demonstrated that the process of fine sediment

infiltration into static gravel bed is mainly gravity dominant process,

therefore the inclusion of additional dispersion models might not be

necessary. We expect that the effects of turbulent fluctuations can

only be neglected in low-flow conditions. As soon as the gravel parti-

cle starts to move, it cannot be simply assumed as a gravity-

dominated process and under those scenarios, one should include the

effect of turbulent fluctuations using dispersion models.

Among the two main factors (gravity and turbulence) describing

the infiltration process, suggested by Huston (2014), an eddy-

resolving approach could be applied to assess the turbulence effect

on infiltration in greater detail. This can be achieved by employing a

more detailed approach ‘resolved CFD–DEM’ to model the infiltration

process. The eddy generation and dissipation process can be properly

captured by DNS thus turbulence effects on the infiltration process

can be in detail investigated. The resolved CFD–DEM method calcu-

lates interaction forces acting on particles (i.e., fluid–particle interac-

tion force) by integrating fluid stresses on the surface of particles,

rather than empirical models used in unresolved CFD–DEM. How-

ever, it requires enormous computational resources and is limited to

the maximum order of 103 particles (Bérard et al., 2020; Kloss et al.,

2012). Due to the small number of particles in resolved CFD–DEM

method, the resolved CFD–DEM approach might not be appropriate

to model and capture the bulk behaviour of large systems, such as fine

sediment infiltration into gravel bed.

4 | DISCUSSION

From both pure DEM and coupled CFD–DEM simulations, it is evi-

dent that the claims made in several previous studies that only bridg-

ing type of infiltration process occurs in nature and fine sediment

infiltrate only till limited depth and percolation is simply an artifact of

the shallow gravel bed, is not true. As shown in our both pure DEM

and coupled CFD–DEM simulations, both infiltration processes, some-

times a combination of both, could occur within the same gravel bed.

The occurrence of bridging and percolation mainly depends on the rel-

ative size of fine sediment and gravel; in a broader sense it depends

on relative grain size distributions of fine sediment and gravel. Gravel

grain size distribution determines the size of voids formed and even-

tually the smallest size of fine sediment, which could pass through
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it. Fine sediment distribution eventually decides if the packing

(or infiltration) could occur by bridging or percolation mechanism.

Based on our results, we advocate that it is the relative size ratio of

fine sediment and gravel that ultimately determines, which type

of infiltration would occur.

Furthermore, our results for pure DEM and coupled CFD–DEM

simulations, for different size ratios, suggest that the infiltration pro-

cess is gravity-dominated. Considering a realistic scenario of gravel

beds in natural streams. Usually, there exists low permeable or imper-

meable strata below the gravel bed. This implies that there is an insig-

nificant amount of downward flux (almost zero flow) along the

direction of the bed depth due to the impermeable surface below

the gravel bed in natural streams. Flume experiments are mostly

aimed to model fluvial processes occurring in natural streams neglect-

ing surface-ground water exchange. Our CFD–DEM setup is a repre-

sentation of the infiltration process occurring in the flumes and

natural streams, below which there exists an impermeable stratum.

The hypothesis (Cui et al., 2008), suggesting that the process of fine

sediment infiltration through intra-gravel flow is similar to the infiltra-

tion process driven by gravity, seems to be reasonable, even in sce-

narios, when there is a downward flux (flow along the gravel bed

depth). We expect that the bridging and percolation should still be

predominantly a function of pore space geometry and its connectivity.

Even, when there is a downward flow (due to the permeable surface

beneath the gravel bed, also called intra-gravel flow), it cannot push

the fine particle further downward (if pore space is smaller than parti-

cle size), unless the gravel bed is mobilized. This argument strongly

indicates that Cui's hypothesis might be valid even when there is

downward flux. It must be emphasized that this hypothesis does not

hold true for high-flow conditions, when the gravel bed becomes

dynamic and mobile. As soon as the gravel particles in the bed start to

move, which would typically be expected in high-flow conditions, the

infiltration processes can no longer be simulated as a gravity-driven

configuration and the water flow and turbulence effects must be

included in the numerical simulations. However, as long as the gravel

bed remains immobile, typically in low-flow conditions, one can simply

simulate the infiltration process considering the system as pure granu-

lar media and yet able to predict realistic infiltration processes with

much lesser computational resources and time, as shown by our pure

DEM and coupled CFD–DEM simulations. However, this can be fur-

ther investigated and verified by making the surface below the gravel

bed permeable in coupled CFD–DEM simulations.

Our hypothesized definition of a ‘thick enough’ gravel bed

(thicker than five times the coarsest gravel diameter) seems to be rea-

sonable, as the maximum bridging depth is 2–5 times the d90,Gravel.

One would need a thicker gravel bed to distinguish between the

bridging and percolation behaviours. In our case, the gravel bed thick-

ness is 10 times the gravel bed diameter (sufficiently thick). We could

simulate both types of infiltration processes within the same bed

thickness. This demonstrates that bridging and percolation infiltration

processes could occur in the same gravel bed and it mainly depends

on the size ratios of considered fine sediment and gravel, rather than

the gravel bed thickness.

One question that should be addressed here is: if both percola-

tion and bridging could occur within the same depth of the gravel bed,

which is thick enough, then why did Wooster et al. (2008) observe

only bridging (or clogging) behaviour, despite using various combina-

tions of gravel and fine sediment in their flume experiment? This hints

towards the possibility that the materials, used in their experiment,

might coincidently fall below the threshold for the bridging (d15,Gravel/

d85,Fine Sediment < 10.6). To check for this possibility, we analyzed the

data presented in their paper against the size ratio thresholds for

bridging and percolation of Gibson et al. (2009). The d15,Gravel for dif-

ferent zones (different locations in flume) is directly extracted from

the gradation curves provided in their paper. Unfortunately, for the

fine sediment, only geometric mean (Dg) and standard deviation (σg)

were reported in their paper, rather than a full gradation curve. Often,

natural sediments follow a log-normal distribution and d84.1 (�d85)

and d15.9 (�d15) can be approximated (Sundar & Sannasiraj, 2019) with

geometric mean (Dg) and standard deviation (σg). Assuming fine sedi-

ment, used in Wooster et al.'s flume experiment, follow a log-normal

distribution, a simple model is used to approximate the d85,Fine Sediment,

using the following relation:

Dg¼ d84:1d15:9ð Þ1=2, ð20Þ

σg¼ log
d84:1
d15:9

� �1=2

: ð21Þ

We analyze the dataset presented in their paper and our approxi-

mated d15,Gravel/d85,Fine Sediment for each zone can be seen in

Figure 11. Almost all combinations of fine sediment and gravel used

in their experiment lie below the size ratio threshold for bridging

(d15,Gravel/d85,Fine Sediment < 10.6), except one section (Zone 4; refer

to their paper for details). In Zone 4, the approximated d15,Gravel/d85,
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Fine Sediment is found to be 16 (near 15.4; percolation limit). Being at

the border of bridging and percolation limits, the combination of

bridging and percolation should have occurred in Zone 4. As the

experiment was stopped by visual observation by looking through

the glass walls of the flume, when the top surface layers of the whole

flume (almost all zones) were clogged with fine sediments. Zone

4 might have remained unsaturated by the time the flume experi-

ment was stopped. This section of the flume (Zone 4) could have

shown the percolation behaviour (or combination of bridging and

percolation) if the flume experiment would have run for a longer

duration. As the size ratios, for most of the fine sediment and gravel

combinations used in their experiment, corresponded to the bridging

process, they observed only the bridging type of infiltration. Second,

their observation of bridging behaviour in Zone 4 might be also due

to different equilibrium fine sediment transport rates upstream and

downstream of Zone 4. As different gravel sizes were used in each

zone, they would be requiring different equilibrium fine sediment

rates. This would affect the fine sediment transport process in other

zones, depending on if the upstream or downstream section (zone)

has more or less transport capacity than fine sediment entering that

zone. One would have to run the experiment for a sufficiently long

duration to make sure that the effects of different equilibrium fine

sediment transport in different zones are vanished. The above dis-

cussion hints that Wooster's observation of only the bridging infiltra-

tion process, in their flume experiment, might be due to (a) the most

of gravel and fine sediment material lying below the threshold for

the bridging process, and (b) the short run-time of the flume

experiment.

Another limitation, of not only the applied unresolved CFD–DEM

method but also in general of the CFD–DEM method, is its inability

to resolve fluid-air interphase. While, modelling systems involving

multi-phases such as open channel flow with sediment transport (air,

water, and particle), it might be important to capture the dynamics of

the free surface. This would require the extension of the applied

CFD–DEM method by coupling it with some interphase resolving

methods, such as the level set method or volume of fluid method

(VOF) (Harikrishnan & Mahapatra, 2021; Nan et al., 2023; Washino

et al., 2023). However, the infiltration process occurs far from the

free surface, as fine sediment infiltrates into the gravel bed as a result

of bed load transport. Therefore, resolving the interphase between

air and water (free surface) should not be causing any significant

change in modelling infiltration processes and the final state of

infiltration.

Furthermore, we have considered only spherical particles in our

simulations but natural sediment particles have non-spherical shapes.

Non-spherical particles behave much differently than spherical parti-

cles and particle shape could have significant effects on fluid–particle

interactions and resultant particle movement (Washino et al., 2023).

Additionally, natural sediment consists of various grain size distribu-

tions (non-uniform/polydisperse particles). We expect that a more

realistic and accurate infiltration process could be obtained with

numerical simulations by considering the non-sphericity and non-

uniformity of particles into account.

5 | CONCLUSION

The process of fine sediment infiltration into static gravel bed is inves-

tigated by means of numerical simulation, where the mechanical

behaviour of particles is considered using the DEM and fluid flow

(water) is resolved using CFD. Due to various limitations of the

applied unresolved CFD–DEM method, concerning the number and

size of particles, and computational requirements, a smaller domain

size, with monodisperse spherical particles for gravel and fine sedi-

ment, is considered. Two separate sets of simulations, namely pure

DEM and coupled CFD–DEM simulations, are performed. Numerical

simulations are based on the assumption that the process of fine sedi-

ment infiltration into a static gravel bed can be represented by a

binary mixture of mono-sized spherical particles. Theoretical packing

limits corresponding to the different geometrical configurations are

considered for both sets of simulations. Taken together, the following

conclusions can be drawn from the conducted study:

• The pure DEM (neglecting water flow) and coupled CFD–DEM

(considering water flow) simulations of fine sediment infiltration

into static gravel bed demonstrate that the process seems to be

gravity-dominated. Our results and discussion advocates for Cui's

hypothesis that fine sediment infiltration through intra-gravel flow

is similar to fine sediment infiltration driven by gravity. This implies

that the process could simply be simulated and studied using

models developed for pure particle systems, such as stochastic

models, analytical packing models, and also pure DEM simulations.

However, this holds true for low-flow conditions, where the gravel

bed remains immobile (static). As soon as gravel starts to move, the

process cannot be modelled with pure particle models and flowing

water and turbulence effects must be included.

• In contrast to the consensus in the field, we could able to simulate

both bridging and percolation types of infiltration processes within

the same gravel bed. For the size ratio of 0.154, 0.414, and 0.231,

unimpeded static percolation, bridging, and a combination of bridg-

ing and percolation are observed, respectively. This shows that the

occurrence of bridging and percolation processes are independent

of gravel bed thickness, rather it only depends on the relative grain

size distribution of fine sediment and gravel (size ratio).

• A sufficient thick gravel bed is necessary to distinguish between

bridging and percolation behaviours. Based on our predictions and

previous observations of bridging depths, we hypothesize that a

gravel bed deeper than five times the coarsest gravel diameter can

be considered as a thick bed. Although, our hypothesis seems rea-

sonable, a more thorough investigation is required considering dif-

ferent gravel bed depths, detailed grain size distributions

(polydisperse particles) and non-sphericity of particles, before our

hypothesis is standardized.

• Previous claims that there is only a bridging type of infiltration

occurs in nature and percolation behaviour is simply an artifact of

the shallow gravel bed, supported also by recent studies of Cui

et al. (2008) and Wooster et al. (2008), are not true. Our analysis

indicates that almost all gravel-fine sediment combinations used in
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their experiment lie below the bridging threshold. Additionally,

their observations might also be due to the short run-time of the

flume experiment.

• As long as the mean flow fields are correctly captured and the

gravel bed remains immobile, the turbulence models seem not to

affect the final state of infiltration. This also indicates that the fine

sediment infiltration into static gravel bed is a predominantly

gravity-driven process. However, our simulations are based on

fluid–particle interaction forces, which do not consider the effect

of turbulent fluctuations into account. It might be interesting to

include the effects of the turbulent fluctuations either by simple

dispersion models or by turbulence-resolving methods (resolved

CFD–DEM) and simulate the infiltration process. This would solid-

ify our observations that fine sediment infiltration is in-fact gravity

dominant.

We have restricted ourselves to mono-disperse (uniform) gravel

and fine sediment, due to computational and time restrictions. It might

be interesting and helpful to include polydisperse (non-uniform) gravel

and fine sediment with varying flow conditions, different gravel bed

depths, and possibly the non-sphericity of particles. Turbulence-

resolving approaches (resolved CFD–DEM) would provide more

detailed insights into flow and infiltration processes occurring through

the gravel bed. The resolved CFD–DEM approach would be helpful to

assess the effects of turbulence on the infiltration process and clog-

ging depth by directly resolving the phenomena of production and dis-

sipation of turbulent eddies. As mentioned before, the resolved CFD–

DEM approach is probably not a suitable approach to model the infil-

tration process, due to its limitation concerning a very limited number

of particles and heavy computational requirements. Despite several

simplifications and assumptions made to model the infiltration pro-

cess, results obtained in the current study with unresolved CFD–DEM

method, are indeed able to fill some research gaps in the overall

understanding of the infiltration mechanism. A more detailed study,

considering larger domain size and actual grain size distributions of

fine sediment and gravel, would be helpful to solidify our conclusions.

However, the applied unresolved CFD–DEM method (or CFD–DEM

method in general) is computationally demanding and limited to a def-

inite number of particles. With a large number of particles and varying

PSD, the computational requirement will increase exponentially. This

would be very difficult with currently available computer architecture,

solution, and coupling algorithm and without proper and efficient par-

allelization (MPI load balancing). GPU-based codes for CFD–DEM

coupling will also be helpful to simulate the process in realistic

timeframes.
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