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Abstract

For the development of fully error-corrected quantum computers, an understanding of
the current near-term noisy devices is vital. Experimental verification of quantum oper-
ators plays an essential role in characterizing and thereby improving the performance
of a quantum computer. The underlying theory of quantum computing is complex, and
gaining a deeper understanding of the quantum system and its dynamics is crucial. In
this context, visualization techniques assume a significant role, especially those that can
directly visualize quantum operators, such as density matrices, processes, Hamiltonians,
etc.

The DROPS (Discrete Representation of OPeratorS) representation is a visualization
tool that visualizes operators using shapes (droplets) assembled from linear combinations
of spherical harmonics. This thesis presents a scanning-based tomography approach
that experimentally tomographs the droplets corresponding to density matrices and
processes. Building on the underlying theory of Wigner state and process tomography
initially developed for an ensemble-based NMR (nuclear magnetic resonance) setting,
this thesis introduces a reformulation of this theory tailored for pure-state general-
purpose quantum computers.

Furthermore, this work tackles the existing limitation of Wigner tomography, which
was previously applicable only to known unitary processes, by extending this theory
to encompass the tomography of unknown unitary processes. This thesis provides
an experimental methodology for directly implementing scanning-based tomography
techniques on pure-state quantum computers and also presents the experimental results
of our tomography approaches performed on IBM quantum devices.
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Chapter

1 Introduction

This chapter is dedicated to describing fundamental concepts of quantum comput-
ing, with a primary focus on the visualization of quantum operators using DROPS
representation [1], which establishes the foundation of this work.

1.1 Quantum computing

Quantum computers leverage the principles of quantum physics to execute computational
processes, distinguishing themselves from classical computers, which rely on classical
physics principles. In classical computing, information is encoded as ‘bits’, short for
binary digits with two possible states: “0” or “1”. Quantum computers utilize ‘qubits’, a
portmanteau of ‘quantum’ and ‘bit’ [2], as a fundamental computation unit. Qubits can
exist in various superpositions of states, simultaneously representing both 0 and 1. This
state encoding facilitates parallel computation, contributing to the accelerated processing
capabilities of quantum computers. These properties make quantum computers powerful
enough to provide a speedup over their classical counterparts for solving certain complex
algorithms. In recent years, quantum computing has seen a remarkable advancement,
but many challenges remain to overcome. Here, we briefly introduce some important
concepts of quantum computing.

1.1.1 Quantum state

A general single qubit (N = 1) state can be written down as a linear combination of
basis states:

|ψ⟩ = c0|0⟩+ c1|1⟩. (1.1)

This linear combination of states is often referred to as superposition [3]. The complex
coefficients c0 and c1 are the probability amplitudes, i.e., the probability after mea-
surement to find a qubit in state |0⟩ is p0 = |c0|2 and in state |1⟩ is p1 = |c1|2. These
probabilities sum to one, i.e., p0 + p1 = 1. The states can be written down in the
state-vector matrix form as:

|0⟩ =
(

1
0

)
and |1⟩ =

(
0
1

)
. (1.2)

1



1 Introduction

These pure states can be geometrically represented on a Bloch sphere as shown in
Fig. 1.1.

Figure 1.1: Representation of a single qubit state on the surface of a Bloch sphere. The north
and south poles correspond to state |0⟩ and |1⟩, respectively. On the transverse plane, the x
axis corresponds to an equal superposition state |ψ⟩ =

√
1
2(|0⟩+ |1⟩), for example.

Similarly, for a two-qubit (N = 2) system, a general quantum state can be written as

|ψ⟩ = c00|00⟩+ c01|01⟩+ c10|10⟩+ c11|11⟩, (1.3)

where |01⟩ = |0⟩ ⊗ |1⟩, refers to state of qubit one is |0⟩ and the state of qubit two is
|1⟩, for example. The symbol ‘⊗’ represents the tensor or Kronecker product.

In practical scenarios, a state generally can not be written in terms of state vectors
and must be expressed as a statistical ensemble of multiple states. This statistical
mixture is usually called a ‘mixed’ state and is described by a density matrix.

1.1.2 Density matrix

The state vector formalism (Eq. 1.1 and Eq. 1.3) only describes a ‘pure’ state, i.e.,
states which can be precisely defined at every point in time. A density matrix or
density operator represents a quantum system whose state is not fully known [3].
A mathematical description of the density matrix for a given quantum system with
different states |ψi⟩ and corresponding probability pi is:

ρ =
∑

i

pi|ψi⟩⟨ψi|, (1.4)

where ρ is a density matrix of size 2N × 2N for a system of N qubits.

2



1.1 Quantum computing

1.1.3 Quantum gates

For performing any computation, it is imperative to manipulate the state of a qubit,
which is achieved by quantum gates in quantum computing. For an N qubit system,
quantum gates or processes are represented by a 2N × 2N unitary matrices. An initial
state |ψi⟩ evolves after an application of a quantum gate U as:

|ψf ⟩ = U |ψi⟩, (1.5)

where |ψf ⟩ is the final state. Similarly, in the density matrix representation, an initial
density matrix ρi = |ψi⟩⟨ψi| evolves to a final density matrix ρf after an application of
a quantum gate U as:

ρf = UρiU
†, (1.6)

where U † is the complex conjugate of U , and UU † = 1.

Single-qubit gates

For a single qubit, a unitary gate is a rotation around an axis in a Bloch sphere (see
Fig. 1.1). For example, an X (or NOT) gate is given by:

X =
(

0 1
1 0

)
, (1.7)

and is achieved by a rotation of π radians around the x axis. This gate inverts the
state of a qubit, for example, |0⟩ → |1⟩. Another important and fundamental gate in
quantum computation is a Hadamard (H) gate, the matrix form of which is given by:

H =
√

1
2

(
1 1
1 −1

)
. (1.8)

This gate creates an equal superposition state when applied on a computational basis
state, i.e., |0⟩ →

√
1
2(|0⟩+ |1⟩). This gate is a rotation of angle π around the diagonal

axis between the x and z axes.

The matrix form of the most general single qubit rotation, which is also known as U3
gate, is (up to a global phase) given by

U3(θ, ϕ, λ) =
(

cos(θ/2) −eiλsin(θ/2)
eiϕsin(θ/2) eiλ+iϕcos(θ/2)

)
, (1.9)

which can be equivalently written in the form of the following Euler angle decomposi-
tion [4]

U3(θ, ϕ, λ) = RZ(ϕ)RY(θ)RZ(λ)
= RZ(ϕ)RX(−π/2)RZ(θ)RX(π/2)RZ(λ).

(1.10)

3



1 Introduction

This corresponds to a rotation of angle λ around the z axis, followed by a rotation of θ
around the y axis and a rotation of ϕ around the z axis.

In general, given a rotation angle γ, the rotation operator is given by: RX(γ) =
e−iγσx/2, RY (γ) = e−iγσy/2, and RZ(γ) = e−iγσz/2, where σx, σy, and σz are the Pauli
matrices, defined as:

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (1.11)

The values of three Euler angles λ, θ, ϕ in Eq. 1.10 can be adjusted to implement
any single qubit rotation or gate [4]. For example, U3(θ,−π/2, π/2) corresponds to
a rotation around the x axis by an angle θ and U3(θ, 0, 0) corresponds to a rotation
around the y axis by an angle θ. Further two or multi-qubit gates can be designed
based on these single-qubit rotations.

Multi-qubit gates

In addition to the fundamental single-qubit gates described above, we highlight some
multi-qubit gates here. For multi-qubit systems, an important gate is the SWAP gate,
which exchanges the state of the qubits, i.e., |00⟩ → |00⟩, |01⟩ → |10⟩, |10⟩ → |01⟩, and
|11⟩ → |11⟩. Its matrix representation is given by:

SWAP =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (1.12)

Another important class of gates is controlled gates, which only act on the target
qubits if the control qubit is in state |1⟩. For example, a controlled-NOT (CNOT)
gate is crucial for establishing entanglement between qubits in a two-qubit system.
Considering the first qubit as a control qubit, a matrix description of the CNOT gate is
given by:

CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (1.13)

This gate transforms the two-qubit computational basis states 1.3 as: |00⟩ → |00⟩,
|01⟩ → |01⟩, |10⟩ → |11⟩, and |11⟩ → |10⟩.

Another important controlled gate is a three-qubit controlled SWAP (CSWAP) gate,
also known as the Fredkin gate. This gate swaps the state of two target qubits when

4



1.2 Visualization of quantum operators

the control qubit is in state |1⟩. Considering the first qubit as a control qubit, a matrix
description of the CSWAP gate is given by:

CSWAP =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


. (1.14)

This gate transforms the three-qubit computational basis as: |000⟩ → |000⟩, |001⟩ →
|001⟩, |010⟩ → |010⟩, |011⟩ → |011⟩, |100⟩ → |100⟩, |101⟩ → |110⟩, |110⟩ → |101⟩, and
|111⟩ → |111⟩. This gate also plays a crucial role in the work presented in this thesis
(see Chapter 4).

1.2 Visualization of quantum operators

Visualizing quantum operators, such as density matrices, processes (quantum gates),
Hamiltonians, etc., is crucial for understanding a quantum system and its dynamics.
The state of a single qubit system can be visualized using a Bloch vector on a three-
dimensional Bloch sphere, as illustrated in Fig. 1.1. However, extending this visualization
to density matrices or even pure-state multi-qubit systems introduces challenges, where
conventional methods like the skyscraper representation of a density matrix [3] lack
intuitive insight (see left panel of Fig. 1.2). The DROPS (Discrete Representation
of OPeratorS) representation [1, 5] emerges as a vital tool, offering a sophisticated
visualization technique for quantum operators. DROPS representation provides a rich
visualization of quantum operators and helps to understand a quantum system and its
dynamics intuitively, as illustrated using an example in Fig. 1.2.

DROPS representation was initially introduced by Garon et al. [1, 6] for coupled spin-
1/2 system and was later extended for up to six coupled spins in work by Leiner et
al. [7]. DROPS uses a generalization of continuous phase-space representation over a
sphere, which is also known as Wigner representation for spins [8, 9]. This visualization
approach is based on Stratonovich’s postulates [10] and works by mapping quantum
operators (matrices) onto a set of spherical functions, also known as spherical droplets.

1.2.1 Mapping of quantum operators onto spherical droplets

The visualization approach of DROPS representation relies on a bijective mapping
between multi-qubit basis given by irreducible spherical tensor operators [11] and

5



1 Introduction

Figure 1.2: Skyscraper (left) and DROPS (right) visualization of a two-qubit quantum state
|ψ⟩ = 1√

2(|00⟩ + |01⟩) for which the density operator is represented by the operator A =
1
4 (1+σ1z+σ2x+σ1zσ2x). The individual componentsA(ℓ) of operatorA with label ℓ are mapped
to spherical functions f (ℓ) using a bijective mapping: A =

∑
ℓ∈L A

(ℓ) ←→
⋃

ℓ∈L f
(ℓ). The

droplets are systematically combined in the rightmost panel, illustrating droplets corresponding
to the state of the first qubit (σ1z = σz ⊗ 1), the second qubit (σ2x = 1⊗ σx), correlations
(σ1zσ2x = σz ⊗ σx), and identity (1) terms. In these three-dimensional polar plots of droplets
f (ℓ)(β, α), the distance from the origin to a point on the surface represents the absolute value
|f (ℓ)(β, α)|, and the color indicates the phase φ = arg[f (ℓ)(β, α)] as defined by the color bar.

multiple sets of spherical harmonics [12]. Although the DROPS representation can
be applied to arbitrary finite-dimensional quantum systems [1, 13], here we focus on
systems consisting of one or more qubits that are of particular interest in quantum
information processing.

The method maps an arbitrary operator A on a set of spherical functions f (ℓ) which
can easily be visualized, e.g., in the polar representation used here (or as colored
spherical surfaces) [14]. Let us first consider an example of visualization shown in
Fig. 1.2 and break it down into building block components. Panel (a) of Fig. 1.3 shows
an example where the density operator A of a two-qubit state is mapped to a set of
four individual droplet functions f (ℓ).

For systems consisting of up to two qubits, each of the individual droplet functions
(f (∅), f (1), f (2), and f (12)) corresponds to one of the four possible (sub) sets of qubits:
{∅} labels the empty set, {1} labels the subset consisting only of the first qubit, {2}
labels the subset consisting only of the second qubit, and {12} labels the set consisting
of both qubits. Each subset is specified by a corresponding superscript label ℓ. (For
systems consisting of more than two qubits, specifying the (sub) systems of qubits is
not sufficient, and additional selection criteria, such as permutation symmetry, are
necessary to specify each droplet [1].) The method first decomposes any given operator
A as a sum of operators A(ℓ), which are defined based on the criteria of the labels ℓ
specified above. For example, the operator A(1) acts only on the first qubit, whereas,
e.g., the operator A(12) acts on both the first and the second qubit, etc.

6



1.2 Visualization of quantum operators

Figure 1.3: (a) For the two-qubit state 1√
2(|00⟩+ |01⟩), the density operator is represented

by A = 1
4(1 + σ1z + σ2x + σ1zσ2x) and is visualized using multiple spherical functions

f (ℓ) = f (ℓ)(β, α). The individual droplet operators A(ℓ) of operator A are mapped to the
spherical droplet functions f (ℓ). (b) f (12) (in a box) is decomposed into its contributions
f

(12)
j with j ∈ {0, 1, 2}. (c) f (12)

1 (in a circle) is decomposed into spherical harmonics of order
m ∈ {−1, 0, 1}.

As shown on the left side of the double-headed arrow in Eq. 1.15 (vide infra), each
droplet operator A(ℓ) can be expanded in an operator basis consisting of irreducible
spherical tensor operator components T (ℓ)

jm with expansion coefficients c(ℓ)
jm [1, 13], where

j is the rank and m is the order of the spherical tensor operators T (ℓ)
jm. Based on the

well-known correspondence [15] between irreducible tensor operator components Tjm

and spherical harmonics Yjm, a bijective mapping between the droplet operators A(ℓ)

and corresponding spherical droplet functions f (ℓ) can be defined as

A(ℓ) =
∑

j∈J(ℓ)

j∑
m=−j

c
(ℓ)
jmT

(ℓ)
jm ←→ f (ℓ) =

∑
j∈J(ℓ)

j∑
m=−j

c
(ℓ)
jmYjm, (1.15)

where identical expansion coefficients c(ℓ)
jm are used on both sides of the double-headed

arrow. Eq. 1.15 can be rewritten in the more compact form

A(ℓ) =
∑

j∈J(ℓ)
A

(ℓ)
j ←→ f (ℓ) =

∑
j∈J(ℓ)

f
(ℓ)
j , (1.16)

where we defined the rank j droplet operators A(ℓ)
j and droplet functions f (ℓ)

j as

A
(ℓ)
j =

j∑
m=−j

c
(ℓ)
jmT

(ℓ)
jm and f

(ℓ)
j =

j∑
m=−j

c
(ℓ)
jmYjm. (1.17)

As shown for the example of the droplet f (12) in panel (b) of Fig. 1.3, each spherical
droplet function f (ℓ) can be expressed as a sum of spherical functions f (ℓ)

j with different

7



1 Introduction

ranks j. For the case of f (12), the rank j can be 0, 1, or 2. (Note that in the special case
of the operator, A represented in Fig. 1.3, the droplet function with rank 0 happens to
vanish, i.e., f (12)

0 = 0.) This graphically illustrates the decomposition given on the right
side of the double-headed arrow in Eq. 1.16.

The decomposition of f (ℓ)
j in terms of the spherical harmonics Yjm with the expansion

coefficients c(ℓ)
jm (see right hand side of Eq. 1.17) is illustrated in panel (c) of Fig. 1.3 for

the rank j = 1 spherical function f
(12)
1 , which is decomposed in terms of the spherical

harmonics Y1,−1, Y1,0, and Y1,1 with the expansion coefficients c1,−1 = i

2, c1,0 = 0, and

Y1,1 = i

2.

1.2.2 Visualization examples

Single qubit state

Let us consider a single qubit state |ψ⟩ = |0⟩, the corresponding density matrix is given
by

ρ = |0⟩⟨0| =
(

1 0
0 0

)
= 1

2(1+ σz). (1.18)

Where σz and 1 are the Pauli z and identity matrices respectively. Using the basis
transformation provided in Ref. [1], and summarized in Appendix A.1, the above density
matrix can be written in terms of spherical tensor operators T (ℓ)

jm as

ρ =
√

1
2(T (∅)

00 + T
(1)
10 ). (1.19)

Where the first of the two terms T (∅)
00 has rank j = 0, order m = 0, and linearity label

ℓ = ∅, which corresponds to an identity term in this terminology. The second term T
(1)
10

has rank j = 1, order m = 0, and label ℓ = 1 which corresponds to a linear term. As
described in Eq. 1.15, the spherical tensor operators T (ℓ)

jm is mapped onto a complex
spherical harmonics Yjm(β, α) = r(β, α) exp(iφ(β, α)) to form droplet functions f (ℓ)

j

corresponding to a density matrix ρ:

f
(∅)
0 (β, α) =

√
1
2(Y00(β, α)) , f

(1)
1 (β, α) =

√
1
2(Y10(β, α)). (1.20)

These two droplet functions representing the density matrix corresponding to the quan-
tum state |ψ⟩ = |0⟩ are illustrated in Fig. 1.4.

In these three-dimensional polar plots of droplets f (ℓ)(β, α), the distance from the
origin to a point on the surface is the absolute value |f (ℓ)(β, α)| and the color represents

8



1.2 Visualization of quantum operators

Figure 1.4: Droplets representing a density matrix corresponding to the quantum state
|ψ⟩ = |0⟩.

the phase φ = arg[f (ℓ)(β, α)] as defined by the color bar. The direction of a droplet
reflects the direction of a qubit in the Bloch sphere.

Different quantum operators can be similarly visualized by decomposing them into
spherical tensor operators and mapping them to spherical harmonics. A few other
examples of single-qubit state droplets are shown in Fig. 1.5.

Figure 1.5: Droplets corresponding to quantum states: |0⟩+|1⟩√
2 , |0⟩+i|1⟩√

2 , and 0.885|0⟩+ 0.466|1⟩
from left to right. The rank j = 0 droplet f (∅)

0 representing the identity component of a
density matrix is not shown here.

Two qubit state

A visualization example for a two-qubit state |ψ⟩ = 1√
2(|00⟩ + |01⟩) is presented in

Fig. 1.2 and Fig. 1.3. Here, another two-qubit example of visualization is provided in
Fig. 1.6 for the Bell state |Φ+⟩ = 1√

2(|00⟩+ |11⟩). The corresponding density matrix
is represented by the operator A = 1

4(1 + σ1xσ2x − σ1yσ2y + σ1zσ2z). Since it is a
maximally entangled state, the linear terms in the density matrix are zero, i.e., droplets
f (1) = f (2) = 0, and only droplets f (12) and f (∅) representing correlations and identity,
respectively are non-zero.

9



1 Introduction

Figure 1.6: DROPS representation of the Bell state |Φ+⟩ = 1√
2(|00⟩+ |11⟩).

Single qubit gates

Similar to density matrices, quantum gates or processes (i.e., time-evolution operators)
can also be visualized using DROPS representation. Let’s take an example of Hadamard
(H) gate, which can be decomposed in Pauli basis and spherical tensor (T (ℓ)

jm) basis as
follows:

H =
√

1
2

(
1 1
1 −1

)
=
√

1
2(σx + σz) =

√
1
2(T (1)

1−1 − T
(1)
11 +

√
2T (1)

10 ). (1.21)

The corresponding droplet functions are:

f
(∅)
0 (β, α) = 0 , f

(1)
1 (β, α) =

√
1
2(Y1−1(β, α)− Y11(β, α) +

√
2Y10(β, α)). (1.22)

These droplet functions (f (∅)
0 + f

(1)
1 ) corresponding to the Hadamard gate, among other

examples, are illustrated in Fig 1.7.

It is interesting to observe that the orientation of the process droplets aligns with the
rotation axis for single-qubit quantum gates. For instance, in Fig. 1.7 (leftmost), the
droplet corresponding to the NOT gate points parallel to the x axis. In the cases of the
NOT and Hadamard gates, the corresponding droplet functions displayed in Fig. 1.7
are real, resulting in only red (as φ = arg[f (ℓ)(β, α)] = 0 corresponds to positive real
values) and green (as φ = arg[f (ℓ)(β, α)] = π corresponds to negative real values) colors.

10



1.3 Quantum tomography

In contrast, the other droplets (related to RY
(

3π
2

)
, S and

√
NOT) possess non-zero

imaginary components, and thus the colors representing the complex phase are not
limited to red and green only. This characteristic is notable for rotation angles that are
not integer multiples of π as detailed in Ref. [16].

Figure 1.7: DROPS representation of different quantum gates (from left to right): NOT =(
0 1
1 0

)
, H =

√
1
2

(
1 1
1 −1

)
, RY

(3π
2
)

=
√

1
2

(
−1 −1
1 −1

)
, S =

√
1
2

(
1− i 0

0 1 + i

)
, and

√
NOT =

√
1
2

(
1 −i
−i 1

)
. The droplets shown here are plotted by combining rank j = 0 and

j = 1 components, i.e., f (∅)
0 + f

(1)
1 .

1.3 Quantum tomography

Quantum tomography is a powerful methodology that aims to characterize and recon-
struct the complete quantum state of a system. It plays a crucial role in experimental
quantum information processing, offering a means to validate the success of quantum
operations and gain insight into the quantum devices.

There are two primary categories of tomography: state tomography and process
tomography. State tomography aims to reconstruct or tomograph the experimental
density matrix of a quantum system by performing a set of measurements on an identi-
cally prepared system. Similarly, process tomography aims to characterize a quantum
operation experimentally, which describes how a quantum state transforms under the
influence of a particular operation or gate.

In addition to the standard methods for state tomography [3], alternative approaches
include the classical shadow [17, 18], neural networks [19, 20], and the compressed
sensing [21] approach to determine the state of a quantum system experimentally.
Likewise, for process tomography, besides the standard protocol [3, 22], alternative
methods such as unsupervised learning [23] and compressed sensing [24] are employed
to reconstruct an unknown process from experimentally measured data.

This work focuses on methodologies to directly tomograph the shapes, i.e., droplets
corresponding to quantum states and processes experimentally. This scanning-based
tomography approach was developed to measure the droplets corresponding to quantum

11
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states [14] and known unitary processes [16]. The procedures were implemented on
an ensemble state-based NMR quantum information processor [25], where expectation
values of observables can be directly measured [26]. In this work, we initially present the
adaption of this approach to experimentally implement state and process tomography
on a pure-state quantum computer. Subsequently, we extend this approach to unknown
processes. In contrast to an NMR quantum information processor, on a pure-state
quantum computer, expectation values are measured by many repetitions of projective
measurements on individual quantum systems [3].

1.4 Outline of this thesis

This work provides a comprehensive description of Wigner tomography for both quan-
tum states and known processes, along with its extension to address the previously
missing aspect of Wigner tomography of unknown processes. This thesis is structured
into three distinct parts: (i) Wigner quantum state tomography, (ii) Wigner tomography
of known quantum processes, and (iii) Wigner tomography of unknown quantum pro-
cesses. These sections encompass essential theoretical insights, detailed procedures for
applying tomography techniques on pure-state quantum devices, and the experimental
implementation for a limited number of qubits.

Chapter 2 Wigner quantum state tomography starts by introducing a scanning-based
tomography approach in Sec. 2.1, which plays a significant role in this work. Sec. 2.2
introduces a generalized procedure for Wigner quantum state tomography. Sec. 2.3
presents a general method for estimating a density matrix from experimental tomo-
graphed droplets. In Sec. 2.4, we present an experimental framework for performing
Wigner state tomography on a pure-state quantum computer for one and two-qubit
systems. This section also shows the results of the experiments performed on IBM
quantum systems. Sec. 2.5 presents a numerical study to compare the performance of
different sampling schemes for state tomography along with the standard tomography [3]
method. The Sec. 2.6 shows the usefulness of the DROPS tomography approach in
visually identifying the type of error directly using an example. In Sec. 2.7, we introduce
a Python package DROPStomo [27] for performing Wigner state tomography for single
and two-qubit systems on a quantum computer along with an example code for a
single-qubit system.

In Chapter 3, we start by presenting an approach to map a known unitary process
matrix onto a density matrix to extend the scanning-based tomography approach in
Sec. 3.1. Sec. 3.2 presents a generalized procedure for Wigner tomography of known
processes. Similar to Wigner state tomography, in Sec. 3.3, we present a method for
estimating unitary process matrices from the experimental droplets. In Sec. 3.4, we
provide an experimental framework and present the results for a single qubit system. We
provide an example code for the single qubit system for performing Wigner tomography

12
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for known processes using a Python package DROPStomo [27].

In Chapter 4, we first present the existing circuit to map an unknown process matrix
onto a density matrix and discuss the resulting blindspots in Sec. 4.1. Sec. 4.2 presents
the extended circuit for mapping scaled versions of the unknown process matrices onto
density matrices. In Sec. 4.3, we provide a generalized procedure for Wigner tomography
of unknown processes. Sec. 4.4 provides an algorithm to reconstruct an unknown process
from scaled process droplets. In this section, we explain the reconstruction algorithm
using different examples and present a variant with optimization. In Sec. 4.5, we
showcase the results of a numerical study for reconstruction algorithm with and without
optimization. Sec. 4.6 provides an experimental procedure for performing tomography
of unknown processes. We also discuss the experimental details, calibration circuits,
and the results for a single qubit system performed on IBM systems in Sec. 4.6.

Chapter 5 presents an adaptive approach to performing Wigner process tomography
and showcases it using multiple examples. We conclude in Chapter 6 by summarizing
and discussing the theoretical and experimental aspects of the tomography approaches.
Further technical details are deferred to the appendix. Appendix D presents the
experimental design and details of the tomography of unknown processes on an ensemble-
state-based NMR quantum information processor.
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Chapter

2 Wigner Quantum State Tomography

This chapter is based on the manuscript [28] and delves into the theory of Wigner
quantum state tomography. It explores a general experimental framework designed
for pure-state near-term quantum devices and presents the outcomes of experiments
conducted on IBM quantum devices.

In this chapter, our primary focus lies in experimentally scanning the Wigner rep-
resentations of a density operator, as detailed in Sec. 1.2.2. This is a special case of
quantum state tomography (QST), a vital tool in quantum computing and quantum
information processing. Since the beginning of the field, extensive work has been carried
out in this direction [29, 30, 31]. Recent studies use neural networks [19, 20], compressed
sensing [21], and classical shadow approach [17, 18] to extract information about an
unknown experimental state.

Here, we use a phase space [32] tomography approach, which is helpful in experimen-
tally visualizing quantum operators in finite-dimensional quantum systems. These, in
general, can be any quantum operators such as density operators, quantum processes
(propagators), etc. The following section describes the scanning-based tomography
approach, which is fundamental to the work presented in this thesis.

2.1 Scanning-based tomography approach

A general procedure for performing tomography in the context of Wigner representations
using a scanning approach is described in the study [14] (see results 1 and 2). Here, we
summarize this approach.

The following focuses without loss of generality on a system consisting of N qubits.
Consider a multi-qubit quantum operator A, which is also represented by a set of rank j
and label ℓ spherical droplet functions f (ℓ) = ∑

j∈J(ℓ) f
(ℓ)
j (β, α) as described in Sec. 1.2.

To distinguish the size of different matrices, here we refer to operators as A[N ], where
N is the number of qubits and therefore, the operator A[N ] is represented by a matrix
of size 2N × 2N . The main goal here is to experimentally reconstruct a spherical droplet
function f (ℓ)

j representing a quantum operator A and this can be done by experimentally
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2 Wigner Quantum State Tomography

estimating the scalar products of rotated axial tensor operators T (ℓ)[N ]
j,αβ with operator

A[N ], where

T
(ℓ)[N ]
j,αβ = R

[N ]
αβ (T (ℓ)

j0 )[N ](R[N ]
αβ )†. (2.1)

The term (T (ℓ)
j,αβ)[N ] is the rotated version of axial tensor operators (T (ℓ)

j0 )[N ] of rank j
and order m = 0. The rotation operator is given by

R
[N ]
αβ = exp(−iαF [N ]

z )exp(−iβF [N ]
y ) (2.2)

where Fz = 1
2
∑N

k=1 σ
[N ]
kz and Fy = 1

2
∑N

k=1 σ
[N ]
ky . The rotation operator R[N ]

αβ corresponds
to a rotation around the y axis by polar angle β ∈ [0, π] followed by rotation around
the z axis by azimuthal angle α ∈ [0, 2π). Here we use the shorthand notation
σka = 1 ⊗ · · · ⊗ 1 ⊗ σa ⊗ 1 ⊗ · · · ⊗ 1, where σa is located on the kth position and
a ∈ {x, y, z}. For given angles β and α, droplet function f

(ℓ)
j can be calculated by

f
(ℓ)
j (β, α) = sj⟨T (ℓ)[N ]

j,αβ |A
[N ]⟩, (2.3)

which can be equivalently written using a shorthand notation as

f
(ℓ)
j (β, α) = sj⟨T (ℓ)[N ]

j,αβ ⟩A[N ] , (2.4)

where, sj =
√

(2j + 1)/(4π) and the scalar product ⟨T (ℓ)[N ]
j,αβ |A[N ]⟩ is expressed as the

expectation value of T (ℓ)[N ]
j,αβ for the density operator A[N ]:

⟨T (ℓ)[N ]
j,αβ ⟩A[N ] = tr

{
(T (ℓ)[N ]

j,αβ )A[N ]
}
. (2.5)

Note that axial tensor operators are Hermitian, i.e., (T (ℓ)[N ]
j,αβ )† = (T (ℓ)[N ]

j,αβ ) [14].

For the experimental reconstruction of droplet functions f (ℓ)
j (β, α) using the scanning

approach, a multitude of choices for the set of sampling angles β and α can be used.
Fig. 2.1 illustrates three such sampling techniques: equiangular, REPULSION [33], and
Lebedev [34]. For simplicity, in the demonstration experiments shown for state and
known process tomography, an equiangular grid is used, and a numerical study using
more sophisticated sampling techniques is presented and discussed in Sec. 2.5.

2.2 Procedure for Wigner quantum state tomography

In this section, we first present a generalized algorithm for performing Wigner quantum
state tomography and then elaborate on each step individually. A general step-wise pro-
cedure (Fig. 2.2) to experimentally measure a spherical droplet function f (ℓ)

j representing
a density matrix ρ[N ] = |ψ[N ]⟩⟨ψ[N ]| is the following:
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Figure 2.1: Examples of different sampling techniques on a sphere for scanning purpose (from
left to right): equiangular, REPULSION [33], and Lebedev [34]. The grid points are plotted
as dots on the sphere (faded dots represent grid points located at the rear side of the sphere).
Expectation values are computed for specified points on the sphere to reconstruct the spherical
functions representing a quantum operator A, as described in Eq. 2.4.

1. Preparation (P): Prepare the desired quantum state ρ[N ] from a defined initial
state ρ[N ]

i .

2. Rotation (R): Rotate the density operator ρ[N ] inversely for scanning.

3. Detection-associated rotations (D): Apply local unitary operations to measure
expectation values of Pauli operator components of axial tensor operators T (ℓ)[N ]

j0
(see Table 2.1) that are not directly measurable.

These steps are repeated for the set of angles β ∈ [0, π], α ∈ [0, 2π] and for different
local unitary operators un (vide infra), rank j, and label ℓ to experimentally scan the
droplet functions f (ℓ)

j . In the rest of this section, we elaborate on each step of the
presented algorithm.

Step 1 : The first block of the algorithm, ‘Preparation’, can be achieved by applying
unitary operations depending on the initial and the desired state.

Step 2 : Since our operator of interest is a density matrix ρ[N ], Eq. 2.4 takes the
following form:

f
(ℓ)
j (β, α) = sj⟨T (ℓ)[N ]

j,αβ ⟩ρ[N ] . (2.6)

Instead of rotating the axial tensor operators T (ℓ)[N ]
j0 as shown in Eq. 2.1, it is equivalent

(and experimentally more convenient) to rotate the density matrix ρ[N ] inversely, such
that:

f
(ℓ)
j (β, α) = sj⟨T (ℓ)[N ]

j0 ⟩ρ̃[N ] , (2.7)

where
ρ̃[N ] = (R[N ]

αβ )−1ρ[N ]R
[N ]
αβ . (2.8)
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2 Wigner Quantum State Tomography

Figure 2.2: Schematic for the Wigner quantum state tomography algorithm. In general, the
algorithm consists of three key blocks, namely Preparation (P), Rotation (R), and Detection-
associated rotations (D), which act on qubits q1, q2, . . . , qN and are followed by projective
measurements. The lower part of the figure shows the evolution of the density matrix after
each block. The algorithm is repeated for all desired combinations of parameters.

The axial tensor operators (T (ℓ)
j0 ) are explicitly given in [1, 13] for systems consisting of

up to six qubits. Table 2.1 summarizes the axial tensor operators for one and two-qubit
systems.

Step 3 : Depending on the number of qubits N and rank j, the axial tensors T (ℓ)
j0

consist of different Pauli operators (see Table 2.1), but it might not be possible to
measure these components directly depending on the specific quantum computing
hardware. In a typical pure-state quantum computing device, the measurement is done
along the z axis, which implies that the directly measurable operators are: 1, σ1z,
σ2z, and σ1zσ2z. In this case, measuring expectation values of non-directly measurable
operators can be achieved with the help of local unitary operations un. For example,
consider the expectation value ⟨T (12)

10 ⟩ρ̃(β,α) given by:

⟨T (12)
10 ⟩ρ̃(β,α) = 1

2
√

2
⟨σ1xσ2y − σ1yσ2x⟩ρ̃(β,α)

= 1
2
√

2
⟨σ1xσ2y⟩ρ̃(β,α) −

1
2
√

2
⟨σ1yσ2x⟩ρ̃(β,α).

(2.9)

In the first term (n = 1) of Eq. 2.9, the expectation value ⟨σ1xσ2y⟩ρ̃(β,α) needs to be
determined. This can be achieved by measuring instead the expectation value

⟨σ1zσ2z⟩ρ̃1(β,α) = ⟨σ1xσ2y⟩ρ̃(β,α), (2.10)

where
ρ̃1(β, α) = u1ρ̃(β, α)u†

1. (2.11)
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2.2 Procedure for Wigner quantum state tomography

Table 2.1: Axial tensor operators T (ℓ)
j0 for one (N = 1) and two (N = 2) qubit systems.

N ℓ j T
(ℓ)
j0

1 ∅ 0 T
(∅)
00 = 1√

2(1)
1 1 T

(1)
10 = 1√

2(σz)
2 ∅ 0 T

(∅)
00 = 1

21

1 1 T
(1)
10 = 1

2(σ1z)
2 1 T

(2)
10 = 1

2(σ2z)
12 0 T

(12)
00 = 1

2
√

3(σ1xσ2x + σ1yσ2y + σ1zσ2z)
12 1 T

(12)
10 = 1

2
√

2(σ1xσ2y − σ1yσ2x)
12 2 T

(12)
20 = −1

2
√

6(σ1xσ2x + σ1yσ2y − 2σ1zσ2z)

The density operator ρ̃1(β, α) is obtained from ρ̃(β, α) by applying a −π/2 rotation
around the y axis (for bringing the x axis to the z axis) to the first qubit and a π/2
rotation around the x axis (for bringing the y axis to the z axis) to the second qubit.
This corresponds to the local unitary transformation u1 =

(
(R0, π

2
)−1⊗1

)
·(1⊗(Rπ

2 , π
2
)−1).

Similarly, in the second term (n = 2) of Eq. 2.9, the expectation value ⟨σ1yσ2x⟩ρ̃(β,α)
needs to be determined. This can be achieved by measuring instead the expectation
value

⟨σ1zσ2z⟩ρ̃2(β,α) = ⟨σ1yσ2x⟩ρ̃(β,α), (2.12)

where
ρ̃2(β, α) = u2ρ̃(β, α)u†

2. (2.13)

The density operator ρ̃2(β, α) is obtained from ρ̃(β, α) by applying a π/2 rotation
around the x axis (for bringing the y axis to the z axis) to the first qubit and a −π/2
rotation around the y axis (for bringing the x axis to the z axis) to the second qubit.
This corresponds to the local unitary transformation u2 = ((Rπ

2 , π
2
)−1⊗1)·(1⊗(R0, π

2
)−1).

Overall, for ℓ = {12} and j = 1, the droplet function from Eq. 2.7 can be expressed
as

f
(12)
1 (β, α) = s1⟨T (12)

10 ⟩ρ̃(β,α)

= s1

2
√

2
(⟨σ1zσ2z⟩ρ̃1(β,α) + ⟨σ1zσ2z⟩ρ̃2(β,α)).

(2.14)

Hence, only projective measurements along the z axis are required.
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2 Wigner Quantum State Tomography

2.3 Estimation of a density matrix from the droplet functions

In this section, we explain how the matrix form of a density operator can be estimated
based on its experimentally measured DROPS representation. A general N -qubit
density matrix [3] can be expressed in terms of Pauli operators as:

ρ[N ] =
3∑

a=0

3∑
b=0
· · ·

3∑
g=0

rab...g(σa ⊗ σb ⊗ · · · ⊗ σg), (2.15)

where σ0 is 1 (the 2×2 identity matrix), while σ1, σ2, and σ3 are Pauli matrices σx, σy,
and σz respectively as defined in Eq. 1.11. The terms rab...g are real coefficients. Given
the DROPS representation of a density operator, these coefficients can be computed
by calculating the scalar product between basis droplets (ideally simulated without
noise) and experimental droplets [14]. The basis droplets can be generated using the
definitions provided in supplementary Sec. A.1 for one and two qubits.

The scalar product between two tensor operators can be approximated by the
discretized scalar product between their droplet functions; see supplementary Sec. A.2.
In the general case of a droplet fA with complex values fA(θi, ϕi) and another droplet
fB with complex values fB(θi, ϕi) at the grid points, the scalar product or overlap
between the two droplets is given by

r = ⟨fA|fB⟩ =
∑

i

wif
∗
A(θi, ϕi)fB(θi, ϕi), (2.16)

where f∗
A(θi, ϕi) is the complex conjugate of fA(θi, ϕi) and wi are the sampling weights.

The sampling weights wi reflect the relative surface area represented by each sample
point, which depends on the distribution of the sample points on the sphere for a chosen
sampling scheme (see Fig. 2.1 for different sampling choices on a sphere).

The sampling weights for an equiangular grid are discussed next, and the sampling
weights for other sampling techniques, such as REPULSION and Lebedev, are available
in [35] and [36], respectively.

Sampling weights for an equiangular grid

Considering an equiangular grid, where the sample points are equally distributed along
polar (θ ∈ [0, π]) angles as:

θk = (k − 1)d, (2.17)

for k = 1, 2, . . . ,M + 1. The points are distributed along azimuthal (ϕ ∈ [0, 2π)) angles
as:

ϕl = (l − 1)d, (2.18)
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2.4 Experimental implementation of quantum state tomography

for l = 1, 2, . . . , 2M , where M is a constant and d = π

M
is the angle increment. In this

case, the part of Eq. 2.16 can be written in the form
⟨fA|fB⟩ =

∑
k

∑
l

wk,l f
∗
A(θk, ϕl)fB(θk, ϕl). (2.19)

At the north pole (where k = 1, corresponding to θ1 = 0) and at the south pole (where
k = M + 1, corresponding to θM+1 = π), the weights are

w1,l = wM+1,l = 1
4M

1− cos
(
d

2

). (2.20)

For all other sampling points, the weights are given by

wk,l = 1
4M

 cos
(
θk −

d

2

)
− cos

(
θk + d

2

), (2.21)

where θk is given in Eq. 2.17. In Eq. 2.20 and Eq. 2.21, l runs from 1 to 2M and in
Eq. 2.21, k runs from 2 to M .

In the experiments, for redundancy, for each polar angle θk, we measured not 2M but
2M + 1 phase angles ϕl for sampling points, i.e., according to Eq. 2.18 the phase angle
ϕ2M+1 = 2π and hence corresponds to ϕ1 = 0. This can be simply taken into account
by scaling the weights by half for these specific points, i.e., wk,1 = wk,2M+1 = 1

2wk,l,
where wk,l is given in Eq. 2.20 and Eq. 2.21.

Fidelity estimation

Based on the estimated experimental density operator ρ[N ], the state fidelity (Fs) [37]
with which a desired state ρ[N ]

t has been reached can be calculated using the normalized
scalar product:

Fs = tr(ρ[N ]ρ
[N ]
t )√

tr((ρ[N ])2)tr((ρ[N ]
t )2)

. (2.22)

The next section focuses on the experimental implementation of the presented algo-
rithm for one and two-qubit systems and showcases the experimental results performed
on IBM quantum devices.

2.4 Experimental implementation of quantum state tomography

This section explains how the Wigner quantum state tomography algorithm can be
implemented on an experimental pure-state near-term quantum device. For concrete-
ness, we will present the implementation using Qiskit [38], an open-source quantum
development platform for simulations and experiments. Wigner state tomography
can be used directly for one- and two-qubit systems using the Python-based software
package DROPStomo [27], which is presented in Sec. 2.7.
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2 Wigner Quantum State Tomography

2.4.1 One qubit

For a system consisting of one qubit (N = 1), there are only two possible values for the
rank j: j = 0 for ℓ = {∅} and j = 1 for ℓ = {1}. Hence, the single qubit density matrix
ρ[1] represented by spherical functions f (∅)

0 and f (1)
1 can be reconstructed by measuring

the expectation values from Eq. 2.7 as

f
(∅)
0 (β, α) =

√
1

4π ⟨(T
(∅)
00 )[1]⟩ρ̃[1] ,

f
(1)
1 (β, α) =

√
3

4π ⟨(T
(1)
10 )[1]⟩ρ̃[1] .

(2.23)

Substituting the explicit form of the tensor operators T (∅)
00 and T (1)

10 from Table 2.1 gives

f
(∅)
0 (β, α) =

√
1

8π ⟨1⟩ρ̃[1] ,

f
(1)
1 (β, α) =

√
3

8π ⟨σz⟩ρ̃[1] ,

(2.24)

where 1 is the 2× 2 identity matrix. The required expectation values can be computed
directly on a pure-state quantum computer based on the outcome probabilities p0 and
p1 corresponding to state |0⟩ and state |1⟩ respectively:

⟨1⟩ = p0 + p1

⟨σz⟩ = p0 − p1.
(2.25)

The probabilities p0 and p1 can be experimentally measured by repeating an experiment
multiple times, where the number of repetitions is also referred to as number of shots
Ns. We discuss this in more detail in supplementary Sec. A.3. In the considered case,
the detection-associated rotation (D) step is not required.

The probabilities p0 and p1 required for computing the expectation values for droplets
f

(∅)
0 and f

(1)
1 can be measured in the same experiment; hence the algorithm presented

in Fig. 2.2 does not require to be repeated for rank j and label ℓ.

The Fig. 2.3 explicitly shows the quantum circuit for performing state tomography of
a qubit in state |ψ⟩ = 1√

2(|0⟩+ |1⟩). As shown in Fig. 2.3, this state is prepared from
the initial state |ψi⟩ = |0⟩ using U3(π

2 , 0, 0) (alternately, a Hadamard gate could be
used). This preparation step is followed by the rotation step R which is implemented by
U−1

3 (β, α, 0) = U3(−β, 0,−α). In the experiments, we used 8 values of polar (β) angles
and 15 values of azimuthal (α) angles. Therefore, the quantum circuit is repeated 120
(=8 · 15) times.
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2.4 Experimental implementation of quantum state tomography

Figure 2.3: Quantum circuit for Wigner state tomography corresponding to a state |ψ⟩ = |0⟩+|1⟩√
2 .

The first and second block of the circuit corresponds to the Preparation (P) and Rotation
(R) step of state tomography from left to right. The superposition state is prepared from the
initial state |ψ⟩i = |0⟩. The U3 gate used in the circuit is discussed in Sec. 1.1.3.

Fig. 2.4 shows the plots of corresponding simulated and experimental expectation
values ⟨σz⟩ρ̃[1] for all combinations of scanning angles βk = (k − 1)π7 and αl = (l − 1)π7 ,
where k = 1, 2, . . . , 8 and l = 1, 2, . . . , 15. Fig. 2.4a shows the ideal expectation values
with no noise, Fig. 2.4b shows the simulated expectation values with shot noise for
number of shots Ns = 8192, and Fig. 2.4c shows the experimental expectation values for
the same number of shots Ns. The rank j = 0 (f (∅)

0 ) component is a sphere (indicating
the identity droplet) which is not shown here. The right panel of Fig. 2.4 shows the
corresponding tomographed droplets.

The single-qubit state tomography experimental results are illustrated in Fig. 2.5
for different quantum states. To avoid redundancy, Fig. 2.5 only shows the plot of the
rank j = 1 droplets, as the rank j = 0 droplet is a sphere of radius

√
1/(8π) in the

single-qubit case. These experiments were performed on the ibm_lagos device with
Ns = 8192 shots per sample point, i.e., for every combination of angles β and α. The
simulated droplets shown in the results are plotted with high resolution, whereas the
experimental droplets are interpolated between the experimentally determined sampling
points using the Matlab surf function [39].

Based on the experimentally tomographed droplet functions f (∅)
0 and f

(1)
1 , the corre-

sponding density matrix can be estimated as discussed in Sec. 2.3. For a single qubit,
the density matrix can be expressed in terms of Pauli operators as

ρ[1] =
3∑

k=0
rkσk. (2.26)

To compute the coefficient r0, a scalar product is calculated using Eq. 2.16 between the
ideal basis droplet (fσ0) and the experimentally tomographed f

(∅)
0 droplet:

r0 = ⟨fσ0 |f
(∅)
0 ⟩. (2.27)

To compute the remaining coefficients rk for k ∈ {1, 2, 3}, we calculate the scalar product
between all ideal basis droplets with label ℓ = 1, rank j = 1, and the experimentally
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2 Wigner Quantum State Tomography

Figure 2.4: The expectation values and the droplet corresponding to the rank j = 1 component
of a quantum state |ψ⟩ = 1√

2(|0⟩+ |1⟩): (a) ideal simulation, (b) simulation with shot noise,
and (c) experimental data. The expectation values are calculated for the combinations of eight
polar angles βk = (k − 1)π7 and fifteen azimuthal angles αl = (l − 1)π7 , where k = 1, 2, . . . , 8
and l = 1, 2, . . . , 15. In the figure, for each value of k the azimuthal counter l is incremented
from 1 to 15.

tomographed rank j = 1 droplet f (1)
1 :

rk = ⟨fσk
|f (1)

1 ⟩. (2.28)

The ideal basis droplet functions fσk
are provided in supplementary Sec. A.1. Hence,

by calculating these overlap coefficients rk, an estimate of the density matrix can be
obtained using Eq. 2.26. Table 2.2 provides experimental state tomography fidelities
computed using Eq. 2.22 for different states considered in Fig. 2.5. The standard
deviations given in Table 2.2 were estimated by conducting the experiment three times
with the state |ψt⟩ = 0.885|0⟩+ 0.466|1⟩, for a reference.

2.4.2 Two qubits

For a two-qubit system (N = 2), there are four possible labels ℓ, and based on
these labels, there are different ranks j as shown in Table 2.1. Therefore, for a two-
qubit system, the Wigner quantum state tomography requires measuring the following
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2.4 Experimental implementation of quantum state tomography

Figure 2.5: Experimentally tomographed (top panel) and simulated (lower panel) droplets
corresponding to quantum states: (a) |0⟩, (b) |0⟩+|1⟩√

2 , (c) |0⟩+i|1⟩√
2 , and (d) 0.885|0⟩+ 0.466|1⟩.

Table 2.2: Experimental state tomography fidelities (Fs) corresponding to the desired single-
qubit quantum states |ψt⟩, see Fig. 2.5.

|ψt⟩ Fs

1√
2(|0⟩+ |1⟩) 0.9991±1×10−3

|0⟩ 0.9991±1×10−3

1√
2(|0⟩+ i|1⟩) 0.9992±1×10−3

0.885|0⟩+ 0.466|1⟩ 0.9990±1×10−3

spherical droplets f (ℓ)
j :

f
(∅)
0 (β, α) =

√
1

4π ⟨(T
(∅)
00 )[2]⟩ρ̃[2]

= 1
4
√
π
⟨1⟩ρ̃[2]

(2.29)

for the identity droplet (j = 0, and ℓ = ∅), here 1 is the 4×4 identity matrix. For
droplets of rank j = 1, for each qubit (with labels ℓ = 1 and ℓ = 2) we have:

f
(1)
1 (β, α) =

√
3

4π ⟨(T
(1)
10 )[2]⟩ρ̃[2]

= 1
4

√
3
π
⟨σ1z⟩ρ̃[2] ,

(2.30)

f
(2)
1 (β, α) =

√
3

4π ⟨(T
(2)
10 )[2]⟩ρ̃[2]

= 1
4

√
3
π
⟨σ2z⟩ρ̃[2] .

(2.31)

25



2 Wigner Quantum State Tomography

For bilinear terms with label ℓ = 12, we have

f
(12)
0 (β, α) =

√
1

4π ⟨(T
(12)
00 )[2]⟩ρ̃[2]

= 1
4
√

3π
⟨(σ1xσ2x + σ1yσ2y + σ1zσ2z)⟩ρ̃[2]

(2.32)

for rank j = 0,

f
(12)
1 (β, α) =

√
3

4π ⟨(T
(12)
10 )[2]⟩ρ̃[2]

= 1
4

√
3

2π ⟨(σ1xσ2y − σ1yσ2x)⟩ρ̃[2]

(2.33)

for rank j = 1, and

f
(12)
2 (β, α) =

√
5

4π ⟨(T
(12)
20 )[2]⟩ρ̃[2]

= 1
4

√
5

6π ⟨(−σ1xσ2x − σ1yσ2y + 2σ1zσ2z)⟩ρ̃[2]

(2.34)

for rank j = 2. Different Pauli operator expectation values are required in Eq. 2.29 to
Eq. 2.34, and some of them are not directly measurable. In this case, the last block of
the algorithm detection-associated rotations (D) is used, which is explained with an
example in Sec. 2.2. The rotations required for step D can be implemented in terms
of local U3 gates (see Eq. 1.9). Similar to the computation of expectation values of
linear terms in Eq. 2.25, the expectation values of bilinear terms can be computed by
combining the outcome probabilities:

⟨1⟩ = p00 + p01 + p10 + p11,

⟨σ1zσ2z⟩ = p00 − p01 − p10 + p11,
(2.35)

where pab for a, b ∈ {0, 1} is the probability corresponding to state |ab⟩. Please refer to
supplementary Sec. A.3 for more information.

The Fig. 2.6 explicitly show the quantum circuits for a Wigner state tomography of
a Bell state |ψ⟩ = 1√

2(|00⟩+ |11⟩), as an example. The different circuits in the figure
are used for calculating the different expectation values, which are then combined to
form a particular droplet function f

(ℓ)
j . Hence, for a two-qubit Wigner quantum state

tomography, a maximum of five quantum circuits are required, which are repeated for
all combinations of values of the angles β and α. Two-qubit state tomography results
are illustrated in Fig. 2.7 and Fig. 2.8 for a Bell state |ψ⟩ = 1√

2(|00⟩+ |11⟩) and state
|ψ⟩ = 1√

2(|00⟩+ |01⟩), respectively. The experiments were performed on a seven qubit
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2.4 Experimental implementation of quantum state tomography

Figure 2.6: Quantum circuit set for a two-qubit Wigner state tomography of a Bell state
|ψ⟩ = 1√

2 (|00⟩+ |11⟩). The Bell state is prepared from the initial state |ψ⟩i = |00⟩ by applying
the Hadamard (H) gate on q1 followed by a controlled-NOT gate. The three blocks Preparation
(P), Rotation (R), and Detection-associated rotations (D) are shown here. Circuit (a) provides
the expectation values for the operators 1, σ1z, σ2z, and σ1zσ2z. Similarly, circuits (b), (c), (d),
and (e) provide the expectation values for the operators σ1xσ2x, σ1yσ2y, σ1xσ2y, and σ1yσ2x,
respectively.

ibm_lagos device with Ns = 8192 shots per sample point, i.e., for eight polar angles
βk = (k − 1)π7 and fifteen azimuthal angles αl = (l − 1)π7 , where k = 1, 2, . . . , 8 and
l = 1, 2, . . . , 15. The experimental example shown in Figs. 2.7 and 2.8 are plotted with
the same resolution. The high-resolution simulated figures for these two examples are
provided in Fig.1.6 and Fig.1.2.

Similar to the one-qubit system, the density matrix based on the experimentally
tomographed droplets can be estimated. The density matrix for a two-qubit system
can be expressed in terms of Pauli operators as

ρ[2] =
3∑

k=0

3∑
l=0

rkl(σk ⊗ σl). (2.36)
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2 Wigner Quantum State Tomography

Figure 2.7: DROPS representation of the Bell state |ψ⟩ = 1√
2(|00⟩+ |11⟩). Experimentally,

tomographed droplets are shown in the upper panel (a), whereas the simulated droplets are
shown in the lower panel (b). The right panels show the respective bilinear droplet function
f (12) (box) decomposed into its multipole contribution f

(12)
j with j ∈ {0, 1, 2}. Here, both

experimental and simulated droplets are plotted with the same resolution.

The terms rkl with k, l ∈ {0, 1, 2, 3} are real coefficients and can be calculated by
computing the scalar product between the droplet functions as shown in Eq. 2.16. To
compute r00, the scalar product is calculated between the simulated ideal basis droplet
(fσ0) with label ℓ = ∅, rank j = 0 and the experimentally tomographed droplet function
f

(∅)
0 as,

r00 = ⟨fσ0 |f
(∅)
0 ⟩. (2.37)

To calculate the coefficients rk0 for k ∈ {1, 2, 3} the scalar product is computed between
all ideal basis droplets with label ℓ = 1, rank j = 1 and the experimentally tomographed
droplet f (1)

1 :
rk0 = ⟨fσ1k

|f (1)
1 ⟩. (2.38)

Similarly, the coefficients r0l for l ∈ {1, 2, 3} can be computed by calculating the scalar
product between the ideal basis droplets of label ℓ = 2, rank j = 1 and experimentally
tomographed droplet f (2)

1 :
r0l = ⟨fσ2l

|f (2)
1 ⟩. (2.39)

The remaining bilinear coefficients rkl for k, l ∈ {1, 2, 3} can be calculated by computing
the scalar product between the ideal bilinear basis droplets fσ1kσ2l

with the sum of the
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2.4 Experimental implementation of quantum state tomography

Figure 2.8: DROPS representation of the state |ψ⟩ = 1√
2(|00⟩ + |01⟩). Experimentally,

tomographed droplets are shown in the upper panel (a), whereas the simulated droplets are
shown in the lower panel (b). Right panels show the respective bilinear droplet function
f (12) (box) decomposed into its multipole contribution f

(12)
j with j ∈ {0, 1, 2}. Here, both

experimental and simulated droplets are plotted with the same resolution.

experimentally tomographed droplets f (12)
0 , f (12)

1 , and f
(12)
2 :

rkl = ⟨fσ1kσ2l
|f (12)

0 + f
(12)
1 + f

(12)
2 ⟩. (2.40)

The ideal basis droplets are provided in the supplementary Sec. A.1. Hence, by
calculating these coefficients for every value of k and l, a density matrix can be
estimated using Eq. 2.36 and the state fidelity (Fs) can be computed using Eq. 2.22.
Table 2.3 provides the experimental state fidelities of two-qubit examples. The standard
deviation given in Table 2.3 was estimated by conducting the experiment three times
with the state |ψt⟩ = 1√

2(|00⟩+ |11⟩), for a reference.

Table 2.3: Experimental state fidelities (Fs) corresponding to desired two-qubit quantum state
|ψt⟩, see Fig. 2.7 and Fig. 2.8.

|ψt⟩ Fs

1√
2(|00⟩+ |11⟩) 0.9989±1× 10−3

1√
2(|00⟩+ |01⟩) 0.9982±1× 10−3
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2.5 Scanning using different sampling schemes: a numerical study

Scanning is a key step in the Wigner tomography approach, and hence, choosing a
suitable sampling scheme on a sphere is important. This is a topic of interest in the
general field of signal processing [40], and a number of different sampling schemes have
been proposed in the literature.

In the ideal case of negligible experimental noise, only a small number of sampling
points would be necessary to determine the correct expansion coefficients of spherical
harmonics as each droplet function is band-limited [41, 16]. An advantage of using
a large number of sampling points is to obtain a direct view of the experimentally
measured droplet shapes without additional signal processing steps, such as the extrac-
tion of expansion coefficients of spherical harmonics or the estimation of the matrix
representation of an operator. Note that a larger number of sampling points Np does
not necessarily entail an increase in the total number of experiments Ntot(= Np ·Ns)
because the number Ns of shots per sampling point can also be adapted to each sam-
pling scheme. In the following, we compare the performance of different sampling
schemes for (approximately) the same total number of shots (Ntot) given by the product
of the number of sampling points (Np) and the number of shots per sampling point (Ns).

In Fig. 2.9, the mean fidelity (F̄s) of the tomographed state is shown as a func-
tion of the total number of experiments for the Lebedev [34], REPULSION [33], and
SHREWD [42] sampling schemes along with the simple equiangular grid and the stan-
dard tomography method [3, 43]. For more detailed information, including standard
deviations, see supplementary Sec. A.4. For this study, only the noise due to a limited
number of shots is considered. In the simple case of an equiangular grid [44, 45] of eight
polar angles β ∈ {0, π

7 , . . . π} and fifteen azimuthal angles α ∈ {0, 2π
14 , . . . 2π} as shown

in Fig. 2.1a, the total number of grid points is 120. For Lebedev, REPULSION, and
SHREWD, 110 grid points were used. Since the number of sampling points in both
cases is similar, for simplicity, the same number of shots per sampling point was chosen.
In contrast, for the standard tomography method, only three measurement settings
are required for the case of a single-qubit. The forty-fold decrease in the number of
sampling points was compensated by correspondingly increasing the number of shots
per measurement setting by a factor of 40 to arrive at the same total number of shots
Ntot as in the previous cases.

In the supplementary Sec. A.4, the result of the same study for the state |ψ⟩ =
1√
2(|0⟩+ |1⟩) is provided. The plots indicate that the mean fidelity differs depending on

sampling techniques and tomography methods and also show that an equiangular grid is
not an optimal choice, as expected because the density of grid points is higher near the
poles compared to the equator of the sphere. This numerical study is expected to help
make an informed choice of the sampling scheme for quantum computing applications
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Figure 2.9: Plot of the mean fidelity (F̄s) as a function of the total number of shots (Ntot) for
different sampling techniques and for the standard state tomography method applied to the
quantum state |ψ⟩ = (−0.69− 0.098i)|0⟩+ (0.66 + 0.30i)|1⟩. The mean fidelity is calculated by
repeating the simulation 100 times for each data point. In the simulation, only the noise due
to a limited number of shots is considered. The corresponding plot with standard deviation is
available in supplementary Sec. A.4.

in which an estimate of the quantum state with high precision is required.

The Spinach [35] software was used to generate angles and weights for the REPUL-
SION and the SHREWD sampling techniques. For standard state tomography, the
maximum-likelihood estimation (MLE) method [46, 47] was used on the numerical data
to estimate a valid quantum state. We used the corresponding qiskit [38] classes to
perform the standard state tomography based on the MLE method.

2.6 DROPS for visualizing errors

Quantum devices are prone to different kinds of errors both in the implementation of
desired states and quantum gates. Here, we focus on the example of rotation errors,
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e.g., due to errors in pulse calibrations, etc. Visualizing or identifying these errors
directly is useful in quantum information processing. Here, we show how the DROPS
representation is helpful to achieve this. As described in the caption of Fig. 1.2, the
radius (distance from the origin to a point on the sphere) of a droplet represents the
absolute value of a droplet function f (ℓ), and color represents the phase φ = arg[f (ℓ)].
In addition, the direction of a qubit droplet reflects the direction of the Bloch vector for
quantum states (see: Fig. 1.2 and 2.5) and of the rotation axis for single-qubit quantum
gates (see Fig. 3.3).

As an example, we show the experimental tomography result of the desired quantum
state |ψ⟩ = 1√

2(|00⟩+ |01⟩) with some error in the state preparation. We deliberately
introduce an additional rotation of U3(π/12, 0, 0) on qubit q1, and U3(π/9, π/12, 0)
on qubit q2 in the preparation step. Fig. 2.10a shows that these kinds of errors are
directly visible in the DROPS representations as misalignment of the linear droplet
functions f (1) and f (2) compared to the ideal (without rotation errors) case shown in
Fig 2.10b and experimental tomography results of the case without rotation error shown
in Fig. 2.8.

Figure 2.10: Standard skyscraper and DROPS plot for the state |ψ⟩ = 1√
2(|00⟩+ |01⟩). (a)

Experimental tomographed droplets with additional rotations of U3(π/12, 0, 0) on qubit q1,
and U3(π/9, π/12, 0) on qubit q2 in the preparation step. (b) Simulated droplet plots with
no rotation error. The DROPS plot (right block of (a) and (b)) also shows the respective
bilinear droplet function f (12) (box) decomposed into its multipole contribution f

(12)
j with

j ∈ {0, 1, 2}.

Note that such a direct physical interpretation of the error terms is not possible using
the standard skyscraper visualization [3] of the density matrix (left block of Fig. 2.10a).
In Fig. 2.11, we also show the droplet plots from a different perspective to emphasize
the misalignment errors.

32



2.7 Performing WQST on near-term quantum devices using DROPStomo

Figure 2.11: Different perspective of the DROPS visualization of the density matrix corre-
sponding to the state |ψ⟩ = 1√

2 (|00⟩+ |01⟩): experimental tomographed droplets with rotation
errors (left) and simulated droplets with no errors (right).

2.7 Performing WQST on near-term quantum devices using
DROPStomo

DROPStomo [27] is a Python-based software package for performing Wigner Quantum
State Tomography (WQST) for one two-qubit system and process tomography for
a single-qubit system. With DROPStomo, users can simulate (on a simulator or on
quantum hardware) and analyze the tomographed droplets interactively. The package is
based on the Qiskit framework [38]. However, it is straightforward to adapt it to other
frameworks. The packages DROPStomo can be installed using the following command:

1 # install the package
2 pip install DROPStomo

Here, we give a code snippet for performing Wigner state tomography for a one-qubit
superposition state |ψ⟩ = |0⟩+|1⟩√

2 for eight polar angles β ∈ [0, π] and fifteen azimuthal
angles α ∈ [0, 2π].

1 # import the required modules
2 from DROPStomo import WQST1Q
3 from DROPStomo import WQST2Q
4

5 # ***Input***
6 # Gate for state preparation.
7 Up = U3Gate(theta=pi/2, phi=0, lam=0)
8 # Resolution for scanning
9 res_beta= 8

10 res_alpha = 15
11 # Define target density matrix
12 rho = np.matrix([[0.5,0.5],[0.5,0.5]])
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13

14 # Prepare quantum circuits for tomography
15 circ_q = WQST1Q.WQST_1Q_circuits(res_beta,Up)
16

17 # Provide a simulator or a quantum hardware. For example:
18 simulator = Aer.get_backend(’qasm_simulator’)
19

20 # Run quantum circuits on a simulator or on a quantum hardware.
21 WQST1Q.WQST_1Q_runner(res_theta,circuits=circ_q,device=simulator,shots

=8192,inter=1,rhoT=rho)
22

23 # ***Output***
24 # Experimental tomographed droplets (non-interactive, if inter=0 and

interactive, if inter=1).
25 # Experimental expectation values.
26 # Experimental density matrix with state fidelity.

We provide the extended tutorial codes for one and two-qubit Wigner state tomography
in our repository [27].
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Chapter

3 Wigner Tomography of Known
Quantum Processes

This chapter is based on the manuscript [28] and presents an approach to perform
Wigner tomography of known quantum processes.

In general, process tomography [3, 22, 48] is a technique used to characterize a
quantum process based on experimentally measured data. Here, we focus on directly
scanning the droplets corresponding to a unitary process. The considered unitary
processes could refer to quantum gates, time evolution operators, or pulse sequences.
Leveraging the theory and experimental framework established for ensemble-state-based
NMR quantum computers in Ref. [16], we adapt this methodology to the domain of
pure-state quantum computing. This chapter delves into the method for mapping a
known unitary process matrix onto a density matrix, the procedure of Wigner tomog-
raphy of known quantum processes, a general experimental framework tailored for
pure-state near-term quantum devices, and the results of experiments conducted on
IBM quantum devices.

As detailed in Sec. 2.2, if the operator of interest is a quantum state or a density
operator represented by ρ[N ], the spherical droplet function f (ℓ)

j (β, α) can be measured
experimentally. In the case of process tomography, our operator of interest is an N

qubit quantum process U [N ]. It is possible to scan the Wigner representation of an
arbitrary operator A[N ] if it can be experimentally mapped onto the density operator.
The following section presents the algorithm for Wigner process tomography based on
a method to map a unitary process matrix onto a density matrix [16, 49, 50, 51].

3.1 Mapping of a known unitary process matrix onto a density matrix

Mapping a general unitary matrix U [N ] onto a Hermitian density matrix of the same
dimension is not possible. Here, we double the dimension of the density matrix by
using an additional ancilla qubit q0 and by a controlled process cU [N+1] operation
we inscribe the unitary U [N ] (and its adjoint (U [N ])†) in an off-diagonal block of the
density matrix ρ[N+1] as shown below. Under cU [N+1], the unitary U [N ] acts only on
the target qubits q1, . . . , qN if the control qubit q0 is in state |1⟩. The corresponding

35



3 Wigner Tomography of Known Quantum Processes

matrix representation of the controlled process cU [N+1] is

cU [N+1] =
(
1[N ] 0[N ]

0[N ] U [N ]

)
, (3.1)

where the top diagonal block corresponds to a 2N ×2N dimensional identity matrix 1[N ]

and the lower diagonal block is the unitary U [N ]. The off-diagonal blocks are 2N × 2N

dimensional zero matrices.

As shown in [16] for ensemble quantum processors, U [N ] can be mapped onto the
density operator ρ[N+1] by preparing the ancilla (control) qubit q0 in the superposition
state 1√

2(|0⟩+ |1⟩) and the remaining system qubits q1, . . . , qN in the maximally mixed
state. Hence, the prepared density operator is

ρ
[N+1]
0 = 1

2
(
|0⟩+ |1⟩

)(
⟨0|+ ⟨1|

)
⊗ 1

2N
(1[N ]),

= 1
2N+1

(
1[N ] 1[N ]

1[N ] 1[N ]

) (3.2)

and the density operator after application of cU [N+1] is

ρ
[N+1]
U = cU [N+1]ρ

[N+1]
0 (cU [N+1])†, (3.3)

which can be rewritten in block matrix form as

ρ
[N+1]
U = 1

2(N+1)

(
1[N ] (U [N ])†

U [N ] 1[N ]

)
. (3.4)

Using this approach, the unitary U [N ] is now imprinted onto the density operator ρ[N+1]

of the augmented system. Since the experimental implementation of a controlled process
cU [N+1] requires the knowledge of U [N ], this version of Wigner process tomography
described here is in general only applicable for known processes [16]. The next section
describes the procedure for performing Wigner process tomography experimentally.

3.2 Procedure for Wigner quantum process tomography

In this section, we first present a generalized algorithm for performing process tomogra-
phy and then explain each step individually for pure-state quantum processors. A droplet
function f

(ℓ)
j representing an N qubit quantum process U [N ] can be experimentally

measured using the following steps (see Fig. 3.1):

1. Preparation (P): Prepare ancilla qubit q0 in the superposition state 1√
2(|0⟩+ |1⟩)

and effectively create the maximally mixed state of the system qubits q1, . . . , qN

by temporal averaging.
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3.2 Procedure for Wigner quantum process tomography

2. Mapping (M): Implement the cU [N+1] operation to map the process U [N ] onto
ρ

[N+1]
U .

3. Rotation (R): Rotate the system qubits q1, . . . , qN inversely for scanning.

4. Detection-associated rotations (D): Apply local unitary operations to measure
required expectation values of Pauli operator components of axial tensor operators
T

(ℓ)[N ]
j0 (see Table 2.1) that are not directly measurable.

These four steps are repeated for a set of angles β ∈ [0, π] and α ∈ [0, 2π] and for
different n, rank j and labels ℓ to calculate the droplet function f

(ℓ)
j (β, α). The next

part elaborates on each step individually.

Figure 3.1: Schematic of the presented Wigner tomography algorithm for known unitary
processes. The algorithm consists of four key blocks, namely Preparation (P), Mapping (M),
Rotation (R), and Detection-associated rotations (D) followed by measurements. The rotation
(R) block acts only on system qubits q1, . . . , qN , whereas all the other three blocks act on
all the qubits q0, q1, . . . , qN . The lower part of the figure shows the evolution of the density
matrix after each block. The algorithm is repeated for all desired combinations of parameters.

Step 1 : The algorithm starts with the initial state ρi = |0 . . . 0⟩⟨0 . . . 0|. The state
ρ0 (Eq. 3.2) is prepared by applying a Hadamard gate to qubit q0 to achieve an equal
superposition. The maximally mixed state of qubits q1, . . . , qN is created by temporally
averaging experiments for all the possible computational basis states by applying ap-
propriate local NOT gates (see supplementary Sec. B.2). We discuss this in detail for a
single-qubit system in Sec. 3.4.1.

Step 2 : The operation cU [N+1] used for mapping can be experimentally implemented
by decomposing it into elementary gates [52] or using pulse-level control methods [53, 54].
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3 Wigner Tomography of Known Quantum Processes

Step 3 : Since our operator of interest is an N -qubit unitary process matrix U [N ],
Eq. 2.4 takes the form

f
(ℓ)
j (β, α) = sj⟨T (ℓ)[N ]

j,αβ |U
[N ]⟩. (3.5)

As shown in supplementary Sec. B.1, Eq. 3.5 can be rewritten as

f
(ℓ)
j (β, α) = sj⟨σ+ ⊗ T (ℓ)[N ]

j,αβ ⟩ρ[N+1]
U

, (3.6)

Similarly as in state tomography (Sec. 2.2), instead of rotating the axial tensor operator
T

(ℓ)[N ]
j0 , we equivalently rotate the density matrix of the system qubits q1, . . . , qN

inversely, such that:
f

(ℓ)
j (β, α) = sj⟨σ+ ⊗ T (ℓ)[N ]

j0 ⟩
ρ̃

[N+1]
U

, (3.7)

where
ρ̃

[N+1]
U = (R[N+1]

αβ )−1ρ
[N+1]
U R

[N+1]
αβ , (3.8)

and R
[N+1]
αβ = 1[1] ⊗R[N ]

αβ which corresponds to the rotation of only the system qubits
q1, . . . , qN for scanning. Using the relation σ+ = 1

2(σx + iσy), Eq. 3.7 can be rewritten
in terms of Pauli operators as:

f
(ℓ)
j (β, α) = sj

2
(
⟨σx ⊗ T (ℓ)[N ]

j0 ⟩
ρ̃

[N+1]
U

+ i⟨σy ⊗ T (ℓ)[N ]
j0 ⟩

ρ̃
[N+1]
U

)
. (3.9)

Step 4 : In analogy to the case of Wigner state tomography presented in Sec. 2.2,
the expectation values of Pauli operators, which are not directly observable, can be
measured with the help of local unitary operations un (detection-associated rotations).

3.3 Estimation of unitary process matrices from droplet functions

Similar to the estimation of density matrices in the case of Wigner state tomography 2.3,
unitary process matrices can also be estimated from the experimentally tomographed
droplets. A general N -qubit unitary process matrix can be expressed in terms of Pauli
operators [3] as:

U [N ] =
3∑

a=0

3∑
b=0
· · ·

3∑
g=0

cab...g(σa ⊗ σb ⊗ · · · ⊗ σg), (3.10)

where σ0 is a 2×2 identity (1) matrix, while σ1, σ2 and σ3 are the standard Pauli
matrices σx, σy and σz, respectively. The complex coefficients cab...g can be computed by
calculating the scalar product between basis droplets (ideally simulated without noise)
and experimental droplets, as shown in Eq. 2.16. The basis droplets can be generated
using the definitions provided in supplementary Sec. A.1. Based on the estimated
process matrix U [N ], the process tomography fidelity FU [55] can be calculated using
the relation:

FU = |tr(U
[N ](U [N ]

t )†)|
2N

, (3.11)
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3.4 Experimental implementation of Wigner process tomography

where U [N ]
t is an N qubit target unitary process matrix.

The next section focuses on the experimental implementation of the presented
algorithm for a single-qubit system and showcases the results of the experiments
performed on IBM quantum devices.

3.4 Experimental implementation of Wigner process tomography

This section describes the approach to implementing the above-mentioned Wigner
process tomography on experimental quantum devices. Here, we present the simulated
and experimental process tomography results performed on IBM quantum devices for a
pure state of an individual quantum system. The quantum circuits provided here are
general and can be directly adapted to other near-term quantum devices. The Wigner
process tomography can be directly implemented using the Python-based software
package DROPStomo [27] for a single-qubit system, which is presented in Sec. 3.5.

3.4.1 Single qubit system

For the Wigner process tomography of a single-qubit (N = 1) system, the total number
of qubits required is two (q0 and q1), where q0 is an ancilla qubit and q1 is the system
qubit. For a single-qubit system, the possible values of rank j are (c.f. Table 2.1):
j = 0 for label ℓ = ∅, and j = 1 for label ℓ = 1. Hence, a single-qubit unitary process is
represented by the spherical functions f (∅)

0 and f
(1)
1 , which can be calculated based on

the measured expectation values of Eq. 3.9 as:

f
(∅)
0 (β, α) = 1

2

√
1

4π
(
⟨σx ⊗ T (∅)[1]

00 ⟩
ρ̃

[2]
U

+ i⟨σy ⊗ T (∅)[1]
00 ⟩

ρ̃
[2]
U

)
f

(1)
1 (β, α) = 1

2

√
3

4π
(
⟨σx ⊗ T (1)[1]

10 ⟩
ρ̃

[2]
U

+ i⟨σy ⊗ T (1)[1]
10 ⟩

ρ̃
[2]
U

)
.

(3.12)

Substituting the explicit form of the tensor operators T (∅)
00 and T (1)

10 from Table 2.1 gives

f
(∅)
0 (β, α) = 1

4

√
1

2π
(
⟨σ0x⟩ρ̃[2]

U

+ i⟨σ0y⟩ρ̃[2]
U

)
f

(1)
1 (β, α) = 1

4

√
3

2π
(
⟨σ0xσ1z⟩ρ̃[2]

U

+ i⟨σ0yσ1z⟩ρ̃[2]
U

)
.

(3.13)

We first focus on the preparation step (P) of the algorithm, i.e., preparing qubits q0 and
q1 in a state whose density matrix corresponds to Eq. 3.2 for N = 1. The preparation
of the ancilla qubit q0 in the superposition state can be achieved straightforwardly by
applying the Hadamard (H) gate on q0. The qubit q1 requires to be prepared in a
maximally mixed state. Preparing it directly in pure-state quantum computing is not
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3 Wigner Tomography of Known Quantum Processes

possible. We use the temporal averaging approach [56, 57], where the experiment is
repeated for the set of computational basis states, and the average of measurement
outcomes is computed. For example, in the case of a single qubit (N = 1), the
maximally mixed state ρ[1]

mm can be realized by simply repeating the experiment twice
(one experiment with the pure state |0⟩ and another experiment with the pure state
|1⟩) and averaging the measurement results:

ρ[1]
mm = 1

21
[1] = 1

2

(
1 0
0 1

)
= 1

2 |0⟩⟨0|+
1
2 |1⟩⟨1|. (3.14)

More information on temporal averaging, alternative methods, and the proof of express-
ing the expectation value of mixed states as an average of expectation values of pure
states is detailed in supplementary Sec. B.2.

Interestingly, temporal averaging was initially introduced in quantum information
processing to mimic experiments of a pure state by averaging expectation values ob-
tained by measuring a set of experiments on (partially) mixed states of an ensemble
quantum processor [56]. In contrast, here experiments on the maximally mixed state of
the system qubits q1, . . . , qN are mimicked by averaging expectation values obtained by
measuring a set of experiments with pure states.

As an example, Fig. 3.2 shows the set of quantum circuits for process tomography
where the unitary operator of interest is the Hadamard gate (H). Hence, a controlled
Hadamard gate is applied in the mapping step (M) of each experiment in (a)-(d).
After the preparation step P, the system qubit q1 is in state |0⟩ for circuits (a) and
(c), whereas it is switched to |1⟩ by applying a NOT (X) gate on q1 in circuits (b) and
(d). The (temporally) averaged expectation values of experiments (a) and (b) provide
⟨σ0x⟩ (and also ⟨σ0xσ1z⟩). Similarly, the (temporally) averaged expectation values of
experiments (c) and (d) provide ⟨σ0y⟩ (and also ⟨σ0yσ1z⟩).

Using Eq. 3.13, these expectation values can be combined to obtain the droplet functions
f

(∅)
0 and f

(1)
1 , see Fig 3.3 (first column) for the combined (f = f

(∅)
0 + f

(1)
1 ) droplets

and Fig. 3.4 (first row) for the individual droplets f (∅)
0 and f

(1)
1 . Fig. 3.3 also shows

experimental droplets of the NOT (X) gate and the process corresponding to a rotation
of 3π

2 around the y axis. The separate droplets f (∅)
0 and f

(1)
1 for rank j = 0 and j = 1

are provided in the Fig. 3.4.

The experiments were performed on a seven qubit ibm_lagos device with Ns = 8192
shots per sample point, i.e., for eight polar angles βk = (k − 1)π7 and fifteen azimuthal

angles αl = (l − 1)π7 , where k = 1, 2, . . . , 8 and l = 1, 2, . . . , 15.
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3.4 Experimental implementation of Wigner process tomography

Figure 3.2: Set of quantum circuits for the Wigner process tomography of the Hadamard
(H) gate. The initial state of the qubits is |ψ⟩i = |00⟩. The four blocks of the algorithm
preparation (P), mapping (M), rotation (R), and detection-associated rotations (U) are
explicitly shown here.

Based on the experimentally measured droplet functions f (∅)
0 and f

(1)
1 , a process

matrix can be estimated (as shown in Sec. 3.3): any single-qubit unitary process can be
expressed in terms of Pauli operators [3] as

U [1] =
3∑

k=0
ckσk (3.15)

with in general complex coefficients ck for k ∈ {0, 1, 2, 3}. Using Eq. 2.16, the coefficients
ck are obtained by calculating the scalar product between the basis droplets fσk

(refer
to Sec. A.1.1) and the sum of the experimentally tomographed droplets f (∅)

0 and f
(1)
1 :

ck = ⟨fσk
|f (∅)

0 + f
(1)
1 ⟩. (3.16)

Table 3.1 summarizes the experimental process fidelities of the gates considered above.
The standard deviation given in Table 3.1 was estimated by conducting the experiment
three times for the NOT gate for reference.
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3 Wigner Tomography of Known Quantum Processes

Figure 3.3: Experimentally tomographed (top panel) and simulated (lower panel) droplets
for different quantum processes: (a) Hadamard gate, (b) NOT gate, and (c)

[3π
2
]

y
rotation.

Refer to Fig. 3.4 for separate droplets of f (∅)
0 and f

(1)
1 .

(a) Experimental (b) Simulated

0

0

Hadamard (H)

NOT (X)

( ) )(

Figure 3.4: Experimentally tomographed (a) and simulated (b) droplets of different quantum
processes. The rank j = 0 droplet f (∅)

0 and j = 1 droplet f (1)
1 are shown here. Both

experimental and simulated droplets are plotted with the same resolution.

Table 3.1: Experimental process tomography fidelity (FU ) corresponds to target quantum
gates Ut. The corresponding droplets are shown in Fig. 3.3.

Ut FU

Hadamard (H) 0.9506± 1× 10−3

NOT (X) 0.9679± 1× 10−3[
3π
2

]
y

0.9407± 1× 10−3
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3.5 Performing WQPT on near-term quantum devices using
DROPStomo

As described in Sec. 2.7 for state tomography, similarly, DROPStomo [27] can be used to
perform Wigner process tomography (WQPT) for single qubit system on a simulator or
on a quantum hardware. The package can be installed using the following command:

1 # install the package
2 pip install DROPStomo

Here, we give a code snippet for performing Wigner process tomography for a one-qubit
system.

1 # import the required modules
2 from DROPStomo import WQPT1Q
3

4 # ***Input***
5 # Gate to tomograph.
6 Up = U3Gate(theta=pi, phi=0, lam=0)
7 # Resolution for scanning
8 res_beta= 8
9 res_alpha = 15

10 # Define target process matrix
11 Up = np.matrix([[0,1],[1,0]])
12

13 # Prepare quantum circuits for tomography
14 circ_u = WQPT1Q.WQPT_1Q_circuits(res_theta,Up)
15

16 # Provide a simulator or a quantum hardware. For example:
17 simulator = Aer.get_backend(’qasm_simulator’)
18

19 # Run quantum circuits on a simulator or on a quantum hardware.
20 WQPT1Q.WQPT_1Q_runner(res_theta, circuits=circ_u, device=simulator,

shots=8192, inter=1, Ut=Up)
21 # ***Output***
22 # Experimental tomographed droplets (non-interactive, if inter=0 and

interactive, if inter=1).
23 # Experimental expectation values.
24 # Experimental process matrix with process fidelity.
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Chapter

4 Wigner Tomography of Unknown
Quantum Processes

Building on the theory of the state and process tomography presented in the previous
chapters, this chapter presents the extension of the Wigner tomography to unknown
quantum processes.

The process tomography presented in Chapter 3 employs a mapping approach (refer
to Sec. 3.1) that maps an N qubit unitary process matrix U [N ] onto the N + 1 qubit
Hermitian density matrix ρ[N+1], as depicted in the upper panel of Fig. 4.1. This
mapping approach uses a controlled process operation cU [N+1] and the experimental
implementation of which in general requires the knowledge of U [N ] [58, 59], limiting the
existing protocol of Wigner process tomography to known processes.

To address this limitation, we propose a novel quantum circuit that overcomes the
constraints of the previous approach. This new circuit utilizes an additional set of N
ancilla qubits and maps the scaled versions of an unknown N qubit process matrix
onto N + 1 qubit density matrices, as depicted in the lower panel of Fig. 4.1. This
mapping allows for the experimental tomography of spherical droplets corresponding to
scaled process matrices. Subsequently, these experimental tomographed droplets can
be combined in a classical post-processing step to extract the unknown process matrix
using the ‘reconstruction algorithm’ introduced herein.

In the following section, we initially discuss the circuit introduced in Sec. 3.1 designed
to map a known process onto a density matrix. Subsequently, we demonstrate the
process of mapping the scaled versions of an unknown process U [N ] onto density matrices.

4.1 Theory for mapping an unknown unitary to density matrix

Here, we first revisit the circuit presented in Sec. 3.1 used for mapping a known process
onto a density matrix.

For mapping an N qubit known unitary process U [N ] onto an N + 1 qubit Hermitian
density matrix ρ[N+1], a circuit shown in Fig. 4.2 is used. This mapping requires
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.1: Schematic representation of mapping an N qubit (a) known and (b) unknown
process matrix U [N ] onto an N + 1 qubit density matrix, essential for Wigner tomography of
quantum processes. In the case of an unknown process U [N ], the scaled versions ϵkU [N ] are
mapped onto density matrices. The general form of scaling factor ϵk is provided in Eq. 4.13.

preparing the control qubit q0 in the superposition state 1√
2(|0⟩ + |1⟩). Under the

operation cU [N+1], the process U [N ] only acts on system qubits q1 . . . qN if the ancilla
qubit q0 is in the state |1⟩. The states |ψ0⟩ and |ψ1⟩ in Fig. 4.2 are provided in Table 4.1
considering different initial states |ψq0⟩ of the control qubit q0. As mentioned, mapping
an unknown process matrix onto a density matrix using the circuit shown in Fig. 4.2 is
not possible, as the design of the controlled operation cU [N+1] requires prior knowledge
of the process U [N ] [58, 59].

Figure 4.2: Schematic representation of the controlled process operation cU [N+1], which is
employed to map a process matrix U [N ] onto a density matrix ρ[N+1]. Here, q0 is an ancilla
qubit and q1, . . . , qN are system qubits. See Table 4.1 for state |ψ0⟩ and |ψ1⟩.

Now, we discuss a new approach to map scaled versions of the unknown process
matrix onto density matrices. From here onward, we refer to U [N ] as an unknown
quantum process unless specified otherwise.

We are interested in mapping an unknown quantum process matrix onto a density ma-
trix. To achieve this, we have adopted a circuit discussed in Ref. [60, 59], as illustrated
in Fig. 4.3. In this case, for an N qubit system, mapping an unknown process matrix
requires additional N+1 qubits. Out of these N+1 ancillary qubits, q0 is a control qubit.
The initial state of system qubits (q1, . . . , qN ) and the ancilla qubits (qa

1 , . . . , q
a
N ) are rep-
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4.1 Theory for mapping an unknown unitary to density matrix

Table 4.1: Evolution of the state after each block of the quantum circuit presented in Fig. 4.2
with different initial states |ψq0⟩ of the control qubit q0. Initially, the system qubits q1 . . . qN

are in the state |ψs⟩.

|ψ⟩ |ψq0⟩ = |0⟩ |ψq0⟩ = |1⟩ |ψq0⟩ = 1√
2(|0⟩+ |1⟩)

|ψ0⟩ |0ψs⟩ |1ψs⟩ 1√
2

(
|0ψs⟩+ |1ψs⟩

)
|ψ1⟩ |0ψs⟩ |1(Uψs)⟩ 1√

2

(
|0ψs⟩+ |1(Uψs)⟩

)

Figure 4.3: Schematic representation of a circuit for mapping an unknown unitary U [N ] onto
a density matrix with the inherent blind spots. Here, q1, . . . , qN are system qubits and q0 and
qa

1 , . . . , q
a
N are ancilla qubits. The first and third block of the circuit is a controlled-swap gate

that swaps the upper (orange or dark gray) with the lower block (blue or light gray) only
if the control qubit q0 is in the state |1⟩. The red barrier after the second controlled-swap
block indicates partial tracing out of the ancilla qubits qa

1 , . . . , q
a
N . See Table 4.2 for the state

description after each block for different initial states of the control qubit q0.

resented by |ψs⟩ and |ψa⟩, respectively. Table 4.2 illustrates how the state evolves after
each circuit block, considering three different initial states (|ψq0⟩) of the control qubit q0.

Specifically, it demonstrates that when the control qubit q0 is in either |0⟩ or |1⟩, i.e.,
in a computation basis state (classical state), the resulting state |ψ4⟩, after partially
tracing out the ancilla qubits qa

1 , . . . , q
a
N , is identical to what would be expected in the

case of a controlled process circuit (Fig. 4.2), as outlined in Table 4.1.

Although it is tempting to assume that the block CSWAP–U [N ](qa
1 , . . . , q

a
N )–CSWAP

shown in Fig. 4.3 implements cU [N+1] for arbitrary U [N ], however, this is not the case
if qubit q0 is not in a computational basis state [60, 59]. When q0 is in an equal
superposition state, i.e., |ψq0⟩ = 1√

2(|0⟩+ |1⟩), the state following the second controlled
swap gate (|ψ3⟩) is entangled. In this particular scenario, the partial tracing out of
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Table 4.2: Evolution of the state after each block of the quantum circuit presented in Fig. 4.3
with different initial states |ψq0⟩ of the control qubit (q0). Initially the system qubits q1 . . . qN

are in state |ψs⟩, whereas the ancilla qubits qa
1 . . . q

a
N are in state |ψa⟩.

|ψ⟩ |ψq0⟩ = |0⟩ |ψq0⟩ = |1⟩ |ψq0⟩ = 1√
2(|0⟩+ |1⟩)

|ψ0⟩ |0ψsψa⟩ |1ψsψa⟩ 1√
2

(
|0ψsψa⟩+ |1ψsψa⟩

)
|ψ1⟩ |0ψsψa⟩ |1ψaψs⟩ 1√

2

(
|0ψsψa⟩+ |1ψaψs⟩

)
|ψ2⟩ |0ψs(Uψa)⟩ |1ψa(Uψs)⟩ 1√

2

(
|0ψs(Uψa)⟩+ |1ψa(Uψs)⟩

)
|ψ3⟩ |0ψs(Uψa)⟩ |1(Uψs)ψa⟩ 1√

2

(
|0ψs(Uψa)⟩+ |1(Uψs)ψa⟩

)
|ψ4⟩‡ |0ψs⟩ |1(Uψs)⟩ non-pure state∗

‡ The state vector description can only be written when |ψq0⟩ is either |0⟩ or |1⟩.
* See Eq. 4.5 for the case of a single-qubit (N = 1).

ancilla qubits qa
1 , . . . , q

a
N from the remaining qubits q0, q1, . . . , qN will result in a loss of

information. We now focus on a single-qubit (N = 1) system to understand the loss of
information.

Figure 4.4: The redrawn version of circuit in Fig. 4.3 for a single-qubit (N = 1) system. In
this figure, q1 is the system qubit and q0 and qa

1 are ancilla qubits.

For a single-qubit (N = 1) system, a total of three qubits are required in this protocol:
q0, q1, and qa

1 . We redraw the general circuit presented in Fig. 4.3 for N = 1 in Fig. 4.4.
To facilitate the mapping of a process matrix onto a density matrix for Wigner process
tomography, initially, the control qubit q0 is required to be in an equal superposition
state, while the qubits q1 and qa

1 are required to be in a maximally mixed state, i.e.,
ρ

[1]
s = |ψs⟩⟨ψs| = 1

21
[1] and ρ

[1]
a = |ψa⟩⟨ψa| = 1

21
[1], respectively. Hence, the density

matrix ρ0 is:

ρ
[3]
0 = (|0⟩+ |1⟩)(⟨0|+ ⟨1|)

2 ⊗ 1
21

[1] ⊗ 1
21

[1] = 1
8

1[2] 1[2]

1[2] 1[2]

 , (4.1)
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4.1 Theory for mapping an unknown unitary to density matrix

After the first controlled-swap block, the density matrix ρ1 = |ψ1⟩⟨ψ1| is:

ρ
[3]
1 =

1[2] 0[2]

0[2] swap[2]

 ρ[3]
0

1[2] 0[2]

0[2] swap[2]

†

= 1
8

 1[2] swap[2]

swap[2] 1[2]

 .
(4.2)

The matrix form of the controlled-swap gate is provided in Eq. 1.14. The controlled-swap
gate is written as a block diagonal matrix. The matrix form of the lower diagonal block
swap is given in Eq. 1.12. After the operation 1[2] ⊗ U [1] (second block of circuit in
Fig. 4.4), one obtains

ρ
[3]
2 =

1[1] ⊗ U [1] 0[2]

0[2] 1[1] ⊗ U [1]

 ρ[3]
1

1[1] ⊗ U [1] 0[2]

0[2] 1[1] ⊗ U [1]

†

= 1
8

 1[2] (1[1] ⊗ U [1])swap[2](1[1] ⊗ (U [1])†)
(1[1] ⊗ U [1])swap[2](1[1] ⊗ (U [1])†) 1[2]

.
(4.3)

The density matrix after the second controlled-swap block of the circuit in Fig. 4.4 is:

ρ
[3]
3 =

1[2] 0[2]

0[2] swap[2]

 ρ[3]
2

1[2] 0[2]

0[2] swap[2]

†

= 1
8

 1[2] (U [1])† ⊗ U [1]

U [1] ⊗ (U [1])† 1[2]

 .
(4.4)

After tracing out ancilla qubit qa
1 (indicated by the red barrier in the circuit depicted

in Fig. 4.4), the density matrix is

ρ̃
[2]
4 = 1

4

 1[1] c∗ · (U [1])†

c · U [1] 1[1]

 , (4.5)

with scaling factor
c = 1

2 tr(U †). (4.6)

In Eq. 4.5, c∗ is the complex conjugate of c. Eq. 4.5 shows that it is possible to map
the unknown single-qubit process U [1] onto the density matrix ρ̃

[2]
4 using the circuit

shown in Fig. 4.4 up to a scaling factor c = 1
2 tr(U †). This scaling factor results from

the partial tracing out of the ancilla qubit from the entangled state in Eq. 4.5, leading
to a loss of information, as mentioned earlier. For example, in the case of a general
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4 Wigner Tomography of Unknown Quantum Processes

single-qubit rotation with rotation angle γ and rotation axis n⃗ = (nx, ny, nz), given
by [3]

U = cos
(
γ

2

)
1− i · sin

(
γ

2

)
(nxσx + nyσy + nzσz), (4.7)

and since the Pauli matrices σx, σy, and σz are traceless, the scaling factor is simply

c = cos
(
γ

2

)
. (4.8)

The mapping of a unitary operator U onto the off-diagonal blocks of ρ̃[2]
4 in Eq. 4.5 is

lossless (corresponding to |c| = 1) only when the rotation angle is a multiple of 2π (i.e.,
γ = 2nπ for n ∈ Z). However, in the general case, the off-diagonal blocks of the density
matrix ρ̃[2]

4 are scaled down (|c|<1), which would result in a loss of signal-to-noise ratio
in the experimental tomography results. For example, for the

√
NOT gate (which has a

rotation angle of γ = π
2 ), the scaling factor is only c =

√
1
2 . In the case of processes for

which |c| approaches 0, the protocol given in Fig. 4.3 has actually blind spots, where no
information about the process of interest is obtained. This occurs whenever the rotation
angle γ is close to an odd multiple of π (i.e., if γ = (2n+ 1)π for n ∈ Z), which, in fact,
is the case for many standard quantum gates like NOT (X), Y, Z, and Hadamard (H)
gates. In order to overcome these limitations and remove the blind spots inherent in the
approach, we extend the circuit presented in Fig. 4.3 and discuss it in the next section.

4.2 Modified circuit for mapping

To remove the blind spots caused by the circuit depicted in Fig. 4.3, we propose the
extended quantum circuit shown in Fig. 4.5. In this new circuit design, we introduce a
controlled rotation denoted as cG[N ]

k , which exclusively operates on the ancilla qubits
qa

1 , . . . , q
a
N when the control qubit q0 assumes the state |1⟩.

For a system comprising of N qubits q1, . . . , qN , the circuit shown in Fig. 4.5 is
reiterated with varying rotations G[N ]

k , extending up to 4N repetitions. Here, ‘4N ’
refers to the number of elements in the Pauli operator basis for a system consisting
of N qubits. For instance, for a single system qubit (N = 1), k ranges from 1 to
4, since G[1]

k ∈ {σx, σy, σz,1}, i.e., G[1]
1 = σx, G[1]

2 = σy, G[1]
3 = σz, and G[1]

4 = 1.
Similarly, for a system with two qubits (N = 2), k spans from 1 to 16, as G[2]

k ∈
{σx ⊗ 1, . . . ,1 ⊗ σx, . . . , σz ⊗ σz,1 ⊗ 1}. In the general case, Gk may represent any
generic multi-qubit rotation.

Table 4.3 describes the state evolution after each block of the circuit displayed in
Fig. 4.5. This analysis is conducted under the initial conditions in which the control
qubit q0 is in the state |ψq0⟩ = 1√

2(|0⟩+ |1⟩), the system qubits q1 . . . qN are in the state
|ψs⟩, and the ancilla qubits qa

1 . . . q
a
N are in the state |ψa⟩.

50



4.2 Modified circuit for mapping

Figure 4.5: Circuit for mapping unknown scaled process matrices ϵkU [N ] onto density matrices
without introducing blind spots by repeating the experiments for different gates Gk. Here,
q1, . . . , qN are system qubits and qubits q0 and qa

1 , . . . , q
a
N are ancilla qubits. See Table 4.3

for the state evolution after each circuit block.

Table 4.3: Evolution of a quantum state after each block of a quantum circuit presented in
Fig. 4.5. Considering initially the control qubit q0 to be in state |ψq0⟩ = 1√

2(|0⟩+ |1⟩), the
system qubits q1 . . . qN in the state |ψs⟩, and the ancilla qubits qa

1 . . . q
a
N in the state |ψa⟩.

|ψ⟩ |ψq0⟩ = 1√
2(|0⟩+ |1⟩)

|ψ0⟩ 1√
2

(
|0ψsψa⟩+ |1ψsψa⟩

)
|ψ1⟩ 1√

2

(
|0ψsψa⟩+ |1ψaψs⟩

)
|ψ2⟩ 1√

2

(
|0ψs(Uψa)⟩+ |1ψa(Uψs)⟩

)
|ψ3⟩ 1√

2

(
|0ψs(Uψa)⟩+ |1(Uψs)ψa⟩

)
|ψ4⟩ 1√

2

(
|0ψs(Uψa)⟩+ |1(Uψs)(Gkψa)⟩

)

To understand it better, let us look at the density matrix calculations for a single-qubit
(N = 1) system. We redraw the circuit presented in Fig. 4.5 for a single qubit system in
Fig. 4.6. For N = 1 system, the circuit in Fig. 4.6 is repeated 4 times which corresponds
to rotation G[1]

k ∈ {σx, σy, σz,1}, i.e., G[1]
1 = σx, G[1]

2 = σy, G[1]
3 = σz, and G[1]

4 = 1. Let
us see how the additional block cGk addresses the limitation of the previous circuit for
N = 1 in Fig. 4.4.

Under the cG[1]
k operation, the density matrix ρ3 in Eq. 4.4 (corresponding to the
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.6: Redrawing of the circuit depicted in Fig. 4.5 tailored for a single-qubit system
(N = 1). This circuit maps single-qubit scaled process matrices ϵkU [1] onto density matrices,
repeating for k = 1 : 4, corresponding to rotations G[1]

k ∈ {σx, σy, σz,1}, i.e., G[1]
1 = σx,

G[1]
2 = σy, G[1]

3 = σz, and G[1]
4 = 1. The associated scaling factors ϵk are provided in Table 4.4.

state |ψ3⟩, i.e., after the second controlled-swap block of Fig. 4.6) is transformed to:

ρ
[3]
4 =

1[2] 0[2]

0[2] 1[1] ⊗ G[1]
k

 ρ[3]
3

1[2] 0[2]

0[2] 1[1] ⊗ G[1]
k

†

= 1
8

 1[2] (U [1])† ⊗ U [1](G[1]
k )†

U [1] ⊗ G[1]
k (U [1])† 1[2]

 ,
(4.9)

where ρ4 = |ψ4⟩⟨ψ4|.

The density matrix ρ̃
[2]
5 = |ψ5⟩⟨ψ5| after tracing out ancilla qubit qa

1 (indicated by
the red barrier in the circuit depicted in Fig. 4.6) is:

ρ̃
[2]
5 = 1

4

 1[1] ϵ∗k(U [1])†

ϵkU
[1] 1[1]

 , (4.10)

which can be rewritten as:

ρ
[2]
Uk

= 1
4

1[1] (U [1]
k )†

U
[1]
k 1[1]

 , (4.11)

where
U

[1]
k = ϵkU

[1], (4.12)

and the scaling factor

ϵk = 1
2 tr((U [1])†G[1]

k ) = 1
2⟨U

[1]|G[1]
k ⟩. (4.13)

In Eq. 4.10, ϵ∗k represents the complex conjugate of ϵk and k ranges from 1 to 4. De-
pending on the rotation Gk, different scaled process matrices U [1]

k defined in Eq. 4.12 are
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4.2 Modified circuit for mapping

mapped onto the off-diagonal blocks of the density matrix ρ[2]
Uk

in Eq. 4.11. In the case
where G = 1, the density matrix ρ[2]

Uk
in Eq. 4.11 is identical to ρ̃[2]

4 in Eq. 4.5 and Eq. 4.6.

If the unitary operator U happens to be equal to Gk for a specific k, then ϵk = 1,
resulting in an exact (lossless) mapping of process U onto a density matrix ρ[2]

Uk
. This is

also evident in the state vector formalism provided in Table 4.3. In this context, when
Gk = U , the state |ψ4⟩ modifies to:

|ψ4⟩′ = 1√
2

(|0ψs(Uψa)⟩+ |1(Uψs)(Uψa)⟩)

= 1√
2

(|0ψs⟩+ |1(Uψs)⟩)⊗ (U |ψa⟩),
(4.14)

indicating that the ancilla qubit qa
1 is fully separable from the qubits q0 and q1.

However, in general, where U differs from Gk, the state |ψ4⟩ remains entangled, leading
to the mapping of scaled process matrices Uk onto density matrices. The corresponding
scaling factors ϵk for different rotations G[1]

k are provided in Table 4.4 for a single-qubit
special unitary process matrix given as:

U [1] =

u11 u12

u21 u22

 =

 D + iC B + iA

−B + iA D − iC

 . (4.15)

Here U [1] is written using the usual representation of quaternions as complex 2 × 2
matrices [61], and for this matrix to be special unitary the real components A,B,C,
and D must satisfy the condition A2 + B2 + C2 + D2 = 1. In Table 4.4, the second
column presents the scaling factors in terms of matrix elements u11, u12, u21, and u22,
while the third column expresses them in terms of quaternions A, B, C, and D. The
resulting scaled matrices U [1]

k are displayed in the fourth column. For simplicity and to
keep a consistent droplet color, the first three scaled process matrices, i.e., U [1]

k=1:3 are
divided by ‘(−i)’, resulting in

Û
[1]
k=1:3 = 1

(−i)(U [1]
k=1:3) = iU

[1]
k=1:3. (4.16)

The new scaled process matrices Û [1]
k are presented in the last column of Table 4.4.

An example of the scaling factor corresponding to different rotations is depicted
in Fig. 4.7, considering A = 0.15, B = 0.35, C = 0.55, and D = 0.7433. The droplet
corresponding to the unknown process U [1] is presented on the left, while the scaled
process droplets Û [1]

k associated with different controlled rotations cG are displayed on
the right of Fig. 4.7.
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4 Wigner Tomography of Unknown Quantum Processes

Table 4.4: The table presents the scaling factors (ϵk) for a single-qubit system (N = 1)
corresponding to different controlled rotations with G[1]

k ∈ {σx, σy, σz,1} and the resulting
scaled process matrices U [1]

k . The second column presents the scaling factor in terms of matrix
elements u11, u12, u21, and u22, while the third column expresses them in terms of quaternions
A, B, C, and D. The last column presents the scaled matrices Û [1]

k defined in Eq. 4.16. See
Fig. 4.7 for an example.

G[1]
k ϵk ϵk U

[1]
k = ϵkU

[1] Û
[1]
k

σx
1
2(u∗

12 + u∗
21) −(i)A −(i)AU [1] AU [1]

σy
i
2(u∗

21 − u∗
12) −(i)B −(i)BU [1] BU [1]

σz
1
2(u∗

11 − u∗
22) −(i)C −(i)CU [1] CU [1]

1 1
2(u∗

11 + u∗
22) D DU [1] DU [1]

Figure 4.7: Spherical droplet representing a process matrix U [1] (on the left) with quaternion
components A = 0.15, B = 0.35, C = 0.55, and D = 0.7433. The resulting droplets
corresponding to scaled process matrices Û [1]

1 = AU [1](a), Û [1]
2 = BU [1](b), Û [1]

3 = CU [1](c),
and Û

[1]
4 = DU [1](d) associated with different controlled rotations cG, with G = σx, σy,

σz, and 1 respectively, are displayed on the right. Refer to Table 4.4 for scaling factors ϵk
corresponding to different rotations G[1]

k and the resulting process matrices Û [1]
k .

In general, for a system consisting of N qubits, Eq. 4.10 can be generalized to:

ρ
[N+1]
Uk

= 1
2(N+1)

 1[N ] ϵ∗k(U [N ])†

ϵkU
[N ] 1[N ]

 , (4.17)

with scaling factor
ϵk = 1

2N
⟨U [N ]|G[N ]

k ⟩. (4.18)

A proof of this generalization is provided in supplementary Sec. C.1. In this general
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4.3 Theory of Wigner tomography of unknown processes

case, k ranges from 1 to 2N .

Now, using the quantum circuit shown in Fig. 4.5, the scaled process matrices
U

[N ]
k = ϵkU

[N ] of an N qubit unknown process matrix U [N ] are mapped onto the N + 1
qubit density matrices ρ[N+1]

Uk
(see Eq. 4.17). The following section formalizes the Wigner

process tomography, aiming to experimentally tomograph the droplets corresponding
to the scaled process matrices U [N ]

k .

4.3 Theory of Wigner tomography of unknown processes

We first extend the Wigner tomography algorithm presented in Ref. [28] to unknown
processes and then explain each step individually. A schematic of the algorithm is
shown in Fig. 4.8. A spherical droplet function f

(ℓ)
j,k representing a scaled quantum

process U [N ]
k can be experimentally tomographed using the following steps:

1. Preparation (P): Prepare ancilla qubit q0 in the superposition state 1√
2(|0⟩+ |1⟩)

and effectively create the remaining qubits q1, . . . , qN , q
a
1 , . . . , q

a
N in a fully mixed

state.

2. Mapping (M): Implement the circuit presented in Fig. 4.5 to map the scaled
unknown operators U [N ]

k onto density matrices ρ[N+1]
Uk

for different k.

3. Rotation (R): Rotate the system qubits q1, . . . , qN inversely for scanning.

4. Detection-associated rotations (D): Apply local unitary operations to measure
the required expectation values of axial tensor operators T (ℓ)[N ]

j0 (see Table 2.1)
that are not directly measurable.

These four steps are repeated for a set of polar β ∈ [0, π] and azimuthal α ∈ [0, 2π]
angles and for different n, rank j, label ℓ, and controlled rotations (cGk). Now we
explain each step of the algorithm.

Step 1: Considering the algorithm starts with the state ρi = |00 . . . 0⟩⟨00 . . . 0|, qubit
q0 is prepared in the equal superposition state 1√

2(|0⟩+|1⟩) by applying a Hadamard gate.
A maximally mixed state of qubits q1, . . . , qN , q

a
1 , . . . , q

a
N can be effectively created by

temporally averaging the results of experiments conducted on all possible computational
basis states [28] (see supplementary Sec. B.2). This can be achieved by appropriately
utilizing local NOT gates. We discuss this for the case of a single system qubit in Sec. 4.6.

Step 2: The circuit presented in Fig. 4.5 is implemented to map the scaled process
matrices U [N ]

k onto the density matrices ρ[N+1]
Uk

(refer to Eq. 4.17).
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.8: Schematic for the Wigner tomography for unknown processes. The algorithm
consists of four key blocks: Preparation (P), Mapping (M), Rotation (R), and Detection-
associated rotations (D) followed by measurements. The M block is replaced with the circuit
presented in Fig. 4.5. The lower part of the figure shows the evolution of the density matrix
after each block. The algorithm is repeated for different parameters.

Step 3: Here, we are interested in measuring a droplet function f
(ℓ)
j,k representing a

scaled process matrix U [N ]
k . In this case, Eq. 3.6, takes the form:

f
(ℓ)
j,k (β, α) = sj⟨σ+ ⊗ T (ℓ)[N ]

j,αβ ⟩ρ[N+1]
Uk

. (4.19)

Now, instead of rotating the axial tensor operators T (ℓ)[N ]
j0 , we equivalently rotate the

density matrix of the system qubits q1, . . . , qN inversely, such that:

f
(ℓ)
j,k (β, α) = sj⟨σ+ ⊗ T (ℓ)[N ]

j0 ⟩
ρ̃

[N+1]
Uk

, (4.20)

where
ρ̃

[N+1]
Uk

= (R[N+1]
αβ )−1ρ

[N+1]
Uk

R
[N+1]
αβ , (4.21)

and R[N+1]
αβ = 1[1]⊗R[N ]

αβ , i.e., the rotation operator R[N ]
αβ acts only on the system qubits

q1, . . . , qN . The rotation operator R[N ]
αβ is the same as shown in Eq. 2.2. Using the

relation σ+ = 1
2(σx + iσy), Eq. 4.20 can be rewritten in terms of Pauli operators as:

f
(ℓ)
j,k (β, α) = sj

2
(
⟨σx ⊗ T (ℓ)[N ]

j0 ⟩
ρ̃

[N+1]
Uk

+ i⟨σy ⊗ T (ℓ)[N ]
j0 ⟩

ρ̃
[N+1]
Uk

)
. (4.22)

Step 4: Similar to the Wigner state and known-process tomography, the expectation
values of Pauli operators, which can not be observed directly, can be measured with the
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4.4 Reconstruction of an unknown process from scaled process droplets

Figure 4.9: Schematic of the approach of Wigner process tomography of unknown processes.
The Wigner process tomography approach experimentally tomographs the spherical droplets
f

(ℓ)
j,k corresponding to the scaled versions of an unknown process U [N ]

k (on the left). Subse-
quently, the experimental droplets are combined using a reconstruction algorithm to estimate
a droplet corresponding to the unknown process U with a high signal-to-noise ratio in the
post-processing step (on the right).

help of local unitary operations un (detection-associated rotations). Refer to Sec. 2.2
for an example.

By employing Eq. 4.22, we can experimentally tomograph the droplet functions f (ℓ)
j,k

corresponding to the scaled matrices U [N ]
k . This method provides information about the

scaled unknown matrices U [N ]
k , and we have developed a methodology to combine these

experimentally tomographed scaled droplets to reconstruct an unknown process U [N ]

with high signal-to-noise ratio. Consequently, the entire Wigner tomography approach
for an unknown process comprises of two integral components: a quantum aspect
(corresponds to experiments) and a classical aspect (concerning the post-processing of
experimental data), as illustrated in the schematic in Fig. 4.9.

4.4 Reconstruction of an unknown process from scaled process
droplets

In this section, we present a methodology to reconstruct an unknown process U from
the experimentally tomographed droplet functions f (ℓ)

j,k corresponding to the scaled
processes U [N ]

k for a single system qubit (N = 1).

Let us first rewrite the Eq. 4.22 for a single system qubit N = 1. For N = 1, the
possible values of rank j are: j = 0 for label ℓ = ∅, and j = 1 for label ℓ = 1 (refer to
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4 Wigner Tomography of Unknown Quantum Processes

Table 2.1). Hence, single qubit scaled processes U [1]
k represented by spherical functions

f
(∅)
0,k and f

(1)
1,k can be experimentally tomographed using:

f
(∅)
0,k (β, α) = 1

2

√
1

4π
(
⟨σx ⊗ T (ℓ)[1]

00 ⟩
ρ̃

[2]
Uk

+ i⟨σy ⊗ T (ℓ)[1]
00 ⟩

ρ̃
[2]
Uk

)
,

f
(1)
1,k (β, α) = 1

2

√
3

4π
(
⟨σx ⊗ T (1)[1]

10 ⟩
ρ̃

[2]
Uk

+ i⟨σy ⊗ T (1)[1]
10 ⟩

ρ̃
[2]
Uk

)
.

(4.23)

Substituting the explicit values of spherical tensor operators in terms of Pauli operators
from Table 2.1 simplifies the above equation as:

f
(∅)
0,k (β, α) = 1

4

√
1

2π
(
⟨σ0x⟩ρ̃[2]

Uk

+ i⟨σ0y⟩ρ̃[2]
Uk

)
,

f
(1)
1,k (β, α) = 1

4

√
3

2π
(
⟨σ0xσ1z⟩ρ̃[2]

Uk

+ i⟨σ0yσ1z⟩ρ̃[2]
Uk

)
,

(4.24)

where, σ0x = σx ⊗ 1 and σ0xσ1z = σx ⊗ σz, for example.

4.4.1 Reconstruction algorithm

Before proceeding further, for clarity and consistency, we present a set of important
terms and their corresponding explicit and shorthand descriptions in Table 4.5. These
terms will be consistently used in the text from now on. The table also cross-references
equations for corresponding definitions.

As discussed in Sec. 4.2, in the case of a single-qubit system (N = 1), the index k
ranges from 1 to 4, representing the different rotations: G[1]

1 = σx, G[1]
2 = σy, G[1]

3 = σz,
and G[1]

4 = 1. The resulting rank j = 0 and j = 1 droplet functions corresponding to
the scaled process U [1]

k are experimentally measured using Eq. 4.24. For simplicity, we
combine these two droplet functions, i.e.,

fk = f
(∅)
0,k + f

(1)
1,k . (4.25)

For simplicity and to keep a consistent droplet color, we use Û [1]
k defined in Eq. 4.16

(also see Table 4.4) which modifies the experimental droplet functions as follows:

f̂1 = i(f (∅)
0,1 + f

(1)
1,1 ) = if1 ←→ Û

[1]
1 ≈ AU [1]

a

f̂2 = i(f (∅)
0,2 + f

(1)
1,2 ) = if2 ←→ Û

[1]
2 ≈ BU [1]

a

f̂3 = i(f (∅)
0,3 + f

(1)
1,3 ) = if3 ←→ Û

[1]
3 ≈ CU [1]

a

f̂4 = f
(∅)
0,4 + f

(1)
1,4 = f4 ←→ Û

[1]
4 ≈ DU [1]

a ,

(4.26)
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4.4 Reconstruction of an unknown process from scaled process droplets

Table 4.5: Table containing essential terms with their explicit description, shorthand names,
and symbols for the terminology used in the reconstruction algorithm (see Algo. 4.1). The
table also cross-references equations for corresponding definitions.

Explicit Description Shorthand Name Symbol
Matrix form of actual unitary process Actual process Ua

Droplet of actual unitary process Ua Actual process droplet fa

G-dependent scaled process matrices.

Where G[1]
k ∈ {σx, σy, σz,1},

with k = 1 : 4. See Eq. 4.16 and Table 4.4.
Scaled matrices Ûk

G-dependent experimental scaled process

droplets of Ûk. See Eq. 4.26
Scaled droplets f̂k

Weighted process droplets using matched
filtering. See step 3 of Algo. 4.1.

Weighted droplets f̂w,k

Combined weighted process droplets.
See step 4 of Algo. 4.1.

Combined droplets f̂comb

Estimated unitary process matrix form of

f̂comb. See Sec. C.2
Estimated process matrix Uest

Droplet of estimated unitary
process matrix Uest

Estimated process droplet fest

Guess unitary process matrix Guess process Ugue

Droplet of guess unitary process matrix Guess process droplet fgue
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4 Wigner Tomography of Unknown Quantum Processes

where U [1]
a is the actual (experimental) unknown process composed of quaternions A,

B, C, and D as described in Eq. 4.15.

Now, the goal here is to reconstruct a spherical droplet with a high signal-to-noise
ratio corresponding to an unknown process from the scaled droplets f̂k described in
Eq. 4.26. Let’s consider the example shown in Fig. 4.10. The actual process matrix Ua is
composed of the quaternions A = −0.5198, B = 0.3462, C = 0.7424, and D = −0.2425.
The corresponding droplet fa is depicted in the left panel of Fig. 4.10. The middle
panel of Fig. 4.10 shows the tomographed scaled droplets: (a) f̂1, (b) f̂2, (c) f̂3, and
(d) f̂4. A naive way to combine the scaled droplets f̂k to reconstruct an estimate of

Figure 4.10: The illustration demonstrates a naive approach to reconstruct the unknown
process droplet f̂a from scaled process droplets f̂k by calculating an average of the scaled
droplets. The left panel displays a spherical droplet fa representing a process matrix U

[1]
a

with quaternion components A = 0.5198, B = −0.3462, C = −0.7424, and D = 0.2425. The
middle panel exhibits the resulting tomographed scaled process droplets: (a) f̂1, (b) f̂2, (c)
f̂3, and (d) f̂4. The right panel shows a combined droplet f̂comb obtained by computing an
average of the scaled process droplets in the middle panel. This naive approach does not lead
to a droplet with a high signal-to-noise ratio.

actual spherical droplet function fa is by simply computing the average of the scaled
droplets f̂k, such that f̂comb = 1

4(f̂1 + f̂2 + f̂3 + f̂4). The resulting combined droplet
f̂comb is illustrated in the right panel of Fig. 4.10.

However, this naive approach does not lead to a droplet with a high signal-to-noise
ratio. This is due to the opposite signs of the scaled droplets f̂k, which results in partial
cancellation of droplet functions. Hence, a more sophisticated approach is required to
effectively combine the scaled process droplets f̂k to reconstruct the unknown process
with a high signal-to-noise ratio. To address this, we adopt the principle of matched
filtering [62, 63]. This technique maximizes the signal-to-noise ratio of the reconstructed
droplet by combining scaled droplets with different weights. Specifically, it assigns
a higher weight to the droplet with a larger signal (size) and a lower weight to the
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4.4 Reconstruction of an unknown process from scaled process droplets

droplet with a smaller signal (size). This allows a combination of droplets with different
weights, resulting in a reconstructed droplet with a significantly improved signal-to-noise
ratio compared to the naive equal-weighted droplet combination approach depicted
in Fig. 4.10. Here, we present an approach to estimate quaternions A, B, C, and D

from experimental scaled droplets f̂k to reconstruct the unknown process with high
signal-to-noise ratio. We first outline the steps of the algorithm for a single system
qubit (N = 1) and subsequently elaborate on them through an example.

Algorithm 4.1 Estimation of quaternions from experimental scaled droplets f̂k. See
Table 4.5 for descriptions of the symbols used here.
Aim: To estimate quaternions A, B, C, and D corresponding to an actual unknown
process U [1]

a from experimental scaled droplets f̂k.
Input: Experimentally tomographed droplet functions f̂k representing scaled processes
Û

[1]
k , with k = 1 : 4.
1: Compute a correlation matrix M .
2: Estimate zero-order (i.e., iteration number i = 0) values of quaternions Ai, Bi, Ci,

and Di from the correlation matrix M .
3: Compute weighted droplets: f̂ [i]

w,1 = Aif̂1, f̂ [i]
w,2 = Bif̂2, f̂ [i]

w,3 = Cif̂3, and f̂
[i]
w,4 =

Dif̂4.
4: Combine the weighted droplet functions: f̂ [i]

comb = f̂
[i]
w,1 + f̂

[i]
w,2 + f̂

[i]
w,3 + f̂

[i]
w,4.

5: Estimate a unitary matrix Uest,i from the combined droplet function f̂
[i]
comb.

6: Estimate new quaternions Ai+1, Bi+1, Ci+1, and Di+1 from Uest,i.
7: Input new values of quaternions Ai+1, Bi+1, Ci+1, and Di+1 into Step 3.

Termination: Repeat Steps 3 to 7 until the change in quaternion values over iterations
is not significant.
Output: Estimated droplet function fest representing a unitary process Uest.

Before delving into the algorithm itself, we first discuss the key steps it involves:
computing a correlation matrix (step 2) and performing a weighted combination of
droplets (step 4).

Correlation matrix

Given the experimental scaled droplet functions f̂1, f̂2, f̂3, and f̂4, the correlation
matrix M can be computed as follows:

M =



⟨f̂1|f̂1⟩ ⟨f̂1|f̂2⟩ ⟨f̂1|f̂3⟩ ⟨f̂1|f̂4⟩

⟨f̂2|f̂1⟩ ⟨f̂2|f̂2⟩ ⟨f̂2|f̂3⟩ ⟨f̂2|f̂4⟩

⟨f̂3|f̂1⟩ ⟨f̂3|f̂2⟩ ⟨f̂3|f̂3⟩ ⟨f̂3|f̂4⟩

⟨f̂4|f̂1⟩ ⟨f̂4|f̂2⟩ ⟨f̂4|f̂3⟩ ⟨f̂4|f̂4⟩

 . (4.27)
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4 Wigner Tomography of Unknown Quantum Processes

Here, each element of the matrix can be computed using Eq. 2.16. The matrix M

provides correlations between different droplet functions, allowing for the zero-order
(i.e., iteration i = 0) estimation of the quaternions. The absolute values of zero-order
(i = 0) estimates of quaternions A, B, C, and D can be determined from the diagonal
elements of M :

|A0| =
√
M(1, 1),

|B0| =
√
M(2, 2),

|C0| =
√
M(3, 3),

|D0| =
√
M(4, 4).

(4.28)

The relative signs of the zero-order (i = 0) quaternions A0, B0, C0, and D0 can be
determined based on the signs of the off-diagonal elements of the matrix M . For
example, one possible case of M could be:

M =



⟨f̂1|f̂1⟩ ⟨f̂1|f̂2⟩ ⟨f̂1|f̂3⟩ ⟨f̂1|f̂4⟩

⟨f̂2|f̂1⟩ ⟨f̂2|f̂2⟩ ⟨f̂2|f̂3⟩ ⟨f̂2|f̂4⟩

⟨f̂3|f̂1⟩ ⟨f̂3|f̂2⟩ ⟨f̂3|f̂3⟩ ⟨f̂3|f̂4⟩

⟨f̂4|f̂1⟩ ⟨f̂4|f̂2⟩ ⟨f̂4|f̂3⟩ ⟨f̂4|f̂4⟩

 .

Here, the color of each matrix element corresponds to its respective sign. The red
color indicates a positive sign, whereas the green color indicates a negative sign. In the
presented case, assuming D0 is positive, the quaternions A0 and B0 are positive, while
C0 is negative. Using the approach developed based on these conditions, the signs of
the quaternions can be determined.

Weighted combination of droplets

Computing a weighted combination of experimental droplets f̂k in step 3 is based on
the principle of matched filtering [62, 63], as discussed before and is a key step of the
reconstruction algorithm. In this step, for an iteration i, the weighted scaled droplet
functions f̂k are combined as described in Step 4 of Algo. 4.1, such that

f̂
[i]
comb = f̂

[i]
w,1 + f̂

[i]
w,2 + f̂

[i]
w,3 + f̂

[i]
w,4

= Aif̂1 +Bif̂2 + Cif̂3 +Dif̂4.
(4.29)

Where Ai, Bi, Ci, and Di are the estimated quaternions in iteration i. The actual
unknown process Ua is composed of quaternions A, B, C, and D (see Eq. 4.15), and fa

is the spherical droplet corresponding to it, such that, f̂1 = Afa, f̂2 = Bfa, f̂3 = Cfa,
and f̂4 = Dfa (see Eq. 4.26). After substituting these transformation, Eq. 4.29 takes
the form:

f̂
[i]
comb = Ai(Afa) +Bi(Bfa) + Ci(Cfa) +Di(Dfa), (4.30)
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4.4 Reconstruction of an unknown process from scaled process droplets

Now, for a specific iteration i, if Ai = A, Bi = B, Ci = C, and Di = D, the above
equation becomes:

f̂
[i]
comb = fa, (4.31)

where A2 +B2 + C2 +D2 = 1. Therefore, a combination of experimental droplets f̂k

with varying weights Ai, Bi, Ci, and Di provides a highly accurate estimate of the actual
droplet function fa. Additionally, if these weights are the same as the actual quaternions,
the resulting combined droplet f̂ [i]

comb equals the actual droplet function fa, as shown in
Eq. 4.31. In the next section, we present some examples of the reconstruction algorithm.

4.4.2 Examples of the reconstruction algorithm

Example 1

Here, we demonstrate the algorithm with a simulated example without noise with the
quaternion values A = 0.15, B = 0.35, C = 0.55, and D = 0.7433. These specific
quaternion values were deliberately chosen to illustrate scaling factors in Fig. 4.7. The
algorithm takes the tomographed droplets f̂k (see Eq. 4.26) representing scaled processes
Û

[1]
k as input, illustrated on the left panel of Fig 4.11.

In the first step, the algorithm computes a correlation matrix described in Eq. 4.27.
The corresponding correlation matrix for this example is shown on the left side of the
middle panel in Fig. 4.11. The color of the matrix describes the signs corresponding to
the matrix elements, as indicated by the color bar. In this case, all the matrix elements
have positive signs (i.e., color between yellowish-red and red), indicating that all the
quaternions have the same signs. Assuming D0 is to be positive, the quaternions A0,
B0, and C0 are also positive. The zero estimations (corresponding to iteration i = 0)
computed using Eq. 4.28 are: A0 = 0.1498, B0 = 0.3496, C0 = 0.5493, and D0 = 0.7424.

In the third step, the zero estimations are multiplied with the input droplet functions,
such that, f̂ [0]

w,1 = A0f̂1, f̂ [0]
w,2 = B0f̂2, f̂ [0]

w,3 = C0f̂3, and f̂
[0]
w,4 = D0f̂4. These weighted

droplets f̂ [0]
w,k (shown on the right side of the middle panel in Fig 4.11) are combined

in the fourth step, such that: f̂ [0]
comb = A0f̂1 + B0f̂2 + C0f̂3 + D0f̂4. In the fifth step,

a unitary process matrix Uest,0 is estimated from the droplet function f̂
[0]
comb using the

method described in Sec. C.2.

In the sixth step, we derive new quaternion estimates A1, B1, C1, and D1 from unitary
matrix Uest,0. The resulting output droplet, depicted in the rightmost panel of Fig. 4.11,
represents the system just after one iteration (i = 1). After i = 1, the quaternion values
are A1 = 0.15, B1 = 0.35, C1 = 0.55, and D1 = 0.7433, which matches with the target
values up to numerical accuracy.
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.11: Illustration of the reconstruction of an unknown process droplet using the
algorithm described in Algo. 4.1. In this example, no noise was considered. The algorithm
takes as input tomographed scaled process droplets: (a)f̂1, (b)f̂2, (c)f̂3, and (d)f̂4 (see
Eq. 4.26), displayed on the left panel. Inside the reconstruction algorithm (middle panel):
first, a correlation matrix is computed (see Eq. 4.27), providing the zero-order estimates of
quaternions A0, B0, C0, and D0 (see Eq. 4.28). These zero-order estimates are then multiplied
with droplet functions, resulting in the weighted droplet functions: f̂ [0]

w,1 = A0f̂1, f̂ [0]
w,2 = B0f̂2,

f̂
[0]
w,3 = C0f̂3, and f̂ [0]

w,4 = D0f̂4. The resulting droplet shown on the rightmost panel is obtained
after the first iteration of the algorithm, and the corresponding quaternions match with the
target values up to numerical accuracy.

Example 2

In the above example, all the quaternions were positive. Now, we present an example
with quaternion values A = 0.5198, B = −0.3462, C = −0.7424, and D = 0.2425, which
was also discussed in Fig. 4.10. In this simulated example, no noise was considered.
The corresponding reconstruction results are shown in Fig. 4.12.

In this case, the non-positive elements in the correlation matrix indicate that quater-
nions B0 and C0 are negative, assuming D0 is positive. This is also evident from the
input droplets, where the droplets of f̂2 and f̂3 are inverted compared to those of f̂1
and f̂4. The zero-order estimates of the quaternions are: A0 = 0.5192, B0 = −0.3458,
C0 = −0.7415, and D0 = 0.2422. These zero-order estimates are then multiplied
with droplet functions, resulting in the weighted droplets f̂ [0]

w,1 = A0f̂1, f̂ [0]
w,2 = B0f̂2,

f̂
[0]
w,3 = C0f̂3, and f̂

[0]
w,4 = D0f̂4. The corresponding droplets are displayed on the right

side of the middle panel in Fig. 4.12. Here, the droplets of (b) f̂ [0]
w,2 and (c) f̂ [0]

w,3 are in-
verted due to the sign of the estimated quaternions B0 and C0. These weighted droplets
f̂

[0]
w,k are combined to form f̂

[0]
comb = A0f̂1 + B0f̂2 + C0f̂3 + D0f̂4. In the next step, a

unitary process matrix Uest,0 is estimated from f̂
[0]
comb, from which the quaternions A1,

B1, C1, and D1 are derived. The resulting output droplet shown in the rightmost panel
of Fig. 4.12 is obtained after one iteration, i.e., i = 1, with corresponding quaternion
values of A1 = 0.5198, B1 = −0.3462, C1 = −0.7424, and D1 = 0.2425. These final
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4.4 Reconstruction of an unknown process from scaled process droplets

values match the target values up to numerical accuracy.

Figure 4.12: Illustration of the reconstruction of an unknown process droplet from scaled
process droplets with different quaternion signs. The algorithm takes as input tomographed
scaled process droplets: (a)f̂1, (b)f̂2, (c)f̂3, and (d)f̂4 (see Eq. 4.26), displayed on the left
panel. The zero-order estimate of the quaternions is obtained from the correlation matrix,
and these are multiplied with droplet functions, resulting in weighted droplets: f̂ [0]

w,1 = A0f̂1,
f̂

[0]
w,2 = B0f̂2, f̂ [0]

w,3 = C0f̂3, and f̂
[0]
w,4 = D0f̂4. The resulting output droplet shown on the

rightmost panel is obtained after the first iteration of the algorithm.

Now, we present an example that contains noise in the tomographed (input) droplets.
In this example, we considered noise due to the limited number of shots (shot noise).

Example 3

Here, we illustrate the reconstruction algorithm with an example that includes shot
noise. The initial configuration for this example is the same as the one presented in
example 1 (see Fig. 4.11), i.e., A = 0.15, B = 0.35, C = 0.55, and D = 0.7433, but it is
simulated with Ns = 500 shots to introduce shot noise. The reconstruction results are
displayed in Fig. 4.13. The zero-order estimates of quaternions from the correlation
matrix, in this case, are A0 = 0.1899, B0 = 0.3627, C0 = 0.5575, and D0 = 0.7440.
The algorithm was terminated after i = 3 iterations, as the change in the values of
quaternions over iterations was not significant, as shown in the left panel of Fig. 4.14.
The resultant quaternion values after termination are: A3 = 0.1502, B3 = 0.3414,
C3 = 0.5504, and D3 = 0.7423. The corresponding reconstructed droplet is presented
in the rightmost panel of Fig. 4.13.

In these simulations, since we know the actual unknown process Ua, we can quantify
the closeness of the reconstructed process to the actual process using the process fidelity
definition in Eq. 3.11. The fidelity of the reconstructed process is plotted with respect
to iterations in the right panel of Fig. 4.14. The fidelity of the reconstructed process
droplet, as shown in the right panel of Fig. 4.13, is 0.9999. Note that in these examples
an equiangular grid of 25 polar angles β ∈ {0, π

24 , . . . , π} and 49 azimuthal angles
α ∈ {0, 2π

48 , . . . , 2π} was chosen for scanning, resulting in very high reconstructed fidelity.
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.13: Illustration of the reconstruction of an unknown process from the tomographed
droplets with shot noise. The tomographed scaled process droplets: (a) f̂1, (b) f̂2, (c) f̂3, and
(d) f̂4 are displayed on the left panel. The zero-order estimates of quaternions are obtained
from the correlation matrix, and these are multiplied with droplet functions f̂k to obtain
weighted droplets shown on the right of the middle panel. The resulting output droplet on
the rightmost panel corresponds to the process with quaternions A3 = 0.1502, B3 = 0.3414,
C3 = 0.5504, and D3 = 0.7423, obtained after i = 3 iterations with a fidelity of 0.9999.

Figure 4.14: Plot of change in the values of quaternions with iteration (on the left panel) and
fidelity (FU ) with iteration (on the right panel) for the reconstruction example illustrated in
Fig. 4.13. The change in quaternion values over iteration is computed using ∆A = Ai+1 −Ai,
for example.

A study of fidelity as a function of different numbers of shots is also performed, and the
results are discussed in Sec. 4.5.

Example 4

We demonstrate the reconstruction algorithm with another example containing shot
noise in Fig. 4.15. Here, the initial configuration is the same as the one presented
in example 2 (see Fig. 4.12), but it is simulated with Ns = 300. In this case, the
non-positive elements of the correlation matrix indicate that the quaternions B0 and
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4.4 Reconstruction of an unknown process from scaled process droplets

Figure 4.15: Illustration of reconstruction of an unknown process from the tomographed
droplets with shot noise using the algorithm presented in Algo. 4.1. The tomographed scaled
process droplets: (a) f̂1, (b) f̂2, (c) f̂3, and (d) f̂4 are shown on the left. The zero-order
estimates are obtained from the correlation matrix, which is used to compute the weighted
droplets. The resulting output droplet on the rightmost panel corresponds to the process
with quaternions A3 = 0.5196, B3 = −0.3443, C3 = −0.7416, and D3 = 0.2479, obtained after
i = 3 iterations with a fidelity of 0.9999.

C0 are negative. The zero-order (i = 0) estimates are: A0 = 0.5272, B0 = −0.3765,
C0 = −0.7401, and D0 = 0.2811. These zero-order estimates are multiplied with droplet
functions f̂k to obtain weighted droplets f̂ [0]

w,1 = A0f̂1, f̂ [0]
w,2 = B0f̂2, f̂ [0]

w,3 = C0f̂3, and
f̂

[0]
w,4 = D0f̂4. The resultant weighted droplets are plotted on the right of the middle

panel.

The algorithm was terminated after i = 3 iterations due to a non-significant change
in the values of quaternions over iterations, as shown in the left panel of Fig. 4.16.
The resulting quaternions obtained after termination are: A3 = 0.5196, B3 = −0.3443,
C3 = −0.7416, and D3 = 0.2479, with a process fidelity of 0.9999. The plot of process
fidelity FU with iteration i is shown in the right panel of Fig. 4.16.

4.4.3 Reconstruction algorithm with optimization

As demonstrated using the examples above, the reconstruction algorithm offers a reliable
estimate of the quaternions. However, while this approach is powerful, it does not
ensure the optimal solution. In this section, we elaborate on combining the reconstruc-
tion algorithm with an optimization routine and discuss the benefits gained from this
integrated approach.

We use the zero-order estimates (corresponding to i = 0) of quaternions A0, B0, C0,
and D0 obtained from the correlation matrix as an initial guess for the optimization to
minimize the following cost function:

J = ||Û1 − AiUest,i||
2 + ||Û2 −BiUest,i||

2 + ||Û3 − CiUest,i||
2 + ||Û4 −DiUest,i||

2
. (4.32)
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Figure 4.16: Plot of change in the values of quaternions with iteration (on the left panel)
and plot of fidelity (FU ) with iteration (on the right panel) for the reconstruction example
illustrated in Fig. 4.15. Where change in quaternion value over iteration is computed using
∆A = Ai+1 −Ai, for example.

Here, Û1, Û2, Û3, and Û4 are scaled matrices, i.e., the matrix representations of the
scaled droplet functions f̂1, f̂2, f̂3, and f̂4, respectively, as described in Table 4.5. The
process matrix estimation from the droplet functions can be derived using the approach
described in Sec. 3.3. Ai, Bi, Ci, and Di are the quaternions estimated in iteration
i. The operator Uest,i represents the estimated unitary process matrix for iteration i,
composed of quaternions Ai, Bi, Ci, and Di, as defined in Eq. 4.15. The cost function J
quantifies the closeness of the estimated process matrix to the experimentally obtained
scaled process matrices. To minimize this cost function, we utilize the gradient-based
optimization function, fminunc in Matlab.

Here, we provide an example to showcase the reconstruction algorithm with optimiza-
tion and compare it with the one without optimization. We chose an example with
quaternions A = 1 and B = C = D = 0. The scaled tomographed droplets depicted in
the left panel of Fig. 4.17 are obtained after Ns = 500 shots. The zero-order estimates
computed from the correlation matrix, assuming D0 is positive, are A0 = 0.9899,
B0 = −0.1305, C0 = −0.1230, and D0 = 0.1211. These zero-order estimates are used
as an initial guess for the optimization. The fidelity (FU ) per iteration is shown in the
right panel of Fig. 4.17 for both approaches, i.e., with and without optimization.
The quaternions estimated after the final iteration (i = 5) without optimization are:
A5 = 0.99998, B5 = 0.0017, C5 = 0.0042, and D5 = 0.0038. Whereas, the quaternions
estimated after the final iteration (i = 21) with optimization are: Aopt

21 = 0.99999,
Bopt

21 = 0.0005, Copt
21 = 0.0011, and Dopt

21 = 0.0022. The optimization terminated after
21 iterations following the defined tolerance limit. However, in Fig. 4.17, only fidelity up
to 5 iterations is displayed because the change in fidelity with iteration is not accurately
visible in this scale. The process fidelity after the termination of the algorithm without
optimization is 0.99998, whereas with optimization is 0.99999. The cost function with
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Figure 4.17: Illustration of the reconstruction algorithm with and without optimization. The
algorithms take as input tomographed scaled process droplets: (a) f̂1, (b) f̂2, (c) f̂3, and (d)
f̂4 (see Eq. 4.26), displayed on the left panel. The zero-order estimates of the quaternions are
used as an initial guess to minimize the cost function J given in Eq. 4.32. The fidelity with
and without optimizations are shown in the right panel. The inset figure shows the variation
of fidelity for iterations 2 to 5 between 0.9999 and 1. The plot of cost for this case is shown in
the Fig. 4.18.

Figure 4.18: Illustration of cost function (J) used in the optimization (See Eq. 4.32) with
iteration (i) for the case considered in Fig. 4.17.

iteration for optimization is shown in Fig. 4.18. Although the gain in fidelity in this
case is very small, this shows that optimization does improve the estimation of the
quaternions. In the following section, we provide the result of an extensive numerical
study to compare both approaches.

4.5 Numerical study of reconstruction algorithm

To evaluate the performance of the reconstruction algorithm with and without opti-
mization, we conducted a numerical study. In this study, we compared the process
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Figure 4.19: Plot of mean fidelity F̄U with different number of shots Ns for reconstruction
algorithm approach with and without optimizer. The mean is computed over 50 noise instances
for 100 random gates for each Ns. The standard deviation for each Ns is represented by the
vertical bars.

fidelity FU (see Eq. 3.11) of the reconstructed process matrix with the target process
matrix for different numbers of shots, denoted as Ns. The Lebedev sampling scheme
with 50 grid points [34] was employed for scanning purposes, and this same scheme was
utilized in the experiments presented in the next section. For each value of Ns, 100
random gates were generated, and for each of these gates, 50 different noise instances
were created. The mean and standard deviation of the process fidelity were computed
using both approaches. The plot depicting the mean fidelity (F̄U ) for both approaches
with different numbers of shots (Ns), is shown in Fig. 4.19. The plot also includes
the standard deviation for each approach, represented by vertical bars across varying
numbers of shots. The plot indicates that the approach with the optimization provides
a gain in the reconstructed fidelity, and the standard deviation for the approach using
optimization is smaller in comparison to the approach without optimization. This study
only considered noise due to the limited number of shots.

4.6 Experimental implementation of Wigner tomography for
unknown processes

In this section, we describe the details for experimentally implementing Wigner process
tomography for unknown processes. We present experimental results for a single system
qubit, i.e., N = 1 performed on an IBM quantum device for a pure state on an individual,
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well-defined quantum system. The quantum circuits presented here are general and can
be directly used on any circuit-based quantum computer.

4.6.1 Single qubit

For the Wigner tomography of a single-qubit unknown process, three qubits are re-
quired (q0, q1, qa

1). Here, q1 is a system qubit, and q0 and qa
1 are ancilla qubits. The

spherical droplet functions f (∅)
0,k and f

(1)
1,k corresponding to scaled process matrices U [1]

k

for different controlled rotations Gk ∈ {1, σx, σy, σz}, can be tomographed by combining
the experimentally measured expectation values for a set of scanning angles β and α, as
expressed in Eq. 4.24. The general quantum circuits for performing Wigner tomography
are shown in Fig. 4.20. This figure explicitly highlights the four steps of the algorithm
discussed in Sec. 4.3. Now, we explain these steps.

In the preparation step (P), we initiate the control qubit q0 in an equal superposition
state using the Hadamard gate (H). To prepare qubits q1 and qa

1 in a maximally mixed
state (ρ[2]

mm = 1
41

[2]), we employ the temporal averaging approach [56, 57] introduced in
Sec. 4.6. This approach was initially introduced for a single qubit, and here, we extend
it to prepare qubits q1 and qa

1 in a maximally mixed state. This extension involves
repeating the experiment for the four computational basis states (|00⟩, |01⟩, |10⟩, and
|11⟩) and averaging the measurement outcomes:

ρ[2]
mm = 1

41
[2] = 1

4(|00⟩⟨00|) + 1
4(|01⟩⟨01|) + 1

4(|10⟩⟨10|) + 1
4(|11⟩⟨11|). (4.33)

The different computational basis states are created by applying NOT (X) gates in the
circuits shown in Fig. 4.20, assuming that the initial state of all qubits is |ψi⟩ = |000⟩.
In these circuits, the state of qubits q1 and qa

1 after the preparation step is (a) |00⟩, (b)
|01⟩, (c) |10⟩, and (d) |11⟩. Therefore, the (temporally) averaged expectation values of
the circuits presented in Fig. 4.20 provide ⟨σ0x⟩ and ⟨σ0xσ1z⟩ for a controlled rotation
Gk. The temporal averaging is discussed in detail in supplementary Sec. B.2.

In the mapping step (M), we substitute the circuit presented in Fig. 4.5 for N = 1.
For the scanning purpose in the rotation step (R), the U3 gate is employed to rotate
the system qubit q1 by an angle β around the y axis followed by a rotation of α around
the z axis. The U3 gate used in these circuits is discussed in Sec. 1.1.3.

The circuits shown in Fig. 4.20 provide expectation values ⟨σ0x⟩ and ⟨σ0xσ1z⟩ for
a controlled rotation Gk. The other required expectation values (see Eq. 4.24), ⟨σ0y⟩
and ⟨σ0yσ1z⟩, are computed similarly by replacing U3(−π

2 , 0, 0) with U3(π
2 , 0,

π
2 ) in the

detection-associated rotations step (D). These additional circuits are not shown here.
Hence, there are eight quantum circuits for each of the four rotations Gk ∈ {1, σx, σy, σz},
making it a total of 32 (= 8× 4) quantum circuits for tomography, which are evaluated
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4 Wigner Tomography of Unknown Quantum Processes

Figure 4.20: Quantum circuit set for performing tomography of a single qubit unknown
process U . The initial state of the qubits is |ψi⟩ = |000⟩. The four blocks of algorithm
namely preparation (P), mapping (M), rotation (R), and detection-associated rotations
(D) are shown here explicitly. The circuits shown here only measure expectation values
⟨σ0x⟩ and ⟨σ0xσ1z⟩, therefore the number of circuit extends by replacing U3(−π

2 , 0, 0) with
U3(π

2 , 0,
π
2 ) to measure ⟨σ0y⟩ and ⟨σ0yσ1z⟩. Each circuit is then repeated for different rotations

Gk ∈ {1, σx, σy, σz} and scanning angles β and α. The U3 gate used in these circuits is
discussed in Sec. 1.1.3.

for a set of scanning angles β and α. Now we discuss the implementation of these
quantum circuits on an experimental device.

Calibration experiments

Noise poses a critical challenge in the field of quantum computing, leading to errors
that can significantly impact the performance and reliability of quantum computers.
For implementing a quantum circuit on an experimental device, each quantum gate
is decomposed into hardware native gates, which are then implemented using control
pulses. Compared to the tomography experiments of known processes (c.f. Sec. 3.4.1),
we observed two major experimental problems in the first implementations of the
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4.6 Experimental implementation of Wigner tomography for unknown processes

tomography experiments for unknown processes:

(A) The experimentally measured expectation values were scaled down uniformly
by about 50% compared to the simulated expectation values, resulting in a
corresponding scaling of experimental droplet functions. (The experimental
scaling mentioned here should not be confused with the scaling factor ϵ presented
in Sec. 4.2.)

(B) Preliminary experiments showed a high fidelity of the (rescaled) tomographed
droplet functions except for a relatively large rotation of the rank j = 1 droplet
(which is not rotational symmetric) by about 20◦ around the z axis, independent
of the process of interest that was tomographed.

Problem (A) results from decoherence during the pair of relatively long CSWAP gates
and experimental imperfections of a large number of single-qubit and two-qubit gates
needed to implement the CSWAP gates. For instance, on IBM devices, a single CSWAP
gate has an overall duration of several microseconds. It consists of about ten controlled
two-qubit gates and about thirty single-qubit gates (the actual numbers depend on the
actual device properties). The resulting uniform scaling of the experimentally measured
droplet function is automatically taken into account by the normalization steps of
the reconstruction algorithm (see Sec. 4.4.1). However, this additional scaling of the
droplet reduces the signal-to-noise ratio of the tomography experiments, at least for
noisy near-term quantum devices.

Problem (B) is also a result of the long duration of the CSWAP gates, which amplifies
the effect of small detunings of the ancilla qubit q0. In general, phase errors arise
from the frequency detuning of the drive during the physical implementation of single
and two-qubit gates, as discussed in Ref. [64]. This effect can be mitigated through
calibration experiments. Preceding experiments of unknown processes with a simplified
tomography experiment of an X (NOT) gate can be performed, which enables precise
determination of this phase error by fitting phase-shifted sine and cosine functions to
the data; see Figs. 4.21 and 4.22.

For quantifying the unwanted additional phase shift of qubit q0, we used the calibra-
tion circuits shown in Fig. 4.21. These circuits are derived from the tomography circuits
presented in Fig. 4.20, with U = X (NOT) gate, cG = cX in the mapping block M,
scanning angles β = π

2 and α = 0 in rotation block R. An additional calibration block
C is introduced here which consist of U3(0, 0, λ) (corresponds to RZ(λ)) on qubit q0.
The C block is followed by a detection-associated rotation block D to experimentally
estimate ⟨σ0xσ1z⟩ and ⟨σ0yσ1z⟩ from circuits (a) and (b), respectively. In this case
where U = X, the rank j = 0 droplet is zero, therefore, the expectation values ⟨σ0x⟩ and
⟨σ0y⟩ are zero for all scanning angles β and α. The preparation block P of both circuits
in Fig. 4.21 corresponds to the preparation block shown in Fig. 4.20, i.e., applying
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Figure 4.21: Circuits for performing calibration experiments to quantify the phase shift in
qubit q0. These circuits are adapted from the tomography circuits presented in Fig. 4.20.
For both circuits, the P block is identical to the preparation block shown in Fig. 4.20. In
comparison to the circuits shown in Fig. 4.20, here the mapping block M contains U = X
(NOT) gate, cG = cX, and rotation block R has values β = π

2 and α = 0. An additional
calibration block C is introduced here, which consists of U3(0, 0, λ) (corresponds to RZ(λ))
on qubit q0, followed by a detection-associated rotation block D to estimate ⟨σ0xσ1z⟩ and
⟨σ0yσ1z⟩ from circuits (a) and (b), respectively. See Fig. 4.22 for measurement results.

the Hadamard gate to prepare qubit q0 in an equal superposition state and applying
suitable NOT gates to prepare qubits q1 and qa

1 in a maximally mixed state using
temporal averaging.

The calibration circuits shown in Fig. 4.21 are repeated for RZ(λ) with λ ∈ [0, 2π].
The plot of the expectation values ⟨σ0xσ1z⟩ and ⟨σ0yσ1z⟩ as a function of angle λ is
shown in Fig. 4.22. The simulated plot in the bottom panel shows the ideal values
of expectation values, whereas the expectation values in the top panel are obtained
experimentally using ibmq_mumbai device. A plot of normalized experimental values is
shown in the middle panel to provide a direct visual comparison with the experimental
values in the bottom panel. The experimental expectation values have a phase shift
of λcorr = 0.3473(≈ 20◦) radians compared to the simulated values. This phase shift
corresponds to the unwanted extra rotation of qubit q0. We compensate for this extra
rotation of qubit q0 in the tomography experiments by applying −RZ(λcorr) on qubit
q0 right before the D (detection-associated rotation) block of circuits in Fig. 4.20.

Experimental results

We experimentally implemented the tomography circuits depicted in Fig. 4.20 with an
additional −RZ(λcorr) rotation with λcorr = 0.3473 radians, applied to qubit q0 just
before the D (detection-associated rotation) block on the ibmq_mumbai device. During
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4.6 Experimental implementation of Wigner tomography for unknown processes

Figure 4.22: Experimental (top panel), rescaled experimental (middle panel), and simulated
(bottom panel) plot of the expectation values ⟨σ0xσ1z⟩ and ⟨σ0yσ1z⟩ as a function of rotation
around the z axis with a rotation angle λ. The plot is an outcome of the calibration circuits
presented in Fig. 4.21. The expectation values in the top panel are obtained experimentally
using ibmq_mumbai device. The rescaled experimental values in the middle panel are plotted
for a direct visual comparison with the simulated values.

these experiments, we employed a Lebedev n = 50 grid for scanning angles β and α,
and each experiment was repeated for each grid point for Ns = 4096 shots.

The experimental results presented in Fig. 4.23 focus on the “unknown” process
U = X (NOT) gate. The quaternion values associated with a NOT gate are A = 1
and B = C = D = 0. According to Table 4.4, ideally there is only one non-zero
scaled process matrix Ûk = ϵkU for k = 1, corresponding to G = σx rotation. The
actual droplet corresponding to the NOT gate and the reconstructed droplet from
the experimental scaled droplets f̂k are shown in A of Fig. 4.23. The simulated and
experimental scaled process droplets f̂k are shown in B, where (a) f̂1, (b) f̂2, (c) f̂3,
and (d) f̂4. We show the corresponding expectation values in C of Fig. 4.23.
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The reconstructed droplet shown in Fig. 4.23 is derived through the application of the
reconstruction algorithm to the experimental scaled droplets f̂k. The initial estimations
computed from the correlation matrix (see Fig. C.1) are A0 = 0.5802, B0 = −0.1672,
C0 = 0.1075, and D0 = 0.0631. After employing the reconstruction algorithm with opti-
mization, the final quaternion values are Aopt

16 = 0.9991, Bopt
16 = 0.0090, Copt

16 = −0.0407,
and Dopt

16 = −0.0110. The process fidelity achieved using the reconstruction algorithm
with and without optimization is 0.9991 and 0.9935, respectively. The plot illustrating
the cost and non-fidelity with optimization iterations, along with the correlation matrix,
is presented in Fig. C.1.

Similarly, the experimental result for a U = Z gate is presented in Fig. 4.24. The
quaternion values associated with a Z gate are C = 1 and A = B = D = 0. Similar to
the NOT gate, there is only one non-zero scaled scaled process matrix Ûk for k = 3,
corresponding to G = σz rotation (see Table 4.4). The reconstructed droplet shown
in Fig. 4.24 is derived through the application of the reconstruction algorithm to the
experimental scaled droplets f̂k. The initial estimations computed from the correlation
matrix (see Fig. C.1) are A0 = 0.0543, B0 = 0.0920, C0 = 0.7886, and D0 = 0.0740.
The quaternions obtained after employing reconstruction algorithm with optimization
are Aopt

15 = −0.0023, Bopt
15 = 0.0794, Copt

15 = 0.9966, and Dopt
15 = 0.0210. The process

fidelity achieved using the reconstruction algorithm with and without optimization
is 0.9966 and 0.9971, respectively. See Fig. C.2 for the plot illustrating the cost and
non-fidelity with optimization iterations, along with the correlation matrix.

The experimental result for the U = H (Hadamard) gate is presented in Fig. 4.25.
The quaternion values associated with a Hadamard gate are A = C = −0.7071 and
B = D = 0. In this case, there are two non-zero scaled process matrices Ûk for k = 1
and k = 3 corresponding to G = σx and G = σz, respectively (see Table 4.4). For the
reconstruction algorithm, the initial guess computed from the correlation matrix is
A0 = 0.3937, B0 = 0.1868, C0 = 0.4035, and D0 = 0.0581. The optimized quaternions
after reconstruction algorithm are Aopt

11 = 0.6566, Bopt
11 = 0.0172, Copt

11 = 0.7540, and
Dopt

11 = 0.089. The process fidelity achieved using the reconstruction algorithm with
and without optimization is 0.9974 and 0.9934, respectively. See Fig. C.3 for the
plot illustrating the cost and non-fidelity with optimization iterations, along with the
correlation matrix.
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4.6 Experimental implementation of Wigner tomography for unknown processes

Figure 4.23: The figure presents the simulated and the experimental results for the Wigner
tomography of the U = X (NOT) gate. Quaternions corresponding to a NOT gate are
A = 1 and B = C = D = 0. The actual droplet and the reconstructed droplet from
the experimental droplets are depicted in A. The simulated and experimental droplets
corresponding to scaled process droplets (a) f̂1, (b) f̂2, (c) f̂3, and (d) f̂4 are shown in B.
Panel C shows the corresponding expectation values, which were computed for the Lebedev
50 grid (depicted as black dots). The reconstructed droplet consists of optimized quaternions
Aopt

16 = 0.9991, Bopt
16 = 0.0090, Copt

16 = −0.0407, and Dopt
16 = −0.0110, obtained after

employing the reconstruction algorithm with optimization. See Fig. C.1 for additional details
on optimization results.
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Figure 4.24: Figure presents the simulated and the experimental results for the Wigner
tomography of the U = Z gate. Quaternions corresponding to a Z gate are C = 1 and
A = B = D = 0. Similar to Fig. 4.23, actual and reconstructed droplets are presented
in A. The simulated and experimental scaled process droplets (a) f̂1, (b) f̂2, (c) f̂3, and
(d) f̂4 are shown in B, and the corresponding expectation values are shown in C. The
values of quaternions after employing the reconstruction algorithm with optimization are:
Aopt

15 = −0.0023, Bopt
15 = 0.0794, Copt

15 = 0.9966, and Dopt
15 = 0.0210. See Fig. C.2 for additional

details on optimization results.
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Figure 4.25: Figure shows the simulated and the experimental results for the Wigner tomog-
raphy of the U = H (Hadamard) gate. Quaternions corresponding to a Hadamard gate are
A = C = −0.7071 and B = D = 0. Similar to Fig. 4.23, actual and reconstructed droplets
are presented in A. The simulated and experimental scaled process droplets (a) f̂1, (b) f̂2,
(c) f̂3, and (d) f̂4 are shown in B, and the corresponding expectation values are shown in C.
The values of quaternions after employing the reconstruction algorithm with optimization are:
Aopt

11 = 0.6566, Bopt
11 = 0.0172, Copt

11 = 0.7540, and Dopt
11 = 0.089 See Fig. C.3 for additional

details on optimization results.
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Chapter

5 Adaptive Approach for Wigner
Process Tomography

The approach discussed in Chapter 3 for the tomography of known processes requires
an implementation of a controlled-U operation cU [N+1], to map a given N qubit unitary
process matrix, U [N ] onto a N + 1 qubit Hermitian density matrix, ρ[N+1]. Experi-
mentally, implementing a controlled version of a unitary process matrix U differs from
implementing the unitary process U itself. Therefore, the information obtained through
process tomography pertains to the controlled version of U rather than process matrix U .

The process tomography approach discussed in Chapter 4 acknowledges this limitation
and provides a generalized approach for tomography of unknown processes. An essential
step for this approach is the circuit illustrated in Fig. 4.5, which is designed to map
N qubit scaled unknown process matrices, U [N ]

k = ϵkU
[N ] onto N + 1 qubit Hermitian

density matrices ρ[N+1]
Uk

(see Eq. 4.17). This is achieved by iteratively applying the
circuit k times for different rotations G[N ]

k . An explicit form of the scaling factors ϵk
is given in Eq. 4.18. In general, if the unitary process U [N ] is completely unknown,
i.e., no prior partial information is available, the circuit may be repeated up to 4N

times, with G[N ]
k encompassing all elements of the Pauli operator basis, as discussed in

Sec. 4.2. However, if partial information about the process U is given, it can be used
to design an appropriate rotation G, thereby reducing the number of circuit repetitions, k.

For example, for a single-qubit (N = 1) system, presented in Sec. 4.6.1, the number of
circuit repetitions is k = 4, with rotations G[1]

1 = σx, G[1]
2 = σy, G[1]

3 = σz, and G[1]
4 = 1,

which can be reduced to a few repetitions in this adapted approach if a reasonable
guess of the process is available. For example, if a desired target gate Utar is to be
implemented, a reasonable guess for the actually realized gate Ua by a circuit will be
the Utar. We illustrate the adaptive approach in Fig. 5.1 using noise-less examples and
an iterative version of the adaptive approach in Fig. 5.2 using noisy data.

In figure Fig. 5.1, the first column shows the guess process droplet fgue corresponding
to the guessed process, Ugue = X(NOT) gate in all the three examples. The second
column displays the actual process droplet fa corresponding to the actual process Ua
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Figure 5.1: Examples of the reconstruction of unknown actual processes using the adapted
approach. The first column shows the droplets corresponding to the presumed (guess)
process Ugue = NOT. The second column illustrates the droplet corresponding to the actual
experimental process Ua, showcasing variations in rotation axis and angle (see main text)
compared to the Ugue. The third column presents the tomographed droplet, and the fourth
column displays the reconstructed actual droplet estimated from the tomographed droplet.

realized experimentally. The third column exhibits the tomographed scaled process
droplet f̂ corresponding to the scaled process matrix Û = ϵUa, with

ϵ = 1
2 tr((Ua)†Ugue). (5.1)

In this adaptive approach, the circuits are performed only once with G = Ugue. Finally,
the last column shows the estimated droplet (fest) after reconstruction, which involves
estimating the process matrix of tomographed droplet f̂ and normalizing it (the approach
discussed in supplementary Sec. C.2 can be directly employed by replacing f̂comb by f̂).

Now, we discuss different examples presented in Fig. 5.1. As stated earlier, the guess
process Ugue in all three examples is a NOT gate, with rotation angle γ = π and rotation
axis n⃗ = (1, 0, 0) (refer to Eq. 4.7). However, in the first example, showcased in the top
row of Fig. 5.1, the actual process (Ua) has a different rotation axis n⃗ = (0.8, 0, 0.6),
but the same rotation angle, i.e., γ = π. This discrepancy in the rotation axis is
evident from the orientation of the actual droplet fa shown in the second column
compared to the guess droplet fgue shown in the first column. The tomographed scaled
process droplet f̂ = ϵfa, with ϵ = 0.8 (computed using Eq. 5.1) is shown in the third
column. Finally, the fourth column shows the estimated droplet fest, which reconstructs
the actual unknown process droplet fa precisely (compare the actual process droplet
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and reconstructed process droplet shown in the second and fourth columns, respectively).

Similarly, in the second example, showcased in the middle row of Fig. 5.1, the actual
process (Ua) has a different rotation angle γ = 0.5π, but the same rotation axis, i.e.,
n⃗ = (1, 0, 0). The discrepancy in the rotation angle γ is evident by the shape of the
actual droplet fa shown in the second column compared to the guess droplet fgue
shown in the first column. In this case, the tomographed droplet shown in the third
column is scaled by ϵ = 0.7071 compared to the actual droplet fa in the second column.
The fourth column shows the estimated droplet fest, which reconstructs the actual un-
known process droplet fa precisely (compare droplets of the second and fourth columns).

In the third example, showcased in the last row of Fig. 5.1, the actual process (Ua)
has a difference in both the rotation axis (n⃗ = (0.8, 0, 0.6)) as well as the rotation angle
(γ = 0.5π). This discrepancy is evident by the orientation and the shape of the actual
droplet fa shown in the second column compared to the guess droplet fgue shown in
the first column. Here, the tomographed droplet shown in the third column is scaled
by a factor of ϵ = 0.5657 compared to the actual droplet fa in the second column.
The fourth column shows the estimated droplet fest, which reconstructs the actual un-
known process droplet fa precisely (compare droplets of the second and fourth columns).

The examples in Fig. 5.1 showcase the efficacy of the adapted approach to estimate
the unknown process Ua from the tomographed droplet, utilizing only a single repetition
of the tomography circuits with G = Ugue. In this noise-less example, only one iteration
is sufficient to obtain the actual process droplet Ua from the tomographed droplet f̂
due to its high signal-to-noise ratio. However, in the presence of noise, this might not
be possible. In the next section, we introduce an iterative approach to estimate the
actual process droplet from noisy tomographed droplet.

5.1 Iterative version of the adaptive approach

Here, we present an example in Fig. 5.2 to demonstrate an iterative version of the
adaptive method for Wigner process tomography. Similar to the examples depicted in
Fig. 5.1, the initial guess process Ugue is a NOT gate, with a rotation angle γ = π and
a rotation axis n⃗ = (1, 0, 0). However, the actual process Ua deviates from the guess
process Ugue, having a rotation angle γ = 0.5π and a rotation axis n⃗ = (0.8, 0, 0.6).
Here, we employ two iterations (marked as 1 and 2 in the figure) to reconstruct the
actual process with a high signal-to-noise ratio from the tomographed droplets.

In the first iteration (top panel), the tomographed droplet f̂ [1] corresponding to the
scaled process Û1 = ϵ1Ua, obtained by choosing the gate G = Ugue, resulting in a scaling
factor of ϵ1 = 0.5657. This results in a tomographed droplet with a low signal-to-noise
ratio and estimates the process droplet f̂ [1]

est with a fidelity of 0.9864. Here, we employ
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a second iteration (shown in the bottom panel), where the tomographed droplet f̂ [2]

corresponding to the scaled process Û2 = ϵ2Ua is obtained by choosing the estimated
process droplet f̂ [1]

est from iteration 1 as the G gate. This results in a tomographed
droplet with an improved signal-to-noise ratio from which the process droplet f̂ [2]

est is
estimated with a fidelity of 0.9981.

Figure 5.2: Demonstration of the reconstruction of the actual unknown process from noisy
tomographed droplets using the iterative adapted approach. The first column displays the
droplet corresponding to the guessed process, U = NOT gate. The second column illustrates
the droplet corresponding to the actual experimental process Ua. The third column presents
the tomographed droplets for iterations 1 and 2, along with the estimated droplets from the
tomographed data.

The adapted approach, in general, is experimentally less resource intensive in com-
parison to the general approach presented in Fig. 4.8, particularly in terms of circuit
repetitions k. Despite this efficiency, it still provides sufficient information about the
actual unknown process, as demonstrated by single-qubit examples in Fig. 5.1 and
Fig. 5.2. The adaptive approach can also be extended to multi-qubit unknown gates,
where prior partial information, i.e., guess process, can be leveraged to design the G
gate to efficiently estimate the actual process Ua while requiring fewer repetitions k.
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Chapter

6 Discussion and Outlook

The aim of this thesis has been two-fold: first, to develop a general approach for Wigner
tomography of quantum states and known quantum processes for pure-state quantum
devices, and second, to extend this tomography approach to unknown quantum processes.

Chapter 1 established the groundwork of this thesis by discussing some fundamental
concepts of quantum computing and the visualization approach for quantum operators.
Chapter 2 and Chapter 3 of this thesis adopts the methodology described in Ref. [14,
16] to enable Wigner tomography on pure-state quantum devices. We demonstrated
the experimental implementation of these tomography approaches on IBM quantum
devices. The experimentally measured droplet shapes provide a unique, vivid visual
representation of abstract quantum operators, which reflects their essential features.
For example, for a single-qubit, the droplet orientation provides the same information as
the Bloch vector representation. However, the DROPS representation is not limited to
single-qubit systems but can also be used to visualize states and processes in multi-qubit
systems, where different droplets provide information about the expectation values of
multi-qubit operators, such as σ1xσ2x or σ1xσ2zσ2y, etc.

Chapter 4 extended the Wigner tomography to unknown unitary quantum processes
by addressing the limitation of mapping an unknown process matrix onto a density
matrix. The study provides a novel approach to map scaled versions of the unknown
unitary process matrix onto density matrices, which enables the tomography of corre-
sponding scaled process droplets. We showed how these scaled process droplets can
be combined to reconstruct the unknown process for a single-qubit system. We also
demonstrated the reconstruction approach using the experimental results obtained from
the IBM quantum devices. We also discuss an adaptive approach for performing Wigner
process tomography in Chapter 5, resulting in a resource-efficient approach compared
to the general approach presented in Chapter 4.

In this thesis, the following points have been explicitly addressed and discussed:
1. We discussed the visualization of quantum operators using the DROPS represen-

tation with examples in Sec. 1.2.

2. The description of DROPS tomography was rewritten in the language of quantum
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information processing instead of the language of NMR. A simple example is
the consistent use of Pauli operators σx, σy, and σz instead of corresponding
spin operators Ix, Iy, and Iz, which are not only unfamiliar outside the NMR
community but also differs by a factor of two. Another example is the description
of quantum operations in terms of elementary quantum gates using the quantum
assembly language (QASM) nomenclature instead of their descriptions in terms
of rotations and pulse sequences.

3. Whereas it is natural to measure expectation values directly on ensemble quantum
processors, in pure-state quantum processors, expectation values are typically
estimated by averaging the outcomes of projective measurements for many repeti-
tions of the experiment. The measurement of expectation values of single-qubit
and multiqubit operators necessary for DROPS tomography is explicitly discussed.
See relevant Sec. 2.4 and Sec. A.3.

4. The fact that DROPS tomography of unitary processes requires an ancilla qubit
to be prepared in the maximally mixed state could create the false impression that
it cannot be applied to pure-state quantum processors. We removed this hurdle
by explaining (see Sec. B.2) and demonstrating (see Sec. 3.4.1 and Sec. 4.6.1) how
the concept of temporal averaging can be used to circumvent this problem.

5. We also showed how to implement discretized scalar products between droplet
functions defined on a finite number of sampling points (see Sec. A.2) and how to
use them to extract the standard matrix representation (see Sec. 2.3 and Sec. 3.3)
and the fidelity of states and processes based on experimentally measured droplets.

6. We presented the results of a numerical study on the effect of different sampling
schemes on the fidelity with which states can be experimentally tomographed in
Sec. 2.5.

7. For a convenient adaptation of the Wigner tomography of state and known
quantum processes, we provide a Python package DROPStomo [27] for a direct
implementation using Qiskit. These packages can also be adapted to other
frameworks in a straightforward way.

8. We developed an approach to perform Wigner tomography for unknown unitary
quantum processes by overcoming the existing limitation of mapping an unknown
process onto a density matrix.

9. We discussed the existing naive circuit in Sec. 4.1 and identified its limitations
(blindspots) in providing a complete mapping of an unknown process matrix onto
a density matrix using a simple state vector and density matrix formalism.

10. We developed an extended version of the circuit in Sec. 4.2, which removed the
blindspots and enabled the mapping of scaled versions of the unknown process
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matrix onto density matrices. This allowed us to experimentally tomograph the
scaled versions of the unknown processes.

11. We developed a reconstruction algorithm, an approach to rebuilding an unknown
unitary quantum process from the experimentally tomographed scaled process
droplets. We demonstrated the potential of the reconstruction algorithm to
rebuild the process matrix from noisy droplets using several numerical examples
in Sec. 4.4.1.

12. We demonstrated how the reconstruction algorithm can be combined with an
optimization routine and discussed the benefits gained from this integrated
approach (see Sec. 4.4.3 and Sec. 4.5).

13. During the experimental implementation of the Wigner process tomography
approach on IBM devices, we detected the phase shift in qubit q0. We quantified
and corrected it using the calibration approach discussed in Sec. 4.6.1.

14. We experimentally demonstrated the Wigner tomography approach for unknown
processes on IBM devices and showcased the results using the reconstruction
algorithm in Sec. 4.6.1.

15. We discussed a resource-efficient adaptive approach for Wigner process tomography
and showcased it using examples in Chapter 5.

The state and the known process tomography approaches presented in Chapter 2 and
Chapter 3, respectively, have limitations similar to conventional tomography methods
with respect to the number of qubits due to the exponential growth of the Hilbert space
dimension. However, for a small number of qubits, Wigner-type DROPS tomography
forms an easily implementable alternative approach with additional benefits and without
any extra cost in terms of experimental time and signal-to-noise ratio. In particular, the
DROPS visualization allows one to see the type of errors present in a given realization
of quantum states and processes directly.

The Wigner tomography approach for unknown processes presented in Chapter 4 fills
a gap in the general theory work of Wigner tomography but is resource-intensive in
comparison to the conventional tomography approaches [3] both in terms of a number of
qubits and the number of experiments. In general, for the Wigner tomography of an N
qubit unknown process, 2N + 1 qubits are required. The total number of experiments
required for different system qubits N is dependent on the number of expectation values
to be estimated along with the circuit repetitions for different controlled-G operations.
Although the total number of experiments in terms of the number of controlled-G
operations can be significantly cut down by employing an adaptive approach discussed
in Chapter 5. In the near term, for devices with a limited number of qubits, where the
scalable error correction is not viable, the long experimental implementation time of
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6 Discussion and Outlook

the CSWAP gates used in this approach also results in a loss of signal-to-noise ratio of
the tomographed droplets.

The unknown process tomography approach can be used as a tool for “quality check”
of the unknown gates. For example, consider a scenario where a particular quantum
computer can execute all the gates necessary for the tomography approach with very
high fidelity. Suppose we are given a target random gate to evaluate its performance on
this particular device. We can plug this target gate directly into our tomography circuits
and perform the full unknown process tomography to extract information about the
performance of the random gate. Alternatively, we can also do this using the adaptive
approach, assuming that the controlled version of the target gate can also be executed
with high fidelity. In this case, only a few experiments can provide information about
the random target gate. This kind of “quality check” would not have been possible
with the existing tomography approach of known processes, which provides information
about the controlled version of the process rather than the process itself.

In the near future, the Wigner state tomography approach and the Python package
associated with it can be directly used to tomograph the multi-qubit states to visually
demonstrate the classical and non-classical correlations that are being developed in our
research group. The Python packages will also be developed further for an extended
number of qubits. We have observed that the effect of relaxation channels, such as
amplitude damping and phase damping, can be directly visualized using the droplet
representing a quantum state of a system. We are, therefore, brainstorming ideas of
how to experimentally tomograph these effects using the Wigner tomography approach.

The tomography approaches presented here are entirely general and can be tested
on different types of qubits, such as neutral atoms and superconducting, which are
developed within the framework of Munich Quantum Valley to compare and benchmark
the performance of different quantum computers.
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A Appendix of Chapter 2

A.1 Generating basis droplets

Here, we present the transformation from Pauli operators to complex spherical harmonics
to generate the basis droplets for one and two qubits. The general basis transformation
from Pauli to tensor operators is taken from Ref. [1]. The basis droplets can be generated
for a chosen set of angles α and β.

A.1.1 One qubit

Basis droplet functions (fσk
) for k ∈ {0, 1, 2, 3} in terms of complex spherical harmonics

(Yjm) for one qubit are:

fσ0(β, α) =
√

2Y00(β, α)
fσx(β, α) = Y1−1(β, α)− Y11(β, α)
fσy(β, α) = i(Y1−1(β, α) + Y11(β, α))
fσz (β, α) =

√
2Y10(β, α).

(A.1)

Where σ0 corresponds to identity.
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A.1.2 Two qubit

Basis droplet functions (fσk
) for k ∈ {0, 1, . . . , 15} in terms of complex spherical

harmonics (Yjm) for two qubit are:

fσ0(β, α) = Y00(β, α)

fσ1x(β, α) = 1√
2

(Y1−1(β, α)− Y11(β, α))

fσ1y(β, α) = i√
2

(Y1−1(β, α) + Y11(β, α))

fσ1z (β, α) = Y10(β, α)

fσ2x(β, α) = 1√
2

(Y1−1(β, α)− Y11(β, α))

fσ2y(β, α) = i√
2

(Y1−1(β, α) + Y11(β, α))

fσ2z (β, α) = Y10(β, α)

fσ1x2x(β, α) = 1√
3
Y00(β, α) + 1

2Y2−2(β, α)− 1√
6
Y20(β, α) + 1

2Y22(β, α)

fσ1x2y(β, α) = 1√
2
Y10(β, α) + i

2Y2−2(β, α)− i

2Y22(β, α)

fσ1x2z (β, α) = − i2Y1−1(β, α)− i

2Y11(β, α) + 1
2Y2−1(β, α)− 1

2Y21(β, α)

fσ1y2x(β, α) = − 1√
2
Y10(β, α) + 1

2Y2−2(β, α)− i

2Y22(β, α)

fσ1y2y(β, α) = 1√
3
Y00(β, α)− 1

2Y2−2(β, α)− 1√
6
Y20(β, α)− 1

2Y22(β, α)

fσ1y2z (β, α) = 1
2Y1−1(β, α)− 1

2Y11(β, α) + i

2Y2−1(β, α) + i

2Y21(β, α)

fσ1z2x(β, α) = i

2Y1−1(β, α) + i

2Y11(β, α) + 1
2Y2−1(β, α)− 1

2Y21(β, α)

fσ1z2y(β, α) = −1
2Y1−1(β, α) + 1

2Y11(β, α) + i

2Y2−1(β, α) + i

2Y21(β, α)

fσ1z2z (β, α) = 1√
3
Y00(β, α) +

√
2
3Y20(β, α).

(A.2)

Where σ0 corresponds to identity.

A.2 Scalar product for tensor operators and spherical functions

The scalar product between two tensor operators TA and TB is defined as

⟨TA|TB⟩ = tr(T †
ATB), (A.3)

90



A.3 Calculation of expectation values

where T †
A is the adjoint (conjugate transpose) of operator TA. The tensor operators

TA and TB can be mapped to spherical droplet functions fA(θ, ϕ) and fB(θ, ϕ) using
Eq. 1.15. The scalar product of Eq. A.3 is by construction identical to the scalar product
of the droplet functions defined as [14]

⟨fA(θ, ϕ)|fB(θ, ϕ)⟩ =
∫ π

θ=0

∫ 2π

ϕ=0
f∗

A(θ, ϕ)fB(θ, ϕ) sin(θ)dθdϕ. (A.4)

This definition corresponds to the following simple procedure: for each point on the
surface of a sphere, the complex conjugate value of the spherical function fA is multiplied
by the value of the spherical function fB and the integration of the resulting prod-
uct f∗

AfB over the surface of the sphere is the value of the desired scalar product ⟨fA|fB⟩.

If the spherical functions are only known at a finite number of sample points (θi,ϕi)
the scalar product can be approximated by a corresponding discretized scalar product
of the form

⟨fA|fB⟩′ =
∑

i

wif
∗
A(θi, ϕi)fB(θi, ϕi) ≈ ⟨fA(θ, ϕ)|fB(θ, ϕ)⟩. (A.5)

A.3 Calculation of expectation values

A single qubit general state is given by,

|ψ⟩ = c0|0⟩+ c1|1⟩ (A.6)

the probability of the state in |0⟩ is p0 = |c0|2 and for state in |1⟩ is p1 = |c1|2, and
where p0 + p1 = 1. A quantum circuit is repeated several times (depending on the
number of shots Ns) to generate a probability statistics for the state (|c0| or |c1|) of
quantum system. The density matrix corresponding to state |0⟩ and |1⟩ is,

σ0 = |0⟩⟨0| =
(

1 0
0 0

)
, σ1 = |1⟩⟨1| =

(
0 0
0 1

)
(A.7)

and the operator σz is given by,

σz =
(

1 0
0 −1

)
(A.8)

which can also be written as,
σz = σ0 − σ1 (A.9)

and hence the expectation value of σz is given by

⟨σz⟩ = ⟨σ0⟩ − ⟨σ1⟩
⟨σz⟩ = p0 − p1.

(A.10)
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Similarly the expectation value of 1 is,

⟨1⟩ = p0 + p1 = 1. (A.11)

For a two-qubit system, the general quantum state is

|ψ⟩ = c00|00⟩+ c01|01⟩+ c10|10⟩+ c11|11⟩, (A.12)

the expectation value of operator σ1zσ2z is

⟨σ1zσ2z⟩ = ⟨σ00⟩ − ⟨σ01⟩ − ⟨σ10⟩+ ⟨σ11⟩
⟨σ1zσ2z⟩ = p00 − p01 − p10 + p11.

(A.13)

where σab, and pab for a, b ∈ {0, 1} are the density matrices and probabilities corre-
sponding to state |ab⟩. The other expectation values such as ⟨σ1x⟩, ⟨σ1xσ2x⟩, etc. can
be calculated by using the local unitary operations (u(ℓ,n)) as the detection-associated
rotation step.

A.4 Plot of the mean fidelity as a function of the total number of
shots

Here, the plot of the mean fidelities F̄s for four different sampling schemes and the
standard state tomography method as a function of the total number of shots Ntot is
presented. Fig. A.1 shows the same data as in Fig. 2.9 and in addition, provides the
standard deviations. Fig. A.2 shows results for the same numerical study for an equal
superposition state |ψ⟩ = 1√

2(|0⟩+ |1⟩).
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Figure A.1: Plot of the mean fidelity (F̄s) as a function of the total number of shots (Ntot) for
different sampling techniques and for the standard state tomography method applied to the
quantum state |ψ⟩ = (−0.69− 0.098i)|0⟩+ (0.66 + 0.30i)|1⟩. The mean fidelity is calculated
by repeating the simulation 100 times for each data point. In the simulation, only the noise
due to a limited number of shots is considered. The standard deviations are shown by the
vertical bars for each point.
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Figure A.2: Plot of the mean fidelity (F̄s) as a function of the total number of shots for
different sampling techniques and for the standard state tomography method applied to the
quantum state |ψ⟩ = 1√

2 (|0⟩+ |1⟩). The mean fidelity is calculated by repeating the simulation
100 times for each data point. In the simulation, only the noise due to a limited number of
shots is considered. The standard deviations are shown by the vertical bars for each point.
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B Appendix of Chapter 3

B.1 Proof of equivalence of Eq. 3.5 and Eq. 3.6

After the mapping of the process matrix onto the density matrix, the Eq. 3.4 can be
written as:

ρ
[N+1]
U = 1

2N+1 (σ− ⊗ U [N ] + σ+ ⊗ (U [N ])† + 1⊗ 1[N ]), (B.1)

where σ+ = 1
2(σx + iσy), and σ− = 1

2(σx − iσy). The equivalence of Eq. 3.6 and Eq. 3.5
can be shown by the following steps which transform Eq. 3.6 to Eq. 3.5:

sj⟨σ+ ⊗ T (ℓ)[N ]
j,αβ ⟩ρ[N+1]

U

= sjtr[(σ+ ⊗ T (ℓ)[N ]
j,αβ )ρ[N+1]

U ]

= sjtr

(0[N ] T
(ℓ)[N ]
j,αβ

0[N ] 0[N ]

)(
1[N ] (U [N ])†

U [N ] 1[N ]

)
= sjtr

(T (ℓ)[N ]
j,αβ U [N ] T

(ℓ)[N ]
j,αβ

0[N ] 0[N ]

)
= sjtr[T (ℓ)[N ]

j,αβ U [N ]]

= sjtr[(T (ℓ)[N ]
j,αβ )†U [N ]]

= sj⟨T (ℓ)[N ]
j,αβ |U

[N ]⟩.

(B.2)

Note that axial tensor operators are Hermitian, i.e., (T (ℓ)[N ]
j,αβ )† = (T (ℓ)[N ]

j,αβ ) [14].

B.2 Temporal averaging to create maximally mixed states

For Wigner quantum process tomography, the preparation of the system qubit in a
maximally mixed state is required (see preparation (P) step in Sec. 3.2). As stated
in Sec 3.4.1, in our experimental implementation, a temporal averaging approach [56,
57] was used to prepare the maximally mixed state. A detailed explanation of this
approach and alternative methods are provided in the following.

B.2.1 Creating maximally mixed state from pure states

In general, there is an infinite number of different ways to prepare the “maximally
mixed state" ρmm of a single-qubit (N = 1) based on an ensemble of pure single-qubit
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states [57]. For example, the maximally mixed state can be realized using an ensemble
of two extremal pure states |↑n̂⟩ and |↓n̂⟩ corresponding to two antipodal points on the
Bloch sphere:

ρ[1]
mm = 1

21
[1] = 1

2

(
1 0
0 1

)
= 1

2 |↑n̂⟩⟨↑n̂|+
1
2 |↓n̂⟩⟨↓n̂|. (B.3)

Hence, for the single-qubit case, the preparation of a maximally mixed state ρ[1]
mm can

be realized by simply repeating the experiment twice and averaging the measurement
results (which we refer to as temporal averaging here): once by starting with the pure-
state |0⟩ (corresponding to the density operator |0⟩⟨0| =

(
1 0
0 0

)
) and once by starting

with the pure-state |1⟩ (corresponding to the density operator |1⟩⟨1| =
(

0 0
0 1

)
). Note

that the average density operator of the two experiments is identical to the desired
maximally mixed state ρ[1]

mm.

A relatively straightforward alternative approach to preparing the system qubit in
the maximally mixed state would be to prepare it in the state |0⟩ and to repeat each
experiment multiple times, where, in each repetition, it is randomly decided (with
50% probability) whether to flip the qubit using a NOT gate. However, the standard
deviation of the average population of state |1⟩ from the expected value of 0.5 decreases
only with the inverse of the square root of the number of repetitions in this probabilistic
approach. Hence, a large number of repetitions would be required to minimize this
additional noise source due to the imperfect realization of the completely mixed state.
For example, to achieve a standard deviation of less than 0.005, about 8000 repetitions
would be necessary, even in the case of perfect gate operation.

Another alternative way to create a maximally mixed state is by creating a maximal
entanglement between the system and an ancilla qubit and partially tracing out of the
ancilla qubit. However, this approach requires additional resources (both in a number
of qubits and gates) compared to the scheme presented here.

B.2.2 Creating the maximally mixed state of a two-qubit system by temporal
averaging

For the case of a two-qubit (N = 2) system, the maximally mixed state ρ[2]
mm is of the

form

ρ[2]
mm = 1

41
[2] = 1

4


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 = 1
4 |00⟩⟨00|+ 1

4 |01⟩⟨01|+ 1
4 |10⟩⟨10|+ 1

4 |11⟩⟨11|. (B.4)

In this case, the preparation of ρ[2]
mm can be realized by simply repeating the experiment

four times (for all the computational basis states) and averaging the measurement
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results.

B.2.3 Creating the state |+⟩⟨+| ⊗ 1
2N 1

[N ] required for process tomography of
unitary gates

This section gives a detailed calculation of the preparation step P (see Sec. 3.2) for one
and two-qubit Wigner process tomography. For single-qubit process tomography, two
qubits q0 and q1 are required and the preparation step requires preparing qubit q0 in
an equal superposition state |+⟩ = 1√

2
(|0⟩+ |1⟩) and q1 in a maximally mixed state

1
21

[1]. The corresponding density matrix is given by

ρ
[2]
0 = |+⟩⟨+| ⊗ 1

21
[1] = 1

2

(
1 1
1 1

)
⊗ 1

2

(
1 0
0 1

)
= 1

4


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

 , (B.5)

This maximally mixed state of qubit q1 is achieved using temporal averaging (see
Eq. B.3), i.e., by averaging measurement result of two experiments initialized in states
|ψ1⟩ = |+⟩ ⊗ |0⟩ = |+ 0⟩ and |ψ2⟩ = |+⟩ ⊗ |1⟩ = |+ 1⟩. The two corresponding density
matrices are

ρ
[2]
1 = |ψ1⟩⟨ψ1| = |+0⟩⟨+0| = 1

2


1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0

 , (B.6)

and

ρ
[2]
2 = |ψ2⟩⟨ψ2| = |+1⟩⟨+1| = 1

2


0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1

 . (B.7)

Therefore, the density matrix ρ[2]
0 can be prepared by averaging the density operators

ρ
[2]
1 and ρ

[2]
2 :

ρ
[2]
0 = 1

2ρ
[2]
1 + 1

2ρ
[2]
2 . (B.8)

Similarly, for a two-qubit process tomography, three qubits q0, q1, and q2 are required.
The preparation step requires preparing qubit q0 in an equal superposition state |+⟩
and qubits q1 and q2 in a maximally mixed state 1

41
[2]. This resultant density matrix

ρ
[3]
0 can be achieved using Eq. B.4 as follows:

ρ
[3]
0 = |+⟩⟨+| ⊗ 1

41
[2] = 1

8 |+00⟩⟨+00|+ 1
8 |+01⟩⟨+01|+ 1

8 |+10⟩⟨+10|+ 1
8 |+11⟩⟨+11|.

(B.9)
This corresponds to performing four different experiments and averaging the output
density operators.
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B.2.4 Expectation values for mixed states

Here, we explicitly show that the expectation values for a mixed state can be expressed
as an average of the expectation values of pure states. The expectation value of an
observable A is given by

⟨A⟩ρ = tr(Aρ). (B.10)

The density matrix ρ can be written in its spectral decomposition as

ρ =
2N∑

k=1
pk|βk⟩⟨βk|, (B.11)

where pk are non-negative coefficients which add up to one and |βk⟩ are the basis states.
Eq. B.10 can be rewritten as:

⟨A⟩ρ = tr
(
A

2N∑
k=1

pk|βk⟩⟨βk|
)

=
2N∑

k=1
pk⟨A⟩|βk⟩⟨βk|.

(B.12)

Hence, for the special case where ρ is the completely mixed state with identical
coefficients pk = 1

2N , the expectation value ⟨A⟩ρ is simply the average of the expectation
values for the pure states |βk⟩. For example, for a single qubit, the maximally mixed
state 1[1]/2 can be written as: where |β1⟩ = |0⟩, |β2⟩ = |1⟩, and p1 = p2 = 1

2 . This
implies that experimentally estimating the expectation value of an observable A for the
mixed state 1[1]

2 can be realized by averaging the expectation values from two different
experiments, one in which the qubit is in the pure state |0⟩, and another in which the
qubit is in the pure state |1⟩.
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C.1 Generalization of Eq. 4.10

The density matrix ρ0 = |ψ0⟩⟨ψ0| corresponding to the state |ψ0⟩ in Table 4.3 is:

ρ
[2N+1]
0 = (|0⟩+ |1⟩)(⟨0|+ ⟨1|)

2 ⊗ ρ[N ]
s ⊗ ρ[N ]

a = 1
2

ρ[N ]
s ⊗ ρ[N ]

a ρ
[N ]
s ⊗ ρ[N ]

a

ρ
[N ]
s ⊗ ρ[N ]

a ρ
[N ]
s ⊗ ρ[N ]

a

 , (C.1)

where ρs = |ψs⟩⟨ψs| and ρa = |ψa⟩⟨ψa|) represents the initial density matrix of the
system q1, . . . , qN and the ancilla qa

1 , . . . , q
a
N qubits, respectively. The density matrix

ρ1 = |ψ1⟩⟨ψ1|, i.e., after the first controlled-swap block of the circuit presented in
Fig. 4.5 is:

ρ
[2N+1]
1 =

1[2N ] 0[2N ]

0[2N ] swap[2N ]

 ρ[2N+1]
0

1[2N ] 0[2N ]

0[2N ] swap[2N ]

†

= 1
2

 ρ
[N ]
s ⊗ ρ[N ]

a (ρ[N ]
s ⊗ ρ[N ]

a )swap[2N ]

swap[2N ](ρ[N ]
s ⊗ ρ[N ]

a ) ρ
[N ]
a ⊗ ρ[N ]

s

 .
(C.2)

The matrix form of the controlled-swap gate is provided in Eq. 1.14. After operation
1[N+1] ⊗ U [N ] (second block of circuit in Fig. 4.5) one obtains

ρ
[2N+1]
2 =

1[N ] ⊗ U [N ] 0[2N ]

0[2N ] 1[N ] ⊗ U [N ]

 ρ[2N+1]
1

1[N ] ⊗ U [N ] 0[2N ]

0[2N ] 1[N ] ⊗ U [N ]

†

= 1
2

 ρ
[N ]
s ⊗ U [N ]ρ

[N ]
a (U [N ])† (ρ[N ]

s ⊗ U [N ]ρ
[N ]
a )swap[2N ](1[N ] ⊗ (U [N ])†)

(1[N ] ⊗ U [N ])swap[2N ](ρ[N ]
s ⊗ ρ[N ]

a )(U [N ])†) ρ
[N ]
a ⊗ U [N ]ρ

[N ]
s (U [N ])†

.
(C.3)

The density matrix after applying the second controlled-swap block (third block of
circuit in Fig. 4.5) is

ρ
[2N+1]
3 = 1

2

ρ[N ]
s ⊗ U [N ]ρ

[N ]
a (U [N ])† ρ

[N ]
s (U [N ])† ⊗ U [N ]ρ

[N ]
a

U [N ]ρ
[N ]
s ⊗ ρ[N ]

a (U [N ])† U [N ]ρ
[N ]
s (U [N ])† ⊗ ρ[N ]

a

 . (C.4)
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After controlled rotation (cGk) (the last block of circuit in Fig 4.5), the resulting density
matrix is

ρ
[2N+1]
4 =

1[2N ] 0[2N ]

0[2N ] 1[N ] ⊗ G[N ]
k

 ρ[2N+1]
3

1[2N ] 0[2N ]

0[2N ] 1[N ] ⊗ G[N ]
k

†

= 1
2

 ρ
[N ]
s ⊗ U [N ]ρ

[N ]
a (U [N ])† ρ

[N ]
s (U [N ])† ⊗ U [N ]ρ

[N ]
a (G[N ]

k )†

U [N ]ρ
[N ]
s ⊗ G[N ]

k ρ
[N ]
a (U [N ])† U [N ]ρ

[N ]
s (U [N ])† ⊗ G[N ]

k ρ
[N ]
a (G[N ]

k )†

 .
(C.5)

After tracing out N ancilla qubits qa
1 , . . . , q

a
N (indicated by the red block in the circuit

depicted in Fig. 4.5), the density matrix is

ρ
[N+1]
5 = 1

2

 ρ
[N ]
s ρ

[N ]
s (U [N ])† tr(U [N ]ρ

[N ]
a (G[N ]

k )†)

U [N ]ρ
[N ]
s tr(G[N ]

k ρ
[N ]
a (U [N ])†) U [N ]ρ

[N ]
s (U [N ])†

 . (C.6)

Here tr(G[N ]
k ρ

[N ]
a (U [N ])†) is the scaling factor mentioned before. This factor depnds on

unknown process U [N ] and rotations Gk with different values of k.

In case when initially, the system q1, . . . , qN and the ancilla qubits qa
1 , . . . , q

a
N are

both in a fully mixed state, i.e., ρs = ρa = 1
2N 1

[N ], Eq. C.6 modifies as:

ρ̃
[N+1]
5 = 1

2(N+1)

 1[N ] ϵ∗k(U [N ])†

ϵkU
[N ] 1[N ]

 , (C.7)

which can be rewritten as:

ρ
[N+1]
Uk

= 1
2N+1

1[N ] (U [N ]
k )†

U
[N ]
k 1[N ]

 , (C.8)

with scaling factor
ϵk = 1

2N
⟨U [N ]|G[N ]

k ⟩. (C.9)

Here ϵ∗k is the complex conjugate of ϵk. Eq. C.7 shows the mapping of an N qubit
unknown process matrix U [N ] onto an N + 1 qubit density matrix up to a scaling factor
ϵk.

C.2 Estimation of unitary process matrix from f̂comb

For estimating a single qubit (N = 1) unitary process matrix from the combined process
droplet f̂comb (defined in the step 4 of Algo. 4.1), we use a methodology described in
Sec. 3.4.1. As defined in Eq. 3.15, any single-qubit unitary process can be expressed in
terms of Pauli operators [3] as

U [1] =
3∑

k=0
ckσk (C.10)
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C.2 Estimation of unitary process matrix from f̂comb

with in general complex coefficients ck for k ∈ {0, 1, 2, 3}. Where σ0 is a 2×2 identity (1)
matrix, while σ1, σ2 and σ3 are the standard Pauli matrices σx, σy and σz, respectively.
Using Eq. 2.16, the coefficients ck are obtained by calculating the scalar product between
the basis droplets fσk

(refer to Sec. A.1.1) and the combined droplet f̂comb:

c0 = ⟨fσ0 |f̂comb⟩
c1 = ⟨fσx |f̂comb⟩
c2 = ⟨fσy |f̂comb⟩
c3 = ⟨fσz |f̂comb⟩.

(C.11)

In an ideal noise-less scenario, the coefficient c0 is purely real and the coefficients c1, c2,
and c3 contains only non-zero imaginary components [3]. But in the case with noise
(limited number of grid points, etc.), this generally does not hold, which leads to a
non-symmetric matrix. Here, we present two methods to construct unitary matrices
from the coefficients ck and show their equivalence using a numerical example.

Method 1

In the first method, to construct a matrix U1, we only consider the imaginary part
of the coefficients c1, c2, and c3 and only real part of the coefficient c0. Using this
consideration, a process matrix can be formed as follows:

U1 = Re(c0)1+ i(Im(c1)σx + Im(c2)σy + Im(c3)σz), (C.12)

which results into a symmetric matrix:

U1 =

 Re(c0) + i Im(c3) Im(c2) + i Im(c1)
− Im(c2) + i Im(c1) Re(c0)− i Im(c3)

 . (C.13)

This matrix is not necessarily unitary. The estimated quaternions from U1 (see Eq. 4.15)
are:

A1 = Im(U1(1, 2)) = Im(U1(2, 1)) = Im(c1)
B1 = Re(U1(1, 2)) = −Re(U1(2, 1)) = Im(c2)
C1 = Im(U1(1, 1)) = − Im(U1(1, 1)) = Im(c3)
D1 = Re(U1(1, 1)) = Re(U1(1, 1)) = Re(c0).

(C.14)

These quaternions are normalized such that, N1 = A2
1 +B2

1 + C2
1 +D2

1 = 1, leading to
new normalized quaternions: Ã1 = A1√

N1
, B̃1 = B1√

N1
, C̃1 = C1√

N1
, and D̃1 = D1√

N1
. These

new normalized quaternions result in a special unitary matrix:

Ũ1 =

 D̃1 + iC̃1 B̃1 + iÃ1

−B̃1 + iÃ1 D̃1 − iC̃1.

 . (C.15)
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Method 2

In this method, to construct a matrix U2, we take the full contribution of coefficients ck,
such that a process matrix can be formed using the general definition of Eq. C.10 as:

U2 = c01+ c1σx + c2σy + c3σz, (C.16)

which results in a matrix that is not necessarily symmetric, i.e., does not follow the
matrix structure of U1 in Eq. C.13. Here, to use the complete information, the estimation
of quaternions from the matrix U2 must be computed by taking an average of different
matrix elements:

A2 = 1
2(Im(U2(1, 2)) + Im(U2(2, 1)))

B2 = 1
2(Re(U2(1, 2))− Re(U2(2, 1)))

C2 = 1
2(Im(U2(1, 1))− Im(U2(2, 2)))

D2 = 1
2(Re(U2(1, 1)) + Re(U2(2, 2))).

(C.17)

These quaternions are normalized such that, N2 = A2
2 +B2

2 + C2
2 +D2

2 = 1, leading to
new normalized quaternions: Ã2 = A2√

N2
, B̃2 = B2√

N2
, C̃2 = C2√

N2
, and D̃2 = D2√

N2
. These

new normalized quaternions result in a special unitary matrix:

Ũ2 =

 D̃2 + iC̃2 B̃2 + iÃ2

−B̃2 + iÃ2 D̃2 − iC̃2.

 . (C.18)

Example

Here, we consider an example with shot noise for the estimation of the unitary matrix
from the droplet f̂comb. The coefficients ck computed using Eq. C.11 are:

c0 = 0.7470− i0.0083
c1 = −0.0056 + i0.1525
c2 = 0.0026 + i0.3479
c3 = −0.0010− i0.5599.

(C.19)

Using Method 1

The matrix U1 computed using Eq. C.12 in method 1 is:

U1 =

 0.7470− i0.5599 0.3679 + i0.1525
−0.3679 + i0.1525 0.7470 + i0.5599

 . (C.20)
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The estimated quaternions from the above matrix are: A1 = 0.1525, B1 = 0.3679,
C1 = −0.5599, and D1 = 0.7470. The matrix after the normalization of quaternions is:

Ũ1 =

 0.7412− i0.5555 0.3452 + i0.1513
−0.3452 + i0.1513 0.7412 + i0.5555

 . (C.21)

Using Method 2

The matrix U2 computed using Eq. C.16 in method 2 is:

U2 =

 0.7460− i0.5682 0.3424 + i0.1499
−0.3535 + i0.1551 0.7480 + i0.5516

 . (C.22)

Note that the above matrix is not symmetric. The estimated quaternions using Eq. C.17
are: A2 = 0.1525, B2 = 0.3679, C2 = −0.5599, and D2 = 0.7470. The matrix after the
normalization of quaternions is:

Ũ2 =

 0.7412− i0.5555 0.3452 + i0.1513
−0.3452 + i0.1513 0.7412 + i0.5555

 . (C.23)

Both approaches lead to the same unitary matrix, i.e., Ũ1 = Ũ2. In our study, we use
method 1 to estimate a unitary matrix from the droplet f̂comb.

C.3 Additional experimental figures

Figure C.1: Additional figures for the reconstruction using experimental tomography data of
the X gate shown in Fig. 4.23. The figure shows the correlation matrix (left), plot of cost with
iteration (middle), and plot of non-fidelity (1−FU ) in the logarithmic scale with iteration
(right).
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Figure C.2: Additional figures for the reconstruction using experimental tomography data of
the Z gate shown in Fig. 4.24. The figure shows the correlation matrix (left), plot of cost with
iteration (middle), and plot of non-fidelity (1−FU ) in the logarithmic scale with iteration
(right).

Figure C.3: Additional figures for the reconstruction using experimental tomography data of
the Hadamard gate shown in Fig. 4.25. The figure shows the correlation matrix (left), plot of
cost with iteration (middle), and plot of non-fidelity (1−FU ) in the logarithmic scale with
iteration (right).
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Appendix

D NMR experiments for Wigner
tomography of unknown quantum
processes

The experiments for Wigner tomography of the unknown process for a single system qubit
were also performed on a Nuclear Magnetic Resonance (NMR) quantum information
processor. This appendix includes the pulse design for the CSWAP block, which is
experimentally crucial, along with some experimental details. These are a progression of
experiments performed in our group for the demonstration of scanning-based tomography
approach for quantum states [14] and known processes [16] on NMR.

D.1 The NMR system

In an NMR quantum information processor, nuclear spins (I) within a molecule are
treated as qubits [65, 66, 25]. Generally, a qubit is associated with a two-level spin-1/2
system. For example, in our demonstration experiments, we used a three-qubit sample,
as shown in Fig. D.1. The three distinguishable spins (19F, 13C, and 1H) can be
addressed individually and are coupled by a spin-spin coupling (J).

Figure D.1: On the right, a schematic of 2-13C-2-fluoromalonic-acid-diethyl-ester molecule
is shown, which is dissolved in CD3CN to be used as a three-qubit sample. On the left, a
topology of three individual qubits is shown with their chemical shift (in parts per million)
and coupling constant between them (in Hertz).
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D NMR experiments for Wigner tomography of unknown quantum processes

Before proceeding further, we define the product operator basis used in NMR. The
four basis operators for a single spin-1/2 system are given by

Ix = 1
2

(
0 1
1 0

)
, Iy = 1

2

(
0 −i
i 0

)
, Iz = 1

2

(
1 0
0 −1

)
, I0 = 1

2

(
1 0
0 1

)
. (D.1)

These product operators form a complete basis for a single spin system. The basis
can be extended to a N spin system by computing the tensor products. For example,
Ika = 1⊗ · · · ⊗ 1⊗ Ia ⊗ 1⊗ · · · ⊗ 1, where Ika corresponds to basis operator Ia of kth

spin and a ∈ {x, y, z, 0}.

In NMR, a system Hamiltonian (Htot) can be written down as a summation of a
natural Hamiltonian H0 and a control Hamiltonian Hc [67]. The natural Hamiltonian
is given by

H0 =
∑

k

2πν0kIkz +
∑
j<k

2πJjkIjzIkz. (D.2)

Where 2πν0 = ω0 = −γB0 is the Larmor frequency of a nucleus, γ is a gyromagnetic
ratio and B0 is a static magnetic field. Jjk is a spin-spin coupling constant between
nucleus j and k. The control or radiofrequency (rf ) Hamiltonian is give by

Hc =
∑

k

2πν1k[cos(αk)Ikx + sin(αk)Iky]. (D.3)

Where 2πν1 = ω1 and α are the frequency and phase of B1 (radiofrequency) field,
respectively. The B1 field acts from the xy plane with phase angle varying between 0
to 2π. Unitary rotation can be achieved by varying the control Hamiltonian (Hc) with
time t. A time evolution propagator under the effect of Hc is given by

Uc = exp
(
− i
{∑

k

2πν1k[cos(αk)Ikx + sin(αk)Iky]
}
t

)
. (D.4)

Where ω1t = θ is the rotation or flip angle, for example, a rotation around x axis with
π angle can be simply written as exp(−iπIx). These varying rf fields are commonly
known as pulses and can be designed in such a way to implement a particular process
or gate experimentally.

As described in Sec. 4.6, for a single qubit system, performing an unknown process
tomography in the context of finite-dimensional Wigner representation requires a total
of three qubits. Each block of the quantum circuit (see Fig. 4.20) can be achieved by
the application of suitable radio frequency pulses in NMR. One of the blocks of this
quantum circuit is a Controlled-SWAP (CSWAP) gate, and implementing it on NMR
with high precision is a crucial part of this experimental work. In the next section, we
describe the design of this gate.
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D.2 Design of CSWAP gate

The CSWAP gate is a three-qubit quantum gate that swaps the information between
two qubits if the control qubit is in a state |1⟩. The matrix representation of the
CSWAP gate is given by

Ucswap =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


.

A pulse sequence corresponding to this gate can be designed by using average Hamil-
tonian theory [62]. The time evolution propagator for the CSWAP gate be written
as

Ucswap = exp(−iHefft), (D.5)
where Heff is the effective Hamiltonian [67] which effectively acts on nuclear spins when
a pulse or B1 field is applied. Considering t = 1, the equation can be rewritten as

Heff

2π = − log(Ucswap)
i2π . (D.6)

The resulting effective Hamiltonian in terms of product operators is
Heff

2π = 1
8(I1z +2I2xI3x +2I2yI3y +2I2zI3z−4I1zI2xI3x−4I1zI2yI3y−4I1zI2zI3z). (D.7)

Using Eq.D.5 the operator Ucswap can be written in terms of product operators as

Ucswap = exp
(
−iπ4 I1z

)
exp

(
−iπ4 2I2xI3x

)
exp

(
−iπ4 2I2yI3y

)
exp

(
−iπ4 2I2zI3z

)
exp

(
i
π

4 4I1zI2xI3x

)
exp

(
i
π

4 4I1zI2yI3y

)
exp

(
i
π

4 4I1zI2zI3z

)
.

(D.8)

Hence, a CSWAP gate can be realized experimentally by implementing a pulse sequence
corresponding to each term in the above equation. Now, we discuss the transformation
of these terms into pulse sequences.

Implementing a rotation of π
4 around I1z axis can be achieved directly by using a hard

(full power and short duration) pulse. Bilinear terms can be realized by decomposing
them into hard pulses and delays:

exp
(
−iπ4 2I2zI3z

)
= exp

(
−i H0

16J23

)
exp(−iπI1x) exp

(
−i H0

16J23

)
exp(iπ(I2x + I3x))

exp
(
−i H0

16J23

)
exp(iπI1x) exp

(
−i H0

16J23

)
exp(−iπ(I2x + I3x)),

(D.9)
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where J23 is the coupling constant between spin 2 and 3. The term exp
(
−i H0

16J23

)
is a

delay term that corresponds to a free precession of spins under the influence of natural
Hamiltonian H0, without any rf pulse. The other bilinear terms can be implemented by
transforming them as follows:

exp
(
−iπ4 2I2xI3x

)
= exp

(
−iπ2 (I2y + I3y)

)
exp

(
−iπ4 2I2zI3z

)
exp

(
i
π

2 (I2y + I3y)
)
,

(D.10)
and

exp
(
−iπ4 2I2yI3y

)
= exp

(
−iπ2 (I2x + I3x)

)
exp

(
−iπ4 2I2zI3z

)
exp

(
i
π

2 (I2x + I3x)
)
.

(D.11)
The trilinear terms can be realized by decomposing them into bilinear terms [68, 69] as
follows:

exp
(
i
π

4 4I1zI2zI3z

)
= exp

(
−iπ2 2I1zI2x

)
exp

(
i
π

4 2I2yI3z

)
exp

(
i
π

2 2I1zI2x

)
. (D.12)

Similarly, other trilinear terms can be decomposed as follows:

exp
(
i
π

4 4I1zI2xI3x

)
= exp

(
−iπ2 (I2y + I3y)

)
exp

(
i
π

4 4I1zI2zI3z

)
exp

(
i
π

2 (I2y + I3y)
)
,

(D.13)
and

exp
(
i
π

4 4I1zI2yI3y

)
= exp

(
−iπ2 (I2x + I3x)

)
exp

(
i
π

4 4I1zI2zI3z

)
exp

(
i
π

2 (I2x + I3x)
)
.

(D.14)
Using this decomposition, we designed a pulse sequence to experimentally implement a
CSWAP gate.

An NMR system is prone to different kinds of experimental errors. One of the most
common errors is a pulse amplitude error, which directly reflects in the flip angle θ (as
θ = ω1t). This can occur due to B1 (rf) inhomogeneity in the sample. The other reason
could also be an error in the pulse calibration. Another common error is an offset error,
which corresponds to a movement of the chemical shift of a spin, resulting in pulses
being off-resonance. Ideally, a pulse sequence should be robust to these two errors for
a good experimental performance. In Fig. D.2, we show the error profile of the pulse
sequence corresponding to the CSWAP gate.

Fig. D.2 shows that the error (log10(1−FU )) of the CSWAP gate decreases consider-
ably with the variation in pulse amplitude. To make it robust for the pulse amplitude
error, we used a genetic algorithm [54]. For robustness optimization, the original pulse
sequence of the CSWAP gate was used, and genetic algorithms optimized it for different
flip angles occurring because of changes in pulse amplitude. Fig. D.3 shows the resulting
error profile of the optimized pulse sequence. The optimized pulse sequence is more
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Figure D.2: Error profile (log10(1−FU )) for pulse sequence of CSWAP gate with variation in
pulse amplitude (x axis) and offset (y axis).

Figure D.3: Error profile (log10(1 − FU )) of an optimized pulse sequence for CSWAP gate
with variation in pulse amplitude (x axis) and offset (y axis).

robust to errors than the original sequence for the pulse amplitude variation. The
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total pulse duration for the original sequence is 26.7 µsec, whereas, for the optimized
sequence, the duration is 25.6 µsec.

D.3 Experimental results

We performed the experiments for the tomography of unknown processes on a Bruker
Avance III 600 MHz spectrometer using a 5 mm Shigemi tube. The preliminary experi-
ments showed promising results for the individual blocks of the circuit (see Fig. 4.20),
but the full experimental results had some errors that we could not fully understand at
that point. As a result, we focused on the development of the tomography algorithms
for the general-purpose pure-state quantum computer and their implementation on
physical devices.
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