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Abstract

This thesis explores the intersection of human behavior and mobile device usage, focusing
on how devices can sense human behavior and might influence actions. Through analysis
of various sources of data, we investigate the relationship between online activities, such
as browsing and gaming, and mobility patterns, highlighting their impacts on each other.
Our findings underscore the importance of privacy and ethics in behavioral research and
raise concerns about potential cybersecurity risks. We propose mathematical models
to quantify these influences and discuss implications for network protocols, application
design, and epidemic spread prediction. Additionally, we examine crowd mobility using
Wi-Fi and Bluetooth data, revealing privacy risks and suggesting alternative methods
for studying human mobility while preserving individual privacy. Our work emphasizes
the need for ethical considerations in research practices and proposes open questions for
future exploration, including less intrusive data capture methods, data control for users,
and effective communication of research findings while respecting privacy.
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Zusammenfassung

In dieser Arbeit wird die Schnittstelle zwischen menschlichem Verhalten und der Nutzung
mobiler Geräte untersucht, wobei der Schwerpunkt auf der Frage liegt, wie Geräte men-
schliches Verhalten erkennen und Handlungen beeinflussen können. Durch die Analyse
verschiedener Datenquellen untersuchen wir die Beziehung zwischen Online-Aktivitäten,
wie Surfen und Spielen, und Mobilitätsmustern und zeigen ihre gegenseitigen Auswirkun-
gen auf. Unsere Ergebnisse unterstreichen die Bedeutung des Datenschutzes und der
Ethik in der Verhaltensforschung und geben Anlass zur Besorgnis über potenzielle Risiken
für die Cybersicherheit. Wir schlagen mathematische Modelle vor, um diese Einflüsse zu
quantifizieren, und diskutieren die Auswirkungen auf Netzwerkprotokolle, Anwendungs-
design und die Vorhersage der epidemischen Ausbreitung. Darüber hinaus untersuchen
wir die Mobilität von Menschenmengen anhand von Wi-Fi- und Bluetooth-Daten, zeigen
Risiken für die Privatsphäre auf und schlagen alternative Methoden zur Untersuchung
der menschlichen Mobilität unter Wahrung der individuellen Privatsphäre vor. Unsere
Arbeit unterstreicht die Notwendigkeit ethischer Überlegungen in der Forschungspraxis
und schlägt offene Fragen für die künftige Erforschung vor, darunter weniger aufdringliche
Datenerfassungsmethoden, Datenkontrolle für die Nutzer und effektive Kommunikation
von Forschungsergebnissen unter Wahrung der Privatsphäre.
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1 Introduction

Understanding human behavior, especially mobility, has been a many-decades-long quest
for researchers. To conduct such studies, data about people’s movements had to be col-
lected, initially through analog records (e.g ., logbooks and agendas) and, more recently,
through a vast range of electronic sources. The variety and growth of these digitally
sampled records reached its current apex with the introduction and popularization of
smartphones, in the early 2000s. These always-connected devices allowed not only users
to communicate but also empowered billions of people with numerous sensors capable
of accurately describing their behavior. While this rapid increase in data availability
facilitated research it also exposed users’ individual privacy to unprecedented levels of
risk. In turn, researchers had the ability to study aspects of human mobility which were
not possible to address in the past. Furthermore, this vast availability of mobility data,
where some are private, created two important challenges, among many others: (C1)
how to analyze such big sets; and (C2) how to do so while protecting the subjects’
privacy.

To address C1, various big data approaches were introduced, which mostly consist of
breaking down the desired problem into smaller, more tractable, sub-problems. These
methods allow us to model and better understand the problems being studied, as well
as create accurate predictions of unseen cases while often being comparable and re-
producible. To address C2, among the extensive literature available, methods either
require some form of anonymized data (e.g ., user identifiers are replaced, anonymity
sets, pseudo-synthetic data) or limit their results to never (or only temporarily) require
any form of identification. While both of these challenges have been extensively ad-
dressed in the past, the ever evolving datasets (i.e., volume and variety of sources) on
human mobility as well as the constantly changing understanding of the general popu-
lation, regulations and ethical guidelines towards individual privacy foster the need for
more research.

The aforementioned rapid expansion and popularization of mobile smart devices, such
as phones, tablets and laptops was made possible, at least in part, by modern wireless
communication technologies. These technologies include those used for telecommunica-
tions, such as mobile phone networks (3/4/5G) and Wi-Fi, as well as very short range
networks such as Bluetooth and RFID. These various alternatives for connectivity en-
abled mobile broadband access to the Internet along with seamless integration between
nearby devices and their peripherals. Finally, it was through the logs and fingerprints
of this expanded connectedness that large amounts of human behavioral data could be
obtained. While such data may have originally been sampled to improve the very un-
derlying system they were taken from, researchers realized its potential to study how
people move, how they use the internet, and how people interact physically and virtu-
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ally [8]. It is worth noting that other sources of mobility data have been used, such as
public transport tickets, but this work has focused on mobile devices as its main source
of information about subjects.

Given the discussion above, we list three main problems that are worthwhile expand-
ing, and which we will present as central pieces of this thesis:

� Understanding human mobility. To model and explain what affects people’s macro-
scopic movements is of paramount importance to better systems’ design, urban
planning and epidemic mitigation.

� How to study mobility while preserving the individual privacy of subjects. By
either not requiring any User Identifier (UID) or only keeping a UID for a desired
computation task (e.g ., count estimate at a given time).

� Privacy and ethics. When systems evolve too fast it may open subjects to un-
foreseeable risks. This is valid both for systems providing new/better access to
different resources and research being done under little scrutiny.

We look forward to a future where data on human behavior are available to studies,
from users who do not have second thoughts about sharing their data because of pri-
vacy as that is safely handled. In this thesis, we investigate different aspects of human
mobility, including its understanding through empirical and predictive models as well as
the privacy and ethical risks involved with such data. We present results which help us
understand how mobility and network utilization are intertwined and influenced by the
applications being used as well as devices being used. Furthermore, we present results of
models between human mobility and expected contact duration along with evidence that
stay duration at different places may be associated with the type of activity performed
at each location. Utilizing passive measurements, we present results on how different
aspects of human mobility may be studied without the need for any UID. Different from
the previous set of results, these privacy preserving alternatives focus on crowd assess-
ments. Moreover, we present results on how mobile users’ privacy might have been at
risk from Bluetooth finders. We also present a survey of how privacy and ethics have
been addressed in existing studies on human mobility.

1.1 Problem statement

In this thesis, we address two different but interconnected problems regarding human
mobility: (1) the understanding of how people move and how these movements influence
and are influenced by other things, and (2) the privacy and ethical implications of the
data being collected from a growing number of sources.

Given the problems listed above, these 3 research questions will set the main objectives
of this thesis and guide us through its contributions:

� RQ1: How to establish and study the relationship between human mo-
bility and mobile device usage? While mobile devices become more popular
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1.1 Problem statement

and always connected, their usage is intrinsically related to mobility as people get
access to various online services, such as maps, media and games. Understanding
this relationship is of great importance for the improvement of mobile connectivity
as well as the monitoring and decision-making related to mobility.

� RQ2: How can we effectively study certain aspects of human mobility
without compromising subjects’ privacy? Individual mobility data capture
a vast amount of personal information about subjects, often beyond what the data
were originally sampled for. This may raise privacy issues and, more recently,
break the law in various countries. Therefore, privacy-preserving methods that
do not require a permanent storage of identifiers is required so that infrastructure
providers can better plan and react to how people move.

� RQ3: Are mobile tracking devices privacy preserving as advertised?
Mobile tracking devices, originally designed to help find lost objects while preserv-
ing the privacy of its users, may disclose more information than required. In that
case, private information may be disclosed as well as this system may be used to
unwittingly transport data between two endpoints.

We begin by establishing the relationship between human mobility and mobile device
usage. The popularization of such devices, along with their continuous connectivity to
the Internet and other nearby devices have shaped how we move and how we interact.
Therefore, it is of relevant to better understand how we use different devices, given their
size and portability as well as how mobility and network traffic are related, which we
address in this thesis. Additionally, we address the problem of how predictable a mobile
user is. In another work, we study how contact duration and stay duration relate to
the mobility of mobile users. Similarly, we also look at how an online game with a
strong mobility component influences players’ movements when playing it. It is worth
noting that these results were obtained through analysis of large anonymized individual
mobility data.

The use of such individual data, even when anonymized, may raise concerns regarding
privacy. Therefore, approaches to study aspects of human mobility that do not require
identifiers is of great relevance. Recent developments in state regulations as well as
comprehensive ethical guidelines regarding the protection of individual privacy further
challenge the study of human behavior. To address these challenges, we present studies
that use passive measurements and are able to infer various aspects of a crowd, without
requiring the persistent storage of any UID. It is worth noting that these measurements
are based on wireless signals, part of systems that were not originally designed for such
crowd assessments.

The rapid expansion and pervasiveness of mobile connectivity created not only re-
search opportunities to study human mobility but also introduced new security, privacy
and ethics challenges. Extended connectivity between devices increases not only the
functionalities of a system but also widens the attack surface a mobile device user could
be exposed to. To that end, we present results from a study where we identify a series
of potential security risks mobile users could be exposed when using Bluetooth object
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trackers. These threats we identified could expose private information about nearby
phone users. In addition to potential security risks to an individual privacy through
their mobile devices, data previously collected for research studies may also raise pri-
vacy and ethical concerns. To better understand this issue, we present a literature
survey, reviewing over 20 years of articles that studied human mobility using individual
mobility traces. This review focuses on how personal data were used and how the work
was communicated in the published article.

1.2 Research Methodology Overview

To study mobility, we processed and analyzed large individual traces which were sampled
from a wide variety of sources, such as Wi-Fi network traces, Online Social Networks
(OSN), phone app utilization and controlled experiments using Global Positioning Sys-
tem (GPS). To capture unique properties of these traces, we modeled different behaviors
fitting empirical distribution functions, such as powerlaw and exponential. We investi-
gated the functioning mechanisms of a mobile tracking system in order to show how
private information about users could leak and how this system could be used to exfil-
trate data, inadvertently. All analyses of private data done for this thesis strictly followed
relevant regulations for data protection. No single individual was studied in isolation,
and no attempts were made to de-anonymize the available data. Chronologically, the
studies done in the later part of this thesis we focused on crowd mobility, where all data
being collected were aggregated at the time of collection. This shift aimed at addressing
evolving data privacy considerations, including the implementation of regulations like
GDPR.

1.3 Approach

The studies we present in this thesis were the result of analysis of mobility data and a
review of the existing literature on related topics. In some cases, the data we used were
already available, and were sampled prior to the study. In the other cases, the study we
did included data captured for the exact purpose of that research. These different ap-
proaches resulted in a series of heterogeneous datasets, each capturing different aspects
of mobility at various granularity levels, requiring a set of robust analyzes for reliable
results. We logically separate these results into two groups: (1) Understanding hu-
man mobility through mobile devices, in which we address the more fundamental
questions about human mobility as seen through the usage of mobile phones. (2) Un-
derstanding human mobility while preserving privacy, that in contrast to (1),
we use approaches in which user identifiers are not required, except for the validation of
the results, as well as a case where we study the leakage of private information on mobile
systems. Next, is a short summary of how this was done and how it will be presented
in this thesis.
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Understanding human mobility through mobile devices – Chapter 3 We study dif-
ferences between easily portable devices, such as smartphones, and bulkier ones, such
as laptops, in terms of mobility and network traffic. For that, we propose the FLAMeS
framework to analyze large mobility traces along with network traffic data. Through
this framework, we unveil fundamental characteristics of human mobility and how they
relate to network utilization by each of the studied devices. This investigation was done
using a large Wi-Fi trace, consisting of 100s of thousands of devices, which we classified
according to their portability (i.e., mobile phones and laptops). Using the same dataset
from the previous point, we studied how predictable human mobility could be in a uni-
versity campus scenario through entropy. The work also includes a series of predictive
models which validate the observations made using the information theory approach.
Furthermore, we analyze data from a power monitoring app (i.e., Carat [9]) along with
geotagged posts from an OSN (i.e., Twitter), we study how players of an online game
(i.e., PokémonGo) changed their movements during the months they played the game.
The selected game has a strong mobility component, where users were required to move
large distances in order to achieve goals in the game. For this study, empirical distri-
bution fitting was used in order to study how movements changed over time, especially
when comparing periods before and after the introduction of the game, with a con-
trol group to validate the results. Additionally, using a similar approach, but with fine
granular mobility data from recruited subjects, we study how the expected duration of
contacts between nearby mobile users and the expected duration a person will stay at
a place related to their mobility. For this, we augment the original dataset with meta-
data about the places being visited by each subject which allowed us to correlate visit
duration and location labels. Finally, our observations on mobility and contacts were
further supported by results from a separate study where we examine the impact of net-
work structure on disease prediction. Taken all together, these studies reveal intricacies
between human mobility and other behaviors, such as phone usage, and either expand
our understanding or reinforce previously made observations on how people move.

Understanding human mobility while preserving privacy – Chapter 4 The goal of this
part is to investigate methods which enable the study of human mobility while disclosing
as little personal information as possible, especially without the necessity to permanently
store any UID. For that, we present results of a study in which we assess the occupancy
of a confined area through changes in the signal strength of received nearby signals.
This allows us to infer relative counts (or density) in a monitored area. Furthermore,
following a similar approach to repurposing a system to aid in crowd monitoring, we
present results of using reports from a Bluetooth tracking system to estimate different
aspects of a crowd. Such tracking systems rely on a network of sensing devices (i.e.,
phones) to help point the location of lost devices. The reports sent are anonymized and
end-to-end encrypted, establishing a secure approach to estimate crowd density and flow.
However, the study of such system revealed potential privacy risks to their users, which
are included in the next set of results. Taken all together, the observations made with
these studies point to potential alternatives to study human movements while attempting
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to protect subjects’ privacy. We note that, these privacy issues raise not only the need
for more secure systems but ethical considerations to be taken while analyzing such
sensitive data. While human mobility studies may include various sources of (bigger)
data to ensure their validity, not enough has been done to ensure the privacy of subjects.
This ethical aspect while not addressed in this thesis, begs for further studies.

Additionally, Chapter 2 revises fundamental methods relevant for different chapters,
and finally Chapter 5 concludes this thesis with a summary of findings and discussions
about common topics covered.
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2 Background

In this chapter, we present the fundamental definitions of the methods used in this
thesis. We begin by discussing the various possible sources of data on human mobility
(i.e., traces). Next, we discuss a series of models we later use to study and explain
human mobility, including empirical distributions and entropy.

2.1 Data Sources

To better understand human mobility, previously collected traces are a relevant source
of information. They often capture data about movement of the subjects, including a
location and a timestamp. These traces may allow us to (1) reconstruct the trajectories
of an individual (or group of persons), (2) model features of their visits, such as regularity
and duration, and (3) model features of the paths taken, such as distances traveled. We
now review the most commonly used sources of mobility data based on mobile device
usage.

Note, however, that this section does not include other commonly used data sources
for research studies. We do not include simulations, which as a source for data are only
as good as the model they are based on, i.e., may not be good representations of certain
aspects of reality.

2.1.1 Communication Infrastructure-based Data

Communication infrastructure-based data became ubiquitous in mobility research with
the popularization of connected devices in the early 2000s. Such sources rely on existing
communication infrastructure to sense the presence of a subject, e.g ., when a mobile
phone connects to a cell tower. Their presence is inferred by records (or logs) created
when a subject’s mobile device communicates with a point of access, which could be
of a Wi-Fi network or of a mobile cellular network [8]. While Wi-Fi setups are often
limited to confined areas, such as companies or university campuses [10, 2], they offer
building- and room-level accuracy for their locations. Mobile cellular networks, on the
other hand, may cover entire countries but have their accuracy between 100s of meters
to 10s of kilometers [11] with Call Detail Records (CDR) in most modern setups (i.e.,
3/4/51). In both cases, the availability of location records may be a function of the
activity of the user, such as when an phone call or SMS message is received or sent,
or a device associates to an access point upon arriving to a new area. Additionally,

1Note that, although 5G promises much denser deployments, its current density is similar to that of
4G in most networks [12]
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certain network settings allow location records to be captured whenever any data or
signaling events happen between the network and a subject’s device (e.g ., eXtended
Detail Records (XDR) and Control Panel Records (CPR) [13]). For such, subjects often
agree on terms and services for the use of the offered infrastructure, and the collection of
location data can be seen as a byproduct of this interaction. Alternatively, Credit Card
Records (CCR) can also provide rich information about its user’s whereabouts whenever
a card is used for payment at a physical store [14].

While the data discussed above may contain great amounts of information about each
subject, they are often owned and controlled by infrastructure providers, such as telecom
operators. Additionally, current data regulations in many countries impose a series of
limitations to the sharing of such data, restricting mobility research from using such data.
Alternatively, passive measurements are capable of capturing data from signals used for
communication, such as Wi-Fi and Bluetooth. Nearby devices can be detected through
signals that were originally standardized to aid with discoverability in both technologies.
The Wi-Fi standard defines different frame types, among which management frames are
responsible for access point advertising its existence, for mobile devices to actively search
for access points (e.g ., hidden networks), and to support connectivity between devices.
One relevant type of Wi-Fi management frame are probe requests, which help devices
actively probe for nearby access points. These frames may contain, among others, an
identifier for the issuing mobile device. When passively intercepted, these probe requests
can register the physical presence of a nearby device, at a specific time and location.
Finally, when measuring such signals over a large time frame and possibly multiple
locations, the mobility of a device can be reconstructed. That is, the sequence of events
(i.e., visit to a location) and timestamps of a UID. A similar approach can be used
for Bluetooth (BT) signals, where BT devices use a similar protocol to advertise their
availability or search for other devices [15]. Note, however, that modern versions of
mobile operating systems (e.g ., Android and iOS) increasingly use randomized UID in
order to protect the privacy of their users [16].

2.1.2 Designed Experiments

Another class of human mobility data source used in research originates from deliberately
designed experiments, in which a phone app is installed, or pre-configured devices are
distributed among subjects (e.g ., [17, 18]). These types of efforts typically provide the
highest level of flexibility and uniformity in how data are sampled, at times also providing
data from other non-location sensors, such as accelerometers. This higher stability is the
result of pre-defined configurations set by the experiment, resulting in traces that are
sampled at regular intervals (i.e., after a certain amount of time or distance traveled).
These extra readings enable a higher accuracy in segmenting events, such as the duration
of stops. However, as these studies are based on recruiting people, and given its costly
setup and lack of secondary benefits for subjects (such as Internet access through a
Wi-Fi access point), cohorts are limited in their size when compared to communication
infrastructure based efforts [18]. Location data collected through these studies often
include continuous GPS coordinates, BT and Wi-Fi scans of nearby devices.
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Designed experiments may also include passive measurements, often with the use of BT
or Radio-frequency identification (RFID) tags [15]. In such studies, subjects are given
such tags with an associated UID, which are probed at regular intervals, establishing a
reliable source for location and proximity between subjects over time.

2.1.3 Internet-Based Services

Another essential class of service providers that capture location data are those enabling
the exchange of information on the Internet. Web services, such as OSN [19], search
engines [20] and map services [20] provide online users with services while also logging
their physical location, for example by means of geotagged posts or geolocating devices
based on their IP address [21, 22]. Unlike the sources previously discussed, the sampling
of location records by web services is highly dependent on how often a subject interacts
with those services, leading to a skewed availability of data per device. Alternatively,
location data may be captured in the background but only if allowed by the user (e.g ., [23,
24]). Additionally, these web services can also capture extra features, such as the content
of what is being searched or posted as well as the social graph of their users, which
can be used to further enrich any analysis being made. Similar to the communication
infrastructure, subjects agree to terms and conditions for that service that states their
location data will be logged and may (or may not) be used for further studies.

Before recent updates on mobile operating systems, passive data collection of location
data was possible by any installed application. This allowed researchers to crowdsource
human mobility information, without the consent of the participants, and without any
UID.

2.1.4 Public Transport Infrastructure

SmartCards have replaced old paper-based ticketing system in most modern public trans-
portation systems in large metropolitan areas [25]. They provide an integrated and au-
tomated way for passengers to pay for transport rides as well as manage different pricing
schemes (e.g ., senior citizens or students discounts). Users are required to present their
smart cards before starting a ride, for example when entering a subway station or board-
ing a bus, and, in some cases, the same is expected when alighting. In this way, the
system records the timestamps of discrete location points a subject has been. As humans
tend to produce repeatable mobility patterns [26], location data from public transport
tends to be consistent and homogeneous through time, at least until a global pandemic
changes how people move. Similar to all infrastructure-based sources, subjects agree to
the terms and services of using a smart card for their corresponding transport system.
Additionally, smart cards have also been used to trace the behavior of students in a
university campus, logging various activities and services used by students [27]. Other
examples of mobility data gathered from public transport are shared bikes [28], and
taxis [29].
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2.1.5 Others

There are other sources of mobility data that have not been used in this thesis, either
for the privacy concerns raised with their use or for their unreliability.

Image/Camera-based Current methods in computer vision allow for highly accurate
identification and tracking of subjects [15]. These methods, however, raise privacy con-
cerns as not only identifiers might be kept, but also the depiction of facial and body
features, easily identifiable by a human subject.

Survey/Questionnaire-based This alternative source of mobility data is still currently
used, especially to study events or phenomena that could not be predicted, such as
the use of a new phone app or curfew measures during a pandemic. The information
contained in these logs is often biased, based on what subjects are able to remember to
what is being asked. Records are stored a posteriori and might include a detailed agenda
of events and timestamps or a questionnaire capturing the desired changes [30].

Given these different types of datasets, their availability and information captured
about mobility, we now turn to methods with which insights can be extracted from
these data.

2.2 Modelling Mobility

To model a process or action is to describe a phenomenon in such a way that it can
be reproduced, and likely explained. A model might be a mathematical formulation or
an algorithm, capturing one or more aspects of the phenomenon being studied. Before
the aforementioned increase in availability of mobility data, synthetic mobility models
were used to represent the movement of individuals and study their consequences [31, 32].
Such synthetic models include random walks and random waypoints [32], in which mobile
nodes move freely in space, choosing their next steps randomly and independently of
each other. While simulations using such models can scale to large numbers of nodes and
various properties can be mathematically defined (e.g ., [33]), these models do not capture
essential characteristics of human mobility such as short and long-term regularity [19, 26,
34], long-tailed distributions of stay duration or displacements [35, 36], or bounds in the
number of visited locations over time [37]. To address some of these shortcomings later
random models were proposed, such as Lévy-Flights [11] in which hops follow a long-
tailed (powerlaw) distribution or the working day movement model which splits a working
day into different periods and reproduces regular movements between relevant places for
a node (e.g ., home and work) [38]. These models enabled large scale evaluations of
mobile network protocols while addressing a selected number of limitations found on
early random models. However, trace-based analysis is required to better understand
how humans move across space as real data capture a combination of nuances not present
in any random model thus far and ultimately, the above models are built and validated
by using traces.
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Trace-based analysis of human mobility [8] has been proven to be relevant for not
only network protocol design but also urban planning [39], health risk prevention [40],
social sciences studies [41], and, more recently, epidemic management [40]. The analysis
of these traces can reveal new insights about human mobility, and validate, reinforce
or refuse existing ones. This is often done through graphical representation of the data
collected (e.g ., [42]), statistical aggregates of observed metrics (e.g ., [8]) or through
empirical models (e.g ., [11]). In this thesis, we utilize all three approaches to present
and discuss observations and findings from the studies we conducted.

Given the variety and complexity of the empirical distribution modelling used in this
thesis, we now review the functions that we use and the theory behind the method for
finding the best fit.

2.2.1 Empirical distribution modelling

While highly parametrized models, such as neural-networks, are applicable to any type
of data including hyper-dimensional sets, extensively studied probability distributions
are often more interpretable (i.e., changes in the distribution of the input data can of-
ten be explained by variations in the respective parameters of the modelling functions),
comparable (i.e., a different set of parameter values or different distributions have funda-
mental properties that can be compared), and portable while preserving the privacy of
the subjects involved in the study (i.e., models or datasets can be compared with little
to no personal identifiable information being shared alongside a scientific publication).

In various analyses in this thesis, we observe and assess the likelihood of the following
three long-tailed distributions, which are now presented along with typical implications of
observing each one of them. Unlike their exponential counterparts, heavy-tailed distribu-
tions are not bounded at any given value, but rather maintain a certain (non-negligible)
probability to all values. Furthermore, these probabilities are often proportional to the
value assumed by the variable they model, such as ranks in a Zipfian distribution [43].
Note that, while several other probability distribution functions have been proposed in
the past, these three are the ones most commonly used to describe human behavior,
making it a simpler comparison with related work.

Log-normal The Probability Density Function (PDF) of this function, for a given ran-
dom variable X for all x > 0, is defined by Equation 2.1, with parameters µ (mean or
location) and σ (standard deviation or shape). Intuitively, this distribution describes a
Normal distribution for the logarithm of a random variable. This distribution has been
used to describe trip length from GPS data [44, 45, 46] and for stop duration [45], for
describing the length of textual Internet content [47], and time users spend on individual
Internet content without a time component [48] (e.g ., images, text).

p(x) =
1

xσ
√

2π
exp

(
−(lnx− µ)2

2σ2

)
(2.1)
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Weibull The PDF of this distribution function, for a given random variable X for all
x > 0, is defined by Equation 2.2, with parameters λ (scale) and β (shape). While λ
describes how spread-out the distribution is, β defines whether the tail of the distribution
will be exponential (when β > 1) or long-tailed (when β < 1). This distribution has
been used to describe trip length from Twitter data [19] and from taxi data [49], as well
as users behavior on online social networks [50].

p(x) =
β

λ

(x
λ

)β−1
e−( xλ)

β

(2.2)

Power-Law The PDF of this distribution function, for a given random variable X, is
defined by Equation 2.3, with parameters α (scale) and xmin where α > 0 and xmin >
0. This distribution has been extensively used to model various naturally occurring
phenomena [51] and is often explained by preferential-attachment in a time-evolving
network [52]. Power-law models have been extensively used to describe trip length [36,
11], friendship on online social networks [53], and the organization of the Web [54].

p(x) =
α− 1

xmin

(
x

xmin

)−α
(2.3)

2.2.2 Parameters estimation and distribution comparisons

In all the problems we study, we use the maximum-likelihood method proposed by
Clauset et al . to fit the parameters of these distributions, which provably gives accurate
parameter estimates in the limit of large sample sizes [55]. That is, to find the best set
of parameters for each of the three PDFs above, we compare the likelihood that each
distribution best describes the data we are trying to model. First, the best parame-
ters are found for a distribution by minimizing the distance between the data provided
and the PDF used to model it. Effectively this is done using the Kolmogorov-Smirnov
test (KS-test) [56], which yields a KS-distance (or KS-statistic) metric between data
and model, which can be then minimized. Finally, following the method by Clauset et
al . [55], based on the KS-statistic and likelihood ratio, we produce a p-value which allows
us to infer the significance of this comparison (i.e., that it was not due to chance). In
this thesis, we adopt the common convention that a p-value < 0.05 is significant. That
is, when comparing how well two distributions describe a set of data, a p-value < 0.05
indicates that there is a probability lower than 5% that the best distribution was cho-
sen due to randomness. Therefore, whenever reporting a distribution fit, we compare
the goodness-of-fit between the empirical distribution functions discussed above: Log-
normal, Weibull, and Power-Law and provide the p-value to the comparison between
the two best options.

Note that the goodness-of-fit described above finds the best set of parameters for each
candidate distribution and compares which of the candidates best fits the data. That
is, this approach can use any arbitrary number of candidate distributions, yielding the
likelihood any of them best fits the data alongside a p-value for validation. Alternatively,
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the graphing (i.e., plotting) of each candidate and visually comparing the distributions
have been used [55] which may produce inconsistent or even subjective results.

2.2.3 Mobility metrics

To study human mobility, various metrics may be used with varying degrees of complex-
ity. Simple numerical metrics such as the number of visited locations, and rank-based
metrics such as top-visited locations captured general descriptive observations. These
however, do not include a temporal or spatial dimension to the analysis of mobility,
which may be achieved with metrics such as flight length, which describes the distance
traveled between two points in space or time, or diameter, which captures the largest
distance a device may travel during an observation period. Furthermore, to include a
temporal aspect to such metrics, Gonzalez et al . [11] devised the radius of gyration for
human mobility.

Radius of Gyration (rg) This metric captures spatial dispersion of a subject’s trajec-
tory. This metric is defined by Equation 2.4:

rg(t) =

√√√√ 1

nc(t)

nc∑
i=1

(−→ri −−→rcm)
2

(2.4)

where −→rcm = 1
nc

∑nc
i
−→ri is the centroid of the locations a device visited over a period of

time, and −→ri is location i = 1, . . . , nc(t) until time t.

Isotropy ratio This metric describes the spatial dispersion of a set of trajectories given
a common reference frame (ex, ey), as proposed by Gonzalez et al . [11]. That is, a user
with an anisotropic pattern of movements would have its visited points found along one
axis e instead of scatter between both axes. While radius of gyration captures the size of
the area trajectories are found, isotropy ratio allows us to study the dispersion of these
points within this area.

2.2.4 Entropy

The entropy of a random variable – also known as Shannon entropy [57] – is a measure
of the average uncertainty in realizations of this random variable. Consider a single
observation of a person’s location as generated by a discrete random variable X taking
values from a finite set Z (alphabet) with probability distribution p(x), x ∈ Z. The
entropy of X is given by

H (X) = −
∑
x∈Z

p(x) log p(x). (2.5)

Throughout this thesis, we will use logarithms to base 2.
Analogously, entropy can be associated with a stochastic process X defined as a family

of random variables {Xt, t ∈ T} taking values from the same alphabet and with the same
probabilities at each time step. Given the amount of information known about a random
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process, we can quantify the uncertainty in predicting future realizations of a time series,
generated by this process, with three related entropy metrics.

Firstly, if only the set of possible outcomes is known, that is, the finite alphabet from
which the realizations are drawn—in our case the alphabet represents the set of locations
that the user visits—predicting the future steps corresponds to choosing one among all,
equally-probable locations. It is well known that such uniform probability distribution
yields maximum uncertainty—in our notation, maximum entropy Smax.

Secondly, if the frequency of visits is observable, but not the order in which the user
visited these locations, one can make a more informed guess based on the probabilities
of the possible events. Since the temporal dependencies between visits are unobservable
in this case, we refer to the corresponding entropy measure as (temporally) uncorrelated
entropy and denote it by Sunc.

Lastly, if the ordered sequence of visits is known, for predicting the next step of a
time series one can take all the aforementioned information into account which yields an
uncertainty often referred to as the entropy rate S∗. For a stationary time-series it can
be shown that Smax ≥ Sunc ≥ S∗ ≥ 0 holds [26], meaning that the uncertainty about
the next realization of a random process decreases when more information is gathered
about it.

Next, we mathematically describe these three entropy measures.

Maximum Entropy

Consider a random process X and assume that this process generates, at each of the
observed discrete time steps, one of the Nloc equally likely events x ∈ Z. From Equa-
tion (2.5), it can be easily seen that the entropy of this process is H (X) = logNloc

= Smax and that the entropy increases with the number of possible outcomes, that is
locations. In terms of prediction, the more locations a user has visited, the higher is the
uncertainty about his whereabouts and the next location that he will visit.

Uncorrelated Entropy

Given the probability distribution of the outcomes of the process X, the uncertainty of
the instantaneous location where the user is can be regarded as the uncorrelated entropy
Sunc, which is precisely the Shannon entropy from Equation (2.5), Sunc = −∑x p(x) log p(x).
Intuitively, if two users visit the same number of locations but one with a uniform dis-
tribution and the other user following some skewed distribution, for instance a powerlaw
distribution, then the uncorrelated entropy of the first user, Sunc, will be much greater
than the same metric for the second user.

Entropy Rate

The uncertainty in forecasting future observations of a time series can be further re-
duced by considering temporal correlations among observed samples. For a temporally
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ordered random process X = {Xt : t = 1, · · · , n}, we define a sub-series Xj
i as the seg-

ment Xj
i = {Xi, · · · , Xj}, 1 ≤ i, j,≤ n and denote by xji = (xi, · · · , xj) one possible re-

alization. The entropy rate of X is defined as the asymptotic rate at which the entropy
of Xn

1 changes with n

H (X) = lim
n→∞

1

n
H(X1, · · · , Xn) (2.6)

where H(X1, · · · , Xn) is the joint entropy of n random variables Xi. For a stationary
process the limit exists [58, 59] and the entropy rate converges to

H (X) = lim
n→∞

H
(
Xn|Xn−1

1

)
(2.7)

where H
(
Xn|Xn−1

1

)
is the conditional entropy, that is, the entropy of the random vari-

able Xn conditioned on the previous events Xn−1
1 . Intuitively, if two users visit the same

number of locations, where the first user cycles between these places following always
the same order whereas the other user visits the places randomly, then after an arbi-
trarily long observation and using only the knowledge of past events, the uncertainty in
guessing the next step of the first user will be smaller than that of the second user.

To summarize, among the three metrics, the entropy rate (S∗) holds the promise of
giving the most accurate prediction of the next location, since it yields the lowest un-
certainty by exploiting the information about the order and the frequency of visits to
different locations. Utilizing the entropy rate for prediction, however, has to be imple-
mented with some caution. First, Equations (2.6) and (2.7) hold under the assumption
that the underlying stochastic process is stationary. Second, even for a stationary pro-
cess, one can only obtain an approximation of the entropy rate; this approximation
depends on the number of observations, as well as on the estimation method. We now
further elaborate on different approaches to entropy rate estimation.

Entropy Rate Estimators

The most common methods for estimating the entropy rate are based on data com-
pression algorithms [60] that achieve optimal compression rates by asymptomatically
approaching the entropy rate of the underlying process. Among the data compression
algorithms, the best known is the Lempel-Ziv (LZ) compression algorithm [61]. Several
other approaches have also been proposed: a method based on Context-Tree Weighting
(CTW) [62, 58], which is often used for binary sequences, and methods using Burrows-
Wheeler transform (BWT) [63, 64].

LZ estimator This entropy rate estimator is based on the calculation of the length of
repeating patterns in the data. For a random process X and its realizations x, let Lni
be the length of the longest segment xi+`−1i starting at position i and length ` which
has also appeared in the window xi−1i−n with length n preceding position i [58]. The LZ
estimator gives an approximate entropy rate of the process

Ĥn (X) = Slz =

[
1

n

n∑
i=2

Lii
log i

]−1
(2.8)
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in which the window length n increases as the matching position moves forward, taking
the entire memory of the system into account.

BWT estimator The BWT based entropy rate estimator first rearranges the input
sequence by means of the Burrows-Wheeler Transform, which preserves the original
symbols in the sequence, but generates runs of repeated symbols. This rearrangement
can be efficiently computed by constructing a suffix-tree [65] from the input sequence,
then collecting all leaf nodes by lexicographically traversing the resulting tree [66]. The
estimator then averages the entropy of sub-segments of the transformed input [64]. For
this second step, the transformed input is segmented into k chunks c ∈ C of uniform
length ` =

√
n, where n is the length of the input sequence. The first order distribution

within each chunk is estimated from Equation (2.9), where Nc (x) is the number of
occurrences of the symbol x in the chunk c. Next, the entropy of each chunk is computed
from Equation (2.10), and finally, the BWT entropy rate is estimated by averaging the
individual entropies per chunks from Equation (2.11).

q̂ (x, c) =
Nc (x)∑
y∈Z Nc (y)

, (2.9)

log q̂ (c) =
∑
x∈Z

Nc (x) log q̂ (x, c) , (2.10)

Ĥc (X) = Sbwt = − 1

n

∑
c∈C

log q̂ (c) . (2.11)

This set of steps allows us to compute the Burrows-Wheeler Transform of a given
sequence, which has shown to produce more robust estimates than the LZ method [66],
i.e., the BWT is better at capturing long- and short-term context than LZ which allows
it to be less sensitive to local changes of information.

2.3 Summary

In this chapter, we reviewed commonly used data sources for mobility traces and methods
for analyzing these data, used in this thesis. As datasets may vary in size, sampling
frequency and even accuracy, robust statistical methods are required to model the studied
behavior. Finally, these models can be used to either reproduce different aspects of
mobility, or yield valuable insights about their underlying processes.

Next, we present results of our studies on how mobile devices can be used to understand
mobility and how their use is correlated with network usage, mobile applications, and
human contacts.

18



3 Understanding mobility through mobile
devices

In this chapter, we present results and discussions aimed at better understanding human
mobility through trace analysis. For that, a series of models are devised, allowing us to
explain nuanced aspects characteristics of how people move as well as direct consequences
of their mobility. Given the popularization of mobile smart devices, such as laptops and
smartphones, a growing amount and variety of behavioral data can be obtained, which
constitutes directly or indirectly the sources of all traces used in this chapter. We study
human mobility in four parts. Under (§ 3.2) we discuss the link between mobility and
phone utilization, namely network traffic usage and online video games playing with a
strong mobility aspect, showing strong relationships between physical and virtual world
of mobile users, while we also model the predictability of human movements, enabling
us to build a theoretical foundation as well as limits for how well an ideal forecast
model should be expected to achieve. Furthermore, under (§ 3.3), using a variety
of datasets, we study how online mobile games may influence mobility. On (§ 3.4),
based on the aforementioned understanding of mobility, we look into byproducts of this
mobility, namely visit and contact duration patterns that emerge as a consequence of
human mobility. Finally, under (§ 3.5), we study how to improve the prediction of the
dynamics of an epidemic spreading. In this chapter, we answer RQ1, on the relationship
between human mobility and smartphone usage.

To better understand the existing foundational work in these areas, we present next
a summary of the state of the art, including work that is relevant to the results and
discussions presented later in this chapter.

3.1 State of the art

We discuss a series of articles, organized by topics associated to results we present in
the next sections.

3.1.1 Human Mobility

Studying the spatial-temporal aspects of human mobility, the seminal work by Gonzalez
et al . [11] and Song et al . [36] reveal the various aspects of regularity and limits for
forecasting urban movements using mobility traces based of cellular networks. The per-
vasiveness of smartphones and their growing list of sensors enabled researchers to study
various aspects of human mobility in the last 20 years. Random models for movements,
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such as Random Walk, were replaced by Lévy-flight models [67, 11] in which the dis-
tributions of hops (or flights) follow a power-law distribution (see Chapter 2). Using
data sets with higher resolution, such as GPS based studies, these observations have
been more recently revisited. These studies conclude that the distribution of displace-
ments follow a log-normal distribution [44, 45] in urban scenarios while exponential in
intra-urban trips [68].

Human mobility has also been modeled around social interactions [17, 53], natural dis-
asters [69], and income [70]. Additionally, information dissemination is a fundamental
aspect of mobility that has been largely studied, either for opportunistic data forward-
ing [71] or contagious disease spread modelling [72, 73]. The seminal work by Hui et
al . [74] revealed long-tailed distributions in inter-contact time (time interval between
consecutive contacts of any pair of devices) instead of exponential distribution and its
implications on opportunistic forwarding systems using a data set collected during a
scientific conference.

3.1.2 Device Variation

Usage and traffic patterns of different device types have been studied from various per-
spectives (e.g ., [75, 76, 77, 78, 79, 80]). For example, in [81], authors use packet-level
traces from 10 phones and application-level monitoring from 33 Android devices to an-
alyze smartphone traffic. Furthermore, the study by Das et al . [82] analyzes 32k users
on campus, and focuses on multi-device usage while noting differences between laptops
and smartphones in packets, content, and time of usage. Their work targets device
usage patterns and security. They observe that the usage of laptops and tablets is inter-
changeable and that among multiple devices, their usage is additive instead of being
shared among devices.

3.1.3 Online activity with effects on mobility

Studying a large set of WLAN traces, Cao et al . [83] revealed surprising patterns on
increases of long-term mobility entropy by different demographics, such as age and the
academic majors of students. The work by Moghaddam et al . [84] characterized web
domain access by users and their respective locations, drawing correlations between
NetFlow and DHCP traces from a large university, resulting in a realistic set of scenarios
for simulation.

Location-based gaming has steadily emerged as a popular pastime on smartphones,
and has become a potentially effective way at promoting physical activity [85, 86, 87].
From a scientific standpoint, the unique and most interesting aspect of these games is
how they encourage and promote movement, which can improve physical and mental
health [88, 89], and be comparable to a health or a fitness app [85, 86, 87, 90, 91].
More generally, location-based games are examples of a broader class of smartphone
applications that attempt to promote physical activity – either directly through recom-
mendations or indirectly through objectives that are linked with physical locations [85,
86, 87, 92]. Other examples of applications in this category include varied location-based
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services [53], online location-based social networks [93] and smartphone and wearable
applications for physical activity [94].

3.1.4 Mobility Predictability

The seminal work by Song et al . [26], utilizing cellular network data, established an ap-
proach towards understanding and measuring the predictability of human mobility pat-
terns, with their equally important contribution with respect to the data-driven analysis
of large mobile populations, and their efforts in devising a framework to study the theo-
retical limits of predictability. The methods introduced in their framework are founded
on information theory and have since been extensively applied in the area of mobility
modeling and prediction. Later studies that built on the work by Song et al . [26] ad-
dressed either the specifics of the prediction problem (e.g ., different formulations of the
individual’s change of location [95]) or the shortcomings of the original approach that
relied on coarse spatio-temporal granularity. Cao et al . [83] used Wireless LAN (WLAN)
traces from a university campus network and reported multi-modal entropy distributions
which can be partially explained by the demographics of the population (i.e., age, gender,
major of studies). Other entropy based studies include vehicular mobility [96, 97, 98],
online social behavior [99, 100], complex systems [101], cellular network traffic [102] and
public transport utilization [103].

3.1.5 Contact Duration

The study by Chaintreau et al . [10] includes 8 different data sets on human contacts.
Other similar studies include fine-grained measurements, such as schools [104], confer-
ences and museums [105]. The work by Sun et al . [25] studies contacts using a metropoli-
tan scale data, but limited to public transport. Common limitations of such datasets
include the lack of accurate location information, or being limited to small spaces (e.g .,
conference venues and university).

While short inter-contact times are associated with lower latency in opportunistic
networks, large contact duration can be seen as high throughput [106]. Regardless of
their importance, most recent studies have focused on the former, mainly as recent
advancements in wireless network technologies brought a larger bandwidths to mobile
devices, even though data exchange capacity grows as contact duration gets longer.
When modelling the spread of infectious diseases, however, contact duration is a key
aspect [107, 104]. Contact duration allows the study of how epidemics spread through
a temporal network, in which edges between nodes evolve over time [108]. While such
studies often better describe the dynamics of diseases outbreaks and their prevention,
little is still known about how mobility and contacts are related.

3.1.6 Graph Representations and Epidemic Forecasting

To efficiently study how information spreads among individuals, a network approach is
often used for its low complexity and high effectiveness. The sharing of files in a network
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or the spreading of an infectious disease can be modeled and studied using varying num-
bers of individuals, or nodes, connected through links which may represent a connection
between two computers or a prolonged contact between two persons. However, to build
predictive models of these networks requires a change in how this inferred network is
represented, where one commonly used approach is node embedding [109].

In recent studies, considering weak ties was helpful in different sociological contexts,
such as the influence of indirect contacts on decision-making [110], or the dismantling
of organized crime [111]. In a more graph-theoretical approach, researchers explored
different methods of clustering people by their roles, relying on the fact that structurally
equivalent nodes fulfill the same role in society [112].

While most node embedding methods focus on homophily, some have been developed
to preserve only structural equivalence. The method proposed by Wang et al . [113]
has a precise mathematical approach, while struc2vec [114] is based on random walks
similarly to node2vec. Another popular embedding method uses the recursive nature of
structural equivalence to create an embedding, as two nodes are considered structurally
equivalent if their neighbors are structurally equivalent [115].

While reviewing node embedding methods, Junchen et al . confirmed that node2vec

embeddings perform best against other methods at preserving local structure [116],
whereas Schliski et al . included notes of caution by testing node2vec with different hy-
perparameter settings and concluded that node2vec does not preserve structural equiv-
alence well, even with outward oriented hyperparameters [117].

3.2 Online activity and mobility

In this section we present results on how human mobility and online activity are inter-
twined. These analyses highlight the importance of studying both aspects combined,
enabling insights that are not possible when each part is studied in isolation. We begin
by looking at how properties of human mobility and network traffic correlate in a uni-
versity campus Wi-Fi network. This first analysis allows us to establish a relationship
between how mobile users consume network resources, especially regarding the type of
mobile device they are using. This part is then followed by results on how mobile on-
line games with a strong mobility component influence the daily movement of players.
These latter results demonstrate how exogenous factors, such as the usage of a mobile
device functionality, may explain deviations in the regularity and predictability of human
mobility, such as those observed in the former results of this section.

This study includes analysis of both mobility and traffic for a large set of mobile
devices in a university campus environment. Furthermore, using the Organizationally
Unique Identifier (OUI) (i.e., Media Access Control (MAC) manufacturer prefix) as well
as traffic pattern from devices, we further classify them into two larger groups, namely
smartphones and laptops. This classification allows us a unique view of how mobility
and traffic differs between these two classes.
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3.2.1 Datasets

The traces used for this study were chosen to represent how smartphones and laptops
move in space and their corresponding network traffic information, where any UID was
the same in both sets. For this, we used two datasets: (DHCP) containing Wi-Fi Access
Point (AP) logs, and Netflow records. For details on the sizes of these two sets, see
Table 3.1, and for a sample of records from each set, see Table 3.2.

3.2.1.1 DHCP

These association and authentication logs were collect from 1760 APs, distributed in 138
buildings for a total of 479 days (≈1.3 years) at the University of Florida campus. This
set includes over 550 million events from 316,000 devices in the years 2011 and 2012.
Each record includes the device’s MAC address (i.e., its UID), assigned IP address, the
associated AP and timestamp of the event. This information allows us to approximate
the location of a device by the coordinates of a building where an associated AP is
found. We further validated these associated locations with a crowdsourced service for
APs, wigle.net. We were able to match a total of 130 routers, distributed across 58
different buildings, and all APs were within 200 meters (or less) of their original mapped
location.

3.2.1.2 NetFlow

A total of 76 billion flows (i.e., Netflow records) were sampled from the same university
network over 25 days in April 2012. Each flow includes origin/destination pairs of
Internet Protocol (IP) addresses and ports as well as transport protocol.

The NetFlow logs of a device are matched to their corresponding location records
(DHCP) using its IP address, commonly present on both records. We refer to this final
database as CORE, which also contains location, as described above, and web domain
information using reverse DNS.

Table 3.1: Summary of datasets. mil=million bil=billion.

Records Traffic Volume Devs

DHCP (mil) CORE (bil) TCP (TB) UDP (TB) DHCP (K) CORE (K)

Smartphones 412.0 2.13 56.18 4.50 186.0 50.3
Laptops 101.0 4.20 73.85 12.90 93.2 27.1

Total 557.5 6.53 134.39 17.61 316.0 80.0

Note that we were unable to classify all devices, while for others we identified them
as printers or other equipment not relevant to this study, therefore those were removed.
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3.2.2 Device classification

The classification of devices according to their type is done is several steps, which we
explain next. The first important observation is that the first three octets of a MAC
address uniquely identify its manufacturer, i.e., its OUI. Even though some manufac-
turers may produce multiple device types, an OUI is typically assigned to a single type.
Next, we conducted a survey to identify their device types, during which we collected the
original MAC of 30 devices from users who agreed to share that information. Finally,
using the OUI and survey data we were able to identify 46% of the total devices, with
90,000 laptops and 56,000 smartphones.

To classify a larger number of the remaining devices, we observed that over 3,000
devices had admob.com in their CORE records, out of which 92% were smartphones
previously classified. The admob.com domain was used by Google to provide in-app ads
to both Android and iPhones, therefore being an exclusive service targeted to mobile
handheld devices at the time. This observation allowed us to further classify over 270,000
devices, accounting for 86% and 97% of total devices in the DHCP and CORE datasets,
respectively.

Table 3.2: DHCP (top) and NetFlow (bottom) sample data.

Device IP Device MAC AP name AP MAC Lease begin time Lease end time

10.131.97.9 be:ef:ca:fe:15:07 b4r14-win-1 00:1d:ff:8f:bc:aa 133323 133353

Start time Finish time Duration Src IP nnnnnnDst IP Protocol Src port Dst port Packet count Flow size

133433.912 133933.576 1.664 9.54.37.7 10.15.25.126 TCP 80 60482 157 217708

3.2.3 Mobility trace analysis

We now discuss our observations about the differences in the mobility of smartphones
and laptops.

3.2.3.1 Session start probability

The start of a session happens when a device first associates to an AP, and captures the
expected activity level of devices at a given location. In our analysis, the start times of
sessions align with the periodic beginning of classes, especially in Academic buildings.
In such locations, activity drops strongly for laptops at 5pm, whereas smartphones keep
up higher levels of activity until 8pm. In buildings of type Social and Library, activity
remains higher late into the evening, with a smoother decay in levels as devices exit the
network. Similar observations, however, do not hold during weekends when schedules
are no longer influenced by lectures.

3.2.3.2 Radius of gyration and other spatial metrics

Studying the radius of gyration for the devices in our dataset, we make the following
observations: (1) After a transient period that lasts one week, the radius of gyration
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stabilizes over several months for both device types. (2) When comparing weekdays and
weekends, laptops see a significant reduction in mobility at the end of the week, whereas
smartphones only sees mild changes, which could be explained by differences in how each
device is used. (3) In spite of covering a large area (8.1km2), the expected distances
covered by half of smartphones and laptops are relatively small, with 295 meters and
172 meters, respectively. Other spatial metrics were also evaluated, such as diameter,
the maximum distance between two consecutive records, and the total sum of trips done
by a device which have shown a similar behavior to the radius of gyration.

3.2.3.3 Preferred locations

To better understand the preferences of a user when visiting different places, we study
the number of unique places visited as well as the time spent at the most visited location.
This information allows us to model not only the area covered, but the places a user could
be found, where there could be opportunities for connecting to the wireless network.
From our analysis, we observe laptops being used for longer periods of time, although
with a similar median to smartphones of 2 hours and 40 minutes. This similarity coupled
with a lower number of total visited locations by laptops suggests that these devices are
preferably used when users stay put for longer periods of time.

3.2.3.4 Exploration

Interesting differences are observed between phones and laptops when we study their
users’ tendency to explore new places or return to previously visited ones. We observe
that after a transient period of 7 days, the rate of visits to new places is similar for both
device types, with a significant change after 120 and 240 days, which aligns with typical
3-months blocks of each university term (see Figure 3.1). Furthermore, we study the
probability of finding a device back at its L-th most visited location (i.e., building), where
we observe a Zipf distribution [11] with coefficients L−1.36 for laptops and L−1.16 for
phones. These results support those found by Gonzalez et al . [11] based on CDR records.
These coefficient differences capture the more exploratory nature of smartphones, which
are expected to be used in more varied and new locations. Conversely, the use of laptops
tends to be more strongly associated with fewer, but more frequent places.

3.2.4 Mobility prediction

For this analysis, we compared results of two deep learning methods and two entropy rate
estimators for both device types. The deep learning methods used were Convolutional
Neural Network (CNN) and Long Short-Term Memory (LSTM) [118] for their proven
record in predicting speech and text sequences. Additionally, we compare entropy rate
values of the LZ and BWT estimators (see § 2.2.4).

To use the aforementioned methods, we first construct a discrete time series from the
sequence of visits of a device.
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Figure 3.1: Zipf’s plot on L visited access points.

3.2.4.1 Discrete Time Series

Given a set a of timely ordered events X = {xt : t = 1, · · · , n}, where xt is the realization
of X at time t for t ∈ T , we say that a timeseries is discrete if T are measurements taken
at successive times spaced at uniform intervals w, also referred to as sampling rate
(defining the temporal granularity). In this work, each measurement corresponds to a
network AP event (e.g ., association), which records a location at a given timestamp.
Note that, for the studied setting (i.e., university campus Wi-Fi network), the choice
of w allows noise filtering (e.g ., mitigating ping-pong associations between neighboring
APs) as well as precising timing of a location change. Similarly, spatial resolution can
mitigate noise but also define the precision of a device’s location. The choice of these
parameters is influenced by the settings under which the dataset was collected along
with the application being considered in the study.

3.2.4.2 Accuracy and predictability

Table 3.3 shows the results of the prediction algorithms as well as the theoretical pre-
dictability from the studied entropy estimators. The table summarizes the median values
for different device types, and spatial and temporal granularities. As expected, our re-
sults show that laptops are more predictable than phones, mainly for the higher levels
of mobility of the latter as previously discussed. Feeding the prediction algorithms with
longer sequences do not hinder their performance significantly, and in all cases, the the-
oretical bounds given by LZ and BWT were not yet matched by the neural networks,
suggesting that better approaches are still possible even without considering a wider set
of features (e.g ., schedule or weather forecast).

3.2.5 Network traffic

Based upon our analysis we note that network traffic is significantly different between
phones and laptops. Mainly, we observe that, on average: (1) laptops consume 2.7x
the traffic volume of phones, in spite of phones’ flows being 2x larger, (2) phone packet
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Table 3.3: Median Accuracy for phones vs laptops (Diff is laptops - phones).
AP, 1h Building, 1h AP, 15min Building, 15min

Seq Len Predictor Phones Laptops Diff Phones Laptops Diff Phones Laptops Diff Phones Laptops Diff

LSTM 21.62 25.00 +3.38 35.03 50.00 +14.97 40.00 44.56 +4.56 52.44 65.56 +13.125

CNN 16.45 24.27 +7.82 34.94 50.00 +15.06 50.00 59.80 +9.80 64.60 76.94 +12.34

MC 17.98 25.6 +7.62 36.72 50.28 +13.56 52.25 61.97 +9.72 68.00 82.25 +14.25

LSTM 20.83 26.31 +5.48 37.50 50.66 +13.16 31.14 44.62 +13.48 45.38 64.56 +19.1810

CNN 18.06 22.62 +4.56 36.20 52.03 +15.83 49.20 58.80 +9.60 64.56 74.00 +9.44

LSTM 21.22 24.19 +2.97 36.12 50.78 +14.66 29.17 41.00 +11.83 43.62 61.47 +17.8520

CNN 18.44 23.60 +5.16 35.28 50.00 +14.72 37.84 48.12 +10.28 50.00 65.00 +15.00

LSTM 19.67 24.33 +4.66 32.62 52.03 +19.41 23.30 39.40 +16.10 33.97 59.03 +25.0640

CNN 18.75 23.97 +5.22 35.25 52.50 +17.25 27.62 44.70 +17.08 41.25 62.10 +20.85

LZ 46.90 52.60 +5.70 58.78 66.40 +7.62 72.70 76.06 +3.36 79.60 79.10 -0.50

BWT 66.44 69.44 +3.00 73.70 79.90 +6.20 83.30 88.06 +4.76 88.60 92.20 +3.60

sizes are 50% larger than those used by laptops, (3) both device types show a similar
active flow runtime, despite the aforementioned differences in flow size and total traffic
volume, (4) both device types show comparable inter-arrival time for packets, however,
with a higher deviation for phones, and (5) no major differences between protocols being
used. We also note that, unsurprisingly, there were no significant differences between
week periods. Furthermore, the observed differences between phones and laptops are
likely due to any mobile Operating System (OS) optimizing resources for better battery
consumption.

3.2.6 Mobility and traffic combined

We now study how mobility and network traffic may be interconnected, highlighting the
importance of considering both aspects when analyzing the behavior of mobile users.
For this comparison, we compute the correlation per device between selected mobility
and network traffic features. This selection is done using Correlation Feature Selection
(CFS) [119], which excludes cross-correlated features but keeps those strongly correlated
to the target classes. For a table of abbreviations used to present the results along
with correlation results between features of the same class (i.e., mobility or traffic), see
Figure 3.2.

For the 8 studied mobility features, CFS yielded 5 features as relevant for the analysis
against traffic features. Similarly, out of the 19 network traffic metrics, CFS reduced
them to 11 given their relevance to the comparison with mobility features. It is in-
teresting to note that the mobility correlations suggest that users spend most of their
weekends at their preferred buildings, such as libraries, and devices which spend more
time online do not necessarily consume more traffic with no difference between times of
the week.

3.2.6.1 Integrated analysis

By combining these two sets of features, i.e., mobility and traffic, we observe that, as
the number of locations visited increases, so does the expected time devices remain
active. In contrast, an increase in that same mobility metric correlates negatively with
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weekend&

weekday&
flutes& cellos& Abbr. Description

APC AP Count (unique)
PDT Preferred building ∆t
TJM Total (sum) jumps
DIA Diameter of mobility
DLT Delta time (time of

network association)

(a) Mobility

Abbr. Description

TBY Total flow bytes
ABY Avg. flow bytes
SBY Std. flow bytes
TAT Total active

time
AAT Avg. active

time
TFC Total flow count
SFC Std. flow counts
RUB UDP bytes / to-

tal bytes
RUF UDP flows / to-

tal flows
AIT Avg. IAT
SIT Std. IAT

(b) Traffic

Figure 3.2: Correlation for mobility (a), and traffic (b).
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Figure 3.3: Correlation mobility-traffic. Weekdays (top) and weekends (bottom), for phones
(left) and laptops (right).

the total (and standard deviation of) flow counts for both device types. Furthermore,
for both device types, we observe no significant change in traffic consumption with more
frequent movements, which suggests that mobile users do not necessarily browse more
or less for being more mobile. Finally, using various machine learning approaches we
observe the potential for an integrated mobility-traffic model by building various models
to classify devices according to their type: (1) using supervised learning (i.e., Support
Vector Machine (SVM)) on the device label data, we observe an increase from 65% and
79% up to 81% when considering mobility, traffic and them both combined, respectively,
and up to 86% when considering the time of the week (i.e., weekdays/weekends), (2)
similarly, using unsupervised learning (i.e., k-Means) prediction accuracy goes from 60%
and 81.2% up to 81.5%. These results suggest that future predictive models for mobile
device usage could benefit, at least in some cases, from considering mobility and traffic
features in combination. That is, these two aspects of human behavior may be associated
and therefore, may influence each other at certain times. It is important to ww that
the results may be subject to bias due to the method of data collection, based on Wi-Fi
associations and which are subject to how often the devices were used.

These results highlight the importance of studying human mobility in combination
with network traffic as the two set of activities are interconnected. That is, even though
even phenomenon may be studied independently, when both are considered at the same
time, we are able to better model and understand these aspects of human behavior.
Next, we look at how human mobility and online games are related.

3.3 Online games and mobility

We now turn to the study of how human mobility and online games could be intercon-
nected. As in the previous section, we have shown how network traffic and mobility
can produce better behavioral models, we now look at how one type of application may
have influenced how its users move. For this, we focus on the mobile game Pokémon
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GO for its strong mobility component, in which gamers are incentivized to move around
urban spaces to collect items in the game. This study was done using a combination of
datasets, including mobility data from an OSN and individual traces from a monitoring
app, capable of tracking phone usage and mobility of subjects.

The main game studied, Pokémon GO, was released in July 2016 and quickly became
one of the top downloaded and used apps for both iOS and Android devices. Users could
interact with a virtual reality world by moving around their real urban space, collecting
items and performing activities at selected physical locations only. This lead gamers to
use their phones at various locations, and as reported by previous studies, increase the
number of steps taken in a day [85]. This reported increase in daily movements raised
the question of how gamers actually moved with respect to the distribution of distances
traveled. As human movements tend to follow a long-tailed distribution, often associated
to Lévy-flight, our study focused on investigating whether or not these distributions
remained unchanged or how they could have been modified by the game. To isolate the
effects of the game, we compared various aspects of human mobility measured before,
during and after players used the game, as well as compared similar effects for gamers
of another app and non-gamers.

3.3.1 Datasets

We study the mobility changes using two main datasets: (1) with data collected through
Carat, an energy monitoring app, and (2) with data from Twitter, a popular OSN. The
first set includes mobility and phone usage data from January 2016 to March 2018, while
the second set includes mobility data from January 2016 to June 2017, covering several
months before and after the release of Pokémon GO in July 2016.

3.3.1.1 Carat

This first dataset was collected from users of the Carat application1 [9]. This software
logs multiple aspects of a smartphone with minimal interference, including current set-
tings, battery and connectivity state, list of currently installed and running apps, and
distance traveled since the last update. Each record is captured with every 1% change
in battery level from each device, and is stored with a UID and timestamp. Finally, the
Carat application uses this information to recommend its users tailored suggestions to
increase their devices’ battery lives [120]. It is important to note that Carat does not
log any data while running on the background, but relies on the device’s OS to register
battery change events. There are, however, some scenarios which may lead Carat to
no be able to record any events, leading to a sparser dataset. These scenarios include
when the phone is on battery save mode (or deep sleep), when the OS evicts Carat from
memory to save up resources, or when Carat is closed by the user.

Carat was first released in 2012 and has been installed in over one million phones in
several countries, for which we use data from January 2016 to March 2018. For this study,
we consider only Android users as during the desired period, iOS no longer reported the

1http://carat.cs.helsinki.fi/
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list of running applications. This dataset contains 173.6 million entries, from 74,000
phones. To analyze the effect online games may have on human mobility through Carat,
we contrast the same measurable effects between two gaming apps, namely Pokémon
GO – a location-based game – and Clash Royale2 – a game without a physical world
component. For the former, Carat contained 3,996 users while for the latter 1,323 users.
For a summary of the number of users per country (top-10 only) on the Carat dataset,
see Table 3.4.

It is important to note that Carat computes the distance between two consecutive
records in a privacy preserving manner. For that, at every new event Carat samples the
current location of a phone and computes its distance from the previous record. Finally,
only this computed distance is permanently stored and transmitted to the back-end while
old locations are destroyed. Furthermore, the aforementioned locations are sampled from
the Location Manager Application Programming Interface (API) of Android, which only
provides coarse-grained locations with an inaccuracy of up to 2 km.

Although the data collected has a low spatial resolution, it still provides relevant
data points that are useful in understanding the overall trends and patterns of the
phenomenon being studied. This is because the data points can still capture the larger-
scale dynamics and relationships between variables, even if they may not capture smaller-
scale variations.

3.3.1.2 Twitter

This second dataset was collected from users of Twitter, a microblog OSN in which
posts (publications, or tweets) may also contain location information of the devices
being used to tweet. We analyze 8.7 million posts containing location information, from
more than 21,500 Twitter users located in 15 countries. This larger set of users and
diverse number of countries was chosen to weaken the influence of potential location
biases. These records were obtained through Twitter’s open API3, from where only
tweets containing geographical information were kept, accounting for 17.4% of the total.
Before downloading each post, the search criteria was the following: (1) the name of a
large metropolitan area, e.g ., Bangkok, Thailand, and (2) a period within the time of the
study. To classify users as gamers, we look for any variation of the string #pokemongo in
their tweets (e.g ., #pokémongo, #PokemonGO), yielding over 8,900 gamers. To validate
this step, we manually inspected 1% of randomly sampled tweets from gamers. In this
validation step we observed that 90% of gamers’ tweets with #pokemongo had some
content related to the game, e.g ., screenshots or comments about the game. Additionally,
we filter out possible bot accounts with the Botometer [121], removing 3.1% of accounts
classified as non-humans. For a list of total gamers per city, see Table 3.4. Both gamers
and non-gamers showed similar statistical properties regarding their tweets behavior. On
average, the number of tweets was 390 and 351, with medians 200 and 159 for gamers and
non-gamers respectively, and their distributions were statistically similar (i.e., p-value
< 0.001). Similarly, the inter-arrival-time for tweets was statistically similar between the

2https://clashroyale.com
3https://developer.twitter.com/
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two groups, with 57.8 hours and 58.1 hours on average and 7.68 hours and 8.13 hours
median for gamers and non-gamers, respectively (p-value < 0.001). We note that in
all studied cities, both groups presented a similar spatial distribution of points, with a
strong presence in urban areas.

Table 3.4: Left: Number of gamers on Twitter. Right: Number of gamers on Pokémon GO
(PG) and Clash Royale (CR).

Twitter

City (code), Country N.

São Paulo (SPO), Brazil 924
Jakarta (JKT), Indonesia 911
London (LON), UK 853
Singapore (SIN), Singapore 709
Santiago (SCL), Chile 661
Tokyo (TKY), Japan 631
Bangkok (BKK), Thailand 599
San Francisco (SFO), USA 597
New York (NYC), USA 564
Toronto (TOR), Canada 447
Paris (PAR), France 373
Seattle (SEA), USA 348
Boston (BOS), USA 279
Sydney (SYD), Australia 268
Hong Kong (HKG), China 263
Barcelona (BCN), Spain 247
Moscow (MOW), Russia 143
Helsinki (HEL), Finland 92

Carat

Country (code) PG CR

USA (us) 780 134
Finland (fi) 746 175
Germany (de) 495 79
UK (gb) 153 20
Canada (ca) 149 20
India (in) 122 137
Japan (jp) 113 6
Spain (es) 102 58
Italy (it) 78 43
Netherlands (nl) 50 9

3.3.1.3 Google Trends

In addition to the utilization of Twitter and Carat datasets for the analysis of mobility
patterns, we incorporated data from Google Trends to study the temporal dynamics of
mobile game popularity. This approach was chosen for the insights provided by this
service, which generates a trendiness score (G) for a specified search term across various
time frames and geographic regions. By incorporating the trendiness scores, we gain a
temporal understanding on the interest in the mobile games, helping select which periods
changes could have been strongest in the users’ mobility.

The heterogeneity and size of datasets used ensure statistically sound observations as
well as insights from different perspectives on the influence of location-based games on
human mobility. Each of the two main datasets provides a unique yet complementary
viewpoint of how mobility could have changed during the period of peak popularity of
the game.
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3.3.2 Analysis

We now focus on the series of pre-processing steps and analysis taken to study how
location-based games may alter human mobility.

3.3.2.1 Spatial noise filtering – Twitter

We begin by eliminating geographical points of a user’s trajectory that fall outside a
their own city. This filtering step is required for two main reasons: (a) exclude visits
to other cities and countries, while focusing in the main area visited by a user, and
(b) to limit the range of motion covered by any studied trip as those influenced by
the game typically cover up to 10 km (or 6.2 miles) [122, 123]. Note that with both
(a) and (b) we limit our study to commonly visited areas for each user, we therefore
cluster Twitter traces as being either local or away with respect to the city assigned to
each subject. This assignment is done based on the city from which a user was initially
found at inside Twitter. To achieve that, we classify a city C in four steps, where we
let CS denote all geographical points at or near C from all available Twitter users: (1)
we combine nearby points in CS using DBSCAN [124] with ε = 2 km (i.e., maximum
allowed distance between any two points in the same cluster), (2) we compute the center
of mass Ccm of the cluster with the highest number of points from step (1), (3) we
compute the distances between every point in CS and Ccm, namely ds,m, and (4) we
cluster the log transformation of all ds,m using KMeans with k = 2 (i.e., the number of
expected clusters to be found). Both of these clustering algorithms were chosen for their
robust unsupervised approach in finding classes on geospatial data. While DBSCAN
groups points based on a maximum distance threshold, KMeans classifies points among
a predefined number of clusters. In all 18 studied cities the distribution of the resulting
distances to Ccm showed a clear segmentation between local and away points around 100
km (62 miles). A possible explanation to this clear separation are the distances people
commute regularly, regardless of location. Finally, for any city C, we consider only local
tweets from users who had a minimum of 25% of their posts at C.

3.3.2.2 Place Extraction – Twitter

To study users mobility, we group consecutive hops that are part of a single trajectory
by first identifying relevant locations in their data [125]. A series of points define a stop
when: (1) they contain no displacements, (2) the time between samples is lower than
τ , and (3) the considered sequence has a minimum duration τ . Similarly, we define a
movement using (2) while being bounded by stops (i.e., preceded and followed by a
stop) within a maximum interval τ . We set τ = 15 minutes to capture short stays while
discarding very short stops (e.g ., at traffic lights), further reducing the uncertainty about
when a movement happened.
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3.3.2.3 Temporal Analysis – Multiple sources

To choose the best period for our study based on the popularity of the game, we consider
four observations: (I ) the number of installations from Carat, (S) the number of gaming
sessions from Carat, (N ) the number of tweets containing #pokemongo, and (G) the
Google trend index for Pokémon GO, which can all be observed in Figure 3.4. This allows
us to define three main periods of interest: before the game (April-June/2016), during
(July-September/2016) and after (October-December/2016), and therefore consider only
gamers with records in all three periods. It is noteworthy that the expected time between
the first and last tweet about the game was significantly shorter than the expected time
people played as seen on Carat, with 59.2 days vs. 99 days, respectively. In spite of
these differences, the powerlaw exponent for the distribution of interval interacting with
the game on Twitter and Carat was similar, with α equals 1.285 and 1.305, respectively.
We conjecture that players likely stopped tweeting about the game after using it for a
while.
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Figure 3.4: Pokémon GO new installations (I ), game sessions (S ), number of tweets (Nt), and
Google Trend index (G). Where the first three are normalized by their average
(〈•〉).

3.3.2.4 Number of visited locations (ϕ) – Twitter

To reduce spatial uncertainties on tweets, we combine them into discrete points formed
by a squared mesh with 250 meters sides per cell. We observe a stretched exponential
(i.e., Weibull) distribution for the number of visited locations, with a stretching exponent
β close to 1, which allows us to approximate this distribution to an exponential. With
that, we can write that the expected number of visited locations (ϕ) by a user after time
t is ϕ(t) = 1/λ(t). We will use this simplification to study deviations in the behavior of
gamers compared to non-gamers. The fit parameters for gamers and non-gamers were
λ = 0.0226 and β = 0.946, and λ = 0.0193 and β = 0.916, respectively, with a notable
higher visitation average (1/λ) for non-gamers.
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3.3.2.5 Gaming session (S) – Carat

Using data from Carat, we group consecutive records containing a game running (i.e.,
Clash Royale or Pokémon GO) into a single gaming session, as long as the time between
each record is no longer than 5 minutes. Given the sparsity of the Carat dataset, we only
consider gaming sessions that are at least 5 minutes long. Interestingly, the distribution
of session duration of both games for various countries is similar, highlighting the nature
of a fundamental behavior between gamers across different areas and cultures. The
distributions of Pr(S) for both games, in various countries, are depicted in Figure 3.5
and Figure 3.6.
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Figure 3.5: Game sessions duration
Pokémon GO.
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Figure 3.6: Game sessions duration Clash
Royale.

3.3.2.6 Distance traveled between consecutive records (∆r) – Twitter

We define the distance between consecutive tweets (∆r) as the straight line between those
two points, discarding improbable velocities for urban environments above 120 km/h (75
miles/h). For fixed time intervals (∆To), the distribution of distances traveled remains
stable, showing a robust behavior to different sampling sizes, depicted in Figure 3.7.
Furthermore in the same Figure, we observe a multi-modal distribution of ∆r of a
truncated powerlaw (fit 1 ) and an exponential (fit 2 ), split at an inflection point around
30 km (18.6 miles). The parameters for these distributions also similar for both gamers
and non-gamers, as shown in Table 3.5. While fit 1 suggests ∆r and its probabilities
are proportional up to a cut-off, fit 2 entails a fast drop in the probabilities of ∆r in
which higher values can no longer be observed.

Table 3.5: Fit parameters for Figure 3.7.

Twitter Users Truncated Power Law (fit 1) Exponential (fit 2)

Gamers α = 0.279, λ = 0.089 λ = 0.036
Non-gamers α = 0.329, λ = 0.083 λ = 0.036

35



3 Understanding mobility through mobile devices

100 101 102

∆r [km]

10−8

10−6

10−4

10−2

100

P
(∆
r)

∆To

15 min

30 min

1 h

2 h

4 h

8 h

12 h

24 h

100 101 102

∆r [km]

10−8

10−6

10−4

10−2

100

P
(∆
r)

fit 1

fit 2

D

Figure 3.7: Distribution of displacements for the Twitter dataset. (Left) P (∆r) over an interval
∆To. (right) Multi-modal fit, truncated powerlaw (fit 1) and exponential (fit 2).

3.3.2.7 ∆r – Carat

As no geographical coordinates were available with Carat, we limit displacements in
this set to 100 km (62 miles). Interestingly, using Carat we also observe a multi-modal
distribution for ∆r as depicted in Figure 3.8, however, with different parameters: fit 1
αtwitter = 0.329, αcarat = 1.469), λtwitter = 0.08386, λcarat = 0.08346); fit 2 λtwitter =
0.03589, λcarat = 0.04505. The differences in the observed parameters are likely due to
how each set samples displacements. That is, while Twitter users tend to post about
the game at a final destination, Carat might sample a trip while it is still happening,
leading to more granular samples.
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Figure 3.8: Distribution of displacements for the Carat dataset. P (∆r) with a multi-modal fit
by a truncated powerlaw (fit 1 ) and an exponential (fit 2 ), split at 50 km.

3.3.2.8 App battery performance may hinder usability and mediate mobility change
– Carat

We correlate changes in mobility and different versions of Pokémon GO, along with
insights available in the game’s changelogs. Using the Carat data set, we first look at
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the adoption rate of each version during the initial four months of its first release. We
note that, after battery issues were addressed (v0.31 and v0.33), players who started
with these versions showed a significant increase of 117% (i.e., 3.5 days to 7.6 days)
in the total expected time they would play the game. That is, performance issues may
have influenced the game’s retention, altering the effect the game could have had in their
overall mobility.

3.3.3 Online games effect on mobility

We now study the effects experienced by players of location-based games on human
mobility. Analyses using Twitter are associated with the spatial dimension related to
places being visited, whereas Carat results focus on app usage, and distances traveled
are studied on both sets.

3.3.3.1 Location Based Online Game introduces significant changes to mobility –
Carat

To establish this relationship, we split the Carat dataset between different week periods
(i.e., weekdays and weekends), and cluster subjects according to their level of engage-
ment with the game. We define engagement based on the number of days a given user
is observed playing a certain game, i.e., A [1,21) days, B [21,90) days, C 90 or more
days. As discussed previously, this separation between times of the week is aimed at
mitigating biases caused by users’ routine [126], and the engagement clustering allows
us to study the relationship between dose and effect. To analyze the changes introduced
by the game we contrast Pokémon GO and Clash Royale, a popular game that does not
have a mobility component. When comparing to the period before playing Pokémon GO,
we note statistically significant (i.e., p-value < 0.02, on weekdays and weekends) boosts
in the daily displacements of groups B and C, with over 2 km and 1 km, respectively.
Meanwhile, no statistically significant differences were found for Clash Royale players
(i.e., p-value > 0.09, on weekdays and weekends). Interestingly, the added changes to B
and C persist after Pokémon GO use ends.

Table 3.6: Daily movements (in km), per group according to the number of days playing — A:
[1,21) days, B: [21,90) days, C: 90 or more days, highlighting statistically significant
changes, for Pokémon GO (PG) and Clash Royale (CR). The sample sizes were (995,
1051, 1160) and (257, 317, 230) for (A,B,C) on PG and CR respectively.

Game Period A B C

CR Week-day 30.3 30.2 32.5
Week-end 28.7 26.0 28.3

PG Week-day 27.3 → 31.2 28.0 ⇒ 29.9 30.6 ⇒ 31.6
Week-end 29.3 → 29.4 28.1 ⇒ 30.4 29.6 ⇒ 31.4
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3.3.3.2 Gamers see an increase in daily mobility not observed in non-gamers –
Twitter

To reinforce the previous observation and rule out possible sampling biases caused by
Carat, we use the Twitter set to compute the total daily displacement ∆r from subjects
with at least 3 records per day. This constraint aims at ensuring we capture at least
part of their daily movements. Furthermore, we split subjects into gamers and control
(i.e., non-gamers) in order to demonstrate that any observed change was not equally
shared by the entire population. From our analysis, we observe that gamers boost their
daily movements from 13.1 km to 14.6 (p-value = 0.03) on weekdays. Conversely, the
control group sees a decrease in daily displacements from 16.2 km to 15.9 km during
the same period p-value = 0.03, which could be possibly explained by seasonality or
even significant changes in their usage of Twitter. During weekends, we observed no
significant changes for gamers while the control group saw a significant reduction in
their daily movements from 16.7 km to 15.2 km (p-value = 0.007).

3.3.3.3 Gamers do not explore entirely new regions – Twitter

Given the various means Pokémon GO requires users to move in order to collect in-
game items and achievements, we study whether or not gamers travel further away from
their typical vicinity. We do so by studying the changes in radius of gyration (rg) when
comparing periods before, during and after the release of the game. Using data from
Twitter, we cluster users based on their rg in intervals of 5 km up to 50 km, with an
additional cluster for rg > 50 km. In this analysis, we did not observe any statistically
significant change in their distributions of rg, regardless of the period or group of users
considered (i.e., p-value > 0.05).

3.3.3.4 Gamers visit new nearby places – Twitter

Knowing that gamers maintained their rg, we next evaluated their changes in the number
of total places visited during each studied period. Using data from Twitter, we observed
a small but significant boost in the number of unique places when playing the game.
That is, while gamers saw an increase on average places from 15.4 to 17.4 visited (p-
value < 0.001), the control group saw it go from 18 to 18.9 with no statistical significance
(p-value = 0.08). Combined with the previous observation, this suggests that gamers
visited more places in familiar areas.

3.3.3.5 Exploration is stronger for anisotropic gamers – Twitter

To further study the exploration of users during gameplay, we investigate how their
isotropy ratio (i.e., spatial regularity of mobility) varies over time. For that, we group
gamers and control on our Twitter data set by their ratios at intervals of 0.2, and
analyze them against the Pokémon GO periods. In this study, we note that only highly
anisotropic gamers experience a significant change in their ratios, that is, gamers with
polarized visits change into a more homogeneous spread to where they stop. Therefore,
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this observation combined with the previous two suggest that gamers tend to explore
their vicinity while playing the game.

3.3.3.6 Short hops become more prevalent for gamers – Twitter

To understand the changes in mobility brought by Pokémon GO, we compare the dis-
tribution of displacements in the periods before and after the game in our Twitter
set. For both gamers and control groups, their distributions follow a truncated Lévy-
flight model, however with the observation that the ratio between long and short flights
varies differently between groups. Against the baseline in Table 3.5, the powerlaw pa-
rameter α changes to greater values for gamers (αg = 0.35± 0.02) than for control

(αc = 0.33± 0.02), i.e., short flights become more prevalent for gamers when compared
to control for the same period.

3.3.3.7 Greater effects on mobility when Pokémon GO improves power
consumption

As previously shown, higher engagement drives greater changes to gamers’ mobility.
Therefore, we further analyzed factors which could have altered engagement for Pokémon
GO players. From our analysis, we note that significant changes to mobility are only
prevalent from Pokémon GO v0.33, which based on their reported changelogs (see
§ 3.3.2), introduces major changes to improve battery utilization. That is, while ini-
tial versions of the game only impacted highly engaged players (i.e., group C, > 90
days), later versions introducing better power management features present significant
changes to all groups (i.e., A, B, and C). The implications of these results are twofold:
(1) the application architecture may define engagement and, therefore, alter any ex-
pected influence on behavior, and (2) divergences in observed effects on behavior from
different online games could be explained by the levels of engagement of the studied
app [94].

In this section we studied how online games can influence human mobility, beyond
its expected periodicity. Mobile games may lead to long-lasting changes which are only
observed if the apps contain a mobility aspect to it, like Pokémon Go had. Next, we
look into how mobility and contact duration are related.

3.4 Contact and Stay duration as a consequence of mobility

We have so far discussed how mobility and phone utilization are related, including how
mobility and network traffic as well as mobility and online gaming are related. These
studies allow us to better understand correlations and associations between how mo-
bile users use their smart devices and their movements. We now turn to the study of
more fundamental aspects of mobility, namely contact duration between two individuals.
The relevance of this topic concerns opportunistic routing [74, 10] as well as epidemics
spreading [127, 128, 129, 130, 73]. However, a more accurate model for contact duration
remains an open challenge, which we address in this work.
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For that, we gather and analyze mobility and sensory data from 71 subjects for 2
months in 2018. Our records include GPS and Bluetooth data of these subjects, allowing
us to model the physical encounter between subjects and nearby individuals, including
other subjects. Furthermore, through our analysis, we report differences regarding the
distributions of stay duration at various places.

3.4.1 Background

We begin by defining a contact, stop, and trip as we use them in this work.

Contact We define a contact between any two persons when a Bluetooth signal origi-
nating the mobile device of one person is captured by another. We chose this approach
because of the small range of Bluetooth emulating well a close contact between persons,
particularly for the study of airborne infectious diseases [131, 132].

Stop Given a set of points of interest for a subject, e.g ., home, shop or a transit station,
we define an extended visit to a Point Of Interest (POI) as a stop (or a stay).

Trip Given the descriptions of stops, a trip is defined as the trajectory between two
visits to points of interest. Furthermore, we compute the total length of a trip as the sum
of all distances between intermediate points of a trajectory, that is ` =

∑
t ‖xt − xt−1‖,

where xt is the location at time t.

3.4.2 Dataset

Starting in April 2018, we collected our data from 71 registered subjects, who gave us
explicit consent to analyze their traces. For this, we collected data from multiple sensors
using the Aware App [133], which manages both the client and server side of the data
collection. Our subjects lived in Munich, and are between 20 and 30 years of age. To
ensure a reliable and dense set of records, we collected location data (i.e., GPS) and
Bluetooth readings at a median rate of one sample every 3 minutes. As our cohort is
young, and mostly made of students living in a large and developed European city we
note that our observations may not capture all nuances of how an entire population
behaves. Therefore, we present some of our observations along with equivalent obser-
vations made using the well-known Geolife data set, which include a larger number of
subjects.

Spatial Data – GPS The location data were captured by the GPS module of each sub-
ject’s smartphone, provided as geographical coordinates along with uncertainty values.
We note that this reported quality of our data was high, with the 85th-percentile of the
uncertainty being 10 meters. This good quality allowed us to accurately estimate stops
and trajectories (or trips) of each subject.
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Users Stops Encounters Trips

71 19317 12432 18438

Table 3.7: Summary of the data set used.

Contact Data – Bluetooth Similarly, proximity data were captured by the Bluetooth
of a subject’s phone and further processed to model contacts. This was done in a two-
step approach, classifying other devices as either human-held or static. In step 1, we
worked with the names broadcast by devices by first filtering out non-English/German
words, then manually classifying them as mobile or not. These steps ensured that we did
not access any personally identifiable information, while also maximizing the coverage of
seen devices. Next, similar to the approach taken in § 3.2.2, we further classify devices
based on the OUI of their Bluetooth MAC address, further classifying a total of 16902
devices. It is important to note that all other devices which were not classified were
discarded to eliminate unwanted uncertainties and biases. After all these curation steps
we identified 6500 human-held devices which we assume to represent a person.

Even though the assumption that a device represents a person may carry inevitable
biases, the analysis of the distribution of contact duration reveals similarities with pre-
vious studies, strongly supporting the validity of our set. For the purpose of this study,
we analyze contacts at stops or trips, breaking down those which lasted for both of these
states, which accounted for 3.1% of contacts (389 of 12,423). We took this approach to
study contacts that happened when the subject was either moving or static, also dis-
carding unwanted biases from personal devices subjects could be carrying themselves.
As a consequence, this approach also limited the total duration of possible contacts to
a single trip or stop duration.

We report that the distribution of contact duration, either static or mobile, was fitted
by a log-normal distribution, with parameters µ = 6.67 and σ = 1.65 (p-value = 0.002
when compared to a powerlaw). When comparing these results with contacts at stops,
the major difference corresponds to a larger shape parameter (σ), in accordance to
previous work where a short-tailed for contacts at stops was observed [134]. A summary
of descriptive characteristics of our dataset is presented on Table 3.7.

Supporting set – Geolife

To ensure the validity of our dataset, we support some of our observations with the
Geolife data set [135]. This set consists of trajectories from 182 subjects, spanning 4.5
years, and contains GPS points sampled every 5 seconds or every 10 meters. The variety
and extensiveness of this dataset allows us to compare the results we found in our set
with a bigger group of users as well as an even faster sampling rate.
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3.4.3 Stops

We now describe stops (or stays) in detail, followed by a model of contacts between
individuals at such locations.

Detection of stops

We follow the established method by Zheng et al . [136] to detect stops based on GPS
trajectories, ensuring robustness and reproducibility. Their method is based on two main
parameters: a maximum clustering distance max dist; and a minimum interval of time
at a clustered location min stop time to define a stop.

The algorithm iteratively detects stops by: (1) clustering consecutive geographical
points until the distance δ between any point is larger than max dist, (2) once a new
points no longer fulfills (1), the centroid of an analyzed cluster is marked as a stop if
the duration of stay at that set of points is longer than min stop time. For our study
and based on the high accuracy of our GPS points, we chose max dist = 10 meters.
Furthermore, to choose the best value for the temporal constraint, we graphed the total
number of stops detected against values of min stop time from 1 to 50 minutes, which
showed an inflection point between 10 and 15 minutes, leading us to pick the most
conservative value for min stop time = 15 minutes.

Stops data augmentation

To accurately estimate sojourn times from our subjects, we augmented the identified
stops according to their category. For that, we first identify the “home” location of a
subject, then classify all remaining stops with a combination of location APIs.

Identifying home The accurate identification of a subject’s “home” is paramount to the
study of human mobility for the central role this location has on people’s mobility [11,
137]. This identification is done by assigning “home” to the stop accounting for the
highest number of visits between 7pm and 7am [137]. We then proceed to discard these
locations as well as any Bluetooth device ever observed there from any further analysis.
This exclusion is done to focus our analysis outside people’s homes, where they are not
likely to have any control over whom they might encounter.

Identifying the remaining stops For all other stops, we used 4 location APIs: Google
Places4, Tomtom Places5, Foursquare Places6, Here Geocoding and Search7. For a given
geographical coordinate, these services provide a set of nearby POIs, from which we pick
the nearest suggestion and discard any option that is more than 10 meters away. This
heterogeneity of services was used to ensure the highest possible coverage of searched
points, with which we identified 57% of stops.

4https://developers.google.com/places
5https://developer.tomtom.com/products/places-api
6https://developer.foursquare.com/docs/places-api/
7https://developer.here.com/documentation/geocoding-search-api
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Categories for places To better model the sojourn times, we later use the categories
for places from the previous step. The identified categories of POI were: apartmen-
t/residence, bank, bar, company/office, entertainment (e.g ., museum, art gallery), gas
station, gym/sports facility, health facility (e.g ., hospital, clinic), hotel, library, religious
center, restaurant, salon, shop, supermarket, theater (including cinemas), transport sta-
tion (e.g ., train, bus), and university.

Analysis of stops duration

We now present the results for stop duration, or sojourn time.

Uncategorized stops follow a powerlaw Without any further classification, the distri-
bution of stop duration is well described by a powerlaw with α = 2.13 (p-value < 0.001
to a log-normal). For comparison, the same analysis on the Geolife set yields compara-
ble results, with α = 1.98 (p-value < 0.001 to a log-normal), as depicted in Figure 3.9.
This long-tailed distribution is often associated to preferential attachment, in which a
subject prefers returning to previously visited locations. As a consequence, most places
are rarely visited while few places are often observed.

Categorized stops reveal visit patterns When considering the categories of places in
the analysis of stop duration, some categories present a long-tailed powerlaw distribu-
tion while others present an exponentially-tailed log-normal distribution. In the latter
case, this observation suggests that the underlying process is bounded by the available
resources, such as money, time or space available to be used. Furthermore, the pow-
erlaw distribution for stop duration could be the result of a mixture between stops of
different types, as Kai et al . [44] previously demonstrated for a mixture of log-normal
distributions forming a powerlaw.

Type of stop according to stay duration A shared characteristic of stops best fitted
by a log-normal distribution is the typical ”lack of time“ constraint to enter or leave
these places, such as bars, restaurants and gyms. Therefore, we refer to these as time-
unbounded-stops. In contrast, places where a visit typically follows a schedule, such as
offices, hotels and transport stations, where best characterized by a powerlaw, which we
refer to as time-bounded-stops.

3.4.3.1 Contacts Characterization at Stops

Contacts are log-normal, even when controlling for distance from home At stops, the
distribution of contact duration is best fitted by a log-normal distribution, as depicted
in Figure 3.10. Additionally, we note that this distribution remains the same even when
we vary the distance from a user’s home at up to 1 km, between 1 km and 100 km, and
even above 100 km.
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Figure 3.9: Overall stop duration follows a power-law distribution.
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Figure 3.10: Contact duration at stops follows a log-normal distribution.

Contacts at different types of stop Using the classification proposed above for stops,
we observe similar distributions for contact and stop duration. That is, at time-bounded-
stops we observe a powerlaw distribution for contacts (α = 2.21, p-value = 0.03 to a
log-normal), whereas we see a log-normal at time-unbounded-stops (µ = 7.6, σ = 0.99,
p-value = 0.04 to a power-law). This could be explained by individuals spending longer
periods of time at time-bounded-stops, allowing for longer contact periods.

3.4.3.2 Model of contacts during stops

As the availability of inter-personal contact data is not commonplace, we devise a simple
model for contact duration from stay duration. This could be relevant in settings where
data protection policies prevent the sharing of individual data on contact times, but
aggregate stay duration is available. Our proposed model could be used to study the
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dissemination of information opportunistically, and to predict the spread of infectious
diseases.

As we have previously discussed in our results, firstly, we define the visit duration

probability y as a powerlaw, i.e. Pr(y) = Cy−α, where C = (α− 1)x
(α−1)
min , and α is the

defining coefficient of the distribution. Then, as the contact duration x is described
by a log-normal distribution, we can write ex ∝ N(µ, σ), where N(µ, σ) is a normal
distribution defined by µ and σ. To avoid the non-trivial estimation of N(µ, σ) we can
approximate its probability density function with a uniform distribution.

This non-parametric approximation yields a constant loss-function in the interval of
a stay duration (i.e., from 0 to y) w.r.t. its original distribution P . This observation
emerges from the KL-Divergence between any target distribution P being approximated
by a Uniform distribution U, in the interval (a, b) (or simply n, where n = b − a) as in
Equation 3.1. In this case, the final distance between the two distribution functions is
defined only by n and H(P ) (i.e., the entropy of the target function).

D(P ||U) =

n∑
i

P (Xi) log2

(
P (Xi)

U

)

=

n∑
i

pi log2

(
pi

1/n

)
= log2(n) +

∑
i

pi log2(pi)

= log2(n)−H(P ) (3.1)

With these observations, we can re-write x as ex ∝ 1/y, and therefore relate x and y as
Pr(x) dx = Pr(y) dy, or equivalently dx ∝ ex dy. Substituting, we get Pr(x) ∝ C eα−1.
Additionally, a random variable Z is described by a log-normal if it has the form
Z ∼ eµ+σx and if x is normally distributed. By comparing this log-normal definition
with Pr(x) inferred above, we can write µ ≈ ln (α− 1)xα−1min and σ ≈ α− 1. Finally,
from our analysis previously discussed, we take α = 2.13 (from stay duration) and esti-
mate µ̂ = 7.80 and σ̂ = 1.13, which are close to the actual values µ = 7.37 and σ = 1.21
(from the observed contact duration).

Using our proposed model, we vary the scale parameter α for stay duration and
graph the resulting distributions of contact duration in Figure 3.11. Interestingly, our
model highlights how shorter visits yield a smaller probability of shorter contacts while
increasing the probability of longer ones. That is, a larger α (i.e., overall shorter stays)
leads to larger µ̂ (i.e., the distribution shifts to the right) and σ̂ (i.e., the spread of the
distribution gets larger). It is important to note that, this change in contact duration
does not relate directly to the frequency of contacts, but it rather relates the prevalence
of stays of different duration. That is, if people were to stay shorter periods of time at
places, this naturally increases the probability of longer contact duration.
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Figure 3.11: Distribution of modeled contact duration for different values of the stay duration
parameter (alpha). Larger values of alpha for stay duration indicate higher prob-
ability for shorter stays, leading to an increase in the probability of long-term
contacts as short-term meets become less often.

3.4.4 Trips

We now present our analysis of trips, including our observations that contact duration,
while on the move, is best described by a Weibull distribution.

Detection of trips

To ensure robustness in detecting trips, we use a three-step approach. First, we discard
any trajectory that does not begin and end in a previously identified stop. Second, we
apply a time constraint to filter out trajectories which contain any two points recorded
more than 1 hour apart, eliminating trips containing large gaps. Lastly, we apply a
spatial constraint to filter out trajectories in which any gap accounts for more than 50%
of the trip total length, ensuring the continuity of traces during trips. On our dataset,
this approach yields 2512 trips which we analyze next.

Trip Duration and Total Length

From our analysis, trip duration was best fitted by a log-normal distribution p-value =
0.02 to a powerlaw), depicted in the left panel of Figure 3.12. On the inset of this same
panel, we also present a similar observation done with the Geolife set (p-value < 0.001
to a powerlaw). The exponential tail of these distributions, instead of a long tail, could
be explained by a decrease in the expected population density in suburban areas along
long trajectories [68]. These observations help ensure the robustness of our data and
approaches to detect stops and trips.

Similar to results by Alessandretti et al . [138] (N=850, using GPS points) and our
own analysis of the Geolife set, trip length is best fitted by a log-normal distribution in
our data, graphed in Figure 3.12. For this same analysis, a powerlaw fit shown in dotted
grey yields α = 1.22, however with a statistically significant lower log-likelihood (i.e.,
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p-value = 0.009). These results are in stark contrast to previous work using call detail
records [11, 36], which showed powerlaw as the best fit.

Figure 3.12: Both trip time duration and length are best modeled by a log-normal.

Model of contacts during trips

When considering all trips, contact duration was not significantly better fit by any of
the considered distributions (i.e., p-value > 0.05 for any pair of distributions). A better
fit emerged when controlling for the trip length. This approach unveiled an interesting
link between trip length and contact duration, as shown in Figure 3.13.

We perform this analysis by observing the changes in contact duration with different
parameter values for trip length. With longer trip lengths, λ (i.e., the scale of the dis-
tribution, proportional to its expected value) displays a bi-modal shape. We conjecture
that this segmented shape captures the tendency people have to take crowded public
transport (bus, train, airplanes) when covering longer distances. As an alternative, peo-
ple could either walk or drive their own cars, yielding less (and shorter) contacts with
other people.

Similarly, β (i.e., the shape or dispersion of the distribution) decreases from ∼1.2
to ∼0.5 as the trajectory length gets shorter. With that, it is important to note the
interpretation of different values of β: when β > 1 the probability of contact duration
drops exponentially, resulting in extremely low probabilities for higher durations, and
when β < 1 the function behaves like a long-tailed distribution, resulting in a few large
contact durations. We also conjecture this result to be due to a choice for a preferred
means of transport. That is, when traveling longer distances on public transport people
are likely to be found next to some long distance travelers.

Unlike with stop duration, modeling changes in trip duration requires a deeper un-
derstanding of the reasons people move larger distances [137]. For example, daily trips
from a subject’s home to their office tends to be fixed, or to a bar or gym following some-
one’s intentions. Therefore, to thoroughly capture variations in trip length distribution
and their resulting contact duration by, e.g ., lockdown measures, a recent dataset with
equivalent spatial and temporal density is required. Therefore, this possible effect of
lockdowns was not consider in our studies.
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Figure 3.13: Variation of the Weibull parameters as a function of distance traveled.

3.5 Mobility Networks and Epidemic Forecasting

The ample disruption caused by the COVID-19 pandemic highlighted the relevance of
better understanding the mechanics of epidemics spread in large populations [139]. This
understanding may be applied to devise better control strategies such as immunization
through vaccination and containment strategies for future outbreaks [140, 141, 142,
143]. However, a seemingly simple process – one individual infects another – becomes
a complex phenomenon when considering human society and the intricacies of contacts
as discussed in the previous section. These interactions yield characteristics typically
observed in human networks such as the formation of cliques and scale-free networks,
with many nodes having few connections and few nodes being extremely well-connected,
all having a significant impact in how diseases may spread through these networks [144,
145, 146].

Research in mobility and network epidemics allows us to study these complex prob-
lems. For that, we can simulate outcomes of an epidemic outbreak using temporal
networks resulting from people’s contacts. Furthermore, learning models can be applied
to predict states of nodes, for example, in the absence of data about all nodes affected
by an outbreak. However, most commonly used prediction methods use feature vectors
as input and not a temporal graph inferred from contacts.

To tackle these limitations, current learning methods use node embeddings to translate
a temporal network of contacts into feature vectors. This is done by representing network
nodes as low-dimensional vectors without losing information about the structure of the
graph. That is, structurally similar nodes will result in nearby feature vectors, preserving
node similarity. For disease spreading predictions, the quality of node embeddings is
defined by their ability to capture information about when and who is infected.

Two relevant concepts for such predictions are homophily and structural similarity.
The former describes nodes that are connected for sharing some kind of similarity, and
is often the focus of disease spreading models as it captures direct interactions between
individuals. Additionally, structural similarity describes nodes with similar positions
in the network structure and, along with homophily, will have different effects on a
network [147].
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For our analysis, we use node2vec as our node embedding method, which encodes a
graph’s topology using random walks [147], i.e., this approach converts an adjacency
matrix into matrices of numbers by randomly sampling nodes and their neighbors. To
control these random walks, the algorithm can either bias inward exploration, i.e., pre-
serving (or favoring) homophily, or bias outward exploration, i.e., preserving structural
equivalence.

Current methods, however, tend to favor homophily in their analysis of epidemics due
to its properties of capturing person to person interactions. We address shortcomings of
these approaches by comparing predictions of node states when favoring random walks
with an inward, neutral, and outward orientation. Our study reveals that best results are
achieved with outward oriented explorations, suggesting a greater importance of struc-
tural equivalence during an infectious outbreak. That is, when trying to predict who
is more likely to be infected next during an epidemic outbreak, distant neighbors have
a more significant predictive power than previously observed. These distant neighbors,
when sharing similar near network structure (e.g ., two university professors in distinct
departments), should be also considered during a prediction exercise. Our results high-
light that structurally equivalent nodes could be at similar risks of infection, in spite
of possibly not being directly connected. We believe these observations could support
future contact tracing efforts during an outbreak of an infectious disease.

3.5.1 Methods

3.5.1.1 Structural Equivalence and Homophily

In sociology, the term homophily is defined and studied as cohesion or strong ties in
society, whereas the term structural equivalence is often linked to weak ties. Research
has shown that, in certain circumstances, weak ties may be more important than strong
ties [148], highlighting the relevance of studying network structures originating from
human contacts. In network science, when studying the similarity between nodes, ho-
mophily is represented by the common neighbors of two nodes, and structural equivalence
is characterized by the affinity in the structural position any pair of nodes have, even
if they are not directly connected. In the study of certain processes, including epi-
demic dynamics, a mixture of these two concepts needs to be preserved and balanced by
the embedding algorithm for an accurate representation of society. For that, we chose
node2vec as our embedding algorithm.

Node embedding is a technique for representing a graph in a predictive model. By
transforming nodes into dense, low-dimensional vectors, node embedding enables the
use of traditional machine learning algorithms that are designed for vector inputs. This
allows for more accurate predictions and better performance on downstream tasks such
as node classification and link prediction. Additionally, node embedding can capture the
structural properties of the graph, such as community structure and centrality, which
can further improve the predictive power of the model. In summary, node embedding is
a critical step in graph analysis and modeling that can significantly enhance the accuracy
and efficiency of predictive models.
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3.5.1.2 node2vec

The node2vec algorithm balances homophily and structural equivalence through a se-
ries of random walks [147]. In this method, the number of walks and their respective
lengths are defined as hyperparameters. More importantly, node2vec has two additional
hyperparameters controlling the bias in these exploratory random walks, that is, these
parameters control whether the exploration should remain close (i.e., inward) or far
away (i.e., outward) from the starting node. Intuitively, inward explorations are similar
to the search tree of a breadth first search, whereas outward explorations are similar to
a depth first search.

In this algorithm, the p parameter defines the probability that the random walk will
return to a previously visited node, yielding higher similarities between nodes in the
resulting node embedding. Additionally, the q parameter, also referred to as in-out
parameter, forces the random walk to reach nodes that are further from the starting
node. The authors of the node2vec method [147] suggest that mode inward random
walks favor homophily, whereas more outward probing conserves structural equivalence.

In our work, temporal networks, from real-wold mobility traces or synthetic, were
embedded with node2vec using different hyperparameters (see Table 3.8). We observe
that the length and number of random walks taken does not significantly influence
accuracy predicting how an epidemic evolves. Therefore, for our remaining analyses,
we set the number of walks to 10 and their length to 80. That is, to generate the
embeddings from each temporal network, we sample the structure of the nodes with 10
random walks, that will traverse 80 randomly selected nodes.

We compared prediction accuracies for 5 values of inward and 5 values of outward
exploration, resulting in 100 different pairings of p and q. The resulting embeddings
were then used to predict node labels from 250 SIR-simulations per network (see Section
3.5.1.5), for which we used logistic regression with L2 regularization for its simplicity
and stability.

Moreover, in our work, node2vec may not be able to capture the full extent and
purpose of social interactions. In this work, we assume that two nodes being nearby
each other constitutes a contact in which the infectious disease could spread. This may
limit the predictive power and generalizability of the embedding to new scenarios or
populations.

3.5.1.3 Datasets

For this study, we used a total of 24 datasets, with six coming from real world measure-
ments and all are publicly available and were collected in other research studies with
explicit consent from all participants or their responsible guardians. One of these sets
(the Reality Mining) was collected by the MIT Media Labs and contains location in-
formation along with Bluetooth readings from nearby devices [149]. The other five real
world sets were collected by the SoctioPatterns project and include proximity readings
from RFID readers [150]. In all our analyses, all methods were performed in accordance
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Name Place Year Participants Duration Sampling Method
InVS15 work office 2015 232 2 weeks RFID
LH10 hospital 2010 81 3 days RFID

LyonSchool primary school 2009 242 2 days RFID
realitymining university 2004 100 9 months Bluetooth

SFHH conference 2009 403 2 days RFID
Thiers13 high school 2013 326 1 week RFID

Table 3.8: Metadata of the data sets used

with the relevant ethical and legal guidelines and regulations. Detailed information
about the datasets can be found in Table 3.8.

From these datasets containing timestamped contacts, we derived corresponding tem-
poral networks where participants are nodes and each registered contact is an edge. We
binned data in intervals of 10 minutes, which achieves a good balance between a mini-
mum time for an infectious disease to spread and having enough time steps to conduct
our study.

Additionally, we used 18 random temporal networks with node degrees sampled from
a binomial distribution in one half and powerlaw in the other half. These distributions
were chosen for their simplicity, in the case of binomial, and for their similarity with
other real world networks, with powerlaws [151].

3.5.1.4 Network Representation

To derive the temporal networks, time steps of each network were connected into a static
supra-adjacency network. Nodes are identified by pairs (k, t), where k is a node and t
the time step. If k is infected at t, it is still likely to be infected at t+ 1. To use this
temporal dependency in the prediction, the time steps of the network are interconnected,
i.e., node (i, t) is connected to (i, t+1). Furthermore, if there is a contact between i and
j at time step t, there exists an edge from (i, t) to (j, t+1) and from (j, t) to (j, t+1).
Additionally, only active nodes are considered, reducing the total number of nodes that
need to be embedded. These are nodes (i, t) where i had at least one contact at time
t. Inactive nodes are then deleted and their incoming edges are rerouted to their next
active future self, as previously done by Sato et al . [109]. Finally, we converted all 24
datasets into supra-adjacency networks, where Table 3.9 describes the sizes and densities
of the real world networks, with artificial networks described on Table 3.10.

3.5.1.5 SIR simulation

As real world data on infection outbreaks are hard to obtain and would not be available
for privacy concerns, we used a compartmental model to simulate how the disease would
spread in our studied networks. Compartmental models are commonly used mathemat-
ical tools to define and run such simulations in order to generate reference values to be
predicted, i.e., states of nodes such as susceptible or infected. In our study, we model
the spread of an infectious disease through our temporal networks using an SIR model,
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Table 3.9: Metadata of the dynamic networks: |VA| active nodes, |V | participants, |TA| active
timesteps, |T | timesteps and |E| number of edges

Name |VA| |V | |TA| |T | |E|
InVS15 22133 217 698 1656 18386
LH10 5219 76 359 477 7580

LyonSchool 18641 242 116 217 45008
realitymining 21613 102 980 1025 50897

SFHH 10693 403 128 191 17003
Thiers13 32015 327 246 606 34920

Table 3.10: Artificial Networks: node degree distribution, |VA| active nodes, |V | participants,
|TA| active timesteps, |T | timesteps and |E| number of edges

Distribution |VA| |V | |TA| |T | |E|
binomial 44925 1000 100 100 29912
binomial 45105 1000 100 100 29951
binomial 45112 1000 100 100 29998
binomial 17926 100 400 400 12080
binomial 17395 100 399 400 11644
binomial 17443 100 400 400 11718
binomial 2116 10 275 300 2281
binomial 2233 10 290 300 2476
binomial 2050 10 286 300 2154
powerlaw 45057 1000 100 100 29913
powerlaw 45149 1000 100 100 30003
powerlaw 45027 1000 100 100 29956
powerlaw 17879 100 400 400 12076
powerlaw 17501 100 399 400 11646
powerlaw 17390 100 400 400 11709
powerlaw 2110 10 275 300 2256
powerlaw 2209 10 290 300 2493
powerlaw 2060 10 286 300 2142

which starts with a defined number of infected (I) nodes. Next, at each following time
step, infected nodes may infect other susceptible (S) connected nodes with probability
α (infection rate), and it may also become a recovered node (R) with probability µ
(recovery rate) and will never change state again.

Note that, in this model, at each step a node will be assigned only one single state: S,
I, or R. That is, if nodes are “infected” they are contagious and may spread the disease
to other, “susceptible” means they are still vulnerable, and “recovered” means they are
either healthy and immune or are dead no longer playing a role in the disease spread
mechanism. Note however, that while in the SIR model states can only go from S to I
then R, prediction models do not have this limitation as they are built agnostic of the
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Table 3.11: Parameters for the SIR simulations

(infection rate, recovery rate)

(0.13, 0.002)
(0.25, 0.002)
(0.13, 0.005)
(0.25, 0.005)
(0.25, 0.007)

semantics or ordering of these labels. For each network, we ran SIR simulations with
5 different parameters set (α, µ), which can be found in Table 3.11. These sets were
chosen around ranges in which there was an observed outbreak lasting for the entirety
or majority of the simulation.

3.5.1.6 Evaluation Metrics

For our evaluation metric, we chose the f1-score for its robustness in evaluating prediction
accuracy, by balancing true and false positives or negatives. Since the size of classes can
be strongly imbalanced (e.g ., many more S than I nodes at a given time), we include
two alternatives to further expand the f1-score to multiple labels, namely the micro f1-
score, which weighs all classes the same, and the macro f1-score, that evaluates scores
separately for each class then reports the average over all classes. To evaluate aspects of
the spreading process of an epidemic outbreak, we considered different disease-specific
metrics:

� End outbreak size: total number of infected or recovered people, which captures
the extension of the outbreak.

� Mean prevalence: the expected number of infected people at any time step.

� Peak prevalence: the maximum number of infected people at one time step,
which can help estimate hospital capacity to care for infected people in “the worst
case scenario”.

� Peak prevalence time: the time step of peak prevalence, which is commonly
associated with how aggressively the disease spreads.

� Mean incidence: the expected number of nodes changing their state at any time
step, which is indicative of the disease spread rate.

All metrics are evaluated as the difference between simulation and prediction, and to
establish a meaningful comparison across networks results are reported as percentage,
either of participants or number of time steps.
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q
p

0.01 0.3 0.5 1.0 10.0 50.0 80.0

0.01 68.60% 70.65% 70.97% 70.80% 70.82% 71.01% 70.93%
0.3 63.65% 67.67% 68.75% 70.29% 69.02% 70.40% 70.33%
0.5 60.93% 69.27% 70.05% 70.08% 70.51% 70.43% 70.73%
1.0 60.46% 67.66% 68.95% 69.74% 70.15% 69.41% 70.44%
10.0 55.19% 57.96% 62.22% 64.09% 65.51% 67.09% 67.44%
50.0 58.03% 55.86% 57.56% 58.81% 60.32% 61.53% 64.33%
80.0 58.13% 56.36% 57.26% 60.29% 59.12% 60.93% 62.43%

Table 3.12: Average micro f1-score for different values of p and q, with outward exploration
marked in pink and inward exploration in white

q
p

0.01 0.3 0.5 1.0 10.0 50.0 80.0

0.01 -1.15% 0.91% 1.22% 1.06% 1.08% 1.26% 1.18%
0.3 -6.09% -2.07% -0.99% 0.55% -0.73% 0.66% 0.58%
0.5 -8.81% -0.47% 0.31% 0.34% 0.77% 0.69% 0.99%
1.0 -9.28% -2.08% -0.79% 0.00% 0.40% -0.34% 0.69%
10.0 -14.55% -11.78% -7.53% -5.65% -4.23% -2.65% -2.30%
50.0 -11.72% -13.88% -12.18% -10.94% -9.42% -8.22% -5.41%
80.0 -11.62% -13.38% -12.48% -9.45% -10.62% -8.82% -7.31%

Table 3.13: Difference in micro f1-score to the unbiased embedding

3.5.2 Results

Embeddings with outward exploration outperform those with inward exploration in pre-
dicting epidemic dynamics, i.e., structural similarity has a stronger impact on predictions
than a node’s exact neighbors, or a node’s role in a network could be more relevant than
who their peers are for determining disease outbreak outcomes.

We compare predictions using either inward exploration, where nodes with common
neighbors are considered similar, or outward exploration, where nodes surrounded by an
equivalent structure of neighbors are considered similar. Next, we evaluate our results
using the f1-score, which balances true and false positive and negative predictions in all
time steps of the outbreak (see Methods § 3.5.1), which uses 50 simulations for each
combination of dataset and SIR parameters, out of which we report the average results
with their corresponding confidence intervals.

In our results, we note that by prioritizing outward explorations (i.e., higher return
parameter p, or a lower in-out parameter q), we achieve a better f1-score, depicted
in Figures 3.14(a) and (b). Against neutral values, outward exploration achieved an
average improvement in the micro f1-score of 0.01393 (95% CI: -0.033 to 0.061), and
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Table 3.14: Mean and maximum scores for inward/outward parameters

micro f1-score macro f1-score

neutral 69.4% 52.9%
mean outward 70.8% 54.8%
mean inward 60.4% 40.2%
max outward 71.0% 55.1%
max inward 67.5% 50.0%

inward exploration reduced the f1-score by 0.090211 (95% CI: 0.037 to 0.143). Further
results are presented in Tables 3.14, ?? and ??. The best scores come from the set of
parameters with high p and low q. This focuses the network structure representation
on structurally equivalent nodes rather than their immediate neighbors, resulting in
improved prediction quality.

Figure 3.14: Comparison of inward, outward and neutral parameters

Additionally, in certain time steps some labels (S, I, or R) appear less frequently in
our simulations and are therefore harder to predict, resulting in a lower macro f1-score
than the micro f1-score (see Figure 3.15). Nevertheless, the prediction accuracy score
increases similarly to the micro f1-score by 0.0185 (95% CI: -0.029 to 0.066) for outward
and decreases by 0.1276 (95% CI: 0.091 to 0.164) for inward exploration (see Table 3.14).

Our results reveal that greater outward exploration leads to better prediction of
disease-specific metrics, with the most significant improvements seen in predicting final
outbreak size and peak prevalence time (see Figure 2). Furthermore, mean prevalence
prediction has the least improvement, with a difference of 0.0284 percentage points (95%
CI: 0.027 to 0.029). The effect of outward exploration can also be seen in the incidence,
with an improvement of 0.0134 percentage points (95% CI: 0.011 to 0.015) (see Fig-
ure 3.16). In our simulated parameters, the improvement of prediction accuracy seems
to be the strongest early in the epidemic, showing a higher macro f1-score for the first
10% of time steps (see Figure 3.17). This effect is however not reflected in the micro
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Figure 3.15: Comparisons of micro and macro f1-score for different values of p and q

f1-score, where the difference between inward and outward exploration remains the same
in different phases of the epidemic (see Figure 3.18).

Figure 3.16: Comparisons of the mean incidence for different values of p and q

In the modeling and prediction of an infectious disease spread, two nodes are consid-
ered similar if their label (i.e., predicted outcome) is likely to be the same, meaning
they will get infected and recover at the same time. Additionally, a node’s state will
depend on its neighbors as it is likely to be infected at the same time as its neighbors as
they infect each other. Therefore, knowledge about the state of any neighboring node
could still help prediction accuracy, supporting the relevance of considering homophily
when studying disease spreading.

Representing nodes in a temporal network over time steps may not be optimal for
predicting disease spread. Typically, node i at time t is connected to node i at t+ 1 in
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Figure 3.17: Comparisons of macro f1-scores for the first 10%, 30% and 50% of time steps for
a random sample of 150000 predictions

Figure 3.18: Comparisons of micro f1-scores for the first 10%, 30% and 50% of time steps for
a random sample of 150000 predictions

a supra-adjacency network, mimicking reality as these nodes represent the same person
at different times and are likely to have the same state.

But in contrast to predicting interests, predicting the dynamics of an epidemic out-
break does not necessarily rely on node similarity causing the connection. Instead, two
nodes become similar due to their contact. In the corresponding temporal network, this
creates a time delay where the two nodes are only similar for one time step after contact.

Our results show that structural equivalence can indicate a person’s infection time.
People in the same structural position are likely to get infected around the same time.
Additionally, communities can also play a crucial role in disease spread. If one com-
munity gets infected and has two neighboring communities, nodes that act as bridges
between these communities are likely to be infected first, followed by central nodes in
the neighboring clusters, and then nodes at the edges. Knowing the state of a node in
a neighboring cluster can allow us to forecast the state for structurally equivalent nodes
in the other clusters.
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Figure 3.19: Difference in epidemiological metrics between prediction and simulation

Balancing structural equivalence and homophily, or outward and inward exploration
in a random walk, helps in understanding the disease spreading process. Oftentimes,
predictions follow the homophily approach, tracking the disease from one person to
another. However, our results suggest that predictions are most accurate with outward-
oriented parameters and that considering the information about structurally equivalent
nodes in the training set enhances a node’s state prediction.

3.5.3 Relevance of the results

Node embeddings are critical for modeling graph behavior, including infectious disease
spread. For that, node2vec effectively captures structural equivalence, allowing us to
study the impact of homophily and structural equivalence on human contact networks.
The spread of diseases like COVID-19 is driven by close contact between individuals [152,
153], with frequency and timing of interactions determining outbreak outcome [154,
155]. Our results suggest a person’s network position also indicates infection timing,
and the encoding of this information in a node embedding can be controlled via the
inward and outward exploration parameters of the chosen node embedding algorithm
(i.e., node2vec).

Improved prediction accuracy can aid in preventing disease spread by informing coun-
termeasure design. Structural equivalence in contact networks reflects people’s societal
roles. Our proposed approach may also reveal early infected groups with limited tem-
poral contact information. For example, a high rate of infections among hospital staff
or schoolchildren in one community suggests structurally equivalent groups in similar
communities may also become infected.

Our results emphasize the need for temporal contact data in studying disease spread.
To prepare for future pandemics, privacy-protected contact tracing efforts should be
established. Human mobility is highly predictable [26], making sparse contact sampling
prior to outbreaks representative. Analyzing structurally similar nodes can indicate an
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increase in infections. Additionally, further validation is needed through analysis of
actual outbreak scenarios, not just simulations.

3.6 Discussion

This chapter reveals the close relationship between mobility and various aspects of human
behavior. We correlated individual movements with network traffic and mobile phone us-
age, enabling us to construct empirical models that explain and predict mobility-related
phenomena. Additionally, we investigated how daily mobility influences interpersonal
contacts, leading to distinct patterns, and how a contacts network could facilitate more
accurate infectious disease predictions.

Thus, we tackled the initial research question (RQ1) regarding studying and estab-
lishing a correlation between human mobility and phone usage. Our methodologies
and findings indicate that this association stems from mobile devices’ ability to detect
mobility and their capacity to alter predictable patterns through their services.

The location and proximity data obtained from mobile devices provide us with tem-
poral and spatial granularity, enabling us to track users across time and space. Analysis
of these data reveals patterns, which contribute to the development of robust predictive
models. However, the pervasiveness of wireless networks and mobility-related online
services can disrupt the previously established regularity in human mobility [26].

Incorporating additional features into the modeling of infectious disease spread can
further improve the accuracy of predictions. For example, demographic and behavioral
data can be used to identify individuals who are more likely to become infected or
transmit the disease to others. In addition, environmental factors, such as air pollution or
temperature, can also impact the spread of certain diseases. By integrating these features
into the node embedding algorithm, we can capture the complex interplay between
different factors that contribute to disease spread.

Despite the benefits of this data and online services, privacy concerns often arise [156].
Consequently, new regulations like GDPR and CCPA have been implemented. To com-
ply with these rules while studying human mobility, privacy-preserving methods are
necessary. In the subsequent chapter, we present a series of studies addressing this
requirement.

59
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privacy

While the previous chapter presented results using individual mobility data, gathering
such sets may raise privacy issues. Therefore, alternative approaches to sensing and
studying human mobility are required. In the current chapter, we present and discuss
results from studies that investigated the use of passive wireless measurements to assess
mobility of a crowd. In the two studies presented, we perform these mobility assessments
using wireless signals that were originally designed to serve a different purpose, namely
Wi-Fi probe requests and Bluetooth object trackers. The major advantage of using the
proposed approaches is that UIDs do not have to be permanently stored, however with
an increased uncertainty when compared to individual measurements from a group of
subjects.

Common solutions for research on crowd assessment use images (e.g ., photos or videos)
which can imperil individuals privacy [15]. Alternatively, sensors in mobile wireless de-
vices have enabled researchers to obtain large amounts of information about crowd be-
havior. This tracking ability, however, may be performed without the subject awareness,
which forced regulators in many countries to enforce restrictive measures to its use (e.g .,
[157, 158]). Therefore, crowd assessment systems must preserve their subjects privacy,
while correctly inferring the requested metrics (e.g ., size, flow, speed).

In this chapter, we also discuss how the timing between sensing and reporting a tag
in the Apple FindMy service can disclose information about a victim, including their
taken trajectory and even possible end destination. Furthermore, we present a simple
protocol with which data can be transmitted through a victims’ iPhones, without them
being aware.

To better understand the existing foundational work in crowd assessment, we present
next a summary of the state of the art, including work that is relevant to the results and
discussions presented later in this Chapter.

4.1 State of the art

In this section, we discuss a series of articles, organized by topics associated to results we
present in the next sections. We present studies on crowd assessments as well as mobile
technologies used for sensing, providing data for such studies.
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4.1.1 Crowd estimates

Crowd estimates with passive Wi-Fi signal measurements have been extensively used for
pedestrian monitoring. Examples include, public events (e.g ., music concerts) used in
mobility simulations [159], wide public spaces (e.g ., universities) for flow characteriza-
tion [159, 160, 161] and forecast models for users’ trajectories based on movements in
urban environments [162].

Furthermore, Wi-Fi Management Frames were previously used to estimate office occu-
pancy [163], also on public buses [164], as well as graph-based studies of daily encounters
and interactions between subjects [165, 166]. Likewise, Wi-Fi Received Signal Strength
(RSS) [167, 168, 169] and Channel State Information (CSI) [170, 171] have shown solid
results in indoor localization and subject counting. There are still, however, several open
challenges on the integration and scalability of systems towards supporting a unified de-
cision. As a recent example, the COVID-19 global pandemic fostered crowd monitoring
research, when addressing problems such as assessing social distancing [172] as an effec-
tive measure to curb infections [40].

Alternative image-based methods include crowd density [173, 174], social distancing
assessment [175], and crowd localization (i.e., frame-by-frame tracking) [176]. However,
even though these methods yield robust and accurate results, their utilization in real
applications often raises privacy concerns [15].

4.1.2 Mobile device technologies used in crowd sensing

In this subsection, we exploit technologies available in certain wireless mobile devices for
crowd sensing. Next, we review the literature on some of these technologies.

Wi-Fi Management Frames

On the data link layer, the IEEE 802.11 standard defines three frame types: Data Frames,
responsible for carrying the data payload, Control Frames, allowing any device to manage
access to the medium (e.g ., Request to Send (RTS) and Clear to Send (CTS) frames),
and Management Frames, assisting Wi-Fi devices to find and connect to a nearby wireless
network. From Management Frames, null frames, beacons, and probe requests/responses
have been explored in the past for sensing the presence of mobile devices for carrying
a device identifier while not containing any network traffic information (e.g ., browsing
data), and for being continuously transmitted by devices.

Wi-Fi enabled devices continuously scan for nearby APs, collecting information (e.g .,
Service Set Identifier (SSID), RSS and security configurations) relevant for the device to
choose the best network available. This scanning procedure can be done either passively,
by capturing APs’ beacon frames, or actively, by issuing probe requests which should
be followed by a probe response in case a desired AP was listening. Additionally, null
frames are transmitted to report the power state of the issuing device.

In our work, we record the aforementioned frames as they are used to represent the
presence of nearby devices. Note that, to mitigate individual tracking through unique
identifiers in management frames, manufacturers implement randomization schemes that
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periodically change the MAC address used. It is important to highlight that the use of
Wi-Fi frames is not limited to studying crowds. As their identifiers or probing mecha-
nisms may identify individuals devices [177], tracking phones or laptops over space and
time is possible, posing yet another threat to mobile users. While Wi-Fi management
frames have been extensively used for crowd sensing and subject tracking [15], their
simplicity has forced phone manufacturers to reduce its impact on users’ privacy. One
of the adopted methods has been to randomize MAC addresses [178, 179]. However,
there have been a series of proposed methods to overcome these imposed limitations,
with relative success [180, 177].

As the randomization process used by manufacturers to hide a device’s identity is not
well understood, we discard all randomized addresses in order to minimize possible biases
introduced by this approach. Additionally, we assume a one-to-one matching between
devices and subjects, in could have led our reported results to suffered from inaccuracies
due to people carrying multiple devices.

BLE trackers

A recent study by Weller et al ., evaluated different BLE trackers and their cloud ser-
vices [181]. Their study revealed a series of security issues, including privacy risks with
all products tested, although it did not include Apple’s FindMy as no commercial prod-
uct was available at the time. Focusing exclusively on the Apple service, Heinrich et al .,
dissected how FindMy, Apple’s object tracking system, components work [182]. Their
study reverse engineered the protocol used by lost devices, finders and how owners can
retrieve available location reports for their tags.

Apple ecosystem

Due to its popularity and extensive adoption, there is a growing body of research evalu-
ating the security of various Apple services. For example, a study by Martin et al . [183]
reveals how the Handoff service can compromise MAC address randomization and en-
able the re-identification of devices pertaining to a user. The Handoff service allows
users to seamlessly share application’s context and clipboard content across multiple
devices (e.g ., between a MacBook and an iPad). On another example, Stute et al . [184]
dissected the Apple Wireless Direct Link (AWDL) by reverse engineering its protocol
and providing a complementary Wireshark plugin to this proprietary system. These
examples highlight the relevance of studying such systems as they are used by multiple
users and may not be carefully examined as their open source counterparts.

4.1.3 Covert communication

In addition to facilitating communication and device tracking, mobile phones and other
technologies have also been used to covertly transmit data out of systems. Privacy
and security research include a large number of studies that exploit systems to covertly
exfiltrate data using a variety of methods [185]. For example, systems papers have used
HDD or keyboard LED indicators [186], hidden signals in audio which is hard to tell
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apart from music or existing background noise [187], as well as audio modulated signals
using fans and HDDs [188].

4.2 Crowd Estimation using Wi-Fi Shadowing

In this study, we use measured Wi-Fi management frame signals to estimate crowd
size while not compromising the privacy of those being monitored. This is achieved
through measuring and correlating Wi-Fi RSS changes due to the presence of subjects
in a monitored area (i.e., shadowing), from signals sent by nearby fixed devices. As a
result, relative crowd sizes can be estimated in a university building, without requiring
any unique device identifier (UID).

Furthermore, our approach ensures that individual mobility patterns remain anony-
mous and cannot be traced back to specific individuals. By focusing on the changes
in Wi-Fi RSS caused by the presence of subjects, rather than relying on UID-based
tracking, we eliminate the privacy concerns associated with traditional crowd monitor-
ing methods. Our experimental results demonstrate the effectiveness of this privacy-
preserving approach, as we observe strong correlations between the number of mobile
devices present in the building and the corresponding Wi-Fi RSS values from stationary
devices.

4.2.1 Background

We now briefly discuss Wi-Fi Management Frames, along with our method to estimate
crowd size from RSS changes. We validate our observations using a zero-th order ap-
proximation by counting the number of unique non-randomized MAC addresses in our
set.

RSS-Based Estimates

To assess the density of a crowd while not having to continuously track all nearby mobile
devices, we use the changes in RSS (i.e., shadowing) from signals sent by fixed devices.
That is, the crowd estimation is done through the wireless signal attenuation due to the
physical presence and wireless activity of people in the observed area. In this context, we
compare simple signal attenuation models which are the basis of our proposed approach.
We note, however, that the estimation of the exact coefficients of the path loss models
is not in the scope of our work.

Free Space Path Loss The first wireless path loss propagation model we discuss is the
Free-space path loss (FSPL) Ω, which only considers the distance between sender and
receiver along with the wavelength of the signal, and it is a powerlaw of the form Ω ∝ d−2.
The FSPL for a distance d and wavelength λ is estimated with Equation 4.1 [189]:

Ω(d) = 20 log10

(
4πd

λ

)
(4.1)
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When considering Equation 4.1, for a same distance, we can expect a Wi-Fi signal at 2.4
GHz to have a lower path loss than at 5 GHz. Additionally, the FSPL yields an upper
bound for RSS, if we assume a fixed infrastructure of senders (i.e., fixed distance and
transmission power w.r.t. to our receiver).

Log-Distance Path Loss A more robust alternative to FSPL is the Log-Distance Path
Loss (LDPL) model, which describes the powerlaw attenuation with an additional log-
normal variability. This random variability allow the model to better represent real
world measurements as those have been shown to be influenced by such logarithmic
components. The estimation of LDPL is given by Equation 4.2:

Ltotal = Ω(d0) + γ log10

(
d

d0

)
+Xσ (4.2)

where d0 is a experimentally chosen reference distance (often 1 meter), and Ω(d0) is the
reference path loss at at the reference distance, d is the actual distance between sender
and receiver, γ is the powerlaw exponent describing the signal attenuation, and Xσ is a
log-normal random variable with centered at zero and standard deviation σ.

Signal attenuation γ The exponent γ is proportional to the complexity of the path,
i.e., it is defined by the properties of the obstacles between sender and receiver. Due
to its intricacy, it is often only determined experimentally, and in this work, we assume
γ will only vary because of people and their actions between a set of fixed senders and
receivers in an observed space.

Absorption Cross Section and Wireless Interference A commonly used model for
the effect of humans on electromagnetic waves is the Absorption Cross Section (ACS)
σa [190], computed as the ratio σa = Pabs

Sinc
of absorbed power Pabs and incident power

density Sinc. The value of σa is influenced by the direction, polarization and frequency
of the transmitted signal, as well as the mass, cross sectional area and absorption rate
of a person’s body. We assume the ACS to be the same for all individuals, adding a
constant effect to the total path loss. Similarly, we assume the interference from other
wireless signals from people’s devices (e.g ., Wi-Fi and Bluetooth) to be constant across
subjects.

In this study, we estimate group sizes using the models described above for signal
attenuation, as described next.

Fixed Sender Model

Empty building We define the Path Loss (PL) between a stationary sender tx, and a
stationary sensor rx in an empty space as Lempty = Ptx − Erx, where Ptx is the trans-
mission power, Erx the received power. Note that Erx is the maximum RSS observed as
there are no obstructions to the signal.
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Occupied building Similarly, we define the PL when the observed area is occupied as
Lempty + Lpeople = Ptx −Qrx, where Qrx describes the RSS when people are present. As
a consequence, we can write Lpeople = Erx −Qrx, discarding the transmission power Ptx
by assuming a stationary the sender.

Given all the above observations on path loss, we test (and validate) the hypothesis
that changes in Lpeople are proportional to changes in the number of people in an observed
area (i.e., PL/〈PL〉 ∝ Nd), where the expected value for PL is given by Equation 4.3:

PL =

∫
Lpeople f(Lpeople) dLpeople (4.3)

where f(Lpeople) describes the density function of Lpeople. This loss caused by people
along the path is proportional to the log-normal distribution from Equation 4.2.
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Figure 4.1: Stay duration with a bimodal distribution, with stationary devices in the gray
shaded area.
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Figure 4.2: Average path loss (PL) and total mobile devices at different frequencies.

Finally, for an approximation of the changes in the number of individuals, we use
changes in the availability of RSS of Wi-Fi Management Frames, which are periodically
sent by wireless devices.
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Figure 4.3: Change in average path loss (PL/〈PL〉) with the total number of nearby devices
Nd. An observed monotonic increase (shaded areas), followed by a saturation in the
observed path loss. Insets show the shaded areas well approximated by PL/〈PL〉 ∼
Nα
d , with α = 0.156 for both frequencies.

4.2.2 Fixed Infrastructure Evaluation

We now discuss the evaluation of our RSS-based approach to estimate crowd sizes,
applied to a large university building. We first explain our experimental setup, then
discuss our results where we observe a strong relationship between path loss and the
number of nearby wireless devices.

4.2.2.1 Experimental setup

We installed 4 probe sensors in the Computer Science (CS) building of our university,
near its main entrances, near a parking lot and near a cafeteria. This setup ran for
13 days, in February 2019, covering the lecture period for over 6000 students and 400
staff members who typically visited the building over a week. We will also refer to these
location records as the frames data set.

Device Identifiers In our setting, each probe used 4 omni-directional antennae, listen-
ing to signals at the non-overlapping channels 6 and 11 (2.4 GHz), 36 and 44 (5 GHz).
After parsing these packets, the devices’ MAC addresses (i.e., a device’s UID) were
classified as random and non-random. Then, frames from random addresses were dis-
carded, while frames from non-random addresses had their UID hashed with a one-way
hash function. This hashing was done in order to anonymize the true identity of these
devices.

Our dataset From our measurements, we stored 28 million Wi-Fi frames, equally split
between null frames and probe requests. These records include over 35,000 non-random
(i.e., global) MAC addresses, with a median presence of 1.1 days (25th-percentile: 51
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minutes, 75th-percentile: 7 days, 99th-percentile: 13 days), and median time between
records of 5 seconds (25th-percentile: 1 second, 75th-percentile: 16 seconds, 99th-
percentile: 37 minutes). To reduce noise and eliminate passers-by, we discarded all
records with RSS below -90dBm.

Next, we classify the observed devices from our set into stationary and mobile as later
we compare the RSS from the former with counts from the latter.

4.2.2.2 Device Classification – stationary or mobile

We perform this classification by computing the PDF of sojourn times P (∆T ) of devices
we observe. Similar to our approach in [6], we define a stay as a collection of consecutive
records from a device, with a maximum interval of 15 minutes, where we also exclude
any stay shorter than 15 minutes.

From the analysis of P (∆T ), we observe an inflection point at 12 hours, forming a
bimodal distribution, depicted in Figure 4.1. With that observation, we classified devices
as stationary if their stay duration was longer than 12 hours. This step resulted in our
final list of mobile and stationary devices, to which we applied our proposed approach,
and we present the results next.

4.2.2.3 Experimental results

Wi-Fi RSS varies along with device counts The mean PL, on both 2.4 and 5 GHz,
from our identified stationary devices periodically changes as the number of manage-
ment frames varies throughout the day, as shown in Figure 4.2. These panels display
a color-coded Cumulative Density Function (CDF), along with the corresponding count
of devices (Nd).

PL and device counts non-linear relationship Next, we correlate the mean PL and
the inferred number of devices Nd using data from all four vantage points. For this
analysis, we observe a monotonic relationship between the two variables, with a strong
correlation up to 1,000 devices at 2.4 GHz and 1,300 at 5 GHz. This correlation is
depicted in Figure 4.3, with insets showing an approximation for PL/〈PL〉 ∼ Nα

d , with
α = 0.156 in both frequencies.

PL and log(Nd) Pearson correlation is strong, and statistically significant Further-
more, PL and log(Nd) showed a very strong Pearson correlation ρ2.4 GHz = 0.74 at 2.4
GHz and ρ5 GHz = 0.82 at 5 GHz for the corresponding increasing intervals, also both
statistically significant, i.e., p-value < 10−4. And as previously discussed, the correla-
tions were not statistically significant on the corresponding non-increasing intervals, i.e.,
p-value > 0.25.

The study collected a dataset of 28 million Wi-Fi frames and classified devices into
stationary and mobile based on their sojourn times. The results showed that the Wi-Fi
RSS varied with the number of devices, indicating a non-linear relationship. The mean
path loss (PL) and the inferred number of devices exhibited a strong correlation, with a
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4.3 Crowd Estimation using BLE trackers

statistically significant Pearson correlation coefficient. These findings demonstrated the
feasibility of estimating crowd size while protecting privacy.

4.3 Crowd Estimation using BLE trackers

In this section, we discuss the results of re-purposing another system for crowd sensing.
This time, we use reports for lost BLE devices, part of the Apple FindMy object track-
ing service. Similar to the Wi-Fi study, we perform real-world measurements of group
size and people flow, validating our observations with assessments done using image
recognition as well as management frames.

4.3.1 Background

BLE object trackers, or tags, are becoming increasingly popular and ubiquitous. This
omnipresence allowed developers to build a network of tag owners, capable of reporting
about nearby trackers without ever disclosing their identity. The benefits of this crowd-
sourced effort are two-fold: users can swiftly find a lost object, and it creates possibilities
for alternative functionalities that were not originally planned for. In this first study, we
delve into one of these secondary uses built on top of Apple’s FindMy service, namely
crowd sensing. Next, we describe how this finder network service works.
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Figure 4.4: Delay in sensing and reporting a tag [1].

4.3.1.1 Finder network service

The Apple FindMy service was first released in 2019, allowing a device of a user who
explicitly opt-in to be continuously tracked by other devices, in a crowd-sourced and
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anonymous manner. As soon as a device is marked as lost, its owner will eventually
receive reports containing the time and location where the device was (last) seen. Cur-
rently, this information can be seen through the FindMy app [191] on Apple devices.

FindMy reverse-engineering. The recent study by Heinrich et al . [182] unveiled the
operation of the FindMy system, allowing any BLE enabled device to be used as a tag in
Apple’s finder network. These tags can be programmed to beacon about their presence
at all times, which can then be captured and reported anonymously by any nearby
finder, as depicted in Figure 4.4 which we describe next. As a first step, the owner of
a tag must have an iCloud account, with which a pair of public-keys (ek, dk) is created
through a series of API calls.

Tags beacons. To be tracked, a tag must broadcast BLE advertising packets using a
crafted MAC address derived from ek (see [182] for more details). Then, any nearby
Apple finder device checks if a captured beacon contains a “matching” MAC address
and payload, before anonymously reporting its presence to the iCloud service.

Finder reporting mechanism. Once a finder captures a valid beacon from a lost tag, it
will temporarily store a report containing: (1) time tc, (2) a confidence value c (similar
to (4)), (3) ek, (4) the encrypted location information using ek, containing coordinates,
horizontal accuracy and status, and (5) an AES-GCM authentication label for validity.
Eventually, these reports are uploaded to iCloud using an HTTPS POST, where they
are stored until an owner requests them. It is interesting to note that reports are bundled
before being uploaded, and each record in a bundle receives an additional time of arrival
(on the server side) timestamp, namely tr.

Owner requesting reports mechanism. Using its set of ek, an owner may query iCloud
(HTTPS GET) for available location reports. If found, reports are then decrypted using
the matching dk.

BLE advertising. BLE advertising packets can carry up to 31 bytes of information,
and can be continuously sent at intervals ranging from 20 ms to 10 s at three exclu-
sive channels [192]. This variety leads to a stochastic reception of beacons, which is
also influenced by the transmission power, distance between sender and receiver, and
environmental conditions (e.g ., radio interference).

4.3.1.2 Experimental Setup

To further our understanding on how the sensing and reporting of tags in the FindMy
network work, we conduct a series of controlled experiments. For that, we use micro-
controllers (i.e., ESP32) as our tags for supporting BLE and their low-power and easy
programmability, allowing full control of its wireless chip. We show a sample of 10
location reports corresponding to a single tag in Table 4.1.
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Table 4.1: Sample reports for a tag in the Apple FindMy.

confidence capture time (tc) latitude longitude accuracy report time (tr)

2 1625672452 48.125760 11.590990 118.0 16256722471.748
2 1625672438 48.127524 11.593224 115.0 16256725090.865
3 1625672349 48.128720 11.593177 76.0 16256728238.983
1 1625672248 48.126633 11.600232 200.0 16256722694.255
1 1625672234 48.136451 11.570301 252.0 16256725643.866
1 1625672225 48.128819 11.593473 197.0 16256723496.669
1 1625672220 48.126010 11.601523 200.0 16256722484.134
1 1625672219 48.126592 11.600317 200.0 16256726498.278
1 1625672219 48.126010 11.601523 200.0 16256722484.134
1 1625672213 48.126697 11.605043 206.0 16256725625.544

Device settings determine when reports are uploaded. As the upload of reports is
bundled, we analyzed the traffic between iCloud and jailbroken iPhones1 to study the
reporting behavior for our phones using different settings (e.g ., cellular or Wi-Fi, and on
battery or power supply). For each of these settings, we placed a continuously beaconing
tag next to our phones for 72 hours. From these measurements, we observe a clear
distinction between a phone’s connectivity modes, with a median reporting time of 15
minutes on Wi-Fi and 3 hours on cellular, as depicted in Figure 4.5. Additionally, when
Low Data Mode was enabled, our iPhones submitted reports with a median time of 36
minutes. These numbers lead up to our first observation that phone settings significantly
influence the difference between tc and tr, i.e., the expected time reports are bundled.
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Figure 4.5: Delay in sensing and reporting a Bluetooth tag.

Most reports are uploaded within 15 minutes – in the wild. To complement our
controlled measurements, we collected location reports from our own tags for 24 hours in
a crowded public space, over multiple days from July to September 2021. The difference
between contact time tc and reported time tr showed a strong mode around 15 minutes

1iPhones 7 and 8 on iOS14.6, through an HTTP proxy
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(median of 13.15 minutes), and with 95% of its values between 6 seconds and 8 hours as
depicted in Figure 4.6. This highlights the variety in reporting behavior, which we will
exploit for our crowd assessments.
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Figure 4.6: Distribution of the delay in sensing and uploading.

Bundle uploading time uniquely identifies a finder. Report bundles are appended
with their receiving time tr with milliseconds precision, allowing us to uniquely identify
a finder. That is, even if two phones sense a beacon from a tag at the same time, the
reporting to iCloud is unlikely to reach the Apple servers within the same millisecond.
This identification is made stronger when bundles include several reports, with wider
ranging contact times tc. It is worthwhile noting that bundles may include up to 255
reports, with up to 4 reports per tag.

Quicker BLE advertising may lead to no availability of reports. As previously dis-
cussed, the sensing of BLE advertisements is stochastic, and shorter advertising intervals
will lead to a higher success rate in their detection. However, our experiments showed
that at 20 ms or lower, the FindMy service discarded all location reports, possibly for
fairness. Although we were not able to precisely pick the best interval, our experiments
showed that at 1022.5 ms, we achieved the lowest miss rate for detected beacons. With
that observation, we used this interval for all our future measurements, at maximum TX
power (+9dBm).

4.3.2 Crowd Monitoring using tags

We now assess the use of tags from the Apple FindMy service in two problems in crowd
monitoring: (1) using a single tag, we estimate crowd density in an area, and (2) using
multiple tags we gauge crowd flow over a path. For their evaluation, we compare (1)
against a state-of-the-art deep learning method, whereas we compare (2) to our previ-
ously discussed Wi-Fi management frames approach.
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4.3.2.1 Crowd density – Using a single tag

To evaluate the use of tags for crowd size estimates, we run 8 measurements, each for 3
hours, from July to September 2021. These measurements were conducted in a popular
public square, Marienplatz in Munich, Germany, that it is often visited by those coming
to shops, restaurants, and nearby transit stations. In this experiment, we used a single
ESP32 as a tag, advertising at a constant interval of 1 second and maximum TX power
(+9 dBm). The numbers obtained from this approach were compared to those obtained
from an image-based approach, that we explain next.

4.3.2.2 Image-based crowd count

Image recognition methods applied to crowd estimates yield accurate and robust results,
even with inexpensive hardware [15]; solutions based on CNNs have lately produced
unrivalled results for computer vision. Despite its superiority, it may still raise privacy
concerns for the use of images which lead to regulatory legislation in various countries.
To produce a comparative metric, we applied a CNN model to images from a webcam23,
which publicly publishes 2048x1536 images every 5 seconds. For the recognition task,
we used the Mask R-CNN [193] model, which performs image segmentation for multiple
class instances in parallel. This segmentation is important to better separate individuals
in a frame, as they tend to stand and move in large groups, even when they overlap in
an image.

4.3.2.3 Results of crowd size estimates

For this analysis, we correlate the number of individuals recognized by the image-based
approach against the counts from tags. For the latter, each device is identified by the
number of unique receive timestamps tr over any considered interval. In the image-based
method, a CNN model called Mask R-CNN was applied to images captured by a webcam.
The Mask R-CNN model performs image segmentation for multiple class instances, allow-
ing for better separation of individuals in a frame, even when they overlap. In this way,
we compare the image-based approach with the tags method to determine the accuracy
of the former in estimating the number of individuals.

To choose the best window to aggregate location reports, we correlate the two es-
timates (i.e., tags and images) for different time bin sizes (Wt). In this analysis, we
observe that only window sizes above 8 minutes yield statistically significant results
(i.e., we adopt p-value < 0.001 as our accepted confidence interval), and the correla-
tion reaches its peak value at 18 minutes (at 0.58), as depicted in Figure 4.7a, with its
corresponding correlation plot on Figure 4.7b. The higher values of correlation around
15 minutes are likely explained by the reporting behavior discussed previously, yielding
crowd size estimates sizes with a tolerable time lag.

2https://kaufhaus.ludwigbeck.de/service/webcam
3No explicit authorization was obtained for the use of these images, which are publicly accessible.
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As a result, estimates of crowd size could be best estimated using a window of 18
minutes. This could then be calibrated with an actual counting during limited intervals,
and using a model based of the report counts to then estimate sizes at any other time.
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Figure 4.7: Relationship numbers from tags (NT ) and from images (NI), for different bin sizes
(Wt). (N̂∗: mean N∗)

4.3.3 Crowd flow – Using multiple tags

We now evaluate the use of tags to estimate moving and waiting times for a crowds in
a public space. In this case, we compare our results to measurements done using Wi-Fi
management frames, done from two vantage points in the center of Munich.

4.3.3.1 Wi-Fi Management Frames

As previously discussed in this thesis, this approach produces acceptable results by
tracking devices using their unique MAC address. In this experiment, we discard all
Wi-Fi frames containing a locally managed address (i.e., random4) in order to reduce
unwanted noise, which accounted for 26% of the total records being removed. For these
measurements, we used two RaspberryPi 3, with two external antennae, hopping between
channels 1, 6 and 11.

4.3.3.2 Results of crowd flow estimates

To study the flow of a crowd, we compute the interval devices take to traverse the
space between two vantage points, as measured using our tags approach and using Wi-
Fi signals. Finally, the evaluation is done by comparing the distribution of these time
intervals between the two approaches. Our measuring points were 176 meters apart,
located in the city center of Munich, at a busy pedestrian only area near shops and
transit stations. We made 3 measurements, which lasted for 2 hours each in the early
days of September 2021.

4Wi-Fi enabled devices randomize their MAC identifiers when sending probe requests to avoid being
tracked (see 4.1).
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4.4 Privacy leakage on the Apple FindMy service

As previously discussed, we identify a device in the tags measurements by their report-
ing time tr (see Table 4.1 for example), from a bundle containing consecutive records
from both vantage points. Similarly, from the Wi-Fi measurements, records from a
non-random MAC address captured at both fixed points yields a valid interval.

We first note that the two distributions (i.e., from tags and Wi-Fi) show a satisfactory
similarity, with a strong mode at 2 minutes, as depicted in Figure 4.8. Additionally, we
decompose both distributions into their log-normal components, with an unsupervised
learning model, namely Gaussian-Mixture Model. This popular method clusters data
into a given number of Gaussians (nG).

To choose nG, we applied the BIC method [194], which yields a score for how well
each model (i.e., the labeled data) explains variance in the input data. This approach
suggests 3 to be the best value for nG, which when applied to the distributions discussed
above, yields the right panel on Figure 4.8. Note that we discard one of the clusters,
which contained very short intervals.

We interpret the remaining curves as the walking times and walking + waiting times.
Both sets presented similar average walking times, with 2.41±0.04 minutes for tags and
2.28±0.04 minutes for Wi-Fi frames. These times correspond to a walking speed of 4.5
km/h, which is in line with existing research [195]. Furthermore, given this walking
speed estimate, we observe similar average waiting times of 19.33±1.44 minutes on tags
and 20.54±0.69 on Wi-Fi frames, i.e., the possible time people spent at shops along the
way. This allows us to estimate moving and stop times using the location reports for
our tags, and given the lack of device identifier, this method cannot expose the actual
identify of any nearby subject.
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Figure 4.8: Crod Flow [Left] Time between vantage points. [Right] Estimated walking and
waiting times between vantage points.

4.4 Privacy leakage on the Apple FindMy service

In this Section we expand on the analyses of tags, presented in Chapter 4. This time,
we unveil a series of possible attacks iPhone users could be subject to, along with proof-
of-concept examples and a discussion on possible mitigation strategies. We present
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these attacks in two parts: deliberate tracking and side-channel communication. For
background on the working of this finder service, please refer to Section 4.3.

Subject Tracking Beyond the sensing capabilities of the Apple FindMy (see § 4.3),
we identify possible risks to users privacy due to information contained in the timing
information of location reports.

Side channel Additionally, we show how a combination of tags can be used to establish
a covert data channel, able to send data through a victim’s iPhone at low bit-rate,
without a victim noticing it.

4.4.1 Deliberate Tracking

We now introduce a series of PoC evaluations of location information that could currently
leak from iPhones through the Apple FindMy service. These threats that we discuss rely
on timing attacks, in which the difference between sensing and reporting a tag may give
an attacker sensitive information about a victim. Furthermore, the attacks we discuss
were performed on our own devices, where we had control over the iPhones’ settings and
times when they were connected to cellular or Wi-Fi.

We present two possible attacks of location information leakage, that rely on location
reports being bundled (see § 4.3): A) Final destination inference, where typical phone
settings and the difference between sensing (tc) and uploading a report (tr) can give
valuable information to an attacker about a victim’s whereabouts. B) Partial path
reconstruction, where location points covered by a phone’s trajectory may be inferred.

4.4.1.1 Remote Destination Inference – Using a single tag

This PoC is based on the time information from location reports, namely, the time
between observing a nearby tag (tc) and sending a bundle of reports to iCloud (tr).
Additionally, we note that if supported by the tag hardware, the TX power can be
modulated to ensure only a victim’s iPhone is affected.

Threat model In order to obtain relevant information about the whereabouts of a
victim, a malicious actor conducts a timing attack with a single tag. This actor is
aware of the victim’s mostly visited places, and a victim’s iPhone only uses Wi-Fi when
visiting these places, while on cellular at other time. During a brief encounter with
the victim, the attacker “pins” their iPhone by transmitting a series of beacons with
a crafted tag. The pinned phone, while on the move, will be connected to the cellular
network, storing reports until reaching the victim’s final destination. At the victim’s
final destination, their phone will connect to Wi-Fi, immediately uploading the existing
location reports. Finally, by knowing when the contact happened and the time it took
for the reports to be uploaded, the malicious actor can infer the most likely final location
by comparing possible travel times. While this attack happens, the victim is ignorant

76



4.4 Privacy leakage on the Apple FindMy service

that information is being stolen and only disabling the FindMy service, or Bluetooth,
can currently mitigate this threat.

4.4.1.2 PoC

To test this attack, we used one iPhone 12 (running iOS 15) and one crafted tag, with
TX power modulated at -6 dBm to limit the reachability of each beacon to only our
phone. We then powered up the tag close to the iPhone for 60 seconds, then traveled
18.5 km to a location, where we enabled Wi-Fi. As a results, we observed that the total
time on the move was 29 minutes, and tr−tc was 35 minutes. That is, the time to report
closely matched our travel time, with a difference due to probably the phone taking a
few minutes to connect to Wi-Fi at our final destination. Note that in this proof-of-
concept experiment, we do not collect enough samples to cover all possible cases, when
for example, other phones are present.

4.4.1.3 Path reconstruction – Using multiple tags

Given the bundling of reports (see § 4.3), intentionally positioned lost tags can form a
sequence of “breadcrumbs” which can then disclose the path followed by a phone. Sim-
ilarly to the previous example, TX power can be modulated to ensure shorter coverage
from each tag. As a proof of concept, we conduct one experiment.

Threat model A malicious actor places crafted tags along possible paths their victim’s
might move through. This attack requires a victim’s phone to be connected to cellular
at all times while moving through this monitored area, and it may connect to Wi-Fi
after leaving it. As the victim’s iPhone moves through this watched area, it will sense
the different tags along the way and bundle their reports. Once this bundle is eventually
uploaded, the time and known location of the tags allows the attacker to reconstruct
the path taken. Note that, the tr of a bundle is unique, allowing consecutive reports
to be grouped (see § 4.3). Once again, while the attack is happening, the victim is not
aware it is happening, and only disabling FindMy or Bluetooth can currently mitigate
this attack.

4.4.1.4 PoC

In this case, we placed 6 different tags in pairs, 150 meters apart, and we conducted
experiments with 3 different iPhones (7 and 8 on iOS 14.8 and 12 on iOS 15). We stood
next to a pair of tags for 5 minutes, then moved to a next location (in approximately 2
minutes), with Wi-Fi disabled in all phones. Once all three spots were visited, we moved
to another distant location where Wi-Fi was finally enabled. The wireless configuration
was set to ensure reports were not sent before all stops were covered.

Based on the logged contact times (tc), we were able to infer the path taken by all three
phones, along with their stops, as depicted in Figure 4.9. We also noted that reports
were uploaded within 5 minutes of the iPhones connecting to Wi-Fi, enabling a malicious
actor to efficiently perform this attack, unless partial bundles of reports are before all
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stops are covered. It is important to note that with the wide availability of public and
private Wi-Fi networks, e.g ., eduroam and network operators offloading services, such
attacks could be made even easier. While such networks provide continuous Internet
connectivity they may also allow a near-real-time tracking of subjects.
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Figure 4.9: Path reconstruction.

4.4.1.5 Mitigation

Until Apple chooses to change (or fix) these behaviors, which we discuss below, iPhone
owners can mitigate risks of having location information leaked by disabling the FindMy
service or Bluetooth. However, note that this may reduce the existing functionalities
of the phone which could be prevent if Apple addresses the issue. These possible fixes
include: (1) randomizing the time it takes to upload a report, making it agnostic of the
connectivity available, or making it a function of the distance traveled, or (2) reduce
the granularity of tr, or remove it, relying on tc to tell whether or not a report is stale.
These suggestions should not affect the functionalities of FindMy, but could significantly
improve a user’s privacy protection.

4.4.2 TagComm – Covert Channel Using BLE Trackers

Complementary to the leakage of location information in the Apple FindMy service, we
now present a possible side-channel attack on this tracker service. Our unicast protocol,
named TagComm, encodes data as sequence of different tag beacons, which when sensed
by a nearby iPhone, can be covertly transmitted to an attacker through the iCloud
reporting system. Figure 4.10 graphically presents TagComm: a crafted tag switches
between a set of IDs, that are chosen to encode a message using a pre-determined
alphabet, then a finder senses these IDs which are later reported, allowing the owner
(i.e., the attacker) to decode the desired message.
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Figure 4.10: TagComm protocol example, encoding a message as a sequence of tag IDs, silently
and securely transmitted by a finder.

A malicious actor could, for example, use our system to exfiltrate data from an air
gapped system (cf. [185]). Additionally, as the Apple FindMy reporting system is end-
to-end encrypted, neither Apple nor a victim’s iPhone (i.e., a finder) would be able
to decode any message or note that the attack is taking place. Only the owner of the
transmitted IDs would be capable to decode the exfiltrated message.

TagComm encodes information with a series of tag IDs, and their permutations. This
approach allows N IDs to encode blog2 (N !)c bits of information. Furthermore, we add a
set of additional bits for increase robustness, including header and parity bits.

4.4.2.1 Encoding a message

To maximize bandwidth and support message validity checks, we encode the data to
be transmitted using a permutation of N tag IDs. Note that the understanding of how
tags are sensed and how location reports are built and uploaded (see § 4.3) limit the
achievable bitrate of this approach.

Input to sequence of symbols Considering a word W to be transmitted, and an encoding
alphabet of symbols of size N, we split the interval (0, N!) iteratively to recover the
sequence of symbols to be used. Note that this requires W < N! (as Ê). For example, for
N=5 and W=42, we first sort the set of encoding symbols, i.e., a<b<c<d<e (Ë). Next,
we divide the interval 5! into 5 blocks of equal size, as in Figure 4.12a. As 42 is in the
second block, b is set as the first encoding symbol. This is repeated until all symbols
have been assigned, in this case, outputting bdeca. This approach allows us to encode
log2 (N !) bits using N tags (i.e., symbols). Algorithm 1 systematically describes these
steps.
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Algorithm 1: Encoding input word into sequences

Input: S,w; /* Symbols and word encoded */

Output: E; /* Encoded sequence */

1 L← length(S) ; /* Length of S */

2 assert(L! >= w) ; /* From Ê */

3 E ← [ceil(w/(L− 1)!)] ; /* One item list */

4 for idx ∈ range(L− 1, 0,−1) do /* From Ë */

5 w −= (E[−1]− 1) ∗ idx! ; /*E[−1]: last */

6 e = ceil(w/(idx− 1)!);
7 E.append(e);

Defining N=16 Given Ê, we define the code efficiency of our protocol as blog2N !c/dN log2Ne
(as Ë). That is, the maximum encoded bits by the minimum bits for all symbols N. From
these observations, Figure 4.11 shows the change in Ë for different values of N up to 20
tags5, with its highest efficiency at N=16, that we then we use for our protocol. This
setup yields 44 bits in total, which use we describe next.
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Figure 4.11: Code efficiency given the number of symbols (tag IDs) being used to endcode a
message, with its maximum at 16.

Frame and supporting bits In order to allow the receiver to verify the integrity of
the message being transmitted, we define a series of special bits for our protocol frame,
depicted in Figure 4.12b. Our header, consisting of three bits, differentiates among the
following message types: STX (0b000) the start of transmission, F0 and F1 alternating
even and odd frames (0b010 and 0b100, respectively), and EOT end of transmission
(0b110). By using these bits, a receiver can deterministically identify the start, the end

5Largest number of permutations that fits in 64 bits.
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and intermediate frames during a transmission. Additionally, a parity bit is included to
allow for an integrity check of each frame. The remaining 40 bits are our payload.

Figure 4.12: Protocol definitions. (a) Encoding a value as a sequence of symbols. (b) Frame
bitmap.

Transmission integrity To successfully send a message W using TagComm, a sender has
to chunk it into Nw words w of size 40 bits. An STX frame (i.e., header set to 0b000) starts
the transmission, also containing the total number of words Nw to be expected. Next,
each w is encoded and transmitted in alternating frame types F0 and F1. Ultimately, an
EOT frame signals the successful transmission of the message. Note that, for every w all
symbols must be transmitted and successfully received.

4.4.2.2 Decoding a message

Once the location reports have been received by an owner, the transmitted message can
be decoded. This is done by reversing the steps described above for encoding.

Tags alignment The first step to decode an incoming message is to align each symbol
(i.e., tag ID) into slots of a predetermined duration ttag.

Frames alignment As the duration of each frame is also predetermined, the next step is
to align the received frames. With that, each frame type can be identified and accordingly
aligned, i.e., STX, F0, F1, ..., EOT (as Ì), allowing us to start the decoding of the message.

Decoding frames With the frames aligned, we can decode the message. This is done
by adding up the partial values resulted from dividing the interval N! and knowing the
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predetermined ordering of symbols (i.e., Ë), as in Algorithm 2. Finally, in the next step
we can then check for errors using the parity bit.

Algorithm 2: Decoding sequences into words

Input: S, E; /* Symbols and encoded seq. */

Output: w; /* Decoded word */

1 L← length(S) ; /* Length of S */

2 P ← [ ] ; /* Empty list */

3 for i, e ∈ enumerate(E) do
4 idx← S.index(c) ; /* Symbol e index */

5 P.append((L− 1− i) ∗ idx); /* Partial sum */

6 S.pop(idx)

7 w ← sum(P ) ; /* Add up all partials */

Error identification After decoding all frames, we check for errors with the parity bit.
Additionally, the sequence of frames (i.e., Ì), along with parity bits, enables us to
reconstruct the original message when a single symbol is not received. This is done by
first aligning the received frames, then correcting the error with the corresponding parity
bit of the faulty frame.

Final message reconstruction With all frames decoded, the number of transmitted
frames Nw can be verified, and the final message can then be reconstructed.

4.4.2.3 TagComm Experiment

We now describe the tests and results obtained from our TagComm system.

Setup and results To test our system, we transmitted 10 random words of 40 bits, using
a single ESP32 as a tag running our TagComm implementation. As a finder, we used a
an iPhone 12 (running iOS 15) which was always on Wi-Fi. As discussed in § 4.3, these
settings represent a best-case scenario in which reports are expected every 15 minutes.
With this setup, we successfully received all transmitted words. Furthermore, we tested
the boundary conditions for TagComm, such as word duration and BLE advertisement
interval.

For these additional analyses, we define error rate as slots where no location reports
were received. That is, for a tag slot (e.g ., 30 seconds), the corresponding error rate of
a transmission is the number of empty slots a report was expected. Additionally, the
Time Until Done (TUD) is the least amount of time that was required to decode the
entire information.
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Figure 4.13: Error rate and TUD for different settings. (a) CDF of error rate and different
frame duration (Wt). (b) Error rate and BLE advertisement intervals. (c) CDF
of TUD and Wt.

Frame duration shows little impact on error rate From our tests, we observe a 26.7%
error rate when using 20 minutes frames, 24.73% for 15 minutes, and 28.82% for 10
minutes on average, as shown in Figure 4.13a. This suggests that increasing the number
of times a tag is transmitted within a frame window does not significantly affect its
probability of being detected, assuming an iPhone is around.

Larger BLE advertisement intervals increase error rate As shown in Figure 4.13b,
the error rate monotonically increases with larger BLE advertising intervals. This is
likely due to the stochastic properties between these intervals and the detection of bea-
cons [192]. That is, as a Bluetooth device is not continuously listening on all channels,
if we reduce the interval between transmitting new beacons, we reduce the probability
each transmission is sensed by a receiving device.

Shorter frame duration increases TUD Using frame windows of 10, 15 and 20 minutes,
we tested the TUD of each configuration for 72 hours, finally we computed the expected
TUD using 100 random starting points. With these tests, we see 7.73±0.22 hours with
20 minutes, 9.57±0.30 hours with 15 minutes, and 10.36±0.36 hours with 10 minutes for
TUD, which are also depicted on Figure 4.13c. It is important to highlight that, in our
tests, two iPhones connected to the same iCloud account when used a finders did not
produce a statistically significant improvement in TUD.

In summary, the experiment demonstrated successful data transmission and recep-
tion. The error rates were affected by frame duration and BLE advertisement intervals.
Increasing transmission frequency within a frame window had little impact on detection
probability. Shorter frame durations increased the decoding time, while multiple iPhones
connected to the same iCloud account did not significantly enhance it. These findings
provide insights for optimizing the system’s performance and efficiency.
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4.4.2.4 Mitigation

As previously discussed for the leakage of location information through the Apple FindMy
service, currently, users can only mitigate this threat by either disabling that service or
Bluetooth altogether, impairing the device’s functionality. Regarding the system, Apple
can limit the number of concurrent reports that can be sent by a finder, as well as reduce
the overall number of reports available for a lost tag or reduce the granularity of the
timestamps contained in each report. During our experiments in 2021, we noted that
iOS never notified our phones about the presence of a nearby crafted tag, which could
also help as it is currently done for AirTags. That is, if an AirTag is detected near an
iPhone for an extended period of time, the phone user will be notified that a tracker is
likely follow them. The same behavior is not implemented for the crafted tags we used.

We believe that the possible attacks discussed here are only of low risk for most iPhone
users given its requirements and the sensitivity of the information leaked. Mobile users
who deem such risks high can disable the FindMy service reducing their exposure at the
expense of being able to track the location of their own devices remotely.

4.5 Discussion

This chapter demonstrates our findings on studying human mobility through aggregated
data from multiple mobile users, as opposed to tracking individuals. We achieved this
by detecting movement-related signals from mobile phones and aggregating them at the
time of collection. Our investigations also exposed the potential leakage of private and
sensitive data without users’ awareness.

As such, we address the final two research questions, RQ2 and RQ3, regarding min-
imizing privacy exposure while studying mobility and whether systems designed with
“privacy by design” may still unintentionally leak information.

Our studies using Wi-Fi signals and Bluetooth trackers data demonstrate the fea-
sibility and limits for studying crowds. While these results do not address the same
problems covered on chapter 3, they expand our understanding of related aspects on
human mobility, namely occupancy, density and flow.

Additionally, the study of these systems revealed how location information can leak
and be exploited by actors with malicious intentions. That is, while the availability
of services associated to mobile devices continues to grow, that may also unwittingly
increase the surface of attack and exposure of users’ private data.
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In this thesis we studied how mobile devices can be used to sense different aspects of hu-
man behavior as well as how they may influence these actions. That is, looking through
GPS data or Wi-Fi associations to model mobility we study how browsing and online
gaming may vary and even influence back mobility. We quantified these influences and
explained them through mathematical models that can be reused and compared with
newer observations. Furthermore, we discussed results of how new technologies and the
omnipresence of devices may inadvertently expose individual privacy, and how behav-
ioral studies on mobility can be conducted using aggregate measurements. These privacy
risks raise important questions regarding the possibility of conducting such studies while
minimizing exposure, also presenting clear ethical concerns related to the research being
done. Our results highlight the importance of better understanding how people move
and the consequences of these actions in their contacts and their wireless network uti-
lization. We proposed robust models built from real world data and simulations that
capture and describe fundamental aspects of human nature when mobile users are stud-
ied individually or as crowds. Furthermore, our work highlights potential cybersecurity
risks wireless-based services may expose their users. That is, the introduction and wide
spread use of mobile connected devices can be used to study human mobility, with clear
benefits, but this should be done with privacy and ethics taking a central role in human
behavior research.

In the first part of our results, we focused on individuals, and we used data from
their mobile device usage to study mobility. We showed how different device types are
used differently to browse the Internet and how that usage correlates with mobility, in-
cluding their predictability. The quantification of these differences may help guide the
implementation of new network protocols as well as user application interfaces, helping
deliver the right content given a user mobile state. Similarly, our study on the inter-
play between online gaming and mobility shows how applications with a strong mobility
component can significantly alter human behavior, and how this impact may be affected
by the battery consumption of the game. These observations should foster further re-
search on (1) mobile network protocols, improving connectivity, speed and latency given
future actions of a mobile user; (2) on the different use and preference for information
depending on the device type used and whether the user is on the move or not, also
considering the changes in usage pattern over the years; and (3) on application design
patterns that best suit applications with a strong mobility component, such as games,
maps, and social media.

Still on the analysis of mobility through individual phone data, we studied how the
duration of stays and the resulting social network of contacts can be used to estimate
risks during an epidemic spread. The results of these studies could be used in future
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epidemics, better guiding policy makers and sanitary guidelines. This could be done by
making informed predictions on the time someone will spend at a location, as well as
notifying people that could be at an elevated risk of infection based on their neighboring
structure rather than only direct contact. We believe these observations could also have
implications beyond infectious diseases spread, such as opportunistic networks, (mis-
)information dissemination, and urban planning.

In the second part of our results, we kept our focus on data from mobile devices,
but for the study of crowds instead. This shift allowed us to study different aspects
of mobility, while attempting to preserve users privacy. Using Wi-Fi probes we showed
how even the change in signal strength measured by several probes can correlate with
the presence of people. This ensures privacy while allowing us to build estimates of
the number of people in a confined and predetermined space. A challenge that remains
here is the use of a similar setup in unknown environments and where the presence of
individuals changes constantly. Through Bluetooth, a similar technology designed to
short range communication, we built a system capable of estimating crowd size and flow
on top an existing infrastructure by Apple. The FindMy service, capable of tracking
lost devices and BLE tags, provides us with enough information to do crowd assessment
with minimum privacy guarantees. That is, location reports for lost BLE trackers do not
carry identifiers from finder devices. We have shown, however, that with the information
currently provided with each location report (and some additional external information)
this assumption no longer holds. We were able to show how individuals may be tracked
and even have information relayed through this system unknowingly. These results
highlight the potential risks the introduction of new technologies may bring to mobile
users. While these risks should not prevent innovation, changes should be admitted with
caution as they are likely to also introduce new, and unwanted risks to users privacy.
We hope these observations will foster two major effects: (1) further research on crowd
studies, including different data sources as well as the use of these insights for policies
and commercial use, and (2) the privacy and cybersecurity risks brought by systems that
were designed to preserve users identity but could be easily compromised.

Privacy and ethics were central components of this thesis and the scientific papers
presented. When personal data from mobile users were analyzed, all necessary measures
were taken to ensure minimal sensitive data were exposed and that no de-anonymization
was ever attempted. The results including crowd analyses were aimed at providing
alternative ways to study human mobility while preserving individual privacy. In those
studies, identifiers were only kept for a minimal amount of time at the hardware that
was doing the sampling such that only counts and densities could ever be inferred, or
until any other required metrics were computed. These careful efforts ensured not only
that our work followed privacy and ethical guidelines, but could foster further similar
research, such as privacy oriented services running at the Edge. We not only believe
that more research like this is possible, but that moving forward, ethics takes a more
central role in related studies and that commercial application only be implemented if
certified to be following similar approaches.

To foster these discussions on privacy and ethics when using personal data from mo-
bile users we include an extensive review to this thesis. In this review we observe that
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in the past two decades, research on human mobility within networking has seen signifi-
cant evolution, marked by a shift towards handling larger datasets (i.e., more subjects,
longer duration, and combined sources of data). This shift has been facilitated by au-
tomated data collection methods (e.g ., cellular network association, smartcards, phone
tracking applications) and scalable analysis techniques (e.g ., big data and and advanced
machine learning), which were previously unavailable. However, this rapid progress in
human-centric research often raises concerns regarding privacy and ethical considera-
tions. In this study [196], we conducted a comprehensive review of scientific literature
on human mobility, with a particular focus on how ethical and privacy concerns have
been addressed in their corresponding text. Our review encompassed 118 papers includ-
ing a total of 149 individual mobility datasets. We found that while the expansion of
data collections has paved the way for novel insights, adherence to established guidelines
on data governance and transparent communication of research practices has not been
consistent across studies. We conclude by initiating a discussion on the importance of
addressing data governance, privacy, and ethical considerations within our research com-
munity, advocating for clearer guidelines and practices in these areas as well as having
ethics a part of the formal education of future (computer) scientists.

In this thesis, we discussed results from two distinct but related perspectives in the
interplay between human mobility and mobile devices. Firstly, we studied the relation
between online activity (e.g ., browsing, Internet traffic, network connectivity, and gam-
ing) and mobility (e.g ., visits, distances, and contacts). The quantification of these two
aspects allowed us to model how online activity gives us a window into how humans move,
change places, and come in contact with one another. As a consequence, through these
models we were able to better predict movements and better able to predict the spread
of information through a local community. This first group of results, when combined
with large datasets and a responsible and ethical approach may guide the improvement
of mobile apps and connectivity, as well as urban planning. Secondly, we studied how
the omnipresence of online devices and connectivity allows us to study crowds, but may
also compromised privacy by leaking mobility information. The study of large groups
of people can help protect users privacy by no longer focusing (or even requiring) per-
sistent identifiers, preventing any subject from being singled out. While wide spread
Wi-Fi connectivity and always-ON devices may be convenient, we showed that changes
in the Wi-Fi spectrum and Bluetooth device probing may be used to study large crowds
in pre-determined spaces. From a privacy protection standpoint, our study of Blue-
tooth probing with location trackers from Apple revealed concerning potential leakage
of location information of its users, such as location information and data exfiltration.

With that and the work presented in this thesis, we want to emphasize the following
points among the remaining open research questions:

� When subjects agree to it, what are less intrusive ways to capture mobility/behav-
ioral data from mobile users? Existing BLE trackers may provide a good source,
even if not extremely accurate. Other less intrusive sources may include activity
trackers (e.g ., watches and rings), driving telematics sensors, and satellite imagery.
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� How can mobile users ensure control over their data? In order to deliver guarantees
to users as well as to empower researchers when using sensitive data, reliable
solutions to data sharing and data stewardship are needed and be widely adopted.

� How can mobility research effectively communicate its findings while respecting and
protecting the privacy of its subjects? We believe both the research community
and the involved subjects could benefit from guidelines into how to ethically (and
legally) deal with private data. This way, we may keep the trust of the public
and stand a chance at continuing to conduct research on human mobility with real
data.

By addressing some of these open questions, another positive consequence is increased
reproducibility of published results. This would be possible with sufficiently anonymized
data being shared as well as new privacy-preserving methods that could be more easily
reproduced. Therefore, to continue advancing our understanding of human behavior and
its implications, new methods and sources of data are needed, where privacy and ethics
discussions should be present from the outset.
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Publication Summary

In this article, we focus on understanding the interplay between mobility and traffic
patterns in mobile networks. Previous models have mostly considered mobility and traffic
in isolation, without capturing their interdependencies. Our study aims to quantitatively
characterize the mobility and traffic patterns for laptops (referred to as ”cellos”) and
smartphones (referred to as ”flutes”) and analyze their differences and relationships.

We conducted a multi-dimensional analysis using large datasets capturing mobility
and traffic features. The datasets included WLAN Access Point (AP) logs and NetFlow
records, totaling over 30TB of data and covering 300,000 devices. We developed a
systematic framework called ”FLAMeS” (Framework for Large-scale Analysis of Mobile
Societies) to analyze the data.

The main contributions of the study include integrated mobility-traffic analyses, a
comparison between flutes and cellos, and the development of the FLAMeS framework.
The integrated analysis provides insights into the correlations between various mobility
and traffic features, identifying gaps in existing models and paving the way for future
work. The comparison between flutes and cellos highlights the differences in mobility
and traffic characteristics between laptops and smartphones. The FLAMeS framework
enables the systematic analysis of large-scale datasets and can be applied to other studies
involving multi-sourced data.

Our experimental setup involved collecting datasets from WLAN AP logs and NetFlow
records from a university campus. The datasets were preprocessed and used to classify
devices into flutes and cellos. And the analysis was conducted to investigate spatio-
temporal patterns and correlations between mobility and traffic features.
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Abstract—Two major factors affecting mobile network per-
formance are mobility and traffic patterns. Simulations and
analytical-based performance evaluations rely on models to
approximate factors affecting the network. Hence, the under-
standing of mobility and traffic is imperative to the effec-
tive evaluation and efficient design of future mobile networks.
Current models target either mobility or traffic, but do not
capture their interplay. Many trace-based mobility models have
largely used pre-smartphone datasets (e.g., AP-logs), or much
coarser granularity (e.g., cell-towers) traces. This raises questions
regarding the relevance of existing models, and motivates our
study to revisit this area. In this study, we conduct a multi-
dimensional analysis, to quantitatively characterize mobility and
traffic spatio-temporal patterns, for laptops and smartphones,
leading to a detailed integrated mobility-traffic analysis. Our
study is data-driven, as we collect and mine capacious datasets
(with 30TB, 300k devices) that capture all of these dimensions.
The investigation is performed using our systematic (FLAMeS)
framework. Overall, dozens of mobility and traffic features have
been analyzed. The insights and lessons learnt serve as guidelines
and a first step towards future integrated mobility-traffic models.
In addition, our work acts as a stepping-stone towards a richer,
more-realistic suite of mobile test scenarios and benchmarks.

I. INTRODUCTION

Human mobility has been studied extensively and many
models have been derived. The spectrum ranges from simple
synthetic mobility models to complex trace-based models,
capturing different properties with varying degrees of accuracy
[1], [2]. Similarly, network traffic has been studied increas-
ingly for wireless networks: for rather stationary users (as in
WLANs) (e.g., [3], [4]) and potentially mobile users as for
cellular networks (e.g., [5], [6]). Such analyses range from
metrics such as flow count, sizes, and traffic volume to service
usage (e.g., visited web sites, backend services).

Both mobility and network usage, characterize different
aspects of human behavior. In this sense, we have a mobility
plane and a (network) traffic plane. In reality, these two planes
are likely interdependent. Human mobility may be influenced
by network activity; for example, a person slowing down
to read incoming messages. Also, network activity may be
influenced by mobility and location; stationary users may
produce/consume more data than those walking, and people
may use different services in different places [7].

In earlier studies, this interdependence has not been widely
considered, and models for both mobility and network traffic

planes have been developed and evaluated largely in isolation.
For example, when evaluating mobile systems’ performance,
traffic generation generally follows regular patterns, drawn
from common simple distributions (e.g., exponential or uni-
form), while assuming neither transmission nor reception of
data impacts mobility. Simply observing people walking while
staring at (or reacting to) their smartphones suggests, however,
that such interdependencies need to be captured properly.
Understanding the mobility-traffic interplay is imperative to
the effective evaluation and efficient design of future mobile
algorithms ranging from user behavior prediction and caching,
to network load estimation and resource allocation.

In this paper, we take a stab at understanding the intercon-
nection of the mobility and traffic planes. To do this properly,
we need to consider the nature of mobile devices people use:
one class of devices is merely intended for stationary use,
typically while the user is seated—this primarily holds for
laptop computers, dubbed cellos. In contrast, another class—
smartphones, which we refer to as flutes—lend themselves to
truly mobile use1. We focus our analysis on these two classes
because they have been around long enough to have extensive
datasets to build upon. We stipulate that the interconnection
of the mobility and traffic is modulated by the device(s)
a mobile user is carrying. Therefore, we follow two main
lines of investigation: we develop a framework to differentiate
between cellos and flutes, and study both the mobility and
traffic patterns for each of those types.

Specifically, the main goal of this paper is to quantitatively
investigate the following questions in-depth: (I) How different
are mobility and traffic characteristics across device types,
time and space? (II) What are the relationships between these
characteristics? (III) Should new models be devised to capture
these differences? And, if so, how?

To answer these questions, a multi-dimensional (compara-
tive) analysis approach is adopted to investigate mobility and
traffic spatio-temporal patterns for flutes and cellos. We drive
our study with capacious datasets (30TB+) that capture all the
above dimensions in a campus society, including over 300k
devices (Sec. IV). A systematic Framework for Large-scale

1Throughout this paper we shall use the terms flutes and smartphones
interchangeably, and the terms cellos and laptops interchangeably.
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Analysis of Mobile Societies (FLAMeS) is devised for this
study, that can also be used to analyze other multi-sourced
data in future studies. Our main contributions include:

1) Integrated mobility-traffic analyses (Sec. VII): this study
is the first to quantify the correlations of numerous
features of mobility and traffic simultaneously. This can
identify gaps in existing mobile networking models, and
reopen the door for future impactful work in this area.

2) Flutes vs. Cellos analysis (Sec. V–VI): the device-type
classification presented here, facilitates another important
dimension to understand. This is particularly important as
new generations of portable devices are introduced, that
are different than the laptops, traditionally considered in
earlier studies.

3) Systematic multi-dimensional investigation framework
(Sec. III): FLAMeS provides the scaffolding needed to
process, in multiple dimensions, many features of large
sets of measurements from wireless networks, including
AP-logs and NetFlow traces. This systematic method can
apply to other datasets in future studies.

II. RELATED WORK

To characterize mobility and network usage, existing stud-
ies have covered various aspects, including human mobility,
device variation, and dataset analysis.

Human Mobility: Given its importance in various research
areas, human mobility has received significant attention. We
refer the reader to [1], [2] for surveys of mobility modeling
and analysis. For spatial-temporal patterns, [8] and [9] reveal
the regularity and bounds for predicting human mobility using
cellular logs. A recent study has highlighted the importance of
combining different datasets to study various features simul-
taneously [10]. Our observations are similar to [8], [9] which
reassure the intrinsic properties of human mobility, despite the
differences in granularity and population characteristics across
datasets. To advance the understanding of human mobility, we
integrated different datasets to correlate mobility and network
traffic.

Device Variation: Usage and traffic patterns of different
device types have been studied from various perspectives
([11], [12], [13], [14], [15], [16]). However, those findings
are based on classifications that rely on either MAC addresses
or HTTP headers solely. The former is rather limited and
the latter may have serious privacy implications and are
often unavailable. In [17], authors use packet-level traces
from 10 phones and application-level monitoring from 33
Android devices to analyze smartphone traffic. Although this
allowed fine-grained measurements, the approach is invasive
and limited in scalability, leading to small sample sizes and
restricted conclusions. They also do not compare the traffic of
smartphones with that of “stop-to-use” wireless devices (i.e.
cellos) nor do they measure spatial metrics. To characterize
usage pattern for users with multiple wireless devices, Das et
al. carried out wireless trace analysis on a university campus,
covering more than 32k users [18]. Their study revealed usage
difference between laptops/tablets and smartphones in terms

of time, packets, content, intermittent and overlapping usage.
Compared with our study to correlate mobility and traffic, their
work targets at device usage patterns and security aspects. In
our method, the combination of MAC and NetFlow allowed
us to classify majority of observed devices while preserving
users’ privacy.

Dataset Analysis: The most recent work on WLAN traces
[19] revealed surprising patterns on increases of long-term
mobility entropy by age, and the impact of academic ma-
jors on students’ long-term mobility entropy. The authors
of [7] investigated correlations and characteristics of web
domains accessed by users and their locations of users based
on NetFlow and DHCP logs from a university campus in
2004. They propose a simulation paradigm whose parameters
are extracted, producing realistic scenarios for simulations.
However, the study uses data from pre-smartphone era and
does not distinguish between device types. It also does not
analyze the relationship between mobility and traffic. On both
WiFi and cellular networks, the authors of [20] performed an
in-depth study on smartphones traffic, highlighting the benefits
and caveats/limitations of using MPTCP. Distributions of flow,
Inter-arrival time (IAT) and arrival rate at APs of “static” flows
has been analyzed against popular distributions (e.g., Exp,
Weibull, Pareto, Lognormal) [21]. Lognormal was found to
best fit the flow sizes, while at small time scales (i.e. hourly),
IAT was best described by Weibull but parameters vary from
hour to hour. We analyze flows on a much larger scale, newer
dataset including smartphones, and identify Lognormal distri-
bution as the best fit for flow sizes, and beta as best for IAT,
regardless of device type. Xu et al. conducted a large scale ISP
trace analysis that covers over 9600 cellular towers and 150k
subscribers of city Shanghai in August 2014 [22]. Their study
identified the mapping between time-domain traffic patterns
and five types of urban functional regions, yielding several
insights on mobile traffic patterns across time, location and
frequency domains. This work is complementary to our study
on campus WLAN traces as they focus on cellular networks
in urban areas.

III. SYSTEMATIC MULTI-DIMENSIONAL ANALYSIS

To methodically analyze statistical characteristics and cor-
relations in multiple dimensions, we introduce the FLAMeS
framework (Fig. 1). The main components include: I. Data
collection and pre-processing, II. Flutes vs. cellos mobility and
traffic analysis, and III. Integrated mobility-traffic analysis.

The two main purposes of this work are to understand and
quantify the gaps between flutes and cellos, and the inter-
action between the mobility and traffic dimensions. Individual
mobility and traffic analyses for flutes and cellos are conducted
in Sections V and VI, respectively, with detailed reporting for
spatio-temporal features showing significant gaps. In Sec. VII,
the most important mobility and traffic features are identified
and their correlation quantified.
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Fig. 1: FLAMeS system overview.

IV. EXPERIMENTAL SETUP AND DATASETS

We drive our framework with large-scale datasets from
multiple sources, capturing the mobility and traffic features
in different dimensions. In this section, we introduce the two
data sets and their preprocessing, and present the device type
classification into flutes and cellos.

The input datasets in this study are specifically chosen to
capture: 1. location, mobility and network traffic information,
2. smartphone and laptop devices, 3. spatio-temporal features,
and 4. scale in number of devices and records. The total size
is >30TB, consisting of two main parts: WLAN Access Point
(AP) logs, and Netflow records (details in Tables I, II).

A. WLAN AP Logs

These logs are collected from 1760 APs in 138 buildings
over 479 days on a university campus, and contain association
and authentication events from 316k devices in 2011-2012. It
contains over 555M records, with each record including the
device’s MAC and assigned IP addresses, the associated AP
and a timestamp. Locations of the APs are approximated by
the building locations where they are installed, i.e., (longitude,
latitude) of Google Maps API. To validate this, we fetched
8000 mapped APs around the campus area from a crowd-
sourced service, wigle.net. For the 130 matched APs in 42%
of buildings (i.e., 58 bldgs), all were less than 200m from their
mapped location; an error of less than 1.5% of the campus
area. This is very reasonable for our study purposes.

B. NetFlow Logs

Over 76 billion records of NetFlow traces were collected
from the same network, over 25 days in April 2012. A flow
is defined as a consecutive sequence of packets with the same
transport protocol, source/destination IP and port number, as
identified by the collecting gateway router. An example of
major Netflow data fields is presented in Table II.

The NetFlow records are matched with the wireless associa-
tions (from the AP logs) using the dynamic MAC-to-IP address
mapping from the DHCP logs. We refer to the result as CORE
dataset (Table I). They are also augmented with location and
website information using reverse DNS (rDNS)2.

TABLE I: Summary of datasets. B=billion.

# Records Traffic Vol. (TB) # MAC
DHCP CORE TCP UDP WLAN CORE

Flutes 412.0 M 2.13 B 56.18 4.50 186.0 K 50.3 K
Cellos 101.0 M 4.20 B 73.85 12.90 93.2 K 27.1 K
Total 557.5 M 6.53 B 134.39 17.61 316.0 K 80.0 K

C. Device Type Classification

To classify devices into flutes and cellos, we utilize sev-
eral observations and heuristics. To start, note that a device
manufacturer (with OUI) can be identified based on the first
3 octets of the MAC address3. Most manufacturers produce
one type of device (either laptop or phone), but some produce
both (e.g., Apple). In the latter case, OUI used for one device
type is not used for another. We conducted a survey to help
classify 30 MAC prefixes accurately. Using OUI and survey
information, we identify and label 46% of the total devices
(90k cellos and 56k flutes). Then, from the NetFlow logs
of these labeled devices, we observe over 3k devices (92%
of which are flutes) contacting admob.com; an ad platform
serving mainly smartphones and tablets (i.e. flutes). This
enables further classification of the remaining MAC addresses.
Finally, we apply the following heuristic to the dataset: (1)
obtain all OUIs (MAC prefix) that contacted admob.com; (2)
if it is unlabeled, mark it as a flute. Overall, over 270k devices
were labeled (180k as flutes), covering 86% of the devices in
AP logs and 97% in NetFlow traces, a reasonable coverage
for our purposes. Out of ≈ 80k devices in the NetFlow logs,
≈ 50K are flutes and ≈ 27K cellos.

Fig. 2: Time series for 25 days of combined AP-NetFlow Core traces

Fig. 2 shows the temporal plot for the combined traces over
25 days, after device classification. Throughout, the number

2Detailed dataset merging and the query computing system are available in
the Appendix II of our technical report [23].

3MAC address randomization does not affect our association trace.
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of flows and total traffic volume is clearly higher for cellos,
even with an overall higher number of flutes connected. Also
note the device activities in a diurnal and weekly cycles, with
the peaks occurring during weekdays, as expected. Wed, 25th,
was the last day of classes, explaining the decline in network
activity afterwards. The plot motivates our analyses for flute
vs cellos, over weekends vs weekdays, for the rest of the study.

V. MOBILITY ANALYSIS

This section covers the temporal and spatial mobility analy-
ses. For all metrics, unless otherwise noted, we investigate 479
days. A summary of studied metrics and their most significant
statistical values are presented in Tab. III along with mean
and median ratios for comparison. From that list, we further
investigate in this section those metrics that show the most
interesting or non-trivial differences between flutes and cellos.
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Fig. 3: PDF Session start over time of the day.

A. Session start probability

We define a session as the period between WLAN associ-
ations. The distributions of session start times across the day
for four building categories are depicted in Fig. 3. aspects of
analysis for this metric. The start times of the Sessions match
the periodic beginning of classes, but mainly in Academic
buildings, where users move mostly at the start and end of
classes. In these places, activity drops sharply for cellos at
5pm, with considerable flutes activity until 8pm. For Social
and Library buildings, the probability of new sessions remains
higher for a few more hours into the evening, and the times
users tend to leave are more spread out. We do not make
similar observation during weekends, which is expected when
the day is, unlike weekdays, not governed by a class schedule.
For most visitors, the session start distributions show a smooth
shape and no significant differences between device types
(omitted for brevity).

B. Radius of Gyration

This metric, GY R, captures the size of the geospatial dis-
persion of a device’s movements, denoted by rg and computed

0 300 600 900 1200
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(b)
Fig. 4: (a) Radius of gyration (rg for the device types). (b) Visited
locations S (t). Vertical lines at 7, 120 and 240 days.

as rg = 1
N

∑N
k=1 ( ~rk − ~rs)2, where ~r1, ..., ~rN are positional

vectors of a device and ~rs is its center of gravity.
Grouping devices by their rg after six months of obser-

vation, we look at its evolution since the first time they are
observed. Unsurprisingly (cf. [8]), after an initial transient
period of about one week, this value stabilizes even across
different semesters (not shown).

We split the traces into weekdays and weekends, presenting
the distributions in Fig. 4a. Comparing these groups for cellos,
we notice a substantial reduction in their overall mobility
while, for flutes, this difference is not so pronounced. This
might be due to students having fewer activities on weekends,
a tendency to study at a single building like a library, or just not
carry their cellos; we will revisit this aspect in Sec. VII. Flutes,
being “always-on” devices, are able to capture movements at
pass-by locations, dining areas, and bus stops and thus are
better suited to capture the fine-granular mobility of their users
than cellos.

Despite the 8.1km2 area of the campus (approximate radius
of 1.42km), buildings with related fields of study (e.g. Fine
Arts) are somewhat clustered. Computing the distance between
the k-nearest neighboring buildings, for k = 22 and k = 9
(average number of visited buildings for flutes and cellos) the
median distances are 295m and 172m, respectively. Due to
their focus on classes, students attending have limited area of
activity on weekdays, which explains the observed radius of
gyration.

We also evaluated: (1) diameter DIA, the longest distance
between any pair of ~rk points; (2) max jump LJM , the longest
distance between a pair of consecutive ~rk points; and (3) total
trajectory length TJM , the sum of all trips made by a device.
The distributions of these metrics are similar to Radius of
Gyration and therefore not shown. Table III summarizes the
most significant statistical values for these metrics.

C. Visitation preferences and interests

We count the number of unique buildings visited by a user,
BLD, and define a preferred building as the location where
a device has spent most of its time in a given day, which we
measure in minutes and refer to as PDT . We approximate
the latter by the formula tb =

∑Nb
k=1 Sk, where tb is the time

spent, Nb the total number of sessions and S1...SN the time

4



TABLE II: NetFlow (top) and AP logs/DHCP (bottom) sample data

Start time Finish time Duration Source IP Destination IP Protocol Source port Destination port Packet count Flow size
1334332274.912 1334332276.576 1.664 173.194.37.7 10.15.225.126 TCP 80 60482 157 217708

User IP User MAC AP name AP MAC Lease begin time Lease end time
10.130.90.3 00:11:22:33:44:55 b422r143-win-1 00:1d:e5:8f:1b:30 1333238737 1333238741

TABLE III: General results for mobility. Upper values are for week-
days and lower ones for weekends (in red color). LJM: maximum
jump [m]; DIA: diameter [m]; TJM: total trajectory length [m];
GYR: radius of gyration [m]; BLD: no. uniq. buildings; APC: access
point count; PDT: time spent at preferred building [minutes]; DLT:
total session time at each building.

Flutes (F) Cellos (C) Ratio (C/F)
µ mdn σ µ mdn σ µ mdn

LJM 435 296 813 178 1 624 0.409 0.003
350 168 683 97 1 312 0.277 0.006

DIA 549 411 874 195 1 642 0.355 0.002
425 179 739 107 1 338 0.252 0.006

TJM 1582 707 2336 378 1 1444 0.239 0.001
1036 279 1793 252 1 1766 0.243 0.004

GYR 396 290 2725 321 191 3265 1.102 1.019
330 248 1368 178 65.1 1800 1.247 1.4

BLD 5.4 3 5.6 1.8 1 2.1 0.811 0.659
2.8 2 4.1 1.5 1 1.8 0.539 0.262

APC 11.8 6 13.3 3.7 2 4.8 0.333 0.333
7.2 4 8.8 3 2 3.8 0.536 0.5

PDT 225 161 219 248 164 254 0.314 0.333
223 135 272 278 189 292 0.417 0.5

DTL 316 235 302 316 217 305 1 0.92
326 247 308 316 221 309 0.97 0.89

duration of each session at a building b, here referred as DLT .
Interestingly, cellos have slightly longer stays but both have
medians around 2:40 hours. The similarity of the distributions,
combined with a lower number of visited locations indicate
that cellos are used mostly when users remain longer periods
at places.

Fig. 4b highlights the differences between flutes and cellos
on the required time t to visit S(t) locations. After an initial
exploration period of one week the rates of new visits change
similarly for both device types, and new exploration rates show
up at 120 and 240 days. These could be explained by the
weekly schedules of the university as well as the usual length
of a lecture term (≈ 4 months).

Fig. 5: Zipf’s plot on L visited access points.
We also consider the number of unique access points a

device associates with, APC, which provides a finer spatial
resolution than the building level. Furthermore, the probability
of finding a device at its L-th most visited access point is
shown in Fig. 5. When taking buildings as aggregating points

for location, the values become L−1.36 for cellos and L−1.16

for flutes. These approximations validate previous work on
human mobility [8], yet highlighting differences between
device types.

D. Sessions per building

To study AP utilization over time, we look at the session
duration distribution, or session duration dispersal kernel P(t),
depicted in Fig. 6. The smaller inner plots represent the same
metric, limited to four types of buildings.

We noted that the five-minute spikes correspond to default
idle-timeout for the used WiFi routers. On the other hand,
the knees at 1 and 2 hours could be explained by the typical
duration of classes. They are only noticeable at Academic
buildings (shown inside inner plots) and during weekdays (not
shown). This leads us to conclude that despite the differences
in distributions of device types, flutes and cellos present
certain similarities in their usage, such as during classes. To
differentiate pass-by access points, we examine all sequences
of three unique APs where all session durations are lower
than 5 minutes (typical idle-timeout). We observed these APs
clustered at buildings that also had major bus stops nearby.
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Fig. 6: Probability P (t) of session duration t.

VI. TRAFFIC ANALYSIS

In this section, we compare different traffic characteristics,
across device types, time and space. For this purpose, we start
with statistical characterization of individual flute and cello
flows. Next, we measure how these flows, put together, affect
the network patterns across APs and buildings. Finally, user
behavior is analyzed by monitoring weekly cycles, data rates,
and active durations. By quantifying temporal and spatial
variations of traffic across device types, we make a case for
new models to capture such variations based on the most
relevant attributes. Table IV summarizes the results.

A. Flow-level statistical characterization

We compare the following distributions using maximum
likelihood estimation (MLE) and maximizing goodness-of-fit
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Fig. 7: Distribution plots

estimation: Gaussian, Exponential, Gamma, Weibull, Logistic,
Beta and Lognormal4.

1) Size: Flow size is the sum of bytes for all packets within
a single flow. On weekdays, average size of individual flute
flows is > 2x larger than cello flows (2070 vs. 822 bytes),
while median is > 4x larger (678 vs. 142 bytes). There are
no significant changes on weekends (See Appendix IV in [23]
for details).

The average packet size within a single flow also provides
insight into packet-level behavior of services on mobile de-
vices. We notice that the average packet size of flute flows
is ≈50% larger than that of cellos (212 vs 144 bytes on
weekdays, 205 vs 142 on weekends). Comparing weekdays
and weekends, median size of flute packets drops on weekends
whereas it remains the same for cellos. In fact, comparing
cello flows on weekdays and weekends shows no significant
difference in terms of average packet size (p-value> .05).
In spite of smaller flows, the average cello generates 2.7
times traffic as an average flute because the average cello
is responsible for 3.7 as many flows as a flute. Analyzing
distributions of flow size and average packet size in our
datasets shows that Lognormal distribution is the best fit, with
varying parameters for each device type (See Appendix IV in
[23] for details).

2) Packets: This metric is the count of packets within each
flow. The mean and median packet counts per flow are 7.06
and 5 in flutes and 3.64 and 2 in cellos, during weekdays.
The means drop slightly on weekends. Packet counts per
flow match the Lognormal distribution well for flows of both
device types. The average flute flow is bigger in size and
has more packets (with higher variance) but there are fewer

4For distribution comparison, significance threshold p−value is set at .05.

flows coming from these devices. This is analyzed further for
TCP/UDP flows (Sec. VI-A5).

3) Runtime: Flow runtime is the period of time the flow was
active (equal to a flow’s finishtime−starttime). Flute flows
have a mean and median of 1868ms and 128ms respectively
on weekdays, while these numbers are 1639ms and 64ms
for cellos. Both device types show increase in means during
weekends (flutes by 204 and cellos by 164), indicating that
although there are fewer devices online during weekends, they
are more active. The low medians in either group corresponds
to many short-lived flows with few packets, showing little
variation across device type, time or space.

4) Inter-arrival times (IAT): Median of the flow IAT5 at
access points is 6ms for cello flows and 4ms in case of flutes,
on weekdays (similar on weekends), which suggests that the
majority of access points handle flows from either device type
at nearly the same rate. However, average IAT is ≈ 143ms for
flute and ≈ 78ms for cello flows, as there are more cellos with
very high rate of flows. Flow IAT in our datasets matches a
beta distribution well (See Appendix IV in [23]) with a very
high estimated kurtosis and skewness (estimated at 58 & 6.9
respectively). The high estimated kurtosis illustrates that there
are infrequent extreme values, which explains the observed
highly elevated standard deviation of IAT. Higher average
IAT of flutes, combined with the higher standard deviation
compared to cellos (596 vs 284), shows that flutes face more
extreme periods of inactivity, which can be caused by higher
mobility and packet loss.

5) Protocols: TCP accounts for 78.5% of cello flows
(84.6% of bytes) and 98.2% of flute flows (91.6% of bytes).
The higher presence of UDP in cellos is reasonable, consid-
ering that UDP applications (e.g., multi-player games, video
conferencing and file sharing) are more likely to be used with
cellos. Comparing the number of packets in flows, in case of
TCP, the average number of packets in cello flows is almost
half that of a flute flow (4.6 vs 8.8), and the average packet
size of flutes is 22% higher than that of cellos. This supports
our earlier observation regarding the bigger flows sizes of
flutes. However, for UDP, the two device types are similar
in terms of average packet count per flow (2.5 & 2.87 for
cellos and flutes respectively) and average packet size (119
for both). This conforms to low latency requirements of many
UDP applications.

Given these differences, traffic classification using machine
learning [26] could benefit from considering device types to
train models. We investigate this in VII-B.

After establishing the similarities and differences of flows,
the next step is to evaluate whether the individual variations
in flows lead to different aggregate traffic behaviors from
viewpoint of the network.

5IAT is important in simulation and modeling of networking protocols,
traffic classification [24], congestion control and traffic performance [25]. Our
flow-level IAT analysis can also be used for measuring delay and jitter effects.
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B. Network-centric (spatial) analysis

We examined the load of APs in all buildings on a daily
basis to provide insight into differences from the viewpoint of
the network. For each AP, we calculate flow metrics for every
weekday and weekend.We focus our analysis on the first three
weeks of NetFlow traces to avoid significant user behavior
change during exams period, as already shown in Fig. 2.

First, we measure the daily packet and flow arrival rates at
APs. The median flow rates are 42k and 20k per weekday for
cellos and flutes respectively (7.5k and 0.5k on weekends). The
average number of cello packets processed daily by APs is 1.6
times higher than flute packets (Fig. 7a). Each AP handles,
on average during weekdays, ≈ 27 cello packets per second
and ≈ 17 flute packets per second, dropping to ≈ 13.5 and
≈ 6.25 on weekends. This indicates that, during the weekends,
a high percentage of access points are not utilized, with 60%
of APs seeing no flute flows and 70% receiving no cello flows.
However, at least one AP in >80% of buildings sees traffic,
supporting observations of less mobility during weekends.

Next, we look at traffic volume. On average weekdays, 90%
of APs handle < 5GB of cello traffic (2.5GB on weekends),
whereas the same percentage handles < 3GB of flute traffic
(1GB on weekends) (Fig. 7b). Flutes are more mobile, visit a
higher number of unique APs and have bigger flow sizes but
they are still responsible for less overall network load.

Thus, the individual differences of flute and cello flows
result in heterogeneous aggregate traffic patterns in time
(different days) and space (APs at different buildings)6. With
that established, in order to take steps towards modeling and
simulation, we also need to analyze the behavior of users.

C. User behavior (temporal) analysis

Here, we measure traffic patterns from a user-centric per-
spective. We identified gaps in diurnal and weekly cycles (Fig.
2) as well as traffic flow features of individual users including
data consumption, packet rates, and network activity duration.

1) Data consumption: Fig. 7c shows daily data consump-
tion, with 90% of cellos consuming < 700MB and 90% of
flutes using < 200M on weekdays. Surprisingly, for cellos on
campus during weekends, average data consumption is even
higher whereas data consumption of flutes drops sharply.

2) Packet rate: On weekdays, cellos on average generate
≈318K packets, while flutes only average ≈84K packets
per day. On weekends, the few on-campus cellos see greatly
increased number of packets, with an average daily packet rate
of ≈ 495K. Weekend flutes also have a modestly increased
packet count, with an average of ≈ 96K flows.

3) Active duration: Total active time of devices serves well
to demonstrate the differences between time spent online by
users of different device types. We rely on NetFlow to measure
’active’ time instead of AP association time. This allows us to
distinguish user’s idle presence in the network from its activity
periods. Cellos have 4x average active time compared to flutes
in our traces (≈ 81 vs ≈ 21 min on weekdays, ≈ 97 vs ≈ 17

6A more in-depth analysis is presented in the Appendix IV in [23].

min on weekends). Overall, 90% of cellos are active for <3.5h
and 90% of flutes are active for <1h (Fig. 7d). As evident in
various metrics, the cellos appearing on weekends are more
active than the average cello on weekdays.

Overall, the data consumption of flutes seems to be more
bursty in nature, with bigger flows and lower active duration.
This could be due to more intermittent usage of flutes and
also bundling of network requests to save battery on these
devices. In addition, there are fewer devices on campus during
weekends, but those remaining devices are more active and
consume more data than average.

VII. INTEGRATED MOBILITY-TRAFFIC ANALYSIS

By studying the relationship between features from mobility
and network traffic, we examine whether the fusion of these
dimensions provides a case for the necessity of an integrated
mobility-traffic model and introduce steps towards a combined
model (Sec. VII-B).

A. Feature engineering

To simplify analysis and interpretation, and reduce di-
mensionality, we identify the most important features. First,
we study the relationships among variables from mobility
and traffic dimensions separately. Then, from this subset of
combined features, we investigate whether clusters of user
devices appear in the dataset. For this, we use correlation
feature selection (CFS [27]), to obtain uncorrelated features7,
but highly correlated to the classification. Finally, we quantify
correlations between mobility and traffic metrics (See abbre-
viations in Fig. 8).

1) Mobility: The CFS algorithm was run on 8 features (in
Sec. V), and kept only 5 (to be used in the cross-dimension
analysis). Fig. 8a visualizes the linear dependence between
mobility features, comparing flutes and cellos on weekdays
and weekends. Close inspection reveals temporal correlation
relationships. For example, for cellos on weekdays, there is
a strong correlation (0.96) between preferred building time
(PDT) and time of network association (DLT), but weak cor-
relation (0.1) on weekends, suggesting that most of weekend
online time is spent at preferred buildings (e.g., libraries).

2) Traffic: We extract statistical measures for traffic metrics
(Sec. VI) per device per day. The CFS algorithm was run on
19 features, reducing them to 11. A summary of these metrics
is provided in Table IV. The correlations are depicted in Fig.
8b. The analysis shows us that average number of packets
and bytes are positively correlated, but negatively correlated
with variance of bytes and uncorrelated with IAT. Average
IAT (AIT) seems to be mostly independent from other traffic
features, but as AIT increases, its standard deviation (SIT)
also greatly increases which could be due to device mobility;
bearing further investigation on traffic-mobility interactions.
Interestingly, active time is weakly correlated with number of
flows and packets, which shows that users who remain online
longer are not necessarily consuming traffic at a high rate.

7We show Pearson correlation for simplicity, and omit non-linear correlation
for brevity.

7



weekend	  

weekday	  
flutes	   cellos	   Abbr. Description

TBY Total flow bytes
ABY Avg. flow bytes
SBY Std. flow bytes
TAT Total active time
AAT Avg. active time
TFC Total flow count
SFC Std. flow counts
RUB UDP bytes / total

bytes
RUF UDP flows / total

flows
AIT Avg. IAT
SIT Std. IAT

Abbr. Description
APC AP Count (unique)
PDT Preferred building

∆t
TJM Total (sum) jumps
DIA Diameter of mobility
DLT Delta time (time of

network association)
(a) Mobility (b) Traffic

Fig. 8: Correlation plots for (a) mobility and (b) traffic features. Each cell’s left half is for flutes and right half is for cellos, the upper right
triangle is for weekdays and the lower left for weekends.

TABLE IV: Summary of traffic features used for integrated mobility-
traffic analysis (per device, averaged over all days; see Fig. 8 for
abbreviations). Upper values are for weekdays and lower ones for
weekends (in red color).

Flutes (F) Cellos (C) Ratio (C/F)
µ mdn σ µ mdn σ µ mdn

TBY
[MB]

96.77 11.47 194.52 373.08 144.68 554.54 3.85 12.61
80.96 0.86 195.15 448.87 180.23 623.86 5.54 209.56

ABY 5.48 0.74 14.02 15.67 7.34 25.81 2.85 9.91
4.54 0.15 14.16 18.06 8.34 28.71 3.97 55.6

SBY 10.56 1.57 23.76 30.59 13.77 49.82 2.89 8.77
8.09 0.13 21.48 33.21 15.42 53.39 4.10 118.61

TAT 1,330 388.6 2,517 5,123 3,003 6,444 3.85 7.73
1,059 90.89 2,497 5,883 3,861 6,934 5.55 42.48

AAT 63.14 27.97 86.69 188.26 166.93 138.70 2.98 5.96
50.60 12.98 85.27 206.89 184.17 156.53 4.08 14.18

TFC
[K]

7.2 1.7 15.61 33.5 17.1 60.10 4.65 10.05
5.7 0.3 15.01 38.5 20.6 88.52 6.75 68.66

SFC 515.6 177.3 907.7 1,640 1,181 2,081 3.18 6.66
361.05 30.18 796.6 1,673 1,215 2,098 4.63 40.27

RUB 0.05 0.00 0.19 0.07 0.00 0.22 1.4 N/A
0.06 0.00 0.22 0.08 0.00 0.23 1.33 N/A

RUF 0.07 0.00 0.18 0.12 0.02 0.22 1.71 N/A
0.09 0.00 0.22 0.13 0.02 0.24 1.44 N/A

AIT 3.36 2.24 3.59 3.40 2.45 3.51 1.01 1.09
2.95 1.74 3.60 3.18 2.27 3.39 1.07 1.3

SIT 5.22 3.44 5.50 5.14 3.18 5.28 0.98 0.92
4.09 1.98 5.06 4.72 2.79 4.96 1.15 1.41

Examining weekdays and weekends, correlation trends among
traffic features remain similar for either device type.

3) Cross-dimension: Studying correlations across mobility
and traffic dimensions, based on subsets of features selected
by CFS, is a solid step towards an integrated mobility-traffic
model. Results are presented in Fig. 9. We find that as the num-
bers of unique APs/buildings visited (APC, BLD) increase,
the average active time (AAT), and total and std. of flow
counts (TFC and SFC) decrease markedly (significant negative
correlation). Surprisingly, there is no noticeable change in total
traffic consumed with change in APC (negligible correlation),
suggesting bundling of more packets in flute flows. (Similar

Fig. 9: Correlation plots of mobility vs. traffic on weekdays (top) vs.
weekends (bottom) for flutes (left) and cellos (right).

correlation between mobility diameter and the above traffic
features) Average IAT (AIT) of flutes also rises slightly as
mobility metrics decrease; for cellos this correlation is almost
nonexistent. This reinforces our “stop-to-use” categorization;
cellos are movable but are not active in transit. To sum, flutes
score high on mobility metrics, have an overall lower flow
count and network traffic but produce bigger flows on average.
For cellos, on weekends the more time spent at preferred
buildings the higher the total active time (TAT) and flow
counts; this effect exists to a lesser degree for flutes. On
weekdays, such correlation does not exist.

B. Steps towards modeling

Here we present our steps towards an integrated mobility-
traffic model, with various applications in simulation and
protocol design. We utilize daily mobility and traffic features
of users during a week8. First, we examine how different
mobility and traffic features are for flutes and cellos using
machine learning. Second, we investigate whether natural
convex clusters of users appear in the dataset. These steps
verify that the differences of mobility and traffic characteristics
across device types are significant. We also find that combining

8Introducing a new detailed model is part of future research.
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features from mobility and traffic makes this distinction even
more clear. Finally, mixture models are used to model and
synthesize simulated data points of each device type, finding
that the accuracy the mixture model increases when trained
on combined features.

1) Supervised classification: Having shown significant dif-
ferences throughout this study, we used support vector ma-
chines (SVM) on different subsets of features to examine the
feasibility of device type inference as well as the relationship
between mobility and traffic characteristics. These sets include
mobility and traffic features separately, then combined, and
then combined with weekend/weekday labels. Using solely
mobility features achieves ≈65% accuracy, while traffic fea-
tures alone, obtains ≈79% accuracy. Using all mobility and
traffic variables combined, the trained model achieves ≈81%
accuracy. Then, as the combined feature set is extended to
include weekdays and weekends independently, the trained
SVM yields an accuracy of ≈86%. This suggests that users’
behavior (both flutes and cellos) is more distinguishable when
looking at combined mobility and traffic features; especially
when temporal features such as weekdays are considered
separately from weekends. We note that such behavior gaps
are not the same for both device types and a model should to
take that into account.

2) Unsupervised clustering: To investigate natural convex
clusters, we used K-means algorithm. Using mobility features
only, the best mean silhouette coefficient is achieved on
k=2 and 4. However, cluster sizes are highly skewed and
at k=2, ≈ 60% of devices are correctly clustered. Traffic
features alone, at k=2, results in ≈ 81.2% accuracy. Com-
bining mobility and traffic features, increases the accuracy to
≈ 81.5%. While some flutes and cellos are similar in terms
of mobility and traffic, the clusters of the combined features
clearly illustrate two distinct modes (especially in traffic) and
the high homogeneity of the clusters hints at disjoint sets of
behaviors in mobility and traffic dimensions, governed by the
device type.

3) Mixture model: To take a step towards synthesis of traces
based on our datasets, we trained Gaussian mixture models
(GMM) on combined mobility and traffic features. From
the combined model (CM ), we acquired simulated samples.
We used Kolmogorov-Smirnov (KS) statistic to compare the
simulated samples with the real data and found that CM is
able to capture the behaviors of each device type. (Average
KS statistic of features is ≈ 0.15 for flutes and ≈ 0.14 for
cellos. See Appendix V in [23] for details.) Importantly, we
noted, the combined model produces samples whose traffic
features match the original data better, compared with training
a GMM on traffic features alone (based on KS statistic),
hinting at a key relationship between mobility and traffic.
However, comparing mobility features of CM with a GMM
trained on mobility features alone shows no improvement to
slightly worse results.

Overall, this suggests that there is significant potential for an
integrated mobility-traffic model that captures the differences

and relationships of features, across device types, time and
space. We leave detailed comparison of combined modeling
with separate modeling of mobility and traffic for future work.

VIII. CONCLUSION

In this study, we mine large-scale WLAN and NetFlow logs
from a campus WiFi network to answer three questions: (I)
How different are mobility and traffic characteristics across
device types, time and space? (II) What are the relationships
between these characteristics? (III) Should new models be
devised to capture these differences? And, if so, how? We build
the FLAMeS framework for systematic processing and analysis
of the datasets. Using MAC address survey, OUI matching
and web domain analysis, we put devices into two categories:
flutes (“on-the-go”) and cellos (“stop-to-use”). We then study
a multitude of mobility and traffic metrics, comparing flutes
and cellos across time and space. On average, flutes visit
twice as many APs as cellos, while cellos generate ≈2x more
flows than flutes. However, flutes flows are 2.5x larger in size,
with ≈2x the number of packets. The best fit for location
preference is Zipfian, for flow/packet sizes is Lognormal,
and for flow IAT at APs is beta distribution. Furthermore,
flute traffic drops sharply on weekends whereas many cellos
remain active. Across mobility and traffic dimensions, we
spot a negative correlation for flutes between mobility and
flow duration but negligible correlation with traffic size; for
cellos, this effect is less pronounced. We find a negative
correlation with APs visited and the active time, particularly
for flutes. However, no correlation exists APs visited and traffic
for cellos. We quantified correlations across both mobility
and traffic dimensions. Finally, we applied machine learning
and trained a mixture model to synthesize data points and
verified that the combined mobility-traffic features capture
the differences in metrics better than either mobility or traffic
separately. Many of our findings are not captured by today’s
models, and they provide insightful guidelines for the design
of evaluation frameworks and simulations models. Hence, this
study answered the questions posed, introduced a strong case
for newer models, and provided our first step towards a future
integrated mobility-traffic model.
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APPENDICES

Here we further describe various aspects of our submitted
work to Infocom 2018, which were not included in the original
document for brevity.

I. MERGING DATASETS

In order to study network traffic across devices and APs, it
is necessary to match the NetFlow records with wireless asso-
ciations (from WLAN dataset). This task requires the MAC-
IP mapping. The IP addresses are dynamically assigned using
DHCP but DHCP session logs were not directly available and
had to be derived. We define the duration of a DHCP lease as
the time between two consecutive associations of a device with
any AP; i.e. when a device connects to AP1, a session starts
and once the user device connects to AP2, the first session
ends and a new one starts. Fig. 10 illustrates the associations
of a sample device with different APs at different times. The
first session would have the IP given by AP1 and a lease time
t2 − t1, and so on. (total of 5 sessions in this example) The
last association is discarded as we do not know the duration
of that IP assignment. Combining these derived-DHCP records
with the Location Information and Device Type Classification
we create the DHCP table.

Fig. 10: Wireless association for a device at different times.

The derived DHCP and NetFlow datasets were then merged
to form what we refer to as the CORE dataset for our study.
The unique identifiers between the two are the clients’ IPs in
addition to start and end time of flows, hence the need for a
DHCP-like set. For a DHCP lease session LS, all flows whose
IP address is the same as the lease and whose entire lifetime
falls within the lease duration, are associated with LS.

Given these traces, cellular usage cannot be analyzed.
However, this does not significantly impact analysis for two
reasons: 1) The traces already capture a very large user-base,
with tens of thousands of active devices. This raises confidence
in our analysis of a real world WLAN. 2) The WiFi campus
coverage is ubiquitous, with 1760 APs installed in the vast
majority of populated areas. Also, most laptops on campus
lack cellular connectivity, and many smartphones use WiFi
for their data to avoid cellular data costs.

II. COMPUTING SYSTEM

The size of the datasets is ≈30TB in raw text format, mostly
consisting of NetFlow data and ≈0.5TB for AP logs. There
were several challenges in managing and mining the largescale
datasets that required a thorough preparation, to run on a
fast machine with plenty of resources/memory. We explored
several techniques and pipelines for extraction, transformation,
loading (ETL) and querying of big data and chose tools
from Apache Hadoop ecosystem. We use Hive as our data
warehouse (tables stored in Parquet format). Apache Spark is
the compute engine for data processing and analysis tasks.
Computation runs on two nodes, each with 64 cores and
≈0.5TB of memory. Further discussion of the system and
comparison to others is out of scope of this document.

10



III. MOBILITY ANALYSIS

For completeness, we include further analysis of the mo-
bility aspects of our dataset, discussed in Section V of the
conference paper.

(a) (b)
Fig. 11: Hourly associations.

A. Hourly associations

Measuring device associations every hour, Fig. 11a shows
the percentage of devices with at least one event as a function
of hours of the day. The majority of devices appear online
between 9am and 8pm, with the hours between 2am and 6am
having less than 20% of devices associating. We find no major
differences between flutes’ and cellos’ distributions, as many
users potentially own both. As users arrive on campus and
their phones announce their first location, they switch on their
laptops. This issue bears further research through a future
census study.

To measure the stay of devices throughout a day, we look
at 1-hour intervals, and measure the number of hours a device
accessed an AP 9. Fig. 11b depicts Sh − Lh, where Sh and
Lh are total number of flutes and cellos respectively, with
at least one record per hour, as a function of the number of
hours online h. Flutes are predominant for short visits and very
long stays, but the difference drops significantly at 9 hours,
then increases. The rise after 9 hours is likely due to students
living on campus, with always-on connected phones.

B. Visitation preferences

(a) (b)
Fig. 12: Time spent at preferred building.

Fig. 12b shows a scatter of the median time spent at a
user’s preferred building. Each dot represents this value for
a given location. This plot shows that academic, police and
museum buildings tend to have laptops staying longer, which
makes sense intuitively, with students using laptops during

9P. Widhalm, et al., “Discovering urban activity patterns in cell phone data”.

lectures and staff working at the other two categories. On
the contrary, for social and housing buildings, there is a
higher probability of having flutes staying longer, hinting at a
tendency to use mobile devices more in such places. Finally,
administrative, sports and library buildings tend to have both
types of devices staying for similar amounts of time. Analysis
of inherited differences in browsing of online services given
by this heterogeneity among buildings is left for future work.

Fig. 12a depicts the time devices spend at their preferred
building in a day.

C. Return probability

Fig. 13: Probability to return to a previously visited location.
We compare empirical values for devices to return to

previously visited APs or buildings in Fig. 13. We observe
returning spikes at every 24 hours, with the highest peaks at
48 and 168 hours (2 and 7 days). This can be explained by
the schedule of classes at the university.

IV. TRAFFIC ANALYSIS

In this Section, we further discuss references from Section
VI of the conference paper.

A. Flow sizes

This metric is the sum of bytes for all packets within a
single flow. First, outlier data points are removed using a
robust measure of scale, based on inter-quartile range (IQR).
Looking at individual flows of each device type shows that
size of flows that originated from smartphones are significantly
different that laptop flows (p-value< .05). 10

On weekdays, the average size for smartphone flows is
2070 bytes and 822 bytes for laptop flows; with no significant
changes on weekends (CDF in Fig. 14). The difference in
medians is more pronounced, on weekdays, for smartphones
it is 678 bytes while it is 142 bytes for laptops (similar values
on weekends).

10Flow metrics do not fit Gaussian distribution (based on Shapiro-Wilk
test for normality, goodness-of-fit test and Q-Q plot results, not included
for brevity). Thus, we use Mann-Whitney statistical test11 to compare two
unpaired groups (laptops vs smartphones), and Wilcoxon signed-rank test to
compare two paired groups (each device type on weekdays vs weekends) 12.
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Fig. 14: CDF of individual flow sizes (bytes, log-scale x axis), similar
pattern on weekends

B. Lognormal plots

For flow sizes in our dataset, a Lognormal distribution is
the best fit, regardless of device type (Fig. 15). Many models
assume flow sizes are static, or follow an exponential distri-
bution but real world data provides no supporting evidence.
Such simplifying assumptions fail to accurately account for
very large flows obtained from a Lognormal distribution.

Fig. 15: Lognormal distribution.

C. beta distribution

Inter-arrival times (IAT). Our results show that the flow IAT,
regardless of device type, does not follow an

exponential distribution. Flow IAT matches a beta distri-
bution well (Fig. 16) with a very high estimated kurtosis
and skewness (estimated at 58 & 6.9 respectively). The high
estimated kurtosis illustrates that there are infrequent extreme
values, which explains the observed highly elevated standard
deviation of IAT13

V. FIRST MODELING STEPS

More details of the KS test and GMM model are provided
here. We found that providing both mobility and traffic features

13In the research community, packet IAT and its Fourier transform are
considered important features in traffic analysis. They are used extensively
in simulation and modeling of networking protocols as well as internet
traffic classification [17]. Realistic modeling of IAT is required for accurate
simulation and measurement of congestion control mechanisms [24]. Due to
limited availability or staleness of most packet-level datasets, although our
NetFlow is on a higher abstraction layer (flow-level vs packet-level), analysis
of flow IAT can still be used for measuring delay and jitter effects.

Fig. 16: Exponential and Beta distributions.

TABLE V: KS-statistic summary

KS statistic Flutes Cellos
Average 0.150 0.140

Min 0.052 0.027
Max 0.380 0.350
Std 0.086 0.0787

to train a GMM results in lower average KS statistic. Fig 17
shows a sample CDF of TAT. KS statistic details can be found
in Table V.

Fig. 17: Synthetic vs. Original TAT feature for flutes.

VI. LESSONS LEARNED AND MODELING INSIGHTS

Our above findings provide further (but surely not yet
comprehensive) insights into considerations relevant to the
design and parameterization of mobility and network traffic
models. While we leave devising and validating a concrete
candidate model for future work, we can readily identify the
following important elements:

It is crucial to differentiate flutes vs. cellos for both mobility
and traffic due to their very different nature. More specifi-
cally, flutes exhibit continuous presence whereas cellos are
on/off with jumps between locations. Beyond differences in
continuity, the traffic patterns (flow sizes, arrival times, etc.)
should be specified by device class. Moreover, the traffic
generation, spatial locations, and temporal behavior can be
linked per device type and per user “community” (e.g. students
of different disciplines at various buildings).
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ABSTRACT
Understanding and predicting mobility are essential for the
design and evaluation of future mobile edge caching and
networking. Consequently, research on human mobility pre-
diction has drawn significant attention in the last decade.
Employing information-theoretic concepts and machine learn-
ing methods, earlier research has shown evidence that human
behavior can be highly predictable. Whether high predictabil-
ity manifests itself for different modes of device usage, across
spatial and temporal dimensions is still debatable. Despite
existing studies, more investigations are needed to capture
intrinsic mobility characteristics constraining predictability,
to explore more dimensions (e.g. device types) and spatiotem-
poral granularities, especially with the change in human
behavior and technology.

We investigate practical predictability of next location vis-
itation across three different dimensions: device type, spatial
granularity and temporal spans using an extensive longitudi-
nal dataset, with fine spatial granularity (AP level) covering
16 months. The study reveals device type as an important
factor affecting predictability. Ultra-portable devices such
as smartphones have ”on-the-go” mode of usage (and hence
dubbed ”Flutes”), whereas laptops are ”sit-to-use” (dubbed
”Cellos”). The goal of this study is to investigate practical
prediction mechanisms to quantify predictability as an as-
pect of human mobility modeling, across time, space and
device types. We apply our systematic analysis to wireless
traces from a large university campus. We compare several
algorithms using varying degrees of temporal and spatial
granularity for the two modes of devices; Flutes vs. Cellos.
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Through our analysis, we quantify how the mobility of
Flutes is less predictable than the mobility of Cellos. In addi-
tion, this pattern is consistent across various spatio-temporal
granularities, and for different methods (Markov chains, neu-
ral networks/deep learning, entropy-based estimators). This
work substantiates the importance of predictability as an
essential aspect of human mobility, with direct application
in predictive caching, user behavior modeling and mobility
simulations.

KEYWORDS
mobility, prediction, markov chain, neural networks, wireless
networks, device types

ACM Reference Format:
Babak Alipour, Leonardo Tonetto, Roozbeh Ketabi, Aaron Yi Ding,
Jörg Ott, and Ahmed Helmy. 2019. Where Are You Going Next?
A Practical Multi-dimensional Look at Mobility Prediction. In
22nd Int’l ACM Conference on Modeling, Analysis and Simulation
of Wireless and Mobile Systems (MSWiM ’19), November 25–29,
2019, Miami Beach, FL, USA. ACM, New York, NY, USA, 8 pages.
https://doi.org/10.1145/3345768.3355923

1 INTRODUCTION & RELATED WORK
In recent years, large-scale research on human mobility has
thrived due to the availability of location data collected from
portable computing and communication devices, such as
laptops, smartphones, smartwatches and fitness trackers [1].
One particular aspect of human mobility that has gained a
lot of attention lately is predictability. Prediction techniques
constitute fundamental mechanistic building blocks for many
mobile protocols and applications, ranging from resource
allocation to caching and recommender systems [2, 3]. In
addition, potential improvements to next-hop prediction can
lead to more accurate bandwidth predictions, which benefits
QoE for users of mobile networks [4].

The seminal work by [5], utilizing cellular network data,
established an approach towards understanding and mea-
suring the predictability of human mobility patterns, with
their equally important contribution with respect to the data-
driven analysis of large mobile populations, and their efforts
in devising a framework to study the theoretical limits of
predictability. The methods introduced in their framework



are founded in information theory and have since been exten-
sively applied in the area of mobility modeling and prediction.
Later studies that built on [5] addressed either the specifics of
the prediction problem (e.g., different formulations [6] of the
individual’s change of location, analyzed different contexts
of mobility) or the shortcomings of the original approach
(that relied on coarse spatio-temporal granularity). Authors
in [7] used Wireless LAN (WLAN) traces from a university
campus network and reported multi-modal entropy distribu-
tions which can be partially explained by the demographics
of the population (i.e., age, gender, major of studies). Other
entropy based studies include vehicular mobility [8–10], on-
line social behavior [11, 12], complex systems [13], cellular
network traffic [14] and public transport utilization [15]. In
addition, the devices’ form factor affects the mode of usage
and varied traffic profiles ([16–19]), but these studies either
do not consider predictability or do not account for different
spatio-temporal resolutions. We have chosen our methods
based on the literature to measure and compare both theo-
retical and practical limits of predictability for ”on-the-go”
Flutes and ”sit-to-use” Cellos, with varying degrees of spatio-
temporal granularity, while also looking at the correlation of
prediction accuracy with mobility and network traffic profiles
using extensive fine-granularity traces (based on our earlier
work in [19]).

The main questions addressed in this study are: i. How
different are Flutes and Cellos in terms of predictability?
ii. How does the predictability of these device types change
with different spatio-temporal granularity (5, 15, 30 min, 1
hour and 2 hours; access point and building level)? iii. Does
the choice of method or predictor (e.g. Markov Chain, neural
networks such as LSTM, CNN and Transformer [20], BWT
or LZ based estimators, which are introduced in Section 2)
significantly alter the answers to aforementioned questions?

This study provides the following main contributions: 1.
Quantifying the differences of Flutes and Cellos for predic-
tion analysis, evaluated on a real-world large-scale dataset.
2. Comparison of several well-known algorithms (Markov
Chains, Neural Networks) and LZ/BWT-based theoretical
bounds across different time and space scales for Flutes and
Cellos. 3. Use of prediction accuracy as part of the user pro-
file for modeling, and investigation of its correlation with a
combination of network traffic and mobility features.

The paper is structured as follows: First, the main approach
and methods are presented in Sec. 2. Then, the details of
the dataset and experiment setup are discussed in Sec. 3.
The experiment results are presented in Sec. 4. Sections 5
and 6 present the discussion on potentials implications of the
findings and conclude the paper.

2 MAIN APPROACH & METHODS
We investigate two methods to measure predictability; a theo-
retical method based on entropy, and a systems method based
on practical predictor algorithms. Following we provide the
entropy estimation based definition and discuss the different
algorithms studied in this paper, including a reference-point

Markov Chains approach, and more sophisticated deep learn-
ing approaches.

2.1 Entropy Estimation
Entropy is defined as the level of order (or disorder) of a
system, and is founded on information theory. It has been
adopted in previous studies to establish bounds on predictabil-
ity under certain assumptions [5, 6]. We utilize it in our study
to gauge the performance of our practical predictors. For a
random process, this metric is sensitive to both the relative
frequency of events and their inter-dependencies [15]. To
estimate a baseline of predictability, we compute the time-
uncorrelated entropy (𝒮unc) which only takes into account
the frequency of the observed events. For the upper-bound
of predictability we compute two time-correlated estimators
based on compression algorithms (𝒮lz and 𝒮bwt) which also
consider the memory of the system. We define maximum
predictability as the probability of predicting the most likely
state of 𝑥𝑖 given a state 𝑥𝑗 , which is computed from the
entropy 𝑆 of a given sequence of events based on [5], with
the refinements proposed by [6]. For a complete description
on entropy estimation, we kindly refer the reader to [21, 22].

2.2 Predictors
Markov Chain-based predictor. A Markov chain (MC) with a
discrete state space has been applied for user mobility pre-
diction [23, 24]. In an order-𝑘 Markov predictor, the state
space consists of tuples of 𝑘 location names (e.g., AP), where
the next location prediction depends solely on the most re-
cent preceding 𝑘-tuple. We build the model on the data so
that observed k-tuples comprise the states. The transition
probabilities are learned based on the frequency of appear-
ances of such a transition in observations. The probability
for a transition from the current state 𝑆 = 𝑋𝑖𝑋𝑖+1...𝑋𝑗 to
𝑋𝑖+1𝑋𝑖+2...𝑋𝑗𝑋𝑗+1 where 𝑗 − 𝑖 = 𝑘 and each 𝑋𝑖 is the sym-
bol for each location, is represented as 𝑃 𝑋𝑗+1 = 𝑐 | 𝑆 =
𝑋𝑖𝑋𝑖+1...𝑋𝑗 for all 𝑐 observed in data and is learned based
on the reappearance frequency of such a sequence. If the
predictor of order 𝑘 encounters a new sequence that has
never seen before, it falls back to the lower, 𝑘 −1 order recur-
sively. The base case is O(0) which is simply the frequency
distribution of all symbols observed so far.

Deep learning. Recent approaches to sequence prediction use
deep Recurrent Neural Networks (RNN) or Convolutional
Neural Networks (CNN). Recurrent neural networks have
loops within their cells, allowing information to persist and
thus enabling the neural network to connect previous infor-
mation to make a reasonable prediction of the future state of
the modeled system. Certain types of RNNs are capable of
learning long-term dependencies. There are multiple variants
of RNNs, including Long short-term memory (LSTM) [25]
and Gated Recurrent Unit (GRU) [26]. These networks can
learn dynamic temporal patterns and have successfully been
applied in speech recognition, text-to-speech engines and
predicting next location [27, 28].



CNNs learn convolutional filters to extract latent informa-
tion across the data (i.e. 1D CNNs learn different temporal
locality patterns) and use that information for predicting
the next location. CNNs have a local receptive field. The
receptive field is the region of the input that affects a specific
unit of the network, which can be increased by techniques
such as stacking more layers.

The Transformer [20] is a novel neural network architec-
ture that only uses self-attention, without any recurrence or
convolution, to learn global dependencies between input and
output. These networks can be parallelized better (a major
shortcoming of RNNs), and also have a global receptive field
(as opposed to the local receptive field of CNNs).

In our study, we use a multi-layer LSTM, 1D CNN and a
Transformer to predict movements of users based on similar
input tuples used for MC-based predictors, as described in the
next section. Neural networks are computationally expensive
and tend to require hyper-parameter tuning. Thus the deep
model is run only on a sample of users in this study. One goal
of this study is to analyze the payoff (and cost) of adding
complexity to the predictor (e.g. LSTMs), versus the simpler
MC-based predictors, while considering different temporal
and spatial bins for Flutes vs Cellos.

3 DATASETS & EXPERIMENTAL SETUP
To study the regularity of human behavior, we performed a
data-driven analysis applying our methods to a university
campus WiFi traces from the University of Florida (UF).
The dataset was collected from networks providing wireless
access to a large number of portable devices via access points
deployed in non-residential areas, including classrooms, com-
puter laboratories, libraries, offices, administrative premises,
cafeterias, and restaurants.

Every trace entry contains a unique user identifier (uuid),
time-stamp and an access point unique identifier (apid).
Based on the apid’s string we are able to identify the building
as well as the room in which an access point (AP) was located.
Only the geographical coordinates of buildings are known.
Table 2 contains a brief summary of the UF dataset with
mean (𝜇) and standard deviation (std), where 𝑁ap is number
of unique access points observed per device, 𝑁day number of
unique days with at least one record, 𝑁rec number of records
during data collection, and total number of devices available
for at least 7 days and accessed more than 5 APs.1

3.1 UF traces
The UF traces were collected for 16 months (September/2011-
December/2012) and contain over 1700 wireless access points
(APs) deployed in 140 buildings which were used by 300K
devices. A sample (sythentic) record is shown in Table 1. Its
raw records were captured from associations and sessions
timeout in which the unique user id (uuid) was the MAC
address. These uuid although hashed, still contained the
1Transient devices are not counted to ensure the analysis is carried
out on devices that are mobile and benefit from predictive systems the
most, while stationary devices (e.g. plugged-in Cellos) and guests that
never return to campus are ignored.

Organizationally Unique Identifier (OUI)2 allowing us to
distinguish Flutes and Cellos, as detailed in [19]. This dataset
was collected before MAC address randomization became
widely available. However, in most current implementations,
the randomization only happens in case of probe requests
for a network, and once connected to some SSID, the device
either presents its original MAC or a generated MAC that
does not change per association. Besides, many networks
require authentication that allows tracking on higher levels in
the network stack (e.g. application). This work is concerned
with wireless connectivity being provided to users, and it will
always come from discrete points (for example, access points),
as opposed to continuous movements in an open field. Thus,
all collected WiFi traces are processed as discrete time-series,
defined next.

3.2 Discrete-time Series
Given a set a of timely ordered events 𝑋 = {𝑥𝑡 : 𝑡 = 1, · · · ,𝑛},
where 𝑥𝑡 is the realization of 𝑋 at time 𝑡 for 𝑡 ∈ 𝑇 , we say
that a timeseries is discrete if 𝑇 are measurements taken at
successive times spaced at uniform intervals w, also referred
to as sampling rate (defining the temporal granularity).

Figure 1: Location of the device is sampled at a constant rate.

Figure 1 depicts an example of how the real location of a
device is sensed by the wireless management system through
AP associations (red stars) and finally how the discrete-
time series is obtained. For a given sampling time window
w, our discrete-time series may result in different sequences
depending on whether we choose an AP or a building as the
level of spatial resolution.

From Figure 1, for the first 4 time steps the device switched
its associated AP without a real location change. This switch
in AP association can be triggered by the mobile device
(e.g. stronger wireless signal) or by the network management
system (e.g. load balancing).

Note that it is important to define the resolution for space
and time, i.e., how big a location is in space (or point-of-
interest) and how often we are going to sample from the input
signal. In this example, larger values of w could eliminate this
2http://standards.ieee.org/faqs/regauth.html#17



Table 1: AP logs sample data columns

User IP UUID AP name AP MAC Lease begin time Lease end time
10.130.90.3 00:11:22:00:00:00 b422r143-win-1 00:1d:e5:8f:1b:30 1333238737 1333238741

Table 2: Statistics per device available for at least 7 days &
accessed more than 5 APs.

𝑁ap 𝑁day 𝑁rec Total Devices
𝜇 std 𝜇 std 𝜇 std

UF 127.3 142.3 63.5 59.2 1861 5121 138028

ping-pong effect of switching between APs without actually
moving, but also cause loss of information when the user
transits from one location to another. On the contrary, very
small values of w could over-sample long periods when the
user is not moving. Similarly, different values of spatial reso-
lution could mitigate noise but eliminate information from
the traces. Choosing these parameters is often influenced
by the characteristics of the available dataset as well as the
targeted application of the study.

Step Value. A weighing mechanism is used to pick the cor-
responding location to represent a time step. During a time
interval, we weigh every observed location of the device with
the duration of time at that location and pick the one with
the highest weight to represent that step. We assign a user
to a specific location ℓ in the time interval 𝛿𝑡 between an
association at ℓ and the next association at any other loca-
tion, but only if 𝛿𝑡 < 𝑡max. After 𝑡max the device will be in
an unknown state [5] until the next network event which will
reveal its location for future steps.

3.3 Experiments
The design of our experiments is based on our study’s ques-
tions: i. How different are Flutes and Cellos in terms of
predictability? ii. How does the predictability of these device
types change with different spatio-temporal granularity? iii.
Does the choice of method or predictor significantly alter the
answers to the aforementioned questions? Thus, we evaluated
a matrix, involving combinations of the following dimensions:

∙ Device Types: Flutes vs. Cellos.
∙ Temporal Resolutions: 5 min, 15 min, 30 min, 1 hour

and 2 hours.
∙ Spatial Resolutions: Access Points, and Buildings.
∙ Methods: A. Well-known sequence prediction algo-

rithms from machine learning literature (Markov Chains,
Neural Networks) B. Entropy-based Estimations of pre-
dictability upper-bounds.

The temporal resolutions are chosen based on the related
literature, and the spatial resolutions are determined by the
granularity of the dataset. The experiments were implemented
in Python, the neural networks were implemented using Ten-
sorflow 3 and Keras. Training is carried out in an online
3TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems.
Software available from tensorflow.org.

manner and the evaluation is through providing a sliding
window of 𝑘 observations to the predictor and testing the
prediction correctness of the next symbol. The fraction of cor-
rect next symbol predictions, or success rate, is the prediction
accuracy metric.

4 EXPERIMENTAL RESULTS
4.1 Spatio-Temporal Resolutions
To answer the first two questions of this study, particularly "ii.
How does the predictability of these device types change with
different spatio-temporal granularity?", Table 3 summarizes
the median accuracy of an LSTM predictor for Flutes and
Cellos with different spatial and temporal granularity.

The choice of granularity is application-dependent, for
example, to predict foot traffic at buildings and congestion
planning based on density, building level analysis is more
appropriate. Cellos show more predictable behavior overall,
as the fraction of correct next symbol predictions is higher
for Cellos across the board. At the AP level, with longer time
bins, the accuracy for both Flutes and Cellos decreases. This
observation is in line with previous findings [6]. At 15min
time intervals, the difference between Flutes and Cellos is
at its maximum, then drops and remains stable for longer
time intervals. At the building level, the accuracy follows
a less regular pattern but both Flutes and Cellos are most
predictable at 5min intervals (mainly due to long repeats of
the same location in the sequence). Cellos’ accuracy drops
for 30min bins and goes back up again. On the other hand,
Flutes are more predictable in 30min bins than 15min, 1h or
2h bins.

Looking across all temporal bins, Fig 2 presents the empir-
ical cumulative distribution function (ECDF) of prediction
accuracy at AP and building spatial granularity. The "sit-to-
use" Cellos show significantly higher predictability at every
percentile; this is reasonable given their lower mobility [19]
and mode of usage. In fact, prediction accuracy is highly
correlated with other mobility and network traffic features
of mobile wireless users, we will take a brief look at these
correlations in Section 5 and Fig 4.

4.2 Comparison of Methods
To answer the third question of this study, "iii. Does the
choice of method or predictor significantly alter the answers
to the aforementioned questions?", here we compare the
experiment results for different methods: 1) MC : Markov
Chain 2) LSTM : A type of recurrent neural network 3) CNN :
1D convolutional neural network 4) Transformer : A type
of self-attention neural network 4) Hr_LZ : Theoretical pre-
dictability based on the Lempel-Ziv (LZ) entropy estimator 5)
Hr_BWT : Theoretical predictability based on the Burrows-
Wheeler transform (BWT) entropy estimator. A summary of



Table 3: Median accuracy percentages of LSTM (sequence len.
40) for Flutes vs Cellos, 5min-2h temporal and AP/Bldg spa-
tial granularity.

AP Building
F C F C

5 min 33.22 42.25 44 63.4
15 min 21.42 36.9 34.53 58.06
30 min 21.88 27.39 39.56 50.78
1 hour 19.67 24.33 32.62 52.03
2 hour 17.17 22.5 32.6 59.62

Figure 2: ECDF of LSTM Prediction Accuracy for Flutes &
Cellos at AP and Building spatial levels (all temporal levels
combined, vertical lines denote medians, sequence length 40).

comparisons is presented in Table 4, for temporal granularity
of 1h and 15min, highlighting the difference of Cellos - Flutes.

In all cases Cellos are more predictable than Flutes, re-
gardless of the choice of method (with a minor exception of
LZ predictor at 15 minutes time and building level which
might be due to intrinsic instability of LZ based estimator).
The difference in median accuracy for Flutes vs Cellos is
up to 25% (Building level, 15 minutes window, sequence
length 40, Flutes 33.97% vs Cellos 59.03%). Other temporal
choices result in a similar pattern. Another notable obser-
vation is that while the neural networks are more complex,
and require vastly more computing power, they only achieve
modest increase compared to Markov Chains in some scenar-
ios (e.g., Cellos, at the building level and sequence length
40, from 48.56% to 52.5%). This is a trade-off that needs to
be considered in the design of predictive caching systems. In
addition, increasing the sequence length 𝑘 (i.e. the number
of previous time steps available to the predictor) impacts the
Markov Chain model more than the neural networks. This
is particularly pronounced for 15 minutes time window, in
fact, the neural networks do not lose much accuracy from
increasing sequence length 5 to 40 in case of the 1 hour time
window. Also, the theoretical LZ and BWT based estimators,
show higher upper bounds compared with the best of the

algorithms, with sequence length 5 Markov Chains and CNNs
being the closest practical algorithms for the 15 minutes case.
The predictors are far behind in the 1h case, suggesting room
for improvement via tuning for specific time and space gran-
ularities. The run time of LSTM is the longest, followed by
CNN (not shown for brevity). In addition, in case of the
Transformer, at 1 hour temporal resolution, median accuracy
is slightly higher compared to LSTM in most cases. However,
in the shorter 15 minute resolution, the accuracy is signifi-
cantly better for Flutes (average accuracy ≈14% higher than
LSTM), and slightly better for Cellos. This shows the utility
of adapting advances in deep learning to mobility prediction.

4.3 Top 2 Locations
In order to improve the obtained success rate in predicting
the next location, we evaluated our prediction methods when
considering the top 2 possible locations. In other words, we
evaluate the accuracy of the predictors when considering not
only the best possible location but the two places where the
user is most likely to be found in the next time slot. In this
case, we are interested in assessing this improvement which
could be beneficial for preemptive caching systems.

Overall, we observe an increase of up to 20% in the median
accuracy of all predictors evaluated. Figure 3 depicts the
differences between the top 1 and top 2 for CNN’s in different
temporal and spatial levels. Interestingly, more pronounced
improvements were observed at higher spatial levels (build-
ings) where top 1 accuracy was already higher. The upward
trend continues when measuring the top 3 accuracy, though
it is less dramatic. The change in accuracy, of top 1 to top 3,
for LSTMs followed a similar pattern.

These improvements could be explained by the expected
uncertainty in choosing where to go next being better de-
scribed by more than one location. When deciding between
these multiple options, a user is likely to use information not
available in our mobility traces. Therefore, when asking our
predictor for the next step with the highest probability, these
top locations would seem random, and allowing even a small
number of top choices (> 1) greatly improves its success rate.

To numerically support this conjecture, we look into the
average uncertainty in picking a next location given by
𝑈next = 2𝑆rate , where 𝑆rate is the entropy rate estimated,
for which we used the BWT algorithm (𝑆bwt, see Section
2.1). For a user’s sequence of visited locations, this metric
summarizes the average uncertainty about the user’s next
step at every location, therefore the higher this number the
more random the next steps seem to be for a given pair of
spatial and temporal levels. Table 5 presents the expected
𝑈next, for both Flutes (F) and Cellos (C). Interestingly, these
values not only correlate with the obtained values for accu-
racy but also shows a clear correspondence with the increase
in accuracy when using the top 2. For example, at the AP and
1-hour levels we observe a high 𝑈next as well as a marginal
improvement from top 1 to top 2, while in contrast at building
and 15 minutes levels 𝑈next are lower and the improvements
for our predictor accuracy are more pronounced.



Table 4: Summary of Median Accuracy for Flutes vs Cellos with different methods (Diff is 𝐶𝑒𝑙𝑙𝑜𝑠−𝐹 𝑙𝑢𝑡𝑒𝑠) and sequence lengths
for 15min and 1h time windows.

AP, 1h Bldg., 1h AP, 15min Bldg., 15min
Seq Len Predictor F C Diff F C Diff F C Diff F C Diff

MC 21.05 25.95 +4.90 38.25 53.50 +15.25 61.72 70.30 +8.58 75.00 87.60 +12.60
LSTM 21.62 25.00 +3.38 35.03 50.00 +14.97 40.00 44.56 +4.56 52.44 65.56 +13.125
CNN 16.45 24.27 +7.82 34.94 50.00 +15.06 50.00 59.80 +9.80 64.60 76.94 +12.34
MC 17.98 25.6 +7.62 36.72 50.28 +13.56 52.25 61.97 +9.72 68.00 82.25 +14.25

LSTM 20.83 26.31 +5.48 37.50 50.66 +13.16 31.14 44.62 +13.48 45.38 64.56 +19.1810
CNN 18.06 22.62 +4.56 36.20 52.03 +15.83 49.20 58.80 +9.60 64.56 74.00 +9.44
MC 18.1 24.52 +6.42 36.28 49.94 +13.66 38.50 48.22 +9.72 57.30 74.94 +17.64

LSTM 21.22 24.19 +2.97 36.12 50.78 +14.66 29.17 41.00 +11.83 43.62 61.47 +17.8520
CNN 18.44 23.60 +5.16 35.28 50.00 +14.72 37.84 48.12 +10.28 50.00 65.00 +15.00
MC 17.88 23.61 +5.73 35.1 48.56 +13.46 27.97 31,00 +3.03 47.12 65.80 +18.68

LSTM 19.67 24.33 +4.66 32.62 52.03 +19.41 23.30 39.40 +16.10 33.97 59.03 +25.0640
CNN 18.75 23.97 +5.22 35.25 52.50 +17.25 27.62 44.70 +17.08 41.25 62.10 +20.85
LZ 46.90 52.60 +5.70 58.78 66.40 +7.62 72.70 76.06 +3.36 79.60 79.10 -0.50

BWT 66.44 69.44 +3.00 73.70 79.90 +6.20 83.30 88.06 +4.76 88.60 92.20 +3.60

Figure 3: CNN accuracy for top 1 and top 2 locations.

Table 5: User’s expected uncertainty 𝜇 when choosing next
location (𝑈next = 2𝑆rate ). Error given by standard deviation 𝜎.

AP Building
𝜇 ± 𝜎 95th-% 𝜇 ± 𝜎 95th-%

15 minutes F 3.10 ± 1.3 5.3 2.17 ± 0.7 3.3
C 2.05 ± 0.7 3.3 1.56 ± 0.4 2.2

1 hour F 5.50 ± 2.4 9.7 3.65 ± 1.7 6.5
C 3.48 ± 1.6 6.37 2.10 ± 0.9 3.7

These findings show one of the trade-offs a predictive
caching system would need to consider, that is to find the
balance between the number of places to prefetch assets and
the desired level of cache hit ratio.

5 DISCUSSION & FUTURE WORK
In this paper, we define our research problem as predicting
the next symbol in a discrete-time series for users with two
categories of devices. The next symbol either denotes the
next access point or building in the visitation sequence. The
accuracy is evaluated as the fraction of the next symbols
predicted correctly.

While some earlier studies investigated a similar problem
setup, our study has notable implications. For example, across
device types, predictability can vary significantly, with Cellos
showing typically higher predictability. Also, with larger time
windows such as 1 hour, it is easy to miss short stays (since
one location visit with a duration of 31 minutes would result
in other locations in that 1 hour window being ignored).
On the other hand, a short time window results in multiple
repetitions of the same location in the sequence, potentially
achieving high prediction accuracy even when the method
is not predicting the transitions well. Further, we also note
that allowing prediction algorithms to look further back does
not help prediction in most cases; this might be an artifact
of the users’ likelihood to stay in place over limited time
spans, which makes predicting a ’stay’ straightforward while
predicting a location transition remains challenging.

Our results highlight the importance of considering the
device type, context, and application in order to choose an
appropriate time and space granularity; the best performing
method differs across these dimensions. Furthermore, we ob-
serve a significant increase in accuracy, of up to 20%, when
considering the top 2 possible next locations compared to
only measuring top 1 accuracy, highlighting the complexity
of these predictions based only in the history of visits from



a user. In some cases, such as 1 hour, access point level pre-
diction, the median of the top 2 accuracy of the population
is nearly twice as high as the median top 1 accuracy. Many
misclassifications occur because the prediction algorithm is
simply confused between only two places. For certain appli-
cations, such as predictive caching, it can be worthwhile to
consider preloading in more than one location to improve
the user experience at the expense of increased resource
consumption, a trade-off to measure in future studies.

Interesting possible problems yet to be addressed include,
taking the distance between possible locations into account
when selecting a future stop, as well as cluster users with
similar mobility patterns to further improve the prediction
accuracy of their movements.

All the findings here are based on the university dataset
(Sec. 3), which provides a peek into only a subset of the
population, so we emphasize the importance of reproducing
these analyses on other datasets in different settings.

Correlations with Mobility and Network Traffic. Figure 4 shows
the correlation of prediction accuracy with a sample of
features that describe the mobility or network traffic of
users. PDT(W/E) and TJ(W/E) are mobility features while
AAT(W/E) and AI(W/E) are traffic features. PDTW is the
time spent at the user’s preferred building (most common)
on weekdays (PDTE for weekends). TJW is the total sum
of jumps (distance) for the weekdays while TJE describes
the same feature for weekends. AATW is the average of ac-
tive time (as indicated by network usage) of the user for
weekdays (AATE for weekends). AIW stands for the average
inter-arrival time of flows on weekdays, and AIE for weekends
([19, 29]).

Figure 4: Pearson Correlation of Prediction Accuracy with
several Mobility and Network Traffic Features.

The results present significant correlations between the
prediction accuracy, with not only the mobility features, but
also network traffic features. These correlations vary across
device types (Flutes vs Cellos), and in time (Weekdays vs

Weekends). This is a very important observation for the de-
sign of predictive caching systems, importantly, it might be
possible to improve prediction of where the user is going
based on network traffic profile while noting the different
modes of usage based on device types. We leave the investi-
gation of incorporating this extra information and potential
improvements to future work.

Integrated Mobility-Traffic Modeling. Given the observed cor-
relations, we hypothesize that the use of predictability as
a feature in an integrated mobility-traffic generative model
could lead to more realistic synthetic traces. Such a data-
driven generative model would be an essential tool for network
simulations and capacity planning. Notably, it can also be
made privacy preserving, since collected traces would be re-
placed with realistic synthetic data that captures mobility,
network traffic, predictability, and their relationships. Fur-
ther study is beyond the scope of this work and is left for
future work.

6 CONCLUSION
In this work, we sought to answer three questions: i. How
different are Flutes and Cellos in terms of predictability?
ii. How does the predictability of these device types change
with different spatiotemporal granularity? iii. Does the choice
of method or predictor significantly alter the answers to the
aforementioned questions? For this purpose, we processed a
large-scale dataset from a campus environment, and grouped
the devices into two categories; and chose a set of meth-
ods for the comparisons including Entropy-based estimators
and popular algorithms such as Markov Chains and Neural
Networks.

The results of experiments show the movements of Cellos
("sit-to-use") are significantly more predictable than Flutes
(up to 25% difference in accuracy). This pattern is consistent
across various temporal granularities (5 min to 2 hours), spa-
tial granularities (Access Point and Building level), and for dif-
ferent methods (Markov Chains, Neural Networks, Entropy-
based Estimators). We illustrate that the performance of
predictors depends strongly on the span of temporal bins.
Markov Chains tend to outperform deep learning models
in shorter time-bins while LSTMs and CNNs usually show
a higher accuracy in longer time-bins. CNNs have mostly
similar accuracy to LSTMs in the latter case but have sig-
nificantly better run time on a modern GPU. Furthermore,
looking at the top 2 locations we observe an increase of up
to 20% suggesting that higher accuracy is achievable when
considering multiple possible next locations.

We also found significant correlations among prediction
accuracy, mobility features, and also network traffic features,
varying across device types, an important observation for the
design of predictive caching systems where it might be possi-
ble to improve mobility prediction based on network traffic
profile. We plan to further investigate the use of predictability
as a feature in an integrated mobility-traffic generative model,
and its application in state-of-the-art predictive caching sys-
tems.
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Publication Summary

In this paper, we explore the use of Wi-Fi signals for crowd estimation while preserving
privacy. We highlight the importance of crowd assessment in various applications but
note that traditional methods, such as cameras, can compromise privacy. To address
this issue, we propose using the received signal strength (RSS) of Wi-Fi signals from
stationary beacons to estimate crowd density.

We discuss the use of wireless devices like smartphones, tablets, and laptops, equipped
with sensors, to gather information about crowd behavior. However, the collection of
such behavioral data without user consent raises privacy concerns. To ensure privacy,
we propose using Wi-Fi signals and management frames to estimate crowd size without
tracking individuals.

We present our approach for estimating crowd size based on RSS values. We discuss
signal propagation models, such as the free-space path loss (FSPL) model and the log-
distance path loss (LDPL) model, to understand the signal attenuation caused by human
presence. We propose a fixed sender model, where the path loss between a fixed sender
and a fixed measuring probe in an empty building is compared to the path loss with a
crowd present. The difference in path loss is assumed to be proportional to the number
of people in the monitored area.

We also explain the use of IEEE 802.11 Management Frames in crowd estimation
where MAC address randomization techniques may affect device counting accuracy and
that the variable number of devices per person can introduce inaccuracies in crowd size
estimation.

In the evaluation section, we apply our RSS-based method to a real-world measure-
ment in a large building. We observe a strong linear relationship between the average
path loss and the number of mobile devices counted. This finding suggests that crowd
size can be estimated based on the RSS values from stationary devices without compro-
mising privacy.

Overall, the we present a privacy-preserving approach to crowd estimation using Wi-Fi
signals. By utilizing RSS values from stationary beacons, we demonstrate the feasibility
of estimating crowd density without tracking individuals. The proposed method pro-
vides a valuable contribution to the field of crowd assessment and has applications in
various domains such as disaster management, network evaluation, and human mobility
modeling.
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ABSTRACT
The ubiquity of wireless devices such as smartphones, tablets
and laptops, has enabled sensing large crowds. This was
made possible with numerous methods available that mostly
listen to Bluetooth or Wi-Fi channels to observe traffic di-
versity, sources, and destinations. On one hand, it is clearly
useful to create crowd awareness, for example to estimate
the number of people and assess people flows inside build-
ings or in areas, with applications in disaster management,
network evaluation, and human mobility modeling, as well
as for individual mobile devices to assess their context. At
the same time, most of these network activity monitoring
methods risk compromising the privacy of the individuals
being counted and possibly—deliberately or inadvertently—
tracked. That is, they may leak private information about
people’s individual mobility patterns without their consent
or even awareness. In this paper, we take a first stab at ad-
dressing the problem of privacy-preserving crowd (density)
estimation by utilizing the received signal strength (RSS) of
Wi-Fi signals from stationary beacons. We use management
frames as an approximation of ground truth to validate our
observations. We evaluate this method in a real world mea-
surement, observing very strong correlations between the
presence of over 35,000 mobile devices in a large building
and Wi-Fi RSS values from stationary devices.

KEYWORDS
crowd assessment, privacy, wireless networks
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1 INTRODUCTION
Crowd assessment is of great importance for managing large
events, human mobility modeling for infrastructure deploy-
ment as well as for feeding simulations such as pedestrians in
urban environments or, simply, to be aware of our surround-
ings. Common commercial solutions use cameras which can
compromise the privacy of the tracked subjects.

Mobile wireless devices, such as smartphones, tablets and
laptops have enabled detailed research about crowd behavior
in the recent years. Equipped with various sensors, these de-
vices provide researchers rich information about determined
actions or states of its users.

This behavioral information however, may be sensed with-
out the users’ consent. To prevent this, many countries have
changed their laws to strictly regulate how such sensitive
data (such as users’ location) should be handled. Therefore,
a crowd assessment system is needed which is capable of
preserving the privacy of its subjects while accurately esti-
mating the size of a group of people in a defined location.
Crowd assessment using Wi-Fi signals has been previ-

ously used to monitor pedestrians in various environments
such as large public events used in mobility simulations [2],
university areas for flow characterization [2, 5] and urban
environments to build predictive models for trajectories [10].
Furthermore, Wi-FiManagement Frameswere extensively ex-
ploited in occupancy estimation inside office environments
[15] and public transport vehicles [9], while also enabling
the study of social relationships between mobile users [1, 6].
Likewise, Wi-Fi received signal strength (RSS)[3, 4, 12] and
channel state information (CSI)[11, 16] can be largely used
in indoor localization and people counting.
In this work, we revisit the use of Wi-Fi signals to esti-

mate crowd size in various environments while preserving
the privacy of the monitored subjects. Our main contribution
towards this ongoing work is finding very strong correla-
tions between RSS values from Wi-Fi signals sent by nearby
fixed devices and the presence of active mobile devices in a
large monitored area. These results enable the estimation of
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crowd size in a university building without compromising
the privacy of the monitored subjects.

2 METHODS
We present our approach for estimating crowd size based
on RSS values. Additionally, we discuss the commonly used
Wi-Fi Management Frames. This type of frame is sent by
wireless devices, often containing their unique MAC address
and no data payload. From these frames, an altered version
of the device identifiers is stored, allowing us to get a zero-th
order approximation of the crowd size in order to validate
the observations of the aforementioned RSS-based method.

2.1 RSS-Based Estimates
In order to estimate the size of a crowd in a confined space
without continuously tracking all device identifiers, and in-
stead using the received signal strength from fixed wireless
devices, we explore the signal attenuation caused by the
presence of people in a large. We discuss basic signal propa-
gation models which will help us understand the reasoning
behind this approach, and will lead us to the fixed sender
model discussed (see Section 2.2). Note that estimating the
coefficients of the path loss models however, is beyond the
scope of this work.
The simplest propagation model for wireless path loss

(Ω) is the free-space path loss (FSPL) which takes only the
distance between sender and receiver and the wavelength
of the signal. This model characterizes the path loss as an
inverse squared power-law Ω ∝ d−2 of the distance d to the
receiver. The FSPL for a given distance d and wavelength λ
is estimated with Equation 1 [13]:

Ω(d) = 20 log10

(
4πd
λ

)
(1)

Already from Equation 1 we can expect a Wi-Fi signal
at 5 GHz (λ ≈ 6 cm) to have a higher path loss than at 2.4
GHz (λ ≈ 12.5 cm) for the same distance. This basic model
can also provide us with an upper-bound of the expected
received signal strength, given a fixed infrastructure with
nodes at known distances and the transmission power.
Furthermore, the log-distance path loss (LDPL) model

captures the attenuation as a modified power-law with log-
normal variability. The estimation of the total path loss (Ltotal)
using this model is given by Equation 2:

Ltotal = Ω(d0) + γ log10

(
d

d0

)
+ Xσ (2)

where d is the distance to the receiver, d0 is a reference dis-
tance to the sender (usually 1 meter), γ is the attenuation

exponent, andXσ is a log-normally distributed Gaussian ran-
dom variable with zero mean and standard deviation σ . The
PL function is often the FSPL or determined experimentally.
In the LDPL model the γ exponent is proportional to the

complexity of the path between sender and receiver. There-
fore it is defined by the size and materials of physical ob-
stacles along the signal paths, and it is often determined
experimentally. In this work, we assume that γ will only
vary due to the presence of human bodies and their activi-
ties, given a pair of fixed sender and receiver in a confined
space.
The effect of human bodies on electromagnetic fields is

often modeled by its absorption cross section (ACS, σa ) [8],
given by the ratio σa =

Pabs
Sinc

, of absorbed power Pabs and
incident power density Sinc. This metric is affected by the
frequency, direction and polarization of the incident elec-
tromagnetic signal, as well as the absorption rate, area and
mass of a person’s body, and its estimation has applications
in wireless infrastructure planning. In our work, we assume
it to be approximately the same for every subject, therefore
the effect of bodies from different persons is assumed to be
constant (i.e., one added person adds a fixed contribution to
the TPL with his/hers ACS).
Furthermore, interference from other RF signals at the

same frequency can significantly influence the total path loss
and make it even more complex to be modelled. For example,
when sending signals at 2.4 GHz between two measurement
probes1, the measured RSS may suffer from interference
from Bluetooth headphones nearby, which also uses the 2.4
GHz ISM band, as well as any other wireless device using
Wi-Fi in the same channel. Therefore, the various activities
performed by the subjects present in our studied space can
significantly affect the total path loss of a Wi-Fi signal, and
we assume this effect in the RSS measures to be proportional
to the number of present subjects (i.e., one added person adds
a fixed contribution to the TPL with a fixed level of activity).

In this work, we use this understanding of wireless signal
attenuation caused by humans and their activities to estimate
their group size. Next we present our basic model for the
relationship between signal path loss and number crowd
size.

2.2 Fixed Sender Model
If we define the path loss (PL) of a wireless signal as the
difference between transmitted Ptx and received power Prx,
then PL between a fixed sender tx and a fixed measuring
probe rx in an empty building is Lempty = Ptx − Erx, where
Erx is the received signal strength from tx when the building

1A Raspberry Pi with synchronized clock, running a custom software to
capture Wi-Fi Management Frames.
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is empty, and it is defined as the maximum RSS for tx during
all our measurements (i.e., Erx = maxPrx).
The path loss once we have a given number of people in

our monitored area is Lempty+Lpeople = Ptx−Qrx, where Qrx
is the RSS from tx at any given time.
This allows us to write Lpeople = Erx − Qrx, therefore

eliminating the need to know the transmission power Ptx.
Note that this formulation assumes the sender to be fixed (or
stationary).
In this study, we pose (and validate) the hypothesis that

the average Lpeople from all nearby stationary devices is af-
fected by (or, is proportional to) the total number of people
inside our monitored building, or simply PL/⟨PL⟩ ∝ Nd . The
expected value for PL is therefore, given by Equation 3:

PL =
∫

Lpeople f (Lpeople) dLpeople (3)

where f (Lpeople) is the density function for a measured value
of Lpeople, which is proportional to the log-normal distribu-
tion from Equation 2.

For a zero-th order approximation of the number of people
in the monitor building, we use Wi-Fi Management Frames,
presented in the next section.

2.3 IEEE 802.11 Management Frames
On top of the physical layer, the IEEE 802.11 standard speci-
fies three different frame types on the data link layer: Data
Frames, which carry the data payload, Control Frames, which
allow devices to control access to the medium (e.g., Request
to Send and Clear to Send frames), and Management Frames,
which assist Wi-Fi enabled devices in finding and connecting
to a wireless network. From Management Frames, beacons,
null frames, probe requests and probe responses are of par-
ticular interest to this work for containing no network traffic
information (e.g., browsing data) and being continuously
sent by wireless devices.

Wireless devices constantly scan for available access points,
gathering information (e.g., network name (SSID), RSS and
security configurations) which is then used to choose which
network to join. When scanning for nearby networks, de-
vices can do this passively, by waiting for beacon frames sent
by access points, or actively, by sending probe requests and
waiting for probe responses to finally initiate the connection.
Furthermore, null frames are sent by clients about whether
it is in an active power state or not.

In this study we use these frames as signals to sample the
presence of nearby wireless devices. To counteract the possi-
bility of tracking devices based on frames, different wireless
device manufacturers have recently developed MAC random-
ization techniques[7, 14]. Since MAC address randomization
is not yet well understood for all manufacturers, which could

lead to a miscount of nearby devices, we discard all random-
ized addresses from any of our analysis. Furthermore, crowd
size estimate based on counting devices from Management
Frames may lead to inaccurate results due to a variable num-
ber of devices per person.

101 102 103 104 105
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Figure 1: Stay duration with a bimodal distribution,
with stationary devices in the gray shaded area.

While estimating crowd sizes in a confined space is possi-
ble with an ad-hoc setup [4], achieving similar results in a
large area with the same method would require a large num-
ber of probes being deployed, and hence requires a different
approach. In the next section, we discuss an alternative RSS-
based approach which uses signals from fixed (or stationary)
devices instead.

3 FIXED INFRASTRUCTURE
EVALUATION

We now apply our RSS-based method to a larger space to
get a close estimate on the number of devices. Our method
uses the RSS path loss from Management Frames sent by
stationary devices already available at the building. Next, we
explain the measurement setup and discuss our results in
which we observe a strong linear relationship between the
average path loss and the amount of mobile devices counted
from Management Frames.

3.1 Management Frames Collection Setup
During 13 consecutive days in February/2019, we deployed
4 probes in the Computer Science and Mathematics building
of our university, covering the main entrances, a parking lot
and the main hall with a cafeteria. This building was chosen
for its large size as well as large number of visitors, with
over 6000 students and 400 staff members 2 3. The building
is located in an area exclusively used by the university and

2http://www.in.tum.de/en/cover-page/
3https://www.ma.tum.de/en/department/about-us.html
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Figure 2: Average path loss (PL) and total mobile devices at different frequencies.
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Figure 3: Change in average path loss (PL/⟨PL⟩) with the total number of nearby devices Nd . An observed mono-
tonic increase (shaded areas), followed by a saturation in the observed path loss. Insets show the shaded areas
well approximated by PL/⟨PL⟩ ∼ N α

d , with α = 0.156 for both frequencies.

other research centers. We will also refer to these location
records as the frames data set.

For this setup, every probe used 4 external omni-directional
antennae capturing frames at channels 6 and 11 (2.4 GHz),
36 and 44 (5 GHz). Once captured, MAC addresses were
first classified as locally or globally managed, or random
and non-random respectively. Lastly before storing these
records, the device identifiers were hashed with a one-way
hash function.In this way, counting devices was possible
while anonymizing these identifiers.

We captured over 28 million frames where half were probe
requests and half null frames, from over 35,000 global MAC
addresses. The median time present in the records was of
1.1 days (25th-percentile: 51 minutes, 75th-percentile: 7 days,
99th-percentile: 13 days) and the median inter event time
per device was of 5 seconds (25th-percentile: 1 second, 75th-
percentile: 16 seconds, 99th-percentile: 37 minutes). To ex-
clude any distant pass-by devices we discarded any frame
for which the RSS was below -90 dBm.
In order to get a closer estimate of the total number of

visitors in the monitored building, we classified observed
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devices fromManagement Frames into stationary and mobile.
We then compare RSS values from the former with device
counts from the latter.

3.2 Device Classification
To classify the observed devices from Management Frames
we compute the probability function of the stay duration
P(∆T ) for the entire set of global device identifiers (i.e., non-
random). We define a location event for a wireless device as a
Wi-Fi frame received by one of our probes, and define a stay
at the monitored building by grouping consecutive location
events while also grouping pairs of events (with no other
known location in between) which were up to 15 minutes
apart. We eliminate from our analysis any stay shorter than
15 minutes in order to not bias our results with pass-by
devices.
From the distribution of P(∆T ), we observed a bimodal

distribution with a clear inflection at 12 hours, as can be seen
in Figure 1. As a result, with our aim of using RSS values
from static stations and count the number of mobile devices
(non-stationary), we classify device identifiers with any stay
longer than 12 hours as a stationary device.

3.3 Large Area Results
The average measured RSS path loss (PL) values from station-
ary devices show a clear periodicity with the total number
of devices counted from Management Frames, as depicted
in Figure 2 for signals at 2.4 GHz and 5 GHz. In these plots,
the CDF of PL is color-coded, highlighting its variability in
accordance with the total number of nearby devices (Nd ).
We analyzed the effect of the number of counted devices

Nd in the average path loss from all stationary devices. We
observed a monotonic increase in PL/⟨PL⟩ when Nd varies
up to 1000 at 2.4 GHz and up to 1300 at 5 GHz, from which
PL no longer changes significantly. Figure 3 illustrates the
increased shadowing effect from an increasing number of
devices at both frequency bands (gray area), as well as a
saturation of the measured path loss from those points. Fur-
thermore, still on Figure 3, the inset plots shows the shaded
area intervals being well approximated by PL/⟨PL⟩ ∼ N α

d ,
where interestingly, α = 0.156 for both frequencies.

Additionally, PL and the log of Nd showed a strong Pear-
son correlation ρ2.4 GHz = 0.74 at 2.4 GHz and ρ5 GHz = 0.82
at 5 GHz for the increasing intervals (with p-value < 10−4
for both). As expected, there were no statistically significant
correlations observed however, between these numbers for
the non-increasing intervals at both frequencies (p-value >
0.25).

3.4 Discussion
The strong correlation between Nd and PL indicates the ap-
plicability of using RSS values to estimate crowd size. How-
ever, the saturation in path loss beyond a certain number of
devices at each frequency shows a limitation in the sensitiv-
ity of our setup. This limitation suggests that our proposed
method depends on the density of the crowd, as well as the
level of wireless activity of those individuals (see Section
2.1).
Furthermore, PL varying as the power of the number of

devices could be explained by the result of additive log-
normally-distributed processes [17], such as the log-distance
path loss which models the path loss between sender and
receiver (see Section 2.1).

4 CONCLUSIONS
In this paper we presented a privacy-preserving solution to
crowd density estimation using Wi-Fi signals. We evaluated
the use of received signal strength from Wi-Fi signals in a
real-world scenario for these estimates. In a large area, Wi-Fi
RSS path loss values from an existing fixed infrastructure
were compared to the number of nearby devices.

At both frequency bands, we obtained a strong linear rela-
tionship between the presence of over 35,000 mobile devices,
using a series of Management Frames collected over 13 days,
and RSS path losses from signals sent by stationary devices
in a large university building. These initial results support
the applicability of this method for estimating crowd sizes
in large areas.

We plan to extend these results with a denser deployment
of probes, coverage of all channels, as well as to incorpo-
rate other types of Wi-Fi frames. Furthermore, we will build
crowd size estimates from ground truth while also validating
the obtained parameters and their dependencies on the type
of space we are monitoring.
The present paper illustrates a privacy-preserving alter-

native for crowd size estimates. Existing methods based on
Wi-Fi Management Frames, aside from challenges such as
MAC randomization, difficult spatial segmentation and mul-
tiple devices per person, may compromise the privacy of the
monitored subjects. With rising concerns in data privacy,
we demonstrate that RSS-based assessments can accurately
estimate densities in larger areas without compromising the
privacy of the monitored subjects.
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Publication Summary

In this article, we explore the impact of location-based gaming, using PokémonGO as an
example, on human mobility and the underlying laws governing it. The study analyzes
two datasets: one from smartphone application logging and the other from location-
tagged social media. The results show that location-based games increase mobility,
primarily by encouraging individuals to explore their local neighborhoods more thor-
oughly. The increase in mobility can be explained by a larger number of short-hops
rather than actively visiting new areas. The characteristics of mobility patterns, such as
the radius of gyration and the number of visited locations, remain consistent over time
regardless of game usage.

The findings suggest that location-based gaming has a measurable effect on physical
activity, as it increases daily displacements and encourages individuals to explore famil-
iar regions more thoroughly. However, the study reveals that the increase in mobility
does not result from individuals moving to and exploring new regions but rather from
changes in everyday activity and exploration within familiar areas. The analysis of the
spatial distribution of mobility indicates that the geographic distribution becomes more
homogeneously distributed for users with a high anisotropy, supporting the idea that
location-based gaming affects mobility patterns.

Overall, our research provides insights into the impact of location-based gaming on
human mobility and contributes to our understanding of the factors governing variations
in personal mobility. By studying the effects of location-based games on mobility laws,
we shed light on the potential benefits of such games in promoting physical activity and
improving our collective understanding of human mobility.
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Abstract
Mobility is a fundamental characteristic of human society that shapes various aspects
of our everyday interactions. This pervasiveness of mobility makes it paramount to
understand factors that govern human movement and how it varies across
individuals. Currently, factors governing variations in personal mobility are
understudied with existing research focusing on explaining the aggregate behaviour
of individuals. Indeed, empirical studies have shown that the aggregate behaviour of
individuals follows a truncated Lévy-flight model, but little understanding exists of the
laws that govern intra-individual variations in mobility resulting from transportation
choices, social interactions, and exogenous factors such as location-based mobile
applications. Understanding these variations is essential for improving our collective
understanding of human mobility, and the factors governing it. In this article, we
study the mobility laws of location-based gaming—an emerging and increasingly
popular exogenous factor influencing personal mobility. We analyse the mobility
changes considering the popular PokémonGO application as a representative
example of location-based games and study two datasets with different reporting
granularity, one captured through location-based social media, and the other
through smartphone application logging. Our analysis shows that location-based
games, such as PokémonGO, increase mobility—in line with previous findings—but
the characteristics governing mobility remain consistent with a truncated Lévy-flight
model and that the increase can be explained by a larger number of short-hops, i.e.,
individuals explore their local neighborhoods more thoroughly instead of actively
visiting new areas. Our results thus suggest that intra-individual variations resulting
from location-based gaming can be captured by re-parameterization of existing
mobility models.

Keywords: Human mobility; Mobile applications; Location-based games

1 Introduction
Location-based gaming has steadily emerged as a popular pastime on smartphones, and
become a potentially effective way at promoting physical activity [1–3]. From a scientific
standpoint, the most unique and interesting aspect of these games is how they encour-
age and promote movement, which can improve physical and mental health [4, 5], and be
comparable to a health or a fitness app [1–3, 6, 7]. More generally, location-based games
are examples of a broader class of smartphone applications that attempt to promote phys-
ical activity—either directly through recommendations or indirectly through objectives
that are linked with physical locations [1–3, 8]. Other examples of applications in this cat-

© The Author(s) 2021, corrected publication 2021. This article is licensed under a Creative Commons Attribution 4.0 International
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give ap-
propriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless
indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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egory include varied location-based services [9], online location-based social networks
[10] and smartphone and wearable applications for physical activity [11]. In this article,
we focus on location-based games due to their immense popularity and their use of gami-
fication, which has been shown to be among the most effective mechanisms for achieving
sustained change in mobility [12, 13]. We study mobility changes in response to location-
based gaming through Pokémon GO, the best known, and one of the most popular ex-
amples of location-based games. Pokémon GO remains among the most popular mobile
apps in many countries, it has over 100 million active users, and has been downloaded
over billion times in total. Pokémon GO is not an isolated success story either with other
location-based games, such as Zombies, Run!, Ingress, Geocaching, Minecraft
Earth and Harry Potter: Wizards Unite similarly being highly popular.

Current research understanding suggests that location-based games, and related appli-
cations, can have a sustained effect on mobility. Indeed, several studies have demonstrated
smartphone applications to have an effect on the daily activity levels of their users [1, 8, 14].
As an example, empirical studies based on pedometers have demonstrated that Pokémon
GO has an effect on mobility, resulting in an increase of around 1400 steps for each day
that the user plays the game, and the total effect lasting for at least 30 days [1]. Similar
findings have also been obtained from quantitative analyses, e.g., Colley et al. [15] char-
acterized players through questionnaires and geostatistical analysis of game elements and
highlighted that Pokémon GO may have introduced significant changes to their mobil-
ity. These studies, however, have also shown that the retention of the application and the
effect on physical mobility tends to be short-lived with persuasion mechanisms, such as
gamification, and social interactivity, being central to prolonging the positive effect on
mobility.

While the overall effect on physical activity and movements has been established, impor-
tant gaps still exist in our understanding. In particular, little information currently exists
on how this increase affects the characteristics of the user’s mobility patterns or which fac-
tors mediate these effects, and more importantly, how these changes affect the underlying
laws governing human mobility. Indeed, as many of the game mechanisms in Pokémon GO
are centered around physical movement, the changes could result from increases in ev-
eryday physical activity instead of changes in personal mobility patterns. In this article, we
explore how the changes in mobility induced by Pokémon GO relate to the laws governing
human mobility, in an attempt to fill up this gap in current scientific understanding. We
analyse displacement data captured from two sources to obtain a detailed view of mobility
patterns and how they are influenced by Pokémon GO. The first data set (Dataset-A) con-
sists of mobile phone app logging (Carat, an energy-awareness app) from over 3900 users,
and the second (Dataset-B) of location-tagged social media (Twitter) from over 21,500
users. The granularity of location information differs in these data sets, with social media
providing GPS coordinates and app logging providing coarse grained estimates of total dis-
placements with approximately 2 km resolution. Our longitudinal dataset captures time
before, during and after Pokémon GO’s initial peak in popularity from January 2016 to
June 2017 (18 months), allowing us to better study the duration of the game’s effects, as
well as to account for potential novelty effects (see the Section Datasets for details about
the data, data collection process, and data validity).

The results of analysis show that Pokémon GO does indeed increase mobility—in line
with previous findings—but the characteristics governing mobility remain consistent with
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a truncated Lévy-flight model and that the increase in mobility can be explained by a larger
number of short-hops, i.e., individuals explore their local neighborhoods more thoroughly
instead of actively visiting new areas. Our results thus suggest that intra-individual vari-
ations resulting from location-based gaming can be captured by re-parameterization of
existing mobility models. Besides offering novel insights into variations in personal mo-
bility and contributing to our collective scientific understanding of human mobility, our
results have practical implications to transport policy planners (e.g., improve design of
on-demand transport networks), epidemiology (e.g., explaining characteristics of mobility
patterns and offering insights into potential disease transmission routes), urban sciences.
and other fields.

2 Datasets
We analyze mobility through two datasets, one collected by instrumenting mobile phones
with the Carat energy-awareness applications, and the other obtained from Twitter. We
include data from January 2016 to March 2018 from Carat and January 2016 to June 2017
from Twitter. The target game Pokémon GO was released in July 2016. To assess the im-
pact of Pokémon GO on gamers’ daily mobility and to validate the generality of our find-
ings, we make compare Pokémon GO use in each of the two datasets against contrasting
but complementary baselines. For Carat we compare Pokémon GO users with players of
Clash Royale, a non-location-based game that was one of the most popular games released
in 2016, whereas for Twitter we compare gamers and non-gamers (i.e., infected vs. control-
group).

2.1 Dataset A: Carat
The first major dataset used in this study was collected by application logging integrated
as part of the Carat1 [16] smartphone application. This Android and iOS app collects in-
formation from the mobile device it is running on and recommends personalized actions
aimed at increasing battery life [17].

Carat uses energy-efficient and non-invasive instrumentation to record the state of the
device, including a list of running apps, mobile network technology being used (e.g., WiFi
or LTE), and distance traveled since the last record. Each of these values is recorded at ev-
ery 1% battery level change (either charging or discharging) and it also contains a uniquely
identifiable id per user and timestamp. The Carat application does not run on the back-
ground, but instead registers to the smart device OS’s battery change events. Because of
this, Carat’s data can miss events that happen when the device is in deep sleep, when the
application is evicted from memory by the OS, or when the Carat application has been
terminated manually by the user. This results in a temporally sparse dataset that requires
preprocessing with suitable statistical methods.

Since its first release in 2012, Carat has been deployed in over one million mobile devices
in dozens of countries. For our study, we analyze a subset of these data spanning from
January/2016 until March/2018. We consider only Android users as the IOS version of the
time no longer supported logging the list of running applications.2 This subset includes

1http://carat.cs.helsinki.fi/
2iOS 9.3.4 was released on August 4, 2016: https://www.macrumors.com/2016/08/04/apple-releases-ios-9-3-4-with-
security-fix/.
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Table 1 Left: Number of gamers on Twitter. Right: Number of gamers on Pokémon GO (PG) and
Clash Royale (CR)

Twitter

City (code), Country N.

São Paulo (SPO), Brazil 924
Jakarta (JKT), Indonesia 911
London (LON), UK 853
Singapore (SIN), Singapore 709
Santiago (SCL), Chile 661
Tokyo (TKY), Japan 631
Bangkok (BKK), Thailand 599
San Francisco (SFO), USA 597
New York (NYC), USA 564
Toronto (TOR), Canada 447
Paris (PAR), France 373
Seattle (SEA), USA 348
Boston (BOS), USA 279
Sydney (SYD), Australia 268
Hong Kong (HKG), China 263
Barcelona (BCN), Spain 247
Moscow (MOW), Russia 143
Helsinki (HEL), Finland 92

Carat

Country (code) PG CR

USA (us) 780 134
Finland (fi) 746 175
Germany (de) 495 79
UK (gb) 153 20
Canada (ca) 149 20
India (in) 122 137
Japan (jp) 113 6
Spain (es) 102 58
Italy (it) 78 43
Netherlands (nl) 50 9

173.6 million records from 74,000 users out of which 3996 played the game at least once on
Android. We classify a Carat user as a gamer from his/her first record containing Pokémon
GO as a running application.

To identify the effect of Pokémon GO on mobility, in our analysis of the Carat dataset
we compare the effects of Pokémon GO and Clash Royale—a non-location-based game—
on their players. We ensure these gamers had records before the day of the installation
of the respective app as well as records after the last day it was observed in our records.
Released in March/2016, Clash Royale3 is a multi-player game in which users battle in
support of their clans. Fundamentally, while Pokémon GO requires its users to physically
move to reach other players and in-game objects, Clash Royale is agnostic to any sensor
in the phone and allows any two or more players to interact regardless of their location.
We study a total of 1323 users who played this game at least once on Android. Table 1 lists
the number of users of these two games in the Carat dataset (for the top 10 countries).

For every new Carat record, the app stores the geographical coordinates of the device
locally. For that, it queries the coarse-grained last known location from the Location Man-
ager API for Android. The individual measurements are not stored by Carat, and only
distance between consecutive records is transferred to the back-end for further analysis
and location information from older records is destroyed. The benefits of this approach
are twofold: lower battery consumption since it does not use the power-hungry GPS chip
of the device, and the privacy of the user is preserved by never disclosing the exact loca-
tion of the user. One limitation of this method is the variable accuracy of these location
services. The distribution of displacements from Carat shows an abrupt inflection (knee)
at around 2 km. This may be due to Android’s coarse-grained location granularity, which
mostly seems to report location with a cell-tower precision (around 2 km accuracy).

3https://clashroyale.com
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2.2 Dataset B: Twitter
As our second dataset, we analyse 8.7 million geotagged tweets from over 21,500 users
in 15 different countries. Studying this diversity of countries allowed us to mitigate the
impact of possible regional bias in our analyses. To obtain these records, we first queried
Twitter’s web page following a certain criterion, resulting in a list of users. From each user
account in this list, we downloaded its entire timeline (set of tweets) through Twitter’s
REST API,4 keeping only those records with a geotag (17.4% of the total). For both gamers
and non-gamers the query criteria were (i) a given location (e.g., Bangkok, Thailand), and
(ii) a period within the time of our study. This approach ensures the availability of these
data for reproducibility, as the access to Twitter’s REST API5 is the only requirement. Fur-
thermore, Twitter’s developer policy precludes long-term storage of location-based data.

For gamers, we require the string #PokemonGo to appear in the tweet (or some cap-
italization alternatives, e.g., #pokemongo). We collected tweets from over 8900 gamers.
Manual inspection of 1% randomly sampled tweets from this set revealed the content of
the tweet to be associated with the game in 90% of the cases (e.g., screenshots or text
about in-game actions), in line with the measurements of Althoff et al. which were based
on queries from a web search engine [1]. To eliminate unwanted noise from bots in our
Twitter set, we used the Botometer [18] API and identified 3.1% of such profiles, which
were then discarded. The list of cities included in this study, along with the corresponding
total number of gamers is shown in Table 1.

The average number of tweets for gamers and non-gamers was statistically similar (mean
(μ): 390 vs. 351, median: 200 vs. 159, probability of the two distributions being identical
p < 0.001) as well as the inter-arrival-time of tweets per user (in hours, μ: 57.8 vs. 58.1, me-
dian: 7.68 vs. 8.13, p < 0.001). In all cities analyzed, these geo-tagged tweets were similarly
distributed in space among both groups, with urban areas resulting in higher densities of
tweets.

2.3 Supporting dataset—Google trends
To define the periods of highest activity of a game, we compared some of the aforemen-
tioned metrics with the Google Trends index6 of Pokémon GO as a search term (G). This
metric measures the popularity of a search term, with values ranging from 0 (lowest) to
100 (highest). It allows us to validate the trendiness of the game per country over a period
of time.

2.4 Dataset validity
The combination of datasets used in our work gives us insights on various aspects of
how mobile location-based games influence human mobility. Our two main datasets cover
large amounts of users during periods before the release of the studied application, and
the months during which it had its highest popularity in various countries. Carat’s longi-
tudinal dataset contains fine grained measurements about users’ displacements and app
usage, enabling the study of the impact of the game on mobility as well as investigating

4https://developer.twitter.com/
5https://developer.twitter.com/en/developer-terms/agreement-and-policy
6https://trends.google.com/
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various aspects of game retention, such as the availability of cellular networks and bat-
tery consumption. Twitter, in turn, allows us to quantify the impact of the game on users’
visited areas by labeling those discussing the game as gamers.

Carat records are captured without user intervention but contain only displacements
between samples. Twitter records contain a precise geographical location but their avail-
ability is subject to the user’s desire to share the information. These different characteris-
tics allow us to study complementary aspects of the effect Pokémon GO has on its gamers
which would not be possible through a single source.

3 Methods
In this section, we describe the methods and metrics used to study the datasets described
in Sect. 2. Table 2 lists the probability functions P(x) of the distributions used to model
our data.

3.1 Spatial clustering
Given the strong urban aspect of the game and small range of distances traveled while
playing it (<10 km, <6.2 mi) [15, 19], we applied a series of clustering algorithms to identify
which records are from the user’s normal geographic area. Specifically, we classify Twitter
records as local or away depending on their distance from the user’s city. These labels
were computed with respect to the city from which a user was initially discovered. Since
users may visit other cities and countries which may be many kilometers away, we focus
our study in the local area of each city and discard all samples labeled as away.

We classify a given city C using a two-stage clustering process. Let (CS) denote all of the
geographical coordinates of C regardless of user-id. We first cluster CS using DBSCAN
[20] with ε = 2 km (maximum distance for two points to be in the same cluster). We then
calculate the center of mass Ccm of the cluster with the most records and compute the dis-
tances between every point in CS and Ccm, namely ds,cm. Finally, we cluster the log trans-
formation of these distances (ρ = log(ds,cm)) using KMeans with k = 2clusters (number of
clusters the algorithm should look for). These algorithms were chosen for their simplic-
ity and their characteristics making them well-suited for the two phases. DBSCAN is a
density-based clustering algorithm that allows grouping points based on a maximum dis-
tance, whereas KMeans offers control for the number of clusters to extract in the second
phase.

The resulting probability distribution of ρ showed a consistent separation between the
local and away clusters at around ρ = 5 (100 km or 62 mi) in all 18 cities studied. We
conjecture that this is the typical maximum commuting distance a person would regularly
travel, regardless of geographical location. From the classified records, for a given city C,
we studied the trajectories of local tweets of users who have at least 25% of their records
at C.

Table 2 Probability functions for different distributions

Distribution Probability function P(x)

Power law x–α

Truncated power law x–αe–λx

Exponential e–λx

Stretched exponential xβ–1e–λx
β

Log-normal 1
x exp[–

(ln x–μ)2

2σ2 ]
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3.2 Place extraction
For analysing mobility using displacement data, we need to identify hops that correspond
to successive trajectories of users. We accomplish this using an approach that is motivated
by algorithms designed for extracting significant locations from sequence data [21]. First,
we define a stop as a sequence of records following three rules: (1) no displacements are
observed, (2) intervals between samples are shorter than a threshold (�T < τ ), and finally
(3) the sequence spans a minimum amount of time (also τ for simplicity). Furthermore, we
define a movement following rule (2) as well as being interrupted by any stop. To further
benefit from Carat’s faster sampling rate, for our analysis we require a movement to be
immediately preceded (also within a max interval τ ) by a stop. This approach significantly
decreases the uncertainty about when a movement actually started and allows us a more
accurate view of the users’ mobility. For this analysis, we set τ to 15 minutes, allowing us
to capture stops of that duration while accounting for sampling bias as well as very shorts
stop along the way (e.g. traffic lights) and ensuring movements are more likely to start from
important locations the user might visit.

3.3 Temporal analysis
Figure 1 shows the level of Pokémon GO activity in the second half of 2016, through 4 dif-
ferent metrics: number of installations (I, Carat), number of gaming sessions (S, Carat),
number of tweets with #pokemongo (Nt), and the Google search index for Pokémon GO.
The shaded area in all plots highlights the highest levels of activity, between July/2016 (re-
lease of the game) and end of September/2016. For the analysis of the Twitter dataset, we
therefore define 3 equally long periods for our study: before the game (April–June/2016),
during (July–September/2016) and after (October–December/2016).

Since we are analyzing the overall impact of the game on gamers’ mobility, and compar-
ing it with non-gamers, we only consider users who had records in all three of the periods
as well as gamers whose first game activity (e.g., tweet containing #pokemongo) was be-
tween beginning of July and end of September/2016.

To ensure the validity of our results, we compare observations across the two datasets.
From Twitter, the average time between the first and last tweet containing #pokemongo is
59.2 days (median: 34.6 days, σ : 69.2 days), significantly smaller than the number of days
gamers were observed playing Pokémon GO on Carat (99 days). Despite this difference,
both present very similar power law exponents for the distribution of these reletable time
intervals (Carat: α = 1.285, Twitter: α = 1.305).

Figure 1 Time series of Pokémon Go activity from new installations (I), game sessions (S), number of tweets
(Nt ), and Google Trend index (G). The first three are normalized by their average 〈•〉
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Figure 2 Distribution of radius of gyration P(rg) for
Twitter D, best approximated by a log-normal
distribution (fit)

3.4 Radius of gyration (rg)
This commonly used mobility metric [22] conveys the size of the dispersion of a user’s
studied trajectories. It can be interpreted as the radius of a circle covering the trajectories
of a user, centered at the center of mass of all observed points. A gamer that moves to new
areas would thus have an increased rg , but it would remain the same for a gamer playing
in the same area. The radius of gyration rg is calculated with Equation (1):

rg(t) =

√
√
√
√

1
nc(t)

nc∑

i=1

(−→ri – −→rcm)2, (1)

where −→rcm = 1
nc

∑nc
i

−→ri represents the center of mass of all visited locations by a given user,

and −→ri represents location i = 1, . . . , nc(t) up to time t.
For the Twitter data set, Fig. 2 depicts the probability distribution P(rg) and the corre-

sponding best fit model of a lognormal distribution (i.e., ln(rg) is normally distributed).
Given that our analysis is constrained to local points, we therefore also limit trip lengths
(i.e., we study regular flights of less than 100 km in the studied cities). Under similar con-
strained circumstances, a lognormal distribution has been observed by Zhao et al. [23].
Both user groups had very similar distribution parameters, μ = 2.44 and σ = 0.705 for
gamers and μ = 2.43 and σ = 0.7244 for non-gamers.

The distribution of P(rg) being well described by a lognormal function implies that this
mobility metric is a result of a multiplicative random process [24]. Therefore, we conjec-
ture that the area covered by a user’s local trajectories is a result of mechanisms such as
transport prices, locations of origin and destination and availability of certain means of
transportation.

3.5 Isotropy ratio (σy/σx )
While the radius of gyration rg describes the size of the area covered by a user’s trajectory,
isotropy [22] describes how a user’s trajectories are dispersed inside this area given a com-
mon reference frame (ex, ey). For example, a highly anisotropic set of trajectories would
have most of its points dispersed along one of these axes and fewer close to its orthogo-
nal axis. This metric allows us to capture changes in the visits of gamers who play in the
vicinity of previously visited locations (and whose rg may not change).

As proposed by Gonzalez et al. [22], using moment of inertia, we calculate the intrinsic
reference frame of a user’s trajectories (e1, e2), then rotate it around its center of mass into
a common reference frame (ex, ey). Finally, the dispersion of the observed points of a user
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Figure 3 Distribution of Isotropy ratio σy/σx for
different values of radius of gyration (rg). Average
values (dots) and standard deviation (bars)

can be calculated along each axis of this common reference frame. We use the ratio (σy/σx)
of these two since it captures the proportionality of these dispersions along both axes.

For Twitter, Fig. 3 shows the distribution of σy/σx for varying values of rg . Given that
our analysis is constrained to local points, the average ratio observed is higher than in
previous works [22, 25], especially for higher values of rg . This outcome possibly captures
the tendency for more isotropic trajectories in urban environments. The behavior was
similar for both gamers and non-gamers.

3.6 Number of visited locations (ϕ)
To perform a user-centric as well as a location-centric study of visits, we perform spatial
binning of the observed tweets. We bin every observed point to the nearest intersection of
a mesh grid of 250 meter by 250 meter square cells. Every studied city is covered with this
grid. The binning allows us to correct for GPS inaccuracies, as well as group visits which
may fall within the area of a large city block.

For Twitter, the distribution of the number of visited locations (ϕ) between January/2016
and June/2017 is well-described by a stretched exponential (Table 2). For this analysis, we
only considered users who were registered before 2016. With a stretching exponent β

close to 1, its behavior can be approximated to that of an exponential distribution. This
allows us to estimate the number of visits a user will make after some time t by ϕ(t) =
1/λ(t), where λ(t) is the average number of visits per user, and the value of ϕ(t) will be
independent of the users already sampled. If this observation persists for gamers while
playing, the game would have a different impact on each player’s visitation distribution.
The distribution fit parameters for gamers were λ = 0.0226 and β = 0.946, whereas for non-
gamers we observed λ = 0.0193 and β = 0.916. Note the higher average visitation (1/λ) for
non-gamers.

3.7 Gaming session (S)
To better understand the behavior of users while playing the game, we define a gaming
session (S). Figure 4 depicts the distribution of inter-record-time (�T ) for all Carat users.
A gaming session is then defined as a sequence of records (containing the game) in which
�T < 5 minutes (shaded area in P(�T)). A limitation of the Carat dataset is that the appli-
cation can only record device behavior when running. The background process of Carat
may be terminated by the OS at any time when the user is not actively using the Carat app.
Therefore the data from Carat are inherently sparse, and records may be missing through-
out the day. Given these constraints, for any analysis of S, we only consider those longer
than 5 minutes.
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Figure 4 Carat inter-record-time �T . Maximum �T for two records to be grouped in the same session is 5
minutes (shaded area)

Figure 5 Duration of game sessions for different
countries Pokémon GO

Figure 6 Duration of game sessions for different
countries Clash Royale

Mobile application usage has been shown to reflect geographic and cultural boundaries
[26], which suggests that cultural factors could mediate the results. To demonstrate that
this is not the case, and that Pokémon GO usage is highly similar across countries, Fig. 5
and Fig. 6 compare the gaming session times of Pokémon GO and Clash Royale across dif-
ferent countries included in our analysis. From these plots we can observe that the session
times for both Pokémon GO and Clash Royale are highly similar across all countries, sug-
gesting that cultural factors have little or no effect on how the games are played. Indeed,
the distributions of gaming sessions shown in Fig. 5 and Fig. 6 are consistently similar
across the different countries.

3.8 Distance traveled between consecutive records (�r)
Given the set of (local) tweets from a user, �r is the computed distance between two con-
secutive records. For simplicity and scalability, this distance is calculated as a straight line
between these two points, and not the length of the shortest path between them [27]. Since
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Figure 7 Distribution of displacements P(�r) for a fixed time interval �To and a multi-modal fit for Twitter D
by a truncated power law (fit 1) and an exponential (fit 2), split at 30 km. From entire observation period of
Twitter

Table 3 Distribution parameters for fits in Fig. 7

Twitter users Truncated power law (fit 1) Exponential (fit 2)

Gamers α = 0.279, λ = 0.089 λ = 0.036
Non-gamers α = 0.329, λ = 0.083 λ = 0.036

Figure 8 Distribution of displacements P(�r) for
Carat D and a multi-modal fit by a truncated power
law (fit 1) and an exponential (fit 2), split at 50 km

we are only considering points within an urban environment, we discard all �r where the
corresponding velocity was >120 km/h (75 mph, maximum speed limit on highways).

For Twitter, Fig. 7 depicts the probability distribution P(�r) for a fixed time interval
(�To) as well as for the entire dataset (D). The former shows that P(�r) is not affected by
different sampling rates when only local records are considered. The latter shows a multi-
modal distribution of P(�r), composed by a truncated power law (fit 1) and an exponential
(fit 2), divided at an inflection point around 30 km (18.6mi). Similar to results by Jurdak et
al. [25], this result validates the multi-modal aspect of human mobility, where short and
long distances are covered using different means of transportation. Parameters of each
distribution fit had similar values between user groups, summarized in Table 3.

The first part of the model (fit 1) being a truncated power law implies a relative propor-
tionality between a distance traveled and its probability, up to a cut-off point from which
probabilities decrease much faster (∼1/λ). Likewise, the second part of the model (fit 2)
being an exponential implies that the probability of distances traveled diminishes very fast,
rendering very high values of �r extremely rare.

Since we are not able to distinguish between local and away points for Carat as we
did for Twitter, we limit our analysis of the former to displacements which are smaller
than 100 km (62 mi). Similar to our Twitter analysis, Fig. 8 depicts a multi-modal fit for
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Figure 9 Pokémon GO version adoption (Carat
users)

P(�r) with a truncated power law (fit 1) and an exponential (fit 2), although for Carat
data, the distribution is split at 50 km (31 mi). Note that Twitter users are more likely to
share their location while at their destination, whereas Carat is capable of sampling inter-
mediate displacements. These scaling differences can explain the different exponents of
the power laws (αTwitter = 0.329, αCarat = 1.469). It is interesting to note the similarities be-
tween datasets in the decay parameters of the exponential cut-off in fit 1 (λTwitter = 0.08386,
λCarat = 0.08346) and the exponential in fit 2 (λTwitter = 0.03589, λCarat = 0.04505).

3.9 Performance and usability mediate mobility change
To obtain further insights into factors mediating mobility, we next perform an analysis of
how the increase in mobility correlates with different release versions of Pokémon GO.
To understand changes in technical functionality, we also correlate our findings against
Pokémon GO changelogs.

From Carat’s user base, the percentage of adoption for each version during the first four
months of its release is depicted in Fig. 9. Changelogs of these early versions point to bat-
tery issues being addressed in versions 0.31 and 0.33. Analysis of the expected time a user
played the game given the initial version they first played shows a statistically significant
increase of 117% (3.5 days to 7.6 days) between these two versions. This result suggests that
performance and usability effects mediate mobility changes (and retention). Conversely,
our results suggest that location-based games may struggle at achieving persistent change
in mobility if they have performance or usability issues.

4 Results
4.1 Location based online game introduces significant changes to mobility
We first validate that Pokémon GO indeed has a significant effect on mobility. To demon-
strate this, we split the records in Dataset-A (i.e., Carat) between week-days and week-
ends, and categorize users into three groups: low, intermediate, and high engagement
users, according to the number of days they were observed playing (A: [1, 21) days, B:
[21, 90) days, C: 90 or more days). Separating week-days and week-ends is essential for
eliminating possible biases resulting from daily and weekly routines in mobility charac-
teristics [28, 29], whereas categorizing the users is necessary to control for differing en-
gagement levels [30, 31] (see Sect. 3). To control for the effect of location-based game
design features, we compare Pokémon GO against Clash Royale, a mobile game without
location-based features that was highly popular during the observation period. The aver-
age daily displacements calculated from Dataset-A are summarized in Table 4. Statistically
significant increases were found for groups B and C (over 2 km and 1 km, respectively)
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Table 4 Daily movements (in km), per group according to the number of days playing—A: [1, 21)
days, B: [21, 90) days, C: 90 or more days, highlighting statistically significant changes, for Pokémon
GO (PG) and Clash Royale (CR). The sample sizes were (995, 1051, 1160) and (257, 317, 230) for (A, B, C)
on PG and CR respectively

Game Period A B C

CR Week-day 30.3 30.2 32.5
Week-end 28.7 26.0 28.3

PG Week-day 27.3 → 31.2 28.0 ⇒ 29.9 30.6 ⇒ 31.6
Week-end 29.3 → 29.4 28.1 ⇒ 30.4 29.6 ⇒ 31.4

when comparing Pokémon GO use to time before it. The increase is significant for both
weekdays and weekends (p < 0.02). For low engagement users and users of Clash Royale,
no statistically significant differences were observed (p > 0.09). For groups B and C, the
increase in mobility persists even after Pokémon GO use ends.

To validate that the increase in daily displacements is not biased by the use of app logging
as a sampling mechanism or the user population of said app, we separately compute the
total daily �r from Dataset-B for all users with at least 3 records per day. We split the users
into a gamer and a control group depending on whether they had used Pokémon GO
or not. Similarly to the results for Dataset-A, we observe a statistically significant increase
in total daily �r for gamers during week-days, from 13.1 km to 14.6 km (p = 0.03). Con-
versely, there is a decrease in �r for control group from 16.2 km to 15.9 km (p = 0.03).
The small, but nevertheless statistically significant, decrease in mobility for the control
group is likely explained by a combination of different factors with seasonality and de-
creased retention, and hence reduced Twitter activity, over time being among the con-
tributing factors. During week-ends, there were no statistically significant differences for
gamers, but there was a decrease in total daily �r for control group users between the
last two periods (16.7 km to 15.2 km, p = 0.007).

4.2 Increased mobility from exploring nearby vicinity
The increase in mobility could be explained by three hypotheses: (i) individuals move to
and explore new regions, (ii) they explore familiar regions more carefully, or (iii) they en-
gage in higher level of physical activity without exploring any new areas. For example,
an increase in step count, could result from increased everyday routine activity instead
of changes in personal mobility patterns. As Pokémon GO incorporates several game
mechanics that require physical activity from the users to progress and to accumulate
achievements with the game, it is essential to separately analyze the extent to which in-
creased mobility affects underlying mobility laws (hypotheses (i) and (ii)) and to which
it results from the game mechanics (hypothesis (iii)). To explore the first hypothesis, we
use Dataset-B to calculate the evolution of rg , i.e., the radius of gyration across the differ-
ent periods. We cluster users by their rg before, during, and after the game at intervals of
5 km, up to 50 km and an additional cluster for rg > 50 km. We observe a strong monotonic
relationship in the distributions of rg between each studied period (for all comparisons:
Spearman’s rank correlation coefficient rs > 0.75, p = 0). However, there were no signifi-
cant changes in rg across those months. For both the gamer and the control groups, only
those with initial rg values of 5 km and 10 km showed changes greater than 10%: gamers:
7.38 km and 11.18 km, control: 7.08 km and 11.36 km, respectively. For all clusters and
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observed periods, a statistical test for distribution similarity between gamers and con-
trol had ps > 0.05. The results thus strongly indicate that the geographic area within
which users move remains consistent over time regardless of the user playing Pokémon
GO or not, i.e., we find no support for the first hypothesis.

To explore the second hypothesis, we assess the total number of locations visited (ϕ) by
users. For gamers we observe a small but statistically significant increase during game-
play. Before exposure to the game (April–June/2016), gamers visited on average 15.4 lo-
cations (p < 0.001) whereas for control users the respective average number is 18. How-
ever, during the game, gamers visited two more locations than before (17.4, p < 0.001)
while for control, there was no statistically significant difference in the number of loca-
tions visited before and during (18.9, p = 0.08). This increase in visited locations implies
that mobility changes are not a result from trivial increases in everyday activity, but also a
result from individuals exploring familiar regions more thoroughly (i.e., hypothesis (ii)).

We next examine potential changes in the spatial distribution of mobility by analysing
isotropy ratios σy/σx (see Methods 3.5), i.e., uniformity of mobility. We cluster users by
their ratio before the game, at intervals of 0.2, from 0.2 to 0.8, and analyze changes during
Pokémon GO use. For users with a high anisotropy, we find that Pokémon GO significantly
increases their isotropy, i.e., their geographic distribution of mobility becomes more ho-
mogeneously distributed, further supporting hypothesis (ii). For users with σy/σx = 0.2
before the game, we observed gamers to have more isotropic trajectories than the con-
trol group users during gameplay (0.299 and 0.270 respectively, with p = 0.016). For all
other clusters and periods there was no statistically significant difference between user
groups (p > 0.05). Analysis of isotropy thus shows that characteristics of mobility largely
remain intact, with only individuals with a low isotropy (i.e., high anisotropy) experienc-
ing changes. These correspond to individuals whose mobility is dominated by long hops,
whom Pokémon GO can improve the balance of the mobility distribution.

Given the location-based nature of Pokémon GO, increases in mobility could be asso-
ciated with higher game playing time instead of an actual effect on physical mobility. To
explore this potential bias, we first calculate average session times for Pokémon GO and
Clash Royale players from Dataset-A. These are μPS = 26 minutes (median: 14.2 minutes,
σ : 29.3 minutes) for Pokémon GO, and μPS = 28.6 minutes (median: 16.4 minutes, σ : 35
minutes) for Clash Royale, respectively. The usage patterns thus are similar to other non-
location-based games. Similar patterns can be observed with the number of days users
continue to play Pokémon GO. Specifically, on average, we observe Pokémon GO gamers
to play for 99 days (median: 52.8 days, σ : 119.5 days), 21.5 total gaming sessions (median: 7
sessions, σ : 45.9 sessions). For Clash Royale, gamers play on average for 95 days (median:
35 days, σ : 135 days), 16.1 sessions (median: 4 sessions, σ : 40.65 sessions). For both the
session times and the playing time we can observe significant differences between mean
and median values, suggesting the distributions are heavily skewed. As shown in Sect. 3.7,
the session times are also similar across different countries.

4.3 Pokémon GO increases the likelihood of short hops
We next analyze the mobility distribution before and after Pokémon GO to understand
how the changes affect the underlying mobility model. We use Dataset.B to analyze the dis-
tribution of placements for both the gamers and the control group. For both groups,
mobility is consistent with a truncated Lévy-flight model, but the ratio between short
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and long displacements changes between the two groups. Specifically, the distribution of
displacements follows a truncated power law combined with an exponential (see Meth-
ods). Compared to baseline values shown in Table 3, the value of long-tailed parameter α

changes to significantly higher values for gamers (αg = 0.35 ± 0.02) than for control
(αc = 0.33 ± 0.02), i.e., gamers exhibit an increase in the probability of short hops and a
decrease in the probability of long hops compared to control.

4.4 Better power management by the app led to greater effects on mobility
Pokémon GO was chosen as representative example of smartphone applications that can
promote physical activity, and other applications could have similar effects on mobility.
Findings in literature appear mixed on this aspect, showing that many applications only
have a temporary effect on mobility [11]. This contrasts with studies on Pokémon GO,
which have almost consistently reported sustained change [1–3]. To better understand
this discrepancy, we analyzed how the increase in mobility differs across different versions
of Pokémon GO, and correlated our findings against technical change-logs (see Sect. 3.9).
We find mobility increases to be significant only from Pokémon GO version 0.33 onward,
which introduced significant battery saving strategies. Specifically, the impact on daily
mobility when starting to play these initial versions of the game is statistically significant
only with highly-engaged users (i.e., players of group C, >90 days), whereas all users (i.e.,
groups A, B and C) starting Pokémon GO with a later version significantly change their
mobility while playing the game. Early reports of Pokémon GO linked the app with high
battery drain [32], which in turn has been linked with high attrition [33]. Our results sug-
gest that application design mediates mobility changes and that the discrepancy in find-
ings across different applications may be a result from differences in application design
and user-friendliness.

5 Discussions
Lack of physical activity has been tightly associated with several health problems [34–36],
and ranks high amongst risk factors for premature death as well as disability [37]. Un-
derstanding of how location-based games can alter users’ mobility can have a significant
impact on future policies aimed at incentivizing physical activity [36]. Indeed, physical
activity can have health effects comparable to those brought by medications [38], making
our findings relevant for physicians and public health.

Mobility laws are of paramount importance for disease transmission modeling as mo-
bility results in opportunities to meet other people and hence creates possible situations
where diseases can be transmitted [39–41]. Our results showed that location-based games
as an exogenous factor result in higher number of short hops and hence can cause higher
local transmission rates [42]. Reversely, while our study focuses on the increase of mo-
bility through location-based games, a reduction of mobility could be also achieved with
the appropriate game elements [15]. Such idea could be implemented in order to curb the
spread of infectious diseases by gamifying the adoption of curfew measures as well as so-
cial distancing. Physical activity could be retained by, e.g., rewarding users for increased
step count or physical activity (e.g., measured by heart rate sensors in a smartwatch) while
requiring them to stay within a small geo-fenced area.

Our findings are also interesting to urban scientists and policy makers. The analysis
showed how exogenous factors can result in increased exploration of the local region,
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which in turn is essential for understanding districts and their dynamics. Our results also
offer opportunities for transport and city planning through more detailed mobility models
and mechanisms that can be used to shape mobility. Indeed, while extensive literature ex-
ists on the utilization of current urban spaces (e.g., [43, 44]), more investigation is needed
on how to change such patterns and our work offers an important first step in this direc-
tion. For example, a possible example is the use of a location-based game to shape the use
of public spaces by driving pedestrians away from congested areas or better planning of
public transport.

Pokémon GO had and has a large, worldwide user base, which lends itself well to study-
ing mobility. Applications with smaller and more localized user bases could be used to
study the population of a city, speakers of a particular language, a specific socioeconomic
group [15], or a geographical area where the app is popular [45]. As these types of applica-
tions target specific groups, the characteristics of mobility may differ [46]. Our results shed
light on the characteristics and laws that govern the changes when they do occur, show-
ing that re-parameterization of existing models is sufficient to account for the changes in
mobility.

Our results corroborate with strong evidence the link between location-based online
games and changes in human mobility found in existing research [1, 8, 14], even though
our study was limited to a single, albeit exceptional, location-based online game. Other
location-based applications, including location-based recommender systems and other
location-based games, are likely to have similar effects—provided that they can induce a
positive change in the first place. Previous studies on other location-based games have
not always shown an effect on mobility, which can be due to lack of suitably engaging
content, small user-base, or technical issues. Indeed, our analysis also showed that early
versions of Pokémon GO failed to increase mobility and only later versions that improved
the end-user experience were successful in motivating people to increase their mobility.
Further research is needed to better understand the factors that mediate possible increases
in mobility.

6 Conclusion
In this paper, we have studied the mobility laws governing location-based gaming, an im-
portant exogenous factor affecting variations in personal mobility across individuals. We
analyzed measurements collected through two different means, a location-based social
network (Twitter) and mobile app-logging. Our results show that exposure to location-
based gaming can significantly influence an individual’s mobility but the characteristics
governing mobility remain consistent with a truncated Lévy-flight model. The main dif-
ference in mobility is an increased degree of short hops, evidenced from a more homoge-
neous isotropy ratio, but unaffected radius of gyration. We showed that mobility changes
are explainable by a higher degree of exploration of previously visited regions, instead of
a consistent change in mobility patterns. Our results improve our collective understand-
ing of human mobility, demonstrating how exogenous factors can help to explain inter-
individual variations, and showing how these variations can be modeled using prevalent
mobility models with adjustments to their parameters. Specifically, variations in an indi-
vidual’s mobility can be captured using personal-level models that account for the indi-
vidual’s exposure to different factors. Taken together, our results corroborate the effect
of location-based online games of changes in human mobility found in existing research
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[1, 8, 14], while offering novel insights into the laws governing the characteristics of these
changes.

Beyond improving our collective understanding of mobility, the results provide insights
into mobility characteristics of location-based smartphone applications and provide sug-
gestions on how to improve their potential in promoting physical activity. For example, the
game mechanics of Pokémon GO have been designed around so-called (Poke)stops, which
are important locations around which the game activity is centered. Previous research has
shown that these stops are not uniformly distributed, but cover different regions of cities
[15], with a strong bias towards densely populated urban areas where most of mobility al-
ready took place before the game. Our results showed that exploration largely takes place
in close proximity of previously visited places, suggesting that stops or other focal areas
near familiar regions have the highest likelihood of attracting the user.
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A B S T R A C T

Human mobility shapes our daily lives, our urban environment and even the trajectory of a global pandemic.
While various aspects of human mobility and inter-personal contact duration have already been studied
separately, little is known about how these two key aspects of our daily lives are fundamentally connected.
Better understanding of such interconnected human behaviors is crucial for studying infectious diseases, as well
as opportunistic content forwarding. To address these deficiencies, we conducted a study on a mobile social
network of human mobility and contact duration, using data from 71 persons based on GPS and Bluetooth logs
for 2 months in 2018. We augment these data with location APIs, enabling a finer granular characterization of
the users’ mobility in addition to contact patterns. We model stops durations to reveal how time-unbounded-
stops (e.g., bars or restaurants) follow a log-normal distribution while time-bounded-stops (e.g., offices, hotels)
follow a power-law distribution. Furthermore, our analysis reveals contact duration adheres to a log-normal
distribution, which we use to model the duration of contacts as a function of the duration of stays. We further
extend our understanding of contact duration during trips by modeling these times as a Weibull distribution
whose parameters are a function of trip length. These results could better inform models for information or
epidemic spreading, helping guide the future design of network protocols as well as policy decisions.

1. Introduction

The SARS-COV-2 outbreak in 2020 showed us, once again, the
importance of understanding human mobility, also reflected in the vast
literature that exists and continues to increase (e.g., [1–5]).

SARS-CoV2’s spread is hard to control, as asymptomatic patients
contribute to transmission. Most current epidemiological models are
limited in how they assume uniformity in contacts between individu-
als [6,7], thereby overestimating the efficacy of lockdown measures [3,
5,8]. It still remains a challenge, however, to refine these models with more
accurate information on individuals contact with one another in various
locations as well as while on the move, which we address in this paper.

To help curb the spread of the virus, various forms of contact trac-
ing have been implemented, with varying degrees of success. Contact
tracing efforts have been carried out in various countries in either
manual (with the use of contact tracers which do not scale [9]) or
automated ways (which only work if the majority of the population
adopts and have a series of issues with privacy and trust [10]). From
various automated contact tracing approaches, Bluetooth-based are the
most popular [9]. Among others, the digital tracing based on Bluetooth
sensing has been widely adopted by multiple countries, especially
given the pervasiveness of this technology in today’s smart-devices

∗ Corresponding author.
E-mail address: tonetto@in.tum.de (L. Tonetto).

(e.g., phones, watches, tablets) and its shown efficacy in aggregating
users in close proximity [11].

In this work, we capture and analyze data from a mobile social
network of individuals, including multiple sensors from their mobile
phones. This approach allows us to accurately sense physical encoun-
ters between persons through the ephemeral virtual network formed
by their devices in close proximity [12]. We study the daily mobility
from location traces of 71 subjects, containing GPS and Bluetooth data,
for 2 months in 2018. Furthermore, we quantify different properties
of contacts between these subjects as well as with nearby individuals
through Bluetooth encounters.

As a result of our analysis, we show how overall stays are well
modeled by a power-law. However, when breaking down the stops
into time-unbounded-stops (typically do not follow a schedule, e.g., bars,
restaurants, etc.) follow a log-normal distribution, while time-bounded-
stops (i.e., typically follow a schedule, such as office) follow a power-
law. Previous studies report similar observations in web-content view-
ing time [13], where users spend time differently according to the
content being viewed. Power-law distributions describe the duration of
interactions with time-free content (e.g., text, photos) while log-normal
distribution best describe interactions with time-correlated content

https://doi.org/10.1016/j.osnem.2021.100196
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(e.g., videos). Human brain perception of information was used to
explain these differences [14].

Inter-personal contact duration, however, shows a log-normal distri-
bution. With this observation, we propose a model to estimate such
values from the overall duration of stays (power-law). When character-
izing trips, we observe trip length as well as trip time duration follow
a log-normal, while contact duration during trips follows a Weibull
distribution, in which its parameters are best described as a function
of the distance traveled. Taken together, these results suggest how
contacts happen in various modes of transportation, and could be used
to guide planning of future urban environments and in coping with
pandemic outbreaks.

2. Related work

The growing pervasiveness of smartphones and their sensors en-
abled researchers to study various aspects of human mobility in recent
years. Random models for movements were replaced by Lévy-flight
(power-law based) models [15,16]. Using data sets with higher reso-
lution, these observations have been more recently revisited, and the
distribution of displacements has been shown to follow a log-normal
distribution [17,18] in urban scenarios while exponential in intra-urban
trips [19].

Human mobility has also been modeled around social interac-
tions [20,21], natural disasters [22], and income [23].

Another fundamental aspect of mobility that has been largely stud-
ied is information dissemination, either for opportunistic data forward-
ing [24] or contagious disease spread [5,8]. The seminal work by
Hui et al. [25] revealed long-tailed distributions in inter-contact time
(time interval between consecutive contacts of any pair of devices)
instead of exponential distribution and its implications on opportunistic
forwarding systems using a data set collected during a scientific confer-
ence. Furthermore, the complementary study by Chaintreau et al. [26]
includes 8 different data sets, however all do not include either accurate
measurements for location or contact duration and often include mea-
surements done in a limited set of locations (e.g., conference venues and
university). Other similar studies include fine grained measurements
also limited to certain locations, such as schools [6], conferences and
museums [27]. The work by Sun et al. [12] studies contacts using a
metropolitan scale data, but limited to public transport. In our study,
we analyze mobility and contacts data by observing their daily lives.

While short inter-contact times are associated with lower latency
in opportunistic networks, large contact duration can be seen as high
throughput [28]. Regardless of their importance, most recent studies
have focused on the former, mainly as recent advancements in wireless
network technologies brought a nearly infinite bandwidth to mobile
devices, even though data exchange capacity grows as contact duration
gets longer. When modeling the spread of infectious diseases, however,
contact duration is a key aspect [6,29].

Contact duration allows the study of how epidemics spread through a
temporal network, in which edges between nodes evolve over time [30].
While such studies often better describe the dynamics of diseases
outbreaks and their prevention, little is still known about how mobility
and contacts are related. Therefore, to help bridge this gap, our study
characterizes inter-personal contacts through a series of analysis of GPS
and Bluetooth data. Our results while elementary also reveal intricate
relationships between contacts and human mobility.

It is assumed in this study, that the well documented short range
of Bluetooth is a good proxy for human contacts, and therefore a
proxy for the possible transmissibility of an infectious disease, such as
SARS-CoV2 [9]. In other words, our observations are shaped by the
technology used in our measurements.

3. Background

In this section we define the notion of contact, stop and trip used in
this paper, and describe the distribution functions observed, as well as
the method for estimating their parameters.

Basic definitions

Contacts: We model a contact between two individuals through mea-
surements of Bluetooth signals. Given the short range of this radio
technology it can emulate well interactions between persons, especially
in the context of airborne infectious diseases [9,31].

Stop: We define a stop (or a stay) as a prolonged visit to a well defined
point of interest, e.g., home, a shop or a transit station, but not a short
break at a traffic light (Section 5).

Trip: Given the detection of stops, a trip is defined as the sequence
of geographical coordinates between two identified locations where a
subject spent enough time. We also define the total length of a trip
as the sum of all distances between all consecutive points of a that
trajectory, that is 𝓁 =

∑

𝑡 ‖𝐱𝐭 − 𝐱𝐭−𝟏‖, where 𝐱𝐭 is the location at time
𝑡 (Section 6).

Empirical distribution functions

While limited when compared to highly parameterized models (e.g.,
neural-networks), well-known distributions are highly interpretable (i.e.,
changes in the distribution can often be explained by variations in
parameters), comparable (i.e., different parameter values or different
distributions have intrinsic properties that can be contrasted), and
portable while preserving the privacy of the subjects involved in the
study (i.e., models or data sets can be compared without any personal
identifiable information being shared).

In this work, we observe three long-tailed distributions for stops
(Section 5) and trips (Section 6), which we describe next, along with
the implication of observing each one of them.

Log-normal: The probability density function (PDF) of this function,
for a given random variable 𝑋 for all 𝑥 > 0, is defined by Eq. (1),
with parameters 𝜇 (mean or location) and 𝜎 (standard deviation or
shape). Intuitively, this distribution describes a Normal distribution
for the logarithm of a random variable. This distribution has been
used to describe trip length from GPS data [17,18,32] and for stop
duration [18], for describing the length of textual internet content [13],
and time users spend on individual internet content without a time
component [14] (e.g., images, text).

𝑝(𝑥) = 1

𝑥𝜎
√

2𝜋
exp

(

−
(ln 𝑥 − 𝜇)2

2𝜎2

)

(1)

Weibull: The PDF of this distribution function, for a given random
variable 𝑋 for all 𝑥 > 0, is defined by Eq. (2), with parameters 𝜆 (scale)
and 𝛽 (shape). While 𝜆 describes how spread-out the distribution is, 𝛽
defines whether the tail of the distribution will be exponential (when
𝛽 > 1) or long-tailed (when 𝛽 < 1). This distribution has been used to
describe trip length from Twitter data [33] and from taxi data [34], as
well as users behavior on online social networks [35].

𝑝(𝑥) =
𝛽
𝜆

(𝑥
𝜆

)𝛽−1
𝑒−

(

𝑥
𝜆

)𝛽

(2)

Power-Law: The PDF of this distribution function, for a given ran-
dom variable 𝑋, is defined by Eq. (3), with parameters 𝛼 (scale)
and 𝑥min where 𝛼 > 0 and 𝑥min > 0. This distribution has been
extensively used to model various naturally occurring phenomena [36]
and is often explained by preferential-attachment in a time-evolving net-
work [37]. Power-law models have been extensively used to describe
trip length [16,38], friendship on online social networks [21], and the
organization of the Web [39].

𝑝(𝑥) = 𝛼 − 1
𝑥min

(

𝑥
𝑥min

)−𝛼
(3)

Parameters Estimation and Distribution Comparisons: To fit the pa-
rameters of these distributions we use the maximum-likelihood method
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proposed by Clauset et al., which provably gives accurate parameter
estimates in the limit of large sample sizes [40]. Once the best parame-
ters are found for a distribution, a likelihood value is derived, which in
turn, is used to compare the log-likelihood of which distribution best
describes the data. Finally, following the method by Clauset et al. [40]
we produce a p-value which allows us to infer the significance of this
comparison (i.e., that it was not due to chance). For this work, we
adopt the common convention that a p-value < 0.05 is significant. That
is, when comparing how well two distributions describe a set of data,
a p-value < 0.05 indicates that there is a probability lower than 5%
that the best distribution was chosen due to randomness. Therefore,
whenever reporting a distribution fit, we provide the p-value to the
comparison between the two best options.

4. Data collection

Our data collection had 71 registered subjects who agreed to par-
ticipate in our study. Sensors data were collected using the Aware
App [41], for a total of 2 months starting in April/2018. Subjects
were mostly between 20 and 30 years old, living in Munich, Germany.
Location data as well as Bluetooth scans had a median sampling rate of
3 minutes−1 (95th-% 9 minutes−1), ensuring a high density and reliable
source of data for our analysis.

Cohort Biases: The cohort of this study consists of young adults,
living in a large metropolitan city, in Europe. Therefore, all of our
observations do not represent how the totality of the human population
behaves. For example, elderly age groups are likely to have their overall
mobility far more constrained [42]. Populations in other regions of the
world, where public transport is less developed will also show different
patterns [23]. To support how well our data set captures different
aspects of human mobility, we present some observations using both
our data as well as the Geolife set (Section 4.3).

4.1. Location data

These were provided by the GPS sensor as well as the operating
system as geographical coordinates together with an estimated accu-
racy [41]. The 85th-percentile of this uncertainty was 10 m, allowing
us to accurately extract the stops (Section 5) and trips (Section 6) of
each subject. These data include urban mobility as well as long distance
commutes and international travels to 17 countries.

4.2. Bluetooth contact data

We study real-world contacts through the ephemeral social network
built from the proximity between mobile devices. For that, we classified
observed nearby devices into human-held and static, modeling human
contacts using Bluetooth readings as our microscope. This classification
was done in two phases, that we explain below.

In phase 1, we use the name broadcast by nearby devices, commonly
used for discoverability. To these names, we cleared and tokenized their
strings in order to filter out non-English/German words. Finally, we
manually classify them in either human-held or stationary. These steps
ensured any personally identifiable information was removed, while
maximizing the coverage of possible human-held devices. Examples of
this group include battery_pack, camera, smart_watch and cigarette, while
examples of stationary devices include light, home-theater, and printer.
In this step, we were able to classify nearly 6000 unique devices, which
correspond to 5% of the total MAC addresses recorded.

In phase 2, we used a method by Alipour et al. [43] to classify Wi-
Fi devices based on their MAC address. More specifically, it assumes
vendors assign similar prefixes of the MAC address for similar devices.
With this approach, we could classify an extra 16920 devices (15.5%
of the total). A random 1% sample from this phase revealed names
which attribute the type of devices as human-held, such as cameras and
portables speakers (e.g., Canon, Bose), validating this classification.

Table 1
Summary of the data set used.

Users Stops Encounters Trips

71 19317 12432 18438

Note that we could only classify 20% of the recorded nearby Blue-
tooth devices. All unclassified devices were discarded to eliminate
possible biases and uncertainties. After these preparation steps, we
identified a total of over 6500 human-held devices. We then assumed
each of these devices to represent the person they belong to. Although
this strong assumption held inexorable biases, the similarity with pre-
vious studies on the distribution of contact duration (discussed next)
suggests that distortions do not invalidate our results.

In this study, we consider contacts which happened in either a stop
or a trip, and not encounters which last for multiple events. Out of a
total of 12,423 contacts studied from our collected data, 389 lasted for
consecutive stops or trips. This was done in order to distinctively classify
each encounter into a mobility modality as well as discard multiple
devices a single subject could be carrying.

The distribution of all contacts duration, regardless of while moving
or static, was best described by a log-normal distribution, with pa-
rameters 𝜇 = 6.67 and 𝜎 = 1.65 (p-value = 0.002 to a power-law). As
expected, compared to contacts during stops (Section 5), the biggest
difference is observed in a significantly larger shape parameter (𝜎),
supporting previous observations of short-tailed distributions for con-
tacts [44]. A summary of the main features of our data set are sum-
marized in Table 1. To extend our understanding on contact duration,
we will focus on a clear separation between stops and trips, as will be
presented in the next sections.

4.3. Supporting set - Geolife

We validate some of our observations with the Geolife data set [45].
It contains GPS trajectories from 182 subjects for 4.5 years, and sam-
pling rates of 5 seconds−1 or 10 meters−1, which we process using the
same methods used in our data.

5. Stops

In this section, we characterize our stops (or stays) as well as
construct a model of contacts observed at these locations.

5.1. Detection of stops

To ensure a robust and reproducible detection of stops, we apply
the extensively used stop detection method for GPS traces proposed
by Zheng et al. [46]. It defines two main parameters: max_dist, as
the maximum distance allowed between any two geo-location points
within an area, or location cluster; min_stop_time, as the minimum
duration spent within a location cluster for it to be considered a stop.

To detect stops, we first cluster consecutive location records using
max_dist, and continue adding new points to the cluster as long
as its distance 𝛿 to any other point in the cluster is smaller than the
threshold (i.e., 𝛿 < 𝚖𝚊𝚡_𝚍𝚒𝚜𝚝). Once a new candidate point no longer
fulfills this criterion the cluster is evaluated as a stop. This evaluation
is done by comparing the total time spent at the cluster (𝜏) with
min_stop_time, i.e., if 𝜏 > 𝚖𝚒𝚗_𝚜𝚝𝚘𝚙_𝚝𝚒𝚖𝚎 then the cluster is a stop,
otherwise it is discarded. Once a stop is identified, its location is saved
as the centroid of the cluster.

Given the high accuracy of the location points in our collected
data (Section 4), we chose 𝚖𝚊𝚡_𝚍𝚒𝚜𝚝 = 10 meters. Furthermore, we
evaluated possible values for min_stop_time between 5 min (loca-
tion sampling rate, Section 4) and 50 min, at intervals of 1 min. The
graph min_stop_time vs. total number of stops showed an inflection
point between 10 and 15 min, leading us to select 𝚖𝚒𝚗_𝚜𝚝𝚘𝚙_𝚝𝚒𝚖𝚎 =
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15 minutes for a more conservative choice, also inline with previous
research. A stop of at least 15 min would also allow us to identify
potential close contacts in the context of COVID-19, as defined by the
CDC [29].

5.2. Stops enrichment

In order to characterize sojourn times in the various places visited,
we further classified the observed stops in our collected data. First, the
‘‘home" locations of the subjects were identified, then all remaining
stops were classified with a combination of multiple publicly available
location API.

The detection of ‘‘home" is of key importance given its central role
in a person’s mobility [16,47]. Therefore, as a first step in classifying
stops, we assign ‘‘home" to the stop location a subject had the highest
frequency of visits between 7pm and 7am [47]. These places are then
removed from all subsequent analyses as we are interested in how
contacts happen outside people’s homes, where they might have little
control over whom they might encounter.

For the remaining stops, we searched 4 different location API:
Google Places,1 Tomtom Places,2 Foursquare Places,3 Here Geocoding
and Search.4 In all cases, these services provide a list of points of
interest (POI) that are nearest to a given geographical coordinate. From
this list of possible POI, we pick the one closest to a requested stop,
within a maximum distance of 10 m. This variety of services ensured
maximal coverage of the places visited by our subjects, allowing us to
identify 57% of all stops.

The categories of POI identified were: apartment/residence, bank,
bar, company/office, entertainment (e.g., museum, art gallery), gas
station, gym/sports facility, health facility (e.g., hospital, clinic), hotel,
library, religious center, restaurant, salon, shop, supermarket, theater
(including cinemas), transport station (e.g., train, bus), and university.
When studying sojourn times, we use these categories to examine how
the distributions of such times varies across different places.

5.3. Stops duration

Here we present the observations we have for stop (or stay) dura-
tion, often referred to as sojourn time. When taken without discrimina-
tion by category, the distribution of stops duration is well described
by a power-law (𝛼 = 2.13, p-value < 0.001 to a log-normal), which
has a probability density function defined by Eq. (3) (Section 3), in
which 𝑥min is the minimal value chosen when fitting the parameter 𝛼
of the distribution. For our analysis, as explained in Section 5.1, the
minimum time we use was 15 min (i.e., 𝑥min = 900). Fig. 1 depicts
this distribution for our collected data, in accordance with the same
analysis using the Geolife data set (𝛼 = 1.98, p-value < 0.001 to
a log-normal). Further supporting these observations, from a much
larger data set based on call detail records, Song et al. also fitted a
power-law with similar parameters values (𝛼 = 1.8) to the distribution
of stops duration [38]. This long-tailed distribution is often explained
by preferential attachment, in which a person will tend to have few
preferred locations to visit. In this way, various places will be visited
rarely and for a shorter duration while few places are likely to see much
longer stays.

Interestingly, when looking at these distributions based on the cate-
gory of place visited (Section 5.1), some categories present a power-law
distribution in their stops, while others present a log-normal distri-
bution. The probability density function of a log-normal is defined

1 https://developers.google.com/places
2 https://developer.tomtom.com/products/places-api
3 https://developer.foursquare.com/docs/places-api/
4 https://developer.here.com/documentation/geocoding-search-api

by Eq. (1), in which 𝜇 defines the center and 𝜎 the scale (or log-
variance) of the distribution. Unlike a power-law, a log-normal distribu-
tion has an exponential tail. This indicates that the underlying process
described by this distribution is bounded by something, like resources.
Furthermore, existing work by Kai et al. on human mobility has shown
how the combination of log-normal processes can lead to a power-law
distribution [17].

One common characteristic of stops described by a log-normal is
that the distribution emerges in places where the user has no time
constraints in either starting or ending a visit (time-unbounded-stop),
such as bars, restaurants and gyms (which accounted for 55% of the
total identified stops). On the contrary, stops where a user would
typically follow a schedule to either start or stop a visit (time-bounded-
stop) are better described by a power-law distribution, places such as
offices, hotels, and transport stations (accounting for the remaining
45% of the total identified stops).

In the work by Gros et al. [14], the authors made a similar obser-
vation to file sizes from internet content. In their results, they observe
power-law distributions to files without a time component (e.g., text),
and log-normal for objects for which the time is defining qualia (e.g.,
videos). Finally, these findings were explained by maximum informa-
tion entropy [48], in which the time component, when present, worked
as an additional constraints to file sizes in the form of an exponential
tail. For stop duration, we conjecture that a similar phenomenon ap-
pears whether or not the visit follows a schedule. Therefore, the end of
the pre-allocated time for a visit would work as an added constraint to
the total time spent at a place, yielding an exponential tail, characteris-
tic of a log-normal distribution. Complementary, time-unbounded-stops
not having this temporal constraint, yield a power-law distribution for
visits, in line with our results.

These results highlight the importance of studying mobility with
higher resolution sensors data, such as the one used presently, which
allows us to further classify stops, revealing intrinsic properties of
these stay durations which would not emerge in coarser measurements.
Furthermore, for a given random variable 𝑇 of stay durations, with a
defined mean 𝜇 and standard deviation 𝜎, a log-normal distribution
produces the largest possible entropy, supporting the characterization
of time-unbounded-stops as least predictable [49].

5.4. Contacts characterization at stops

The distribution of contacts is well described by a log-normal dis-
tribution (Eq. (1)). The data collected as well as the distribution fit
to these data are presented in Fig. 2. Interestingly, the distribution of
contacts remained constant (i.e., with similar parameters) at different
distances from each user’s home. We grouped stops: (i) up to 1 km
from home, (ii) between 1 km and 100 km, and (iii) above 100 km
from home, and found similar parameters describing their contacts
distribution.

Using the stops characterization discussed previously (see
Section 5.3), we observe a similar distribution for contacts as for stop
duration. In time-bounded-stops, contact duration was better described
by a power-law (𝛼 = 2.21, p-value = 0.03 to a log-normal), while in
time-unbounded-stops, contacts were best described by a log-normal
distribution (𝜇 = 7.6, 𝜎 = 0.99, p-value = 0.04 to a power-law).

As all individuals would tend to stay fixed amounts of time to fulfill
a schedule at time-bounded-stops, they are more likely to produce
long-tailed contacts when compared to time-unbounded-stops. As in
the latter visits might be driven by a goal (e.g., eat something at a
restaurant), contacts show an exponential decay with a small shape
parameter (𝜎).
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Fig. 1. Overall stop duration follows a power-law distribution.

Fig. 2. Contact duration at stops follows a log-normal distribution.

5.5. Model of contacts during stops

Given the scarcity of data on inter-personal contact, we now propose
a model capable of inferring a distribution of contact duration from a
distribution of stay duration. Given the more common availability of
location traces from which stop duration can be inferred, this model en-
ables a simplified estimation of how long contacts will last. In turn, this
can be used to better model the spread of information opportunistically
as well as the spread of infectious diseases.

We first define the probability of a stay duration 𝑦 as a power-
law of the form 𝑃𝑟(𝑦) = 𝐶𝑦−𝛼 , where 𝐶 = (𝛼 − 1)𝑥(𝛼−1)min , and 𝛼 is the
defining coefficient of the distribution. Then, as previously discussed,
we know contact duration 𝑥 follows a log-normal distribution, therefore
we can write 𝑒𝑥 ∝ 𝑁(𝜇, 𝜎), where 𝑁(𝜇, 𝜎) is a normal distribution
defined by 𝜇 and 𝜎. To avoid the non-trivial estimation of 𝑁(𝜇, 𝜎)
we can approximate its probability density function with a uniform
distribution.

This non-parametric estimation produces a constant loss-function
in the interval of a stay duration (i.e., from 0 to 𝑦). This observation
emerges from the KL-Divergence between any target distribution P
being approximated by a Uniform distribution U, in the interval ((𝑎, 𝑏) =
𝑛) as in Eq. (4), where the final divergence is defined only by the
desired interval 𝑛 and the entropy of the target function 𝐻(𝑃 ).

𝐷(𝑃 ∥ 𝑈 ) =
𝑛
∑

𝑖
𝑃 (𝑋𝑖) log2

(

𝑃 (𝑋𝑖)
𝑈

)

=
𝑛
∑

𝑖
𝑝𝑖 log2

(

𝑝𝑖
1∕𝑛

)

= log2(𝑛) +
∑

𝑖
𝑝𝑖 log2(𝑝𝑖)

= log2(𝑛) −𝐻(𝑃 ) (4)

We therefore can re-write the definition of 𝑥 as 𝑒𝑥 ∝ 1∕𝑦. To find a
relationship between 𝑥 and 𝑦 we can write 𝑃𝑟(𝑥) 𝑑𝑥 = 𝑃𝑟(𝑦) 𝑑𝑦, as well
as 𝑑𝑥 ∝ 𝑒𝑥 𝑑𝑦. Substituting, we get 𝑃𝑟(𝑥) ∝ 𝐶 𝑒𝛼−1.

By definition, a given random variable 𝑍, it is said to be described
by a log-normal if it has the form 𝑍 ∼ 𝑒𝜇+𝜎𝑥 and if 𝑥 is normally
distributed. By comparing this equation with the inferred 𝑃𝑟(𝑥), we can
compute 𝜇 ≈ ln (𝛼 − 1)𝑥𝛼−1min and 𝜎 ≈ 𝛼 − 1.

From our data, using 𝛼 = 2.13 (Section 5.3), we estimate �̂� = 7.80
and �̂� = 1.13, which are close to the actual values (Section 5.4) 𝜇 = 7.37
and 𝜎 = 1.21.

With this model, we vary 𝛼 and plot the resulting distributions
in Fig. 3. Interestingly, this model shows how overall shorter stays
actually leads to a decrease in the probability of seeing users of shorter
stay while increasing the probability of longer contacts. Numerically,
an increase in 𝛼 as a result of shorter stays increases both �̂� (i.e., the
distribution shifts to the right) and �̂� (i.e., the standard deviation, or
spread, of the distribution increases).

Note that this does not mean that the frequency of longer contacts
is going to be higher, but rather among the remaining contacts, those
of longer duration will have a higher likelihood of being encountered.
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Fig. 3. Distribution of modeled contact duration for different values of the stay duration parameter (alpha). Larger values of alpha for stay duration indicate higher probability for
shorter stays, leading to an increase in the probability of long-term contacts as short-term meets become less often.

Takeaway: As individuals in a population follow a similar mo-
bility model in their visits, a pattern for contacts emerges. A
shortening in stay duration leads to fewer contacts, where the
remaining ones are inevitably longer. However, these changes in
stay duration may not be possible across all locations as people
tend to follow a schedule in some of them (time-bounded-stops).

6. Trips

In this section, we present the results for trips. To complement the
characterization of contact duration at stops, we show how contact
duration during trips actually follows a Weibull distribution. We discuss
the implications of such distribution as well as its parameterization
being a function of the distance traveled, along with its interpretation.

6.1. Detection of trips

To ensure the quality and validity of the inferred trips, we validated
these in three steps. First, we only consider trajectories that start and
end at an identified stop. This ensures the integrity of trips. Second, we
impose a temporal constraint by eliminating any trajectory that contains
a pair of coordinates recorded within a time interval greater than 1 h.
This was done in order to avoid large fractions of trips to go untraced
while allowing some discontinuity that could be caused by poor GPS
reception indoors [50] or when a subject might have switched off their
phone. Third and lastly, we impose a spatial constraint by eliminating
any trajectory containing a distance between any pair of consecutive
points (𝑑 = ‖𝐱𝐭 − 𝐱𝐭−𝟏‖) which was greater than 50% of the total trip
length (𝓁). That is, for any 𝑑 between two points in a trajectory, if
𝓁∕2 < 𝑑 that trajectory is discarded from further analysis. This ensures
the continuity of the traces as well as the reliability when characterizing
contacts during trips.

After the aforementioned steps, we identified a total of 2512 trips
which will be further analyzed next.

6.2. Trip duration and total length

In contrast to stop duration (Section 5.3), the time spent traveling,
in our collected data, was best modeled by a log-normal distribution
(p-value = 0.02), depicted in the left panel of Fig. 4. A similar obser-
vation was made in the Geolife set (p-value < 0.001), presented in the
inset of that same panel. As the majority of trips in our collected data
were in urban environments (Section 4), the exponentiation instead
of a long-tail could be explained by a decrease in average population
density in urban areas along lengthy trips [19]. Taken together, these
observations reinforce the validity or our data collection as well as
methods for stop and trip detection, while providing insights into how
contacts happen during trips (Section 6.3).

In agreement with previous work by Alessandretti et al. [18]
(N=850, GPS points at high temporal granularity) and our observations
in the Geolife data set, trip length in our data is best modeled by a
log-normal distribution, depicted in the right panel of Fig. 4. A fit with
a power-law yielded 𝛼 = 1.22 (shown in dotted gray), however with
a much lower log-likelihood than the log-normal (p-value = 0.009), in
contrast to part of the previous literature [16,38]. The differences found
in our work could be explained by measurements done with much finer
granularity in all aforementioned data sets (i.e., fine grained GPS vs.
course grained cell tower records).

6.3. Model of contacts during trips

When taken as a whole, contact duration during trips did not have a
good fit with either of the distribution functions discussed in Section 3
(i.e., 𝑝-value > 0.05 when comparing some of these alternatives). The
best fit was revealed when segmenting the trips based on distance
traveled. This analysis revealed an intricate relationship between dis-
tance traveled and the characteristics of the contact duration, which
are shown in Fig. 5.

Interpreting the changes of these parameters as a function of dis-
tance, reveals a set of interesting characteristics. As the trip distance
increases, 𝜆 displays a bi-modal behavior. This parameter, often re-
ferred to as the scale of the distribution is directly proportional to the
average (and median) of the Weibull (Section 3). Its bi-modal shape
is likely capturing the tendency for people to take (crowded) public
transport (bus,train,airplanes) with similar probability as a function of
the distance traveled. Alternatively, people would either walk or drive
and have less contact (or shorter contacts) with other people.

The parameter 𝛽, often referred to as the shape of the Weibull,
decreases from ∼1.2 to ∼0.5 as the trip distance increases. When 𝛽 > 1,
it decays faster than an exponential, or in other words, the longer a
person is seen nearby, the shorter they are likely to remain close by.
When 𝛽 < 1, it demonstrates a long-tail behavior, or in other words, the
longer a person is nearby, the longer they are likely to stay. Once again,
this is likely caused by the choice of means of transport, where walking
is likely predominant for shorter distances, and vehicles for longer ones.
Furthermore, in the latter such behavior is (probably) explained by
people typically traveling together, and again, the longer someone stays
next to you in the metro/train/bus, the longer they are to continue with
you (e.g., a commuter train has only spaced-out limited stops).

Different from stop duration, simulations of changes to trips requires
a broader understanding of the intrinsic purposes people travel [47].
For example, trips are often taken from home to work (which cannot be
easily changed), or to a shop or restaurant given someone’s intentions,
which are not captured in our data. Therefore, in order to fully grasp
the changes introduced in trips distribution and consequent contact
duration by lockdown measures, a recent data set with similar high
density is required.
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Fig. 4. Both trip time duration and length are best modeled by a log-normal.

Fig. 5. Variation of the Weibull parameters as a function of distance traveled.

Takeaway: Restricting trips to only short distances may not nec-
essarily lead to less (or shorter) contacts. As distances increase,
people may choose other modes of transport (e.g., driving) which
do not expose them as much.

7. SIR model and implications

A commonly used model for information spreading, such as infec-
tious diseases, is the SIR model. From a set of assumptions, the contact
ratio (𝑞) is a key parameter defining how fast an epidemic spreads,
the maximum number of infective individuals, and the total number of
individuals that will ever get infected (see [51]). Essentially, the contact
ratio is defined by how often individuals from a population are in close
contact for a sufficient amount of time, which is, in turn, defined by
the information being transmitted (e.g., a virus or a computer file).

Implications: With enough data about how the aforementioned as-
pects of human mobility changed in the COVID-19 pandemic, a more
accurate modeling of the epidemic would be possible. The results of
such models could better inform policy makers about new restrictive
measures on movements, which, in turn, could include visits of limited
duration. As shown in Section 5, shorter stops will lead to less contacts,
while shorter trips might not necessarily lead to the same outcome
(Section 6). Recent studies have demonstrated strong associations be-
tween non-pharmaceutical interventions and changes in the spread of
SARS-COV-2, even though it remains challenging to study measures in
isolation [3,7,8,52]. A large study including 11 European countries re-
vealed that total lockdown measures were responsible for the reduction
in 81% in the reproduction rate (𝑅) in those countries [8], while in
the US, for similar measures, the observed reduction in contacts was
over 90% (10.86 → 0.89 interactions per day). Furthermore, contact
restriction measures in China were associated with a 2.6 fold reduction
in infections [52] when compared with an unrestricted scenario. Using
a large data set, with over 98 million individuals for 6 months, Chang
et al. [3] demonstrated, with temporal networks and a modified SIR
model, that a reduction in the capacity of visits of places to 20% could
lead to a reduction in the number of infections of up to 80%. Such
cut in capacity could, for example, be achieved through a reduction

in the overall stay duration, as shown in this work. Taken together,
these results demonstrate the importance of a combined, timely and
well informed set of changes to curb the spread of an infectious disease.

8. Limitations and discussions

Mode of Transport: Previous research on mobility [17] has shown
the importance of studying distances traveled for each transportation
mode. However, we did not perform any mode of transport inference,
which might have limited our study. This was, in part, due to a lack of
ground-truth to validate any model we may ever want to use. Future
iterations of such study should include a reliable inference.

Models generalization: The unique combination of mobility and con-
tact information in our traces, allowed us to apply well-established
statistical models (see Section 2) to better understand how these two
properties are related. Our robust results, supported by statistically
significant measures, reveal the solid numerical relationship between
mobility and contact duration. Furthermore, our approach could be
applied to similar sets, yielding interpretable and comparable results.

Contact Opportunities: Fig. 6 shows how longer stays expectedly
bring users in contact with more people. However, the link between
these two is only a weak one, with a Spearman correlation of 0.3.
This way, curfew measures, which would bring down contact dura-
tion (e.g., take-away instead of dine-in), could bring down the overall
number of contacts a person will have. In an opportunistic communica-
tion scenario, current curfew measures would significantly impact the
performance of such systems. Furthermore on epidemics, as most re-
maining contacts will be long ones, such as with workers in a restaurant
or a shop, these individuals should be isolated as much as possible from
the general public, in order to reduce the probability of transmission.

Current Data Sets: Even though for the current COVID-19 pandemic
there exist aggregate data on mobility changes from Google and Apple,
those refer only to the number of visits to places but not to how
long people stayed (i.e., were potentially in contact) [53]. New mea-
surements or another source of data would be needed to allow us to
assess the impact of those changes in contact duration. Other non-
pharmaceutical interventions with significant effect on the spread of
COVID-19 as well as in the characterization of human contacts, that
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Fig. 6. Number of contacts increases with longer stays (Spearman correlation = 0.3, 𝑝-value <0.01). (Red) Lines inside boxes represent median values.

were not part of our study, include face-masks, hand-washing and
prohibition of large events [8,52].

Other Applications: Other areas which could benefit from these re-
sults include smart urban planning as well as the design of mobile
network protocols. The planning of public spaces as well as smart
transportation could benefit from our insights in how changes in their
utilization would lead to modified contacts. Mobile network protocols,
especially in opportunistic scenarios, could utilize our models to better
understand how information dissemination would occur under different
circumstances or types of location, such as in disaster-stuck regions.

9. Conclusion

In this work we analyzed high resolution data from a mobile social
network, including mobility and contacts, from a series of mobile phone
users. We reveal a strong relationship between the distribution of stop
duration and location types, where time-bounded-stops (i.e., where there
is a typical schedule) follow a power-law and time-unbounded-stops
follow a log-normal. We further model the relationship between stop
duration and contact duration, which could be further used in studies
where contacts are not available. Furthermore, our analysis of trips
reveals an intricate relationship between the distribution of contact
duration and trip lengths, where the distribution of the former is best
described by a stretched exponential for which both parameters are a
function of the latter. These findings can be further used by researchers
to develop more accurate models to better understand and deal with the
current (and future) pandemic, as well as support the creation of better
mobile network protocols.

10. Ethical considerations
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Publication Summary

In this paper, we evaluate Bluetooth trackers (i.e., tags) on Apple’s FindMy network
for crowd monitoring, deliberate tracking, and covert communication. We present ap-
proaches to crowd size estimation using a single tag, crowd flow analysis using multiple
tags, deliberate tracking with examples of remote destination inference and path recon-
struction, and covert communication using a single tag. We also present threat models,
proof of concept (PoC) descriptions, results, and mitigation strategies for the demon-
strated attacks.

On crowd monitoring, we evaluate the effectiveness of tags in estimating crowd size
by comparing the results with image recognition. We analyze the correlation between
the number of identified finders using smart tags and the number of people identified
through image recognition.

On crowd flow, we evaluate the use of tags for studying the flow of a crowd. We
compare our method with the use of Wi-Fi management frames. We describe the use of
Wi-Fi management frames and their tracking capabilities by analyzing the distribution
of time intervals between two vantage points using tags and Wi-Fi measurements.

On deliberate tracking, we present proof of concept evaluations and mitigation strate-
gies for information leakage through the Apple FindMy service. We demonstrate how
timing attacks can be used to track a victim’s device and infer their destinations and
paths. We discuss the threat models, and results of a proof-of-concept attack, suggesting
mitigation strategies such as reducing the granularity of timestamps and randomizing
the uploading of reports.

On covert communication, we present TagComm, a protocol built on the FindMy ser-
vice, which uses nearby iPhones to encode and transport information through the sensing
of tags IDs. The protocol utilizes permutations of tag IDs to encode the information.
Additional header bits and a parity bit are included to ensure transmission integrity.
The experiments conducted to test TagComm demonstrate successful transmission of
random words with varying parameters. The error rate was affected by frame duration
and BLE advertising intervals, with larger intervals increasing the error rate.

Overall, we discuss the utilization of Bluetooth trackers (tags) beyond their original
purpose of tracking lost devices. We conduct experiments to demonstrate the privacy
risks associated with the FindMy service, which can disclose sensitive location infor-
mation. Furthermore, we highlight the possibility of reconstructing a person’s path
and visits using this information. We also introduce a proof-of-concept out-of-band
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communication channel using crafted tags, enabling the encoding and transmission of
arbitrary information securely. Finally, we emphasize the need to raise awareness about
these possibilities and discuss potential uses, including side-channel communication that
could leak sensitive information from a compromised system.
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Abstract—Bluetooth trackers, or tags, have quickly become
ubiquitous and widely supported by multiple vendors. Beyond
their original design of finding lost objects, these devices have
the ability to extend the capabilities of current wireless smart
devices. Since its launch in 2019, Apple’s FindMy enables any
devices from their brand to be easily tracked by more than 1
billion active iPhones and iPads on the market. While convenient,
these systems may even serve further uses, including as a result
of this work, crowd sensing and a side channel for mobile
communication. But they also raise privacy concerns for their
users. In this paper, we demonstrate how Apple FindMy can be
used as a privacy-friendly tool for crowd monitoring, and how
it may inadvertently leak information on a person’s location in
case of deliberate tracking. Additionally, we design and evaluate a
proof of concept protocol, using the Apple FindMy and a crafted
tag using a simple microcontroller. We show how such system
could be used to transmit information at very low bit rates, while
the devices transporting the information remain unaware of this
covert channel, yielding an out of band communication channel.

Index Terms—sensing, location privacy, crowd monitoring,
mobile communication, covert exfiltration

I. INTRODUCTION

Bluetooth trackers, or tags, have become ubiquitous, being
primarily used to track and find lost objects. This growing
pervasiveness allowed manufacturers to create a network of
tracker owners to anonymously report about any nearby tag,
such as Tile and Apple FindMy. This crowdsourced reporting
provides obvious primary benefits for its users, but also en-
ables alternative uses for which it was not originally designed.

In this paper, we explore two such alternative uses as the
main objective of our work: (1) a fully anonymous crowd
sensing system and (2) a covert communication channel built
on top of Apple’s FindMy system: As an auxiliary finding, our
work revealed potential privacy issues that could affect billions
of Apple devices [1], for which the only current mitigation is
disabling Bluetooth or opting-out of the FindMy service.

Crowd Sensing: Sensing and monitoring different aspects of a
(large) crowd may serve numerous purposes, such as steering
people flows to safety under pressing conditions. However,
automated methods for crowd monitoring, such as image-
based tracking, may raise privacy concerns [2]. Individuals are
bothered by sensors capturing any form of personal identifiable

information (PII) that, if stored permanently, may require
explicit consent from those being monitored.

Current solutions to this privacy problem in crowd mon-
itoring may rely on computing all relevant metrics at the
edge [2]. However, these systems still handle PII and those
being monitored simply have to trust their personal data are
being dealt with appropriately. Therefore, a reliable source of
crowd data while guaranteeing the privacy of its subjects is
still a relevant open problem that we explore with this paper.

We use handcrafted Apple tags enabled by the reverse-
engineering work of Heinrich et al. [1], in which single board
computers and microcontrollers can be used as tags. Apple
allows the owner of tags to download all location reports
within a week. Through a series of comprehensive analyses,
we demonstrate the capability of such system using trackers,
or sensory-tags, for coarse crowd monitoring, including deter-
mining counts/density and flows.

Covert Data Channel: We also demonstrate how such tracker
systems could be used to create a side channel for commu-
nication, while sending information silently through nearby
mobile devices. Our proof-of-concept enables out-of-band
communication at low bit-rate, without awareness of those
partially carrying the information.

Deliberate Tracking: We explore potential privacy risks as-
sociated with Apple FindMy as a side effect of its sensing
capabilities. The threats we reveal concern the possibility of
exposing location information of a victim from the timestamps
contained in each location report. We demonstrate their feasi-
bility through proof of concept examples and discuss possible
mitigation approaches to these threats.

Our work exposes and discusses alternative usages for an
established secure system, including potential malicious ones.
We present an evaluation of the Apple FindMy network and
its main properties that are pertinent to the proposed solutions.
Furthermore, we design and test a simple protocol, with basic
characteristics to ensure a successful transmission of data
with our system. Finally, we discuss the implications of this
work, along with possible mitigation strategies for users and
developers of similar systems. We reported all uncovered
issues to Apple several months prior to the submission of this
manuscript.



Our contributions: (1) We thoroughly analyse the timing and
conditions in which location reports are sent for a lost smart
tag in the Apple finder network (§ IV). (2) We demonstrate the
feasibility and accuracy of using such anonymous location re-
ports for sensing two different aspects of a crowd, namely flow
and size/density, from a series of real-world measurements
compared to state of the art solutions (§ VI). (3) We reveal the
feasibility of timing attacks, using the Apple finder network
that could reveal information about a person’s whereabouts
without their consent (§ VII). (4) We show such tags can be
used to transmit information through a side-channel, and we
name it TagComm (§ VIII). (5) Complementing the original
work by Heinrich et al. [1], we provide open source code that
enables other devices to be used as sensory-tags as well as
be used for covert communication: macOS devices and the
Amazon Echo [3], [4]. (6) We discuss the privacy and ethical
implications of our work (§ IX).

II. RELATED WORK

1) Apple Ecosystem: Recently, various papers evaluated the
security of different Apple services. Analysis by Martin et al.
of the Handoff services, that enables seamless communication
between multiple Apple devices under the same iCloud ac-
count, reveals how Apple’s proprietary protocol can undermine
MAC address randomization and allow the identification of
devices belonging to a single user [5]. Furthermore, a study
by Stute et al. demonstrated how the Apple Wireless Direct
Link (AWDL) works, including the reverse engineering of its
protocols and Wireshark plugins. These examples support the
importance of scrutinizing such proprietary systems that may
affect users of billions of devices worldwide [6].

2) Bluetooth LE trackers: A recent study by Weller et
al. evaluated different Bluetooth trackers and their cloud
services [7]. Their study revealed a series of security issues,
including privacy risks with all products tested, although it
did not include Apple’s FindMy as no commercial product
was available at the time. Focusing exclusively on the Apple
service, Heinrich et al. dissected how FindMy components
work [1]. Their study reverse engineered the protocol used
by lost devices, finders and how owners can retrieve available
location reports for their tags. Their open source code was
used as the foundation for our present paper.

3) Security and Privacy: Security and privacy literature
has a vast number of systems that exploit different vectors to
covertly exfiltrate data from systems (e.g. [8]). Various systems
have used keyboard or HDD indicator LEDs [9], as well as
inaudible (or indistinguishable) sound from speakers [10], fans
or HDDs [11]. In this paper, the proof-of-concept we present
enables a covert channel, through which any information
can transmitted at low bit rates. To foster further research,
we extend [1] by macOS support that runs without root
privilege [3], [4].

4) Crowd Monitoring: Assessing and understanding large
crowds has been studied with a myriad of sensors and methods,
but not without its privacy implications [2]. However, several
challenges are still open when it comes to scalability and

integration of multiple systems towards a common decision
support [12]. The COVID-19 pandemic has stimulated crowd
monitoring research, for example, ensuring social distanc-
ing [13] as a valuable approach to reduce infections [14].

5) Our Work: In this paper, we further analyse the Apple
FindMy service, and we present two proof-of-concept systems,
one which allows coarse crowd monitoring, and other that
allows side-channel communication as well as their potential
risks for users’ privacy. Note that, while [1] reverse engineered
the client-side managing of tags, we extend our understanding
of this system while exposing possible security and privacy
leaks FindMy users are currently subject to.

III. BACKGROUND

In this section, we present basic functionality of Apple
FindMy as the underlying system for our current work. Fur-
thermore, we present relevant concepts of Bluetooth LE.
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Fig. 1: Delay in sensing and reporting a tag.

A. Apple FindMy Service

This finder network was released in 2019, in which devices
that explicitly opt-in are tracked through anonymous crowd-
sourced location reports. When devices are marked as lost,
their owners receive location reports through their iCloud ac-
count and view them, e.g., using the FindMy application [15].

Heinrich et al. [1] reverse-engineered this system, allowing
a series of Bluetooth Low Energy (BLE) devices to appear as
tags inside Apple’s FindMy network. Any of such tags will
beacon at all times, regardless of the presence of its owner.
Furthermore, when marked as lost the owner of a tag may then
receive any available location report. To get started, an iCloud
user, the owner of a tag, creates a public-private key pair
(ek, dk) through a series of API calls, for tracking a device.

1) Beaconing: To enable tracking, a device broadcasts a
BLE advertising packet using a specific MAC address that
is derived from the above public key ek. Finder devices
listen for Apple FindMy beacons and check for each received
beacon if the advertised payload and MAC address are a valid
“match”. A tag derives both payload and MAC address from
the public key (ek) created by its owner (see [1] for details



on their algorithm), so that only valid packets are processed
further. Finder devices receiving such beacons can then furnish
location reports for nearby tags, anonymously to iCloud.

2) Reporting a tag: The reporting process is depicted in
Figure 1. A tag broadcasts an appropriate BLE beacon, as
described above. A finder device passing by will identify
this as a lost device and store a location report, containing
(1) the beacon reception time, termed contact (tc), (2) the
confidence about that contact (similar to accuracy in (4)),
(3) the public key ek, (4) the location information, encrypted
using ek and containing geographical coordinates, horizontal
accuracy, and status, and (5) an authentication label AES-GCM
to validate the report. These reports are uploaded securely
(HTTPS POST) after some time to Apple’s iCloud, where they
are stored until being requested by the tag owner. In addition
to these data fields, a bundle of reports submitted by a single
finder is annotated with the timestamp of when the entire batch
was received on the server side (tr).

3) Reading reports: With the public keys (ek) of their
own tags, users query their iCloud account for available
location reports with HTTPS GET requests; each user can then
decrypt the location information contained in a report using
the corresponding private key (dk).

B. BLE Advertising and Our Experimental Setup

The BLE standard allows advertising packets of devices
to include up to 31 bytes of information. These beacons are
broadcast at intervals between 20 ms and 10 s on any of three
channels used for advertisements [16]. Their successful recep-
tion by a nearby finder device is stochastic: the transmission
(TX) power for the advertising packets may influence proper
reception and may the distance between finder and tag and the
environmental conditions (e.g., radio interference). Also, both
finder and tag continuously switch channels and would need
to use the same one when a packet is sent.

Our Setup: Given these constraints, and to better understand
the conditions in which locations of devices are reported,
we carry out a series of experiments to build a thorough
understanding of how sensing and reporting work in the Apple
FindMy network. We use a series of ESP32 microcontrollers
as tags for our experiments. These low-power devices provide
programmable BLE support through an API which allows full
control of its Bluetooth controller, including TX power and
advertising interval, which are often not accessible on other
platforms. These experiments allow us to draw observations
which set the foundation to the side-channel communication
we discuss on the following sections.

IV. FINDMY SYSTEM CHARACTERIZATION

In this section, we present the results of a series of ex-
periments we conducted in controlled environments as well
as in the wild. We first present our findings on the behavior
of Apple devices when reporting smart tags to the FindMy
network. Next, based on observations drawn from our afore-
mentioned findings, we present results from crowd monitoring

measurements compared to state of the art alternatives, as well
as a possible side-channel attack.

A. Uploading of reports is determined by device settings

As discussed in Section III, finder devices often bundle a
series of reports before uploading them to iCloud. To better
characterize this behavior, we analyzed the traffic between
iCloud and two jailbroken1 iPhones (7 and 8, on iOS14.6)
using an HTTP proxy. With a Bluetooth tracker, continuously
beaconing, placed next to these phones for intervals of 72
hours, we tested how different settings influenced the upload-
ing intervals. We present the distribution of these intervals in
Figure 2 for various settings, with a clear distinction between
being on Wi-Fi (median ∼15 minutes) or Cellular (median ∼3
hours), on power supply or battery. Additionally, with Low
Data Mode enabled, the phones uploaded reports less often
(median ∼36 minutes), whereas other modes did not affect
reporting significantly. Therefore, the phone settings explain
differences between the contact time tc reported and received
time tr, when a bundle of reports is sent.
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Fig. 2: Delay in sensing and reporting a SmartTag.

B. Over 50% of reports are uploaded within 15 minutes

We ran a set of measurements in the wild, at a large public
space. These observations lasted for a total 24 hours, and
were conducted on various days from July to September 2021.
From these data, we computed the delay between sensing a
tag (tc) and uploading the reports to iCloud (tr), for which
the distribution is depicted in Figure 3. This delay shows a
strong mode around 15 minutes, a median of 13.15 minutes,
and has 95% of its values between 6 seconds and 8 hours
(shaded area).
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Fig. 3: Distribution of the delay in sensing and uploading.

1Required as iCloud HTTPS communication requires certificate pinning.



C. Uploading time uniquely identifies a finder

As reports are bundled, their receiving time tr is appended
on the server side with the precision of milliseconds. This,
in turn, allows us to uniquely identify a finder for a series
of reports as those will contain the same tr with several
decimal points of precision. As discussed above, the uploading
of reports may be done hours apart from their actual contact
time. It is important to note that each upload may contain up
to 255 reports and up to 4 per tag. That is, if a nearby finder
is connected to Wi-Fi, only up to 4 location reports will be
uploaded every 15 minutes.

D. Short advertising intervals lead to no reports

During our measurements in the wild using short BLE ad-
vertising intervals (e.g., 20 ms), we observed that the FindMy
network discards all location reports for a tag, possibly due
to uploads happening too frequently. Although we were not
able to precisely determine the best limit, the fastest we could
advertise without periods of missing data was 1022.5 ms. For
that, in all measurements discussed in Section VI we carried
tags configured at that BLE advertising interval (as suggested
by Apple [17]) and at maximum TX power (+9 dBm).
Takeaway (§IV): FindMy provides limited but valuable in-
formation on nearby finders and that depends on the settings
of their mobile devices. Moreover, the reports upload may be
delayed from 15 minutes to several hours.

V. GENERAL OVERVIEW
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Fig. 4: Overview of alternative uses for the Apple FindMy
service. (a) Crowd monitoring. (b) Path reconstruction. (c)
Remote destination inference. (d) Covert communication.

Given the observations drawn from the characterization of
FindMy (§ IV), we now look at how the spatial and temporal
availability of tags can be further exploited to create alternative
uses. Using Figure 4 as a guide: (a) In an area with multiple
finders, using a single tag in a fixed location we can estimate
how crowded a monitored area is (§ VI-A), while using
multiple tags in fixed locations we can study properties of
their flow (§ VI-B). (b) Targeting a single finder, using a
single tag, placed for a short period in proximity with a target,
and have this finder move to a commonly visited place, we
(or an attacker) can estimate where this target finder could
have gone from a list of possible destinations (§ VII-A). (c)
Again, targeting a single finder, but this time using multiple
tags, each placed along any arbitrary area (or paths), we

(or an attacker) can estimate the trajectory taken by this
finder (§ VII-B). (d) Using multiple tags (or simply emulating
multiple tagIDs with a single transmitter) and any arbitrary
number of finders, we can encode a message into the sequence
these tagIDs are transmitted. As we will discuss, in (b), (c)
and (d) the respective finder(s) are unaware of the respective
use. Currently, only disabling Bluetooth or opting out of the
FindMy service can mitigate this issue.

VI. CROWD MONITORING

We now evaluate how well smart tags on Apple’s FindMy
network can be used for crowd monitoring. We first present our
results for crowd size estimates, evaluated against a state-of-
the-art image recognition approach. Next, we present results
for crowd flow which we evaluate against passive measure-
ments of commonly used Wi-Fi management frames [2].

A. Crowd Size – Using a single tag

For this evaluation, we conducted 8 measurements, of 3
hours each, from July to September 2021 in a large public
square in the city of Munich, Germany. During these months,
this main square is often crowded due to shops, restaurants
and metro stations nearby. Our smart tag setup consisted
of an ESP32, advertising at ∼1 second intervals and using
high TX power (+9 dBm) for maximum discoverability. We
evaluate these measurements against the people count obtained
by image recognition, which we describe next.

1) Image recognition: The use of images for crowd esti-
mates produces some of the most accurate results with the
use of inexpensive hardware [2]. Modern approaches based
on Convolutional Neural Networks have quickly become the
state of the art for all image recognition tasks, and in spite of
their capabilities, such methods are not extensively used due to
privacy concerns raised by their usage. Those concerns include
regulatory legislation in several countries. For our evaluation,
we used images from a publicly available web-cam2, openly
streaming images at 5 seconds per frame, with a 2048x1536
resolution. For that, we use the Mask R-CNN [18], from
which we extract the total count of persons per frame. Mask
R-CNN performs multi-class object instance segmentation,
detecting and dividing each class instance in the prediction.
This segmentation is of key importance for the detection of
people in a large environment since they tend to stay in groups.
Mask R-CNN is able to detect different people that overlap
each other, increasing the accuracy of the model [18].

2) Size Measurements Description: For crowd size analy-
sis, we correlate the total number of persons identified using
image recognition against our smart tags approach. From the
latter, we identify a unique device using the time a set of
reports was uploaded to iCloud (see § IV).

3) Results: To best estimate the time window to aggregate
tag reports, we correlated the number of identified finders
over different time window (Wt, or bin sizes). Figure 5a
depicts how the Pearson correlation value changed with bin

2https://www.ludwigbeck.de/webcam (will be removed in camera-ready)



sizes, while it also shows the p-value for those sizes. The
p-value estimates the probability the estimated correlation
coefficient was due to randomness, and we adopt p-value
< 0.001 as our confidence interval, below which results are
deemed acceptable. From the analysis, we note that only from
Wt of 8 minutes we obtained p-value below the confidence
interval, and the correlation coefficient reaches its maximum
value at 18 minutes, with a value of 0.58 which corresponds to
a strong correlation between both values. The highest values
around 15 minutes could be explained by the expected time an
iPhone takes to upload location reports (see § IV). Figure 5b
depicts the best relationship between the normalized values
for tags (NT ) and from images (NI ), at Wt 18 minutes. Thus,
coarse-grained crowd size monitoring with a modest time lag
appears feasible.
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Fig. 5: Relationship between numbers from tags (NT ) and
from images (NI ), for different bin sizes (Wt).

B. Crowd Flow – Using multiple tags

We now evaluate how smart tags could be used to study
the flow of a crowd. That is, we explore how well we can
measure moving time and waiting time (or dwell time) using
a pair of smart tags in a large urban environment. We compare
our method with measurements done using Wi-Fi management
frames, as those are currently widely adopted by researchers
and commercial applications [2].

1) Wi-Fi Management Frames: Mainly due to its simplicity
and reported accuracy [2], [19], crowd monitoring using Wi-
Fi management frames is extensively used. In principle, all
Wi-Fi enabled devices send a series of management frames,
often used to search for available access points and to es-
tablish/maintain existing connections. These frames contain
a device identifier (MAC), which can, in turn, be tracked
through space and time while uniquely identifying a mobile
device. To mitigate this traceability, since 2014, mobile devices
perform MAC randomization at ever increasing rates and new
schemes [20]. For our purposes, however, discarding locally
managed addresses and subsampling our measurements with
only global addresses suffices for our first order approxima-
tions of time between vantage points. From our measurements,
on average, 26% of management frames captured were from
non-random MAC addresses. We measured this using a Rasp-
berry Pi 3, with two external antennas, hopping between the
non-overlapping channels 1, 6 and 11.

2) Flow Measurements Description: For crowd flow anal-
ysis, we compare the distribution of time intervals a set of

devices takes to be observed between two vantage points.
These points were 176 meters apart and were chosen at the city
center of Munich, Germany, in a commercial area where only
pedestrians are allowed. We conducted 3 measurements of 2
hours each on 6/7/8 September 2021. From the measurements
of the smart tags, we identify a unique device using the time
a set of reports was uploaded to iCloud (tr, see § IV). If
such a bundle of reports contained at least one record at each
vantage point, we could then infer the time interval the device
took between both locations. Similarly from Wi-Fi frames, this
interval corresponds to the time between consecutive records
at each observed location.

3) Results: The left panel on Figure 6 shows the histogram
of measured times between vantage points, with a mode at
2 minutes from both sources. Furthermore, to meaningfully
analyze our measurements, we decompose them into log-
normal distributions, using the widely used Gaussian-Mixture
Model. This unsupervised learning method decomposes an
input set into a pre-determined number of Gaussians. To select
the best number of clusters, we used the BIC method [21]
which estimates how well a given model explains the variance
in the measured value. Our empirical results suggest that
the ideal number of clusters for the Wi-Fi and smart tags
measurements is 3. Following this classification, the right
panel on Figure 6 depicts the similarities in the distributions
of the estimated walking and waiting times from tags and
Wi-Fi. The average walking time was 2.41±0.04 minutes
using tags and 2.28±0.04 minutes using Wi-Fi. That yields
an equivalent ∼4.5 km/h walking speed, in line with exist-
ing urban pedestrian research [22]. The average estimated
waiting time (assuming the mean walking time above) was
19.33±1.44 minutes using tags and 20.54±0.69 using Wi-Fi.
A possible interpretation of these values is the expected time
pedestrians have spent at shops along the way.
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Takeaway (§ VI): Bluetooth trackers can be used for crowd
monitoring, with comparable results to widely used alternative
solutions. These alternatives, however, may disclose personal
information and always generate data that needs to be han-
dled with care, such as personal identities. For crowd sizes,
estimates with a single tag strongly correlate with estimates
using state of the art image recognition. Furthermore, different
aspects of crowd flow were accurately estimated using multiple



tags when compared to Wi-Fi measurements. In both use-
cases, our approach always guarantees the anonymity of the
studied subjects given the reporting mechanism and end-to-end
encryption of this Apple service.

VII. DELIBERATE TRACKING

In this section, we present proof of concept (PoC) evalua-
tions and possible mitigation strategies to information being
leaked by the Apple FindMy service. We demonstrate how
this leakage may allow an attacker to track a victim’s device
through timing attacks, enabled by the reporting system im-
plemented by Apple. The experiments we present used only
our own devices to avoid disclosing unwanted information
from other subjects. Apart from privacy concerns, it was
necessary to have control of the phone’s settings and times
when connected to Wi-Fi or cellular network.
Overview: We demonstrate two examples of information
leakage: A) Destination inference, in which the timing between
sensing a tag and uploading a report may disclose where a
victim could have gone; B) Path reconstruction, in which a
sequence of visited places can be precisely inferred. Both
examples rely on the bundling of reports (see § III) as well as
the difference in uploading delay when connected to different
networks (see § IV). Note that the threats we present only
require the victim being near a tag for a brief period of time,
and not being tracked by inadvertently carrying a tag.

A. Remote Destination Inference – Using a single tag

This attack relies on the timing of location reports, but pre-
cisely the difference between sensing a tag (tc) and uploading
a report (tr). Furthermore, the modulation of the TX power
can limit the range of BLE beacons, helping ensure only a
victim’s phone is affected.

1) Threat Model: An attacker, who wants to know where a
victim has gone after an encounter, performs a timing attack
using one tag. The attacker knows the victim’s most visited
locations, and the victim is only connected to cellular while
outdoors and connects immediately to Wi-Fi when reaching
her destination. During the encounter, the attacker “tags”
a victim’s phone by transmitting a series of beacons. The
victim’s phone, while on cellular, will store the reports until
reaching her destination where, on Wi-Fi, it will upload all
location reports for the attacker’s tag. With the difference
between sensing and uploading the reports, an attacker can
limit (or pinpoint) the most likely destination of the victim.
The victim is unaware this attack is tracking place, and only
disabling Bluetooth or the FindMy service can mitigate it.

2) PoC Description: For this, we used an iPhone 12 (iOS
15) and one tag, configured at -6 dBm ensuring only at close
proximity our phone would sense our tag. We enabled our tag
next to our iPhone for 1 minute, then moved 18.5 km (11.5
miles) to a destination, where we finally enabled Wi-Fi.

3) Results: Our moving time was ∼29 minutes, and the
difference between tc and tr was ∼35 minutes. Furthermore,
we observed similar behavior on sensing and immediately
uploading reports once on Wi-Fi, as previously discussed.

B. Path reconstruction – Using multiple tags

Given the bundling of reports (see § III), intentionally posi-
tioned lost tags can form a sequence of “breadcrumbs” which
can then disclose the path followed by a phone. Similarly to
the previous example, TX power can be modulated to ensure
shorter coverage from each tag. As a proof of concept, we
conduct one experiment.

1) Threat Model: An attacker, willing to find out the
whereabouts of a victim through an area of interest, places
tags at known locations. This attack relies on the victim
having her phone connected to the cellular network only while
moving and eventually connecting to Wi-Fi after the monitored
journey. The victim’s phone will then sense these tags, keeping
the order of the observed tags. Once uploaded, the location
reports disclose where and when the victim had been. The
unique tr, appended by iCloud when receiving a bundle of
reports, uniquely identifies a finder device (see § III). The
victim is unaware this attack is taking place, and only disabling
Bluetooth or the FindMy service can mitigate it.

2) PoC Description: For this example, we used 3 iPhones
(7 and 8 on iOS 14.8 and 12 on iOS 15), and placed 3 pairs
of tags in a straight line, with each pair at 150 meters away
from the next pair, configured at -6 dBm to ensure that only at
close proximity devices would sense our tags. We stayed for
5 minutes, at a distance of 2 meters from each pair of tags,
then walked to the next location (in ∼2 minutes). We disabled
Wi-Fi until reaching a planned location away from the tags to
ensure it did not unexpectedly upload any reports.

3) Results: From all three phones, we were able to recon-
struct the path and timing taken at each location. Figure 7
depicts the transitions between each state (static or mobile)
as well as the corresponding tc contained in each location
report. We also noted that, on all phones, the upload of
reports happens within the first 5 minutes of switching to
Wi-Fi from cellular-only. With such information, an attacker
can reconstruct the set of visits of a victim and obtain an
accurate estimation of the time spent at each place. However,
if a finder device uploads a bundle of reports before all visits
are done, then the attacker will not be able to fully reconstruct
a trajectory.
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Fig. 7: Path reconstruction.



C. Mitigation

We now discuss mitigation strategies applicable to both path
reconstruction and destination inference cases. Until Apple
addresses these issues, users can only disable Bluetooth or
the FindMy services to prevent their location information
unknowingly being leaked, impairing the functionally of the
service. From the system’s perspective, providers like Apple
could (1) reduce the granularity of the received timestamps
(tr) or remove them altogether from the location reports, (2)
randomize when reports are uploaded, no longer determined
by the connectivity available, or (3) initiate the uploading of
reports after moving a random distance. None of these systems
solutions should impact the functionality of the service, while
still protecting the privacy of its users.

VIII. TAGCOMM – COVERT CHANNEL USING BLE
TRACKERS

Now, we turn to an illustration of a side-channel communi-
cation, built on the FindMy service, which we name TagComm.
In this section, we delve into the design a simple unicast
protocol, which essentially uses the sensing of tags by nearby
iPhones to encode and transport information. Figure 8 outlines
our proposed design: we create an artificial tag that changes
its beaconed tag ID over time (chosen from a pre-defined
alphabet, encoding messages as sequences of the transmitted
tag IDs, without the awareness of any nearby finder. Our
proposed system could, for example, be used by an attacker
trying to exfiltrate data from an air gapped system (cf. [8]).
Note that, the transmission is end-to-end encrypted as neither
the finder nor Apple are able to decode that any specific tag
ID is being transmitted. The decoding of the IDs transmitted,
and therefore the final message, is only possible by the owner
as discussed in Section III.
Overview: Our protocol uses a set of tag IDs and their per-
mutations to encode information. That is, for N available tags
we can encode blog2 (N !)c bits of information. Additionally,
we include a set of header bits as well as a parity bit to be
encoded along with the message payload. These extra bits and
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Fig. 8: TagComm protocol example, encoding a message as
a sequence of tag IDs, silently and securely transmitted by a
finder.

a pre-defined number of tags guarantee a transmitted message
can eventually be recovered, as will be presented next.

A. Encoding

In order to maximize the amount of information being sent
and provide basic integrity guarantees, we use the permuta-
tions of N tag IDs to encode the information we want to
transmit. Furthermore, the understanding of the sensing and
reporting behavior from Section IV establishes bounds to how
fast information can be transmitted.

Algorithm 1: Encoding input word into sequences

Input: S,w; /* Symbols and word encoded */
Output: E; /* Encoded sequence */

1 L← length(S) ; /* Length of S */
2 assert(L! >= w) ; /* From Ê */
3 E ← [ceil(w/(L− 1)!)] ; /* One item list */
4 for idx ∈ range(L− 1, 0,−1) do /* From Ë */
5 w −= (E[−1]− 1) ∗ idx! ; /*E[−1]: last */
6 e = ceil(w/(idx− 1)!);
7 E.append(e);

1) Input to sequence of symbols: Given an input message to
be transmitted W and a set of encoding symbols of size N, we
iteratively divide the interval of N! to find the corresponding
sequence to be used. Note that this requires W < N! (as Ê).
For example, for N=5 and W=42, we define an order for the
resulting set of symbols, i.e., a<b<c<d<e (Ë). Next, we
split the interval 5! into 5 equally sized blocks, as depicted
in Figure 10a. As 42 is found within the second block, the
symbol b is removed and set as the first symbol. These steps
are repeated until all symbols have been removed, yielding
the final sequence bdeca. This procedure allows us to encode
log2 (N !) bits of information using N tags. Algorithm 1
systematically describes these steps.

2) Defining N=16: Given Ê, we define the code efficiency
as the ratio blog2 N !c/dN log2 Ne (as Ë). That is, the maxi-
mum number of bits encoded by the minimum number of bits
required for all used symbols N. Given these observations,
Figure 9 shows the variation in Ë for different values of N up
to 20 tags3, with its highest efficiency at N=16, which we use
in our experiments. This leaves us with a total of 44 bits, and
their use will be further described next.

3) Frame and supporting bits: To ensure the integrity of
the information being transmitted and to allow the receiver
to decode that information, we define a simple frame to
our protocol, illustrate in Figure 10b. Three header bits (as
MSB) distinguish different message types: STX (0b000) the
start of transmission, F0 and F1 alternating even and odd
frames (0b010 and 0b100, respectively), and EOT end of
transmission (0b110). These bits ensure the receiver can
deterministically identify the start of a transmission, new
frames as well as the end of a transmission. This guarantee

3Largest number of permutations that fits in 64 bits.
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being used to endcode a message, with its maximum at 16.

is achieved by ensuring the initial symbol of a sequence
will be unique for each frame type, as a consequence of the
values chosen for the header bits. Additionally, a parity bit (as
LSB) provides a minimal “checksum” to the message being
transmitted once its decoded. Finally, the remaining bits are
used for the message payload, which in our setup, consists of
40 bits.
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sequence of symbols. (b) Frame bitmap.

4) Transmission integrity: To transmit a block of informa-
tion W using Tagcomm, a node will chunk it into words w of 40
bits. A transmission will start with an STX frame (i.e., header
bits set to 0b000) that will carry the total number of words
to be expected in its payload. Next, each word is encoded
as a sequence (as described above) as alternating frames of
type F0 and F1. Finally, a transmission is terminated with an
EOT frame. Note that, as the protocol requires all symbols to
be transmitted, if a receiver is unable to reconstruct an entire
sequence, the corresponding word w cannot be retrieved. For
details on error recovery, see Section VIII-B.

B. Decoding

Once received by the owner device, location reports for a
series of tag IDs should be decoded into its original message.
Essentially, this is done by inverting the steps done while

encoding a frame into a sequence. Once the different frames
are decoded and parity bits verified, the original message can
finally be reconstructed.

1) Tags alignment: As the duration of each tag being
transmitted is predefined (e.g., ttag), the first step in decoding
a message is aligning each received tag in slots of size ttag.

2) Frames alignment: As discussed in Section VIII-A, each
frame type starts distinct symbols, represented and transmitted
in TagComm as tags. Similar to the tags alignment, the
duration of how long a frame is sent is also predefined, for
example 5 minutes. This way, knowing the expected sequence
of frames, i.e., STX, F0, F1, ..., EOT (as Ì), and their
corresponding starting symbols, we can align all received
frames and start the decoding step.

3) Decoding frames: Once the sequences that encode each
frame are identified, we can decode the information by revers-
ing the steps explained in Section VIII-A. That is, assuming
a predefined order between tags (e.g., Ë), and taking the
encoded sequence as input, we can recover the initial message
by adding up the partial contributions each symbol had in
splitting the N! interval, as described in Algorithm 2. After
decoding, we then verify the presence of errors in the next
step.

Algorithm 2: Decoding sequences into words

Input: S, E; /* Symbols and encoded seq. */
Output: w; /* Decoded word */

1 L← length(S) ; /* Length of S */
2 P ← [ ] ; /* Empty list */
3 for i, e ∈ enumerate(E) do
4 idx← S.index(c) ; /* Symbol e index */
5 P.append((L− 1− i) ∗ idx); /*Partial sum*/
6 S.pop(idx)

7 w ← sum(P ) ; /* Add up all partials */

4) Error Correction: Once each frame has been decoded
from the input sequences, we can validate the integrity of the
frame with its parity bit. Furthermore, the expected sequence
of frame types (i.e., Ì), combined with a parity bit, allows us
to recover messages when a single tag (out of a sequence) is
not received. The position of the missing tag can be determined
when aligning the tags in each frame (see above), and finally
verified with the corresponding parity bit, allowing us to
reconstruct the orginal message in the next step.

5) Final message reconstruction: Once all frames have
been decoded, the total number of expected frames sent as
the payload of STX frames can be read and verified. Finally,
all the information encoded in a series of sequences of tags
can be reconstructed.

C. TagComm Experiment

In this section, we describe the set of experiments we
conducted to test our TagComm system. Furthermore, we
present a series of observations made from the results obtained.



D. Setup

For all measurements, we transmitted a set of 10 randomly
generated words of 40 bits. These were transmitted using the
protocol described in Section VIII. As previously discussed,
we used a single ESP32 as our lost tag, which implemented
the transmitter/encoder logic (see § VIII-A. As a finder, we
had an iPhone 12 (iOS 15) nearby, connected to Wi-Fi at all
times. As discussed in Section III, this setting allows us to
estimate a best-case scenario given the expected frequency the
iPhone would publish location reports for our tag (i.e., within
15 minutes more than 50% of the time).

E. Results

We were able to successfully transmit a set of random
words, as described above. To better verify the limits of our
system, we varied some of the parameters, such as word
duration and BLE advertisement interval.

Definitions: For this analysis, we define the error rate as the
fraction of tag slots during which no reports were received.
That is, given the tag slot duration (e.g., 30 s), the error rate of
a transmission corresponds to tag slot intervals during which a
finder was present but no report was sent. Further, we define
the time until done (TUD) as the expected minimum time
required to decode a complete message, from starting the
transmission until it is fully decoded by the owner’s device.
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Fig. 11: Error rate and TUD for different settings. (a) CDF
of error rate and different frame duration (Wt). (b) Error rate
and BLE advertisement intervals. (c) CDF of TUD and Wt.

Frame duration and error rate: The different frame dura-
tions we tested produced small differences between error rates.
We observed 26.17% for 20 minutes, 24.73% for 15 minutes,
and 28.82% for 10 minutes on average, and their distributions
are depicted in Figure 11a. This indicates that repeating a tag
at a certain position for longer periods of time does not affect
the probability it will be detected by a Finder.

Larger BLE advertisement intervals increase error rate:
We compare the effect different Bluetooth LE advertising in-
tervals had in the error rate. From our measurements, we note
that for larger advertising intervals, less tags were observed
per unit of time. Figure 11b depicts the monotonic increase in
error rate with increased adv. intervals. This could be explained
by the probabilistic nature of these intervals, and to which
transmitters do not have any control [16].

Frame duration and time until done: We tested frame
window sizes around 15 minutes (10, 15, 20), as previous
experiments showed that to be the expected time over 50% of
reports take to be published. We measured each configuration
for 72 hours, and computed expected values for TUD from
100 different random starting points in each setting. For these
measurements, we observed 7.73±0.22 hours with 20 minutes,
9.57±0.30 hours with 15 minutes, and 10.36±0.36 hours with
10 minutes. The distributions of TUD for each configuration
is depicted on Figure 11c. Interestingly, using two iPhones
on the same iCloud account and placed near a tag, did not
produce statistically significant improvements.

F. Mitigation

Currently, users can avoid inadvertently transporting infor-
mation with a similar system by disabling Bluetooth on their
phones or opting out of the FindMy services. From the system
side, while keeping the main functionality of the FindMy
services, Apple can limit the number of updates issues by
a finder, as well as limit the number of available reports
per tag or decrease the accuracy of the time stamps used.
Notably, Apple currently does not notify users about one of
these crafted tags being around, as we did not get a single
notification during our experiments, using multiple iCloud
accounts.

IX. DISCUSSION

Privacy: To preserve privacy of the individuals part of our
crowd sensing experiments, we (1) discard all original MAC
addresses from the Wi-Fi measurements, leaving records that
can no longer identify the owners of the original devices, (2)
we compute the metrics from each image and store only the
counts per frame, using publicly available images, and (3) used
our own equipment to demonstrate the possible information
leakage from the FindMy services. For the communication
experiments, by using our own devices and iCloud accounts,
we ensure the privacy and resources of other individuals were
not affected by our work. However, our work unveils possible
attack vectors which could be exploited, compromising the
security and privacy of the subjects involved.

Ethics: Our measurements and analysis were designed and
executed to minimize exposing information about subjects
being studied. Whenever possible, we limited our study to
our own devices, and when studying crowds we discarded all
identifiable information. However, we understand the methods
presented could be used in other unintended ways. Therefore,
we believe such study may contribute to the design of future
versions of Bluetooth tracking systems.

Crowd Sensing: Our analyses show acceptable results using
a single tag on the Apple FindMy service to sense aspects
of a crowd. More importantly, our system provides privacy
guarantees when used with a large group of subjects. Unlike
in the deliberate tracking examples, a large group of unknown
individuals ensures no single subject can be identified or have
further information disclosed.



Extended support to other platforms: To enable further
studies with such smart tags system, we extend the support
originally implemented by Heinrich et al. [1] to macOS
(e.g., developing of new applications and debugging) and the
Amazon Echo [3], [4] (e.g., home IoT turn into sensing device)
to be used as a tag.
More Finders may increase Tagcomm delivery guarantees:
During our Tagcomm experiments, using a single extra Finder
did not yield significant improvements in the reliability of
sending messages. For applications deployed in spaces where
multiple finders could be passing by may increase further the
guarantees messages are transmitted.

X. CONCLUSION

In this paper, we present how Bluetooth trackers (or tags)
can be used beyond their originally designed purpose, of
tracking lost devices. We show how crafted tags can be used as
crowd sensing devices, with relative estimates of large groups
of people. These estimates are size with even a single tag and
flow using multiple tags along a monitored path. Furthermore,
we demonstrate through a series of controlled experiments
how the Apple FindMy service currently discloses sensitive
location information from passive finder devices. An attacker
may, in turn, reconstruct a victim’s path and visits as well as a
possible final destination, currently exposing billions of Apple
devices [1].

Furthermore, we present Tagcomm, a proof-of-concept out-
of-band communication channel using Apple tags. Using a
simple protocol, we demonstrate how various tag IDs can be
used to encode any arbitrary information and transmitted over
a secure end-to-end encrypted channel, without the knowledge
of the phones that handle part of this communication path. Our
intent is to raise awareness of such possibility, while discussing
possible uses which include side-channel communication that
could leak sensitive information from a compromised system.

Future iterations of our work will consider other Bluetooth
trackers for crowd sensing, and leverage TagComm to estimate
users’ behavior. Furthermore, similar systems providing raw
reports (i.e., not aggregates over time) will be verified for the
vulnerabilities presented here.

Reproducibility: To foster further research with TagComm,
we make our code and sample data openly available [4] along
with an extended support for other platforms to be used for
either communication or sensing [3].
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Publication Summary

In this paper we discuss the use of machine learning models and node embeddings to
analyze the spreading process of infectious diseases in a population. We evaluate the
impact of homophily (similarity between nodes based on shared characteristics) and
structural equivalence (similarity between nodes based on their position in the network)
on the prediction of disease spread. We find that embeddings balanced towards pre-
serving structural equivalence outperform those focused on homophily, indicating that
structurally equivalent nodes behave similarly during an epidemic. This finding has im-
plications for predicting future epidemics and assessing the risk of infection for different
groups in the population.

We highlight the importance of understanding disease spreading in complex networks
like human society and the need for accurate predictions to develop containment strate-
gies and vaccination plans. The paper discusses the concept of node embedding, which
represents nodes in a network as low-dimensional feature vectors while preserving the
network’s structure. We use the node2vec algorithm, which conducts random walks
through the graph, to compare embeddings with inward and outward exploration. We
find that embeddings with outward exploration, prioritizing structural similarity, result
in better predictions of epidemic dynamics than embeddings with inward exploration.

The results show that the predictive power of structural equivalence is stronger than
the exact neighbors of a node, suggesting that a node’s role in the network may be more
relevant than its immediate connections for disease outbreak outcomes. We emphasize
the significance of structural networks and weak ties in human contact networks, drawing
on observations from sociology. We also discuss other embedding methods that focus
on structural equivalence and cautionary results regarding the preservation of structural
equivalence in node2vec embeddings.

In conclusion, the study demonstrates that embeddings preserving structural equiva-
lence are more effective in predicting disease spread in human contact networks. This
finding has implications for improving predictions of future epidemics and contact trac-
ing efforts. By considering the behavior of structurally equivalent nodes, even when they
are not directly connected, it becomes possible to assess the infection risk for different
groups in the population.
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On the importance of structural 
equivalence in temporal networks 
for epidemic forecasting
Pauline Kister  & Leonardo Tonetto *

Understanding how a disease spreads in a population is a first step to preparing for future epidemics, 
and machine learning models are a useful tool to analyze the spreading process of infectious diseases. 
For effective predictions of these spreading processes, node embeddings are used to encode networks 
based on the similarity between nodes into feature vectors, i.e., higher dimensional representations 
of human contacts. In this work, we evaluated the impact of homophily and structural equivalence 
on node2vec embedding for disease spread prediction by testing them on real world temporal 
human contact networks. Our results show that structural equivalence is a useful indicator for the 
infection status of a person. Embeddings that are balanced towards the preservation of structural 
equivalence performed better than those that focus on the preservation of homophily, with an 
average improvement of 0.1042 in the f1-score (95% CI 0.051 to 0.157). This indicates that structurally 
equivalent nodes behave similarly during an epidemic (e.g., expected time of a disease onset). This 
observation could greatly improve predictions of future epidemics where only partial information 
about contacts is known, thereby helping determine the risk of infection for different groups in the 
population.

The recent outbreak of COVID-19 showed the importance of knowing the process of how a virus spreads in a 
 population1. If the exact path a virus takes from person to person is known, better containment strategies, vac-
cination plans and preparations for future epidemics could be  developed6,13,25,28. However, a process that might 
seem simple – one person infects the next – can quickly become complex in a network such as human society. 
The characteristic topology of a human contact network, including the scale-free distribution of node degrees and 
the formation of clusters, has an impact on the path a disease takes through these  networks4,14,16. Furthermore, 
recent advances in human mobility and network epidemiology research allow us to expand our understanding 
of such complex problems. That is, if the temporal contacts network and attributes of the disease being studied 
are known, such as infection and recovery rate, it is possible to simulate the trajectory of epidemic outbreaks. 
Furthermore, machine learning models can facilitate the prediction of the remaining nodes, even if the disease 
attributes are not known and only partial information about a few infected nodes exists. One limitation of this 
approach is that most machine learning methods expect a set of feature vectors as input instead of a graph. That is, 
models are trained and validated using expected outcomes and not a representation of how nodes are connected 
over time. As a currently widely used solution, these learning methods rely on node embedding to convert the 
contact network into a set of feature vectors. The task of the node embedding is to represent each node in the 
network as a low-dimensional feature vector while preserving the structure of the graph as much as possible. 
This means that if two nodes are structurally similar, their resulting feature vectors are close to each other in the 
embedding space. In this way, information about node similarity can be preserved in this new representation. 
How good an embedding is depends on the context and the task it is used for. In the context of disease spread-
ing, the embedding of a contact network should preserve all the information necessary for predicting who is 
infected, and when.

Common embedding methods used for disease spreading are based on the fact that a disease spreads from 
person to person, between nodes who are connected for sharing some kind of similarity, which corresponds to 
homophily in a network. Another relevant concept in network modelling is structural equivalence, where nodes 
with the same position in the structure of the network are infected at the same time. In real world networks, 
both of these notions of similarity appear at the same time and their influence for networks anaysis varies for 
different kinds of  networks10.

A popular embedding method is node2vec10, an algorithm based on random walks. To discover and encode 
a graph’s topology, node2vec conducts random walks through the graph. These random walks can be either 
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biased towards inward exploration while preserving homophily in the network, or towards outward exploration 
preserving structural equivalence. In this work, we used node2vec with inward, neutral and outward oriented 
random walks and compared predictions about the state of each node made by a logistic regression algorithm. 
This analysis reveals that the best predictions can be made with outward oriented random walks, which suggests 
that structural equivalent nodes show similar behaviour during the infection process, that is, better predictive 
models are obtained when structural equivalence is primed. In turn, these observations suggest that two or more 
structurally equivalent nodes in a network may be at similar risks of infection even if they are not directly con-
nected, potentially helping contact tracing efforts during an infectious disease outbreak.

The influence of homophily and structural equivalence in a community has been observed by sociologists in 
many different contexts. In sociology, homophily in a network corresponds to cohesion or strong ties in society, 
while structural equivalence corresponds to weak ties. In some contexts, weak ties are more important than strong 
 ties9, which speaks for the importance of structural networks in human contact networks. In more recent studies, 
considering weak ties was helpful in different sociological contexts, such as the influence of indirect contacts on 
decision  making29, or the dismantling of organized  crime15. In a more graph theoretical approach, researchers 
explored different methods of clustering people by their roles, relying on the fact that structurally equivalent 
nodes fulfill the same role in  society19.

While most node embedding methods focus on homophily, some have been developed to preserve only 
structural equivalence. The method proposed by Wang et al.27 has a precise mathematical approach, while 
struc2vec5 is based on random walks similarly to node2vec. Another popular embedding method uses 
the recursive nature of structural equivalence to create an embedding, as two nodes are considered structurally 
equivalent if their neighbors are structurally  equivalent26.

While reviewing node embedding methods, Junchen et al. confirmed that node2vec embeddings perform 
best against other methods at preserving local  structure12, whereas Schliski et al. included notes of caution by 
testing node2vec with different hyperparameter settings and concluded that node2vec does not preserve 
structural equivalence well, even with outward orientated  hyperparameters22. However, these results should not 
affect our analysis as the authors focused at global structural equivalence, and we chose node2vec as it tries 
to achieve a balance between local structural equivalence and homophily.

Results
We observe that embeddings with outward exploration result in better predictions of epidemic dynamics than 
embeddings with inward exploration. That is, structural similarity has a stronger predictive power than the exact 
nearby neighbors of a node, or a node’s role in a network may be more relevant than who their peers are for a 
disease outbreak outcome.

Our features used for prediction may consider either nodes with common neighbors to be similar, obtained 
through inward exploration, or nodes surrounded by an equivalent structure of neighbors to be similar, obtained 
through outward exploration (see “Methods” section). Furthermore, we evaluate our approach using the f1-score, 
which balances the accuracy of true and false predictions of positive and negative cases in all time steps of the 
outbreak considered (see “Evaluation Metrics” section). We run 50 simulations for each combination of dataset 
and SIR parameters, and report the averages and confidence intervals of the results.

We performed simulations on a total of 24 networks, with 6 of them derived from publicly available data-
sets, which are described in “Methods” section. By prioritizing outward explorations (i.e., with a higher return 
parameter p, or a lower in-out parameter q), we obtain a better f1-score, as depicted in Fig. 1a and b. From our 
simulations, the best prediction results were achieved at p = 50 and q = 0.01. In comparison to the neutral values, 
outward exploration only achieved an average improvement in the micro f1-score of 0.01393 (95% CI −0.033 to 
0.061), and inward exploration reduced the f1-score by 0.090211 (95% CI 0.037 to 0.143). Detailed results are 
presented in Tables 1, S5 and S6. In the best settings of parameters (i.e., high p and low q), the resulting network 
structure representation focuses more on structurally equivalent nodes than on their immediate neighbors, 
meaning that prediction quality improves when structurally equivalent nodes are taken into account.

Additionally, some labels appear less frequently in our ground truth data than others and are therefore harder 
to predict. This resulted in a lower macro f1-score than the micro f1-score (see Fig. S2). Nevertheless, the predic-
tion accuracy score increases similarly to the micro f1-score by 0.0185 (95% CI −0.029 to 0.066) for outward and 

Figure 1.  Comparison of inward, outward and neutral parameters.
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decreases by 0.1276 (95% CI 0.091 to 0.164) for inward exploration (see Table 1). With disease-specific metrics, 
such as outbreak size and prevalence, our results show that outward exploration yields better prediction accuracy 
than inward exploration. This observation is especially relevant regarding the prediction of final outbreak size and 
peak prevalence time, where it shows the most significant improvements (see Fig. 2). The prediction of the mean 
prevalence has the least improvement, with a difference of 0.0284 percentage points (95% CI 0.027 to 0.029). 
The effect of outward exploration can also be seen in the incidence, with an improvement of 0.0134 percentage 
points (95% CI 0.011 to 0.015) (see Fig. S5). The improvement of prediction accuracy seems to be the strongest 
early in the epidemic, showing a higher macro f1-score for the first 10% of time steps (see Fig. S9). This effect 
is however not reflected in the micro f1-score, where the difference between inward and outward exploration 
remains the same in different phases of the epidemic (see Fig. S8).

Interestingly, we note a small peak at the neutral values p = 1 and q = 1 . If either p or q is set to 1, the predic-
tion is either slightly better or worse than what could be expected from the values next to it, suggesting that the 
two parameters influence each other’s outcomes. This behavior can also be seen in a 3D-plot of the scores for 
changing p and q, as shown in Fig. S4. This unexpected behavior can only be seen in natural networks, where 
data were drawn from real subjects, as shown in Fig. S3. We conjecture that this behavior is likely caused by a 
characteristic of human contact networks that is not well modeled by artificially generated  networks2. However, 
even for the real world networks this peak is small, and with outward exploration a more significant improve-
ment can be achieved.

On the modelling and prediction of an infectious disease spreading, two nodes being similar means that their 
label (i.e., predicted outcome at a given time) is more likely to be the same. That is, they will be infected and 
recover at the same time. Additionally, the state of a node in disease spreading will depend on its neighbors: a 
node is likely to be infected at the same time as its neighbors as they infect each other. Therefore, knowledge about 
the state of any neighbouring node can help the prediction accuracy, supporting the importance of considering 
homophily when studying disease spreading.

In a temporal network, the representation of nodes over time steps may not be ideal for predicting how an 
infectious disease will spread. As it is typically done, node i at time t and node i at t + 1 are connected by design 
of the supra-adjacency network. This representation is closer to reality since these nodes represent the same 
person at different time steps, i.e., it is likely that they have the same state. However, unlike the task of predict-
ing interests, when predicting the dynamics of an epidemic outbreak, a connection between two nodes is not 
necessarily caused by their similarity, but rather by both nodes being similar because they were in contact. In 
the corresponding temporal network, this observation results in a time delay, where the two nodes are similar 
during a single time step after they were in contact.

As shown by our results, structural equivalence can be indicative of the infection time of a person. People 
who are in the same structural position are likely to be infected around the same time. Additionally, communi-
ties might play a significant role in the spread of a disease, where if one community is infected and it has two 
neighboring communities, then all nodes that act as bridges between these communities are more likely to be 

Table 1.  Mean and maximum scores for inward/outward parameters.

Micro f1-score (%) Macro f1-score (%)

Neutral 69.4 52.9

Mean outward 70.8 54.8

Mean inward 60.4 40.2

Max outward 71.0 55.1

Max inward 67.5 50.0

Figure 2.  Difference in epidemiological metrics between prediction and simulation.
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infected first, followed by the center nodes in the neighboring clusters, and then the nodes at the edges of these 
clusters. As a practical result, if we know the state of a node a neighboring cluster, we can then forecast the state 
for structurally equivalent nodes in the other clusters.

For the process of disease spreading, the balance of structural equivalence and homophily, i.e., of outward 
and inward exploration in the random walk, allows us to draw conclusions about modelling the disease spread-
ing process. Oftentimes, disease predictions follow the homophily approach – the disease is tracked from one 
person to the next. However, our results show that the prediction seem to work best with outward oriented 
parameters, and the prediction of a node’s state is improved by taking into account the information about struc-
turally equivalent nodes in the training set.

Discussion
Node embeddings are of paramount importance for the study and modelling of any large graph, including the 
forecast of how an infectious disease may spread. For this purpose, node2vec is able to preserve structural 
equivalence. This systematic approach allows us to compare the roles homophily and structural equivalence play 
in large temporal networks of human contacts. Since most infectious diseases, such as COVID-198,24, require close 
contact to spread from one person to the next, neighbors in a contact network will help drive how the disease 
spreads. In other words, the outcome of an outbreak depends on when and how often nodes are in  contact17,18. 
Additionally, our results support the observation that the position of a person in their contact network seems 
to be indicative of infection time too.

Based on the results presented in this work, we note that it is possible to improve the prediction of a person’s 
infection status at a given time by including information about structurally equivalent nodes. This information 
is encoded in our learning model through the inward and outward exploration parameters of the node embed-
ding algorithm (i.e., node2vec). Better prediction accuracy can help design countermeasures and prevent (or 
at least slow down) disease spreading. Structural equivalence in a human contact network is closely related to 
the roles people have in society. On a higher level, this might help identify groups of people that are infected 
first when only partial information about temporal contacts is available. Particularly, if a high amount of infec-
tions is detected within a certain group of people (e.g., staff at hospitals or children at school), it is likely that a 
structurally equivalent group of people in other similar communities will be infected too.

Furthermore, our results highlight the importance of the availability of temporal contact data to study the 
spread of infectious diseases. Therefore, in preparation for future pandemics, contact tracing efforts could be 
established, while still protecting people’s privacy as the highest priority. As human mobility tends to be highly 
 predictable23, it may be safe to assume even a sparsely sampled set of contacts prior to an outbreak could be 
representative. Therefore, yielding strong indicators of an uptick in infections by analyzing structurally similar 
nodes. Finally, to support and validate this conjecture and our observations, similar analyses are still required 
using temporal contact data from actual outbreak scenarios instead of simulations.

Methods
Structural equivalence and homophily. The goal of a node embedding is to represent each node as a 
low dimensional feature vector while preserving the structure of the graph. That means that the feature vectors 
of two similar nodes are similar to each other. Node similarity can be defined differently, and strongly depends 
on the task. The two most commonly studied similarities between nodes in a human contact network are: (1) 
homophily, defined by the shared neighbors of two nodes, and (2) structural equivalence, defined by the resem-
blance in the structural position any two nodes have in the network.

Often, homophily means that connected nodes are similar to each other as they are likely to share similar 
contacts. As an example, people with similar interests are more likely to meet as they actively seek other people 
with the same interests. Therefore, a node embedding that preserves homophily would be a good choice if the 
goal was to predict the interests of people in the network. Note that homophily can also be modified to consider 
2-hop (or n-hop) neighbors or “friends of friends” as similar, which in a social network, might represent an even 
stronger predictor than a direct  connection9. However, as further hops are considered, the expected number of 
neighbors grows exponentially, thereby reducing the uniqueness of each node alongside the usefulness of the 
similarity metric.

Structural equivalence measures the affinity between two nodes based on the similarity of their position in the 
network, even though they might not be directly connected. This kind of similarity is often interpreted as a good 
indicator of the roles people have in society. For example, a manager of a big company would have a different 
structural position in the contact network than their stay-at-home partner, even though they are in contact 
frequently.

With structural equivalence, two nodes can be considered similar even though they are on different sides of 
the network, while with homophily, similar nodes are always directly next to each other. This makes the two 
concepts seem opposite, but in human contact networks both may appear at the same time, for example, when 
a person is similar to their friends, but also to other people in the same role they do not have contact with. For 
some applications, including disease dynamics prediction, a mixture of the two concepts needs to be preserved 
and balanced by the embedding algorithm for an accurate representation of society.

node2vec. node2vec is a node embedding method that allows us to systematically balance homophily 
and structural equivalence10 through a series of random walks. The number of conducted random walks and 
the length of these walks are hyperparameters of the embedding algorithm. Additionally, node2vec has two 
parameters that control the bias in these exploratory random walks. Depending on these parameters, the ran-
dom walk is more likely to sample nodes that are either far away (i.e., outward exploration) or close to the start-
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ing node (i.e., inward exploration). With inward exploration, the random walk becomes more like the search tree 
of a breadth first search in the graph, while with outward exploration, it is more similar to a depth first search.

The return parameter p controls the probability with which the random walk returns to the last visited node. A 
high p means the random walk is less likely to return, and a low p results in nodes that are already in the random 
walk being sampled more often, yielding even higher similarities between those nodes. To balance this effect, the 
in-out parameter q allows the random walk to favor nodes that lie further away from the starting node. With 
low q, the random walk is biased towards outward lying nodes, specifically, the random walk reaches a greater 
variety of nodes and those further away can still be considered similar. The authors of the original node2vec 
 paper10 propose that inward exploration preserves homophily in the network, while outward exploration pre-
serves structural equivalence.

All temporal networks were embedded with node2vec using different hyperparameters (see Table S4). 
Our experiments have shown that the random walk length and the number of random walks do not have much 
influence on the results, so we fixed those parameters to 10 random walks of size 80. Since p and q are positive 
and 1 is the neutral value, we distributed the values for p and q logarithmically between 0 and 80. We tested 10 
different values for each parameter, 5 for inward and 5 for outward exploration. These runs resulted in 100 differ-
ent possible pairings for p and q. All of these embeddings were then used to predict the labels gained from 250 
SIR-simulations for each network. The prediction algorithm used was logistic regression with l2 regularization.

Datasets. We used 24 datasets, of which 6 are derived from real world data. Five of these datasets were col-
lected between the years 2009 and 2015 at several locations, each collection campaign lasting between 2 days and 
2 weeks. In all cases, data were sampled anonymously in order to preserve the identity of the subjects. Further-
more, all subjects or their legal guardians provided explicit informed consent in having their data collected and 
analyzed. The Reality Mining  dataset3 was collected with explicit consent from all subjects by the MIT Human 
Dynamics Lab, and the use of the set was authorized for such study as long as the privacy of the participants 
was protected (i.e., no de-anonymization was attempted). The remaining datasets include temporal networks, 
collected with the consent of the subjects or someone responsible for  them7. In our analyses, all methods were 
performed in accordance with the relevant ethical and legal guidelines and regulations.

The empirical data from those datasets were sampled with the same method: a setup of RFID scanners at 
fixed locations and wearable devices for each subject. A contact was documented whenever two participants 
were registered by the same set of readers at the same time. In the datasets, all contacts are listed by the IDs of 
the participants and the corresponding time step with a resolution of 20  seconds7. Only one dataset, the Reality 
Mining dataset, used contacts detected by Bluetooth scans on smartphones. 100 students and faculty members 
of the MIT Media Laboratory participated in this study, that took place over 9 months in 2004. The scans were 
conducted every 5 minutes and included timestamps in  seconds3. Detailed information about the datasets can 
be found in Table S2. From these data, we derived temporal networks with one node for each participant at each 
time step and edges as contacts. Data were aggregated to time steps of 10 minutes, a time window that achieves 
a good balance between the minimal contact duration necessary for a disease to spread and the number of time 
steps to be analyzed in this study. The other 18 networks were artificially created models of human contact 
networks. In 9 of them the nodes are connected randomly and the node degree distribution is binomial. In the 
other 9 networks, the node degree is power-law distributed, which is closer to what has been found in networks 
derived from real world  data20.

SIR simulation. As reference for how a disease spreads in these networks, a dynamic SIR simulation was 
conducted. In an SIR simulation, a random node in the network is infected. Then, at each time step, an infected 
node infects one of its neighbors with probability α (infection rate) and recovers with probability µ (recovery 
rate). This provides each node at each time step with one of three labels: susceptible (S), infected (I) or recovered 
(R). In this simplified model of disease progression, “infected” means that a person is contagious, “susceptible” 
means that a person can become infected and “recovered” means that a person cannot become infected and 
does not play a role in the disease spreading at this time. In an SIR simulation, the nodes always follow the same 
disease progression from S to I then R. Note however, that the prediction model is agnostic about the semantics 
or the order of these labels, and it could just as well predict SIS or SI simulations. We conducted simulations with 
5 different parameter sets, which can be found in Table S4.

Network representation. To prepare the dynamic networks for the prediction, the time steps of each 
network were connected into a static supra-adjacency network. Nodes can be identified by the pair (k, t), where 
k is the person this node represents and t the current time step. If a node is infected at time step t, it is likely to 
still be infected at t + 1 . To use this temporal dependency in the prediction, the time steps of the network are 
interconnected. This interconnection is done by making node (i, t) always connected to (i, t+1). Furthermore, if 
there is a contact between person i and person j at time t, there exists an edge from (i, t) to (j, t+1) and from (j, 
t) to (j, t+1). Additionally, in order to reduce the number of nodes that need to be embedded, only active nodes 
are considered. These are nodes (i, t) where i had at least one contact at time step t. Inactive nodes are deleted 
and their incoming edges are rerouted to their next active future self, as previously done by Sato et al.21. Finally, 
we converted all 24 datasets into supra-adjacency networks as described. Table S3 shows the different sizes and 
densities of the real world networks, and Table S1 summarizes those of the artificial ones. In prediction, some of 
the networks performed better than others, but all showed the described improvements for outward exploration 
(see Figs. S1, S6, S7 and Table S7).
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Evaluation metrics. We primarily chose the f1-score as an evaluation metric for its robustness in evalu-
ating prediction accuracy, by balancing true and false positives or negatives. Since the size of classes can be 
strongly imbalanced, we look at two different versions to expand the f1-score to multiple labels, namely the 
micro f1-score, which weighs all classes the same, and the macro f1-score, that evaluates the score for each class 
separately and reports the average of all classes. Additionally, we considered different disease-specific metrics 
that are related to its spreading process:

• End outbreak size, or the number of people that are infected or recovered at the end of the simulation. This 
number expresses how many people were directly affected by the epidemic.

• Mean prevalence, or the average number of infected people per time step, which indicates the expected 
outbreak size at any time step.

• Peak prevalence, or the maximum number of people that were infected at any time step. This metric is relevant 
to estimate the capacity hospitals need to have to provide care for infected people in the worst time of the 
epidemic outbreak.

• Peak prevalence time, which is the time step when the peak prevalence occurs and is often associated with 
how aggressively the disease spreads.

• Mean incidence, or the average number of nodes that changed their state from susceptible to infected in one 
time step. It is indicative of the rate with which the disease spreads.

All of these metrics are evaluated as the difference between simulation and prediction. To meaningfully compare 
results between different networks, they are given as percentage of participants in the network or percentage of 
the number of time steps.

Data availibility
The Reality Mining  set3 can be requested from the MIT Human Dynamics Lab at http:// reali tycom mons. media. 
mit. edu/ reali tymin ing4. html. All other contact  data7 can be found at https:// doi. org/ 10. 5281/ zenodo. 25407 95. 
The artificial networks were created with networkX11.
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ABSTRACT
Networking research, especially focusing on human mobil-
ity, has evolved significantly in the last two decades and
now relies on collection and analyzing larger datasets. The
increasing sizes of datasets are enabled by larger automated
efforts to collect data as well as by scalable methods to ana-
lyze and unveil insights, which was not possible many years
ago. However, this fast expansion and innovation in human-
centric research often comes at a cost of privacy or ethics.
In this work, we review a vast corpus of scientific work on
human mobility and how ethics and privacy were considered.
We reviewed a total of 118 papers, including 149 datasets on
individual mobility. We demonstrate that these ever growing
collections, while enabling new and insightful studies, have
not all consistently followed a pre-defined set of guidelines
regarding acceptable practices in data governance as well as
how their research was communicated. We conclude with a
series of discussions on how data, privacy and ethics could
be dealt within our community.

KEYWORDS
human mobility, ethics, privacy

1 INTRODUCTION
Understanding human mobility has been a quest of scientific
research for many years, but it was not until the populariza-
tion of smart phones and its embedded sensors that we could
deeply study it. The field itself has grown tremendously in
the past two decades. From survey-based studies with lim-
ited number of subjects, sensing human movements through
mobile systems enabled large scale studies benefiting the de-
sign of better communication protocols, urban policies and
containment of infectious diseases. As the research problems
and scope in the field evolved and grew, so did the data col-
lection methods utilizing new sensing technologies, multiple
experiment sources, number of involved subjects, etc. As
such, the human mobility datasets have become larger and
more diverse, more robust and complex methods and models

were devised to study these sets, and a vast amount of work
has revealed potential privacy implications with such data
(e.g., de-anonymization methods [46, 65, 164]).

To handle the growing ethical concerns from research stud-
ies involving human subjects, outlets for scientific articles
are increasingly requiring ethical statements from authors at
the time of submission itself. For example, venues associated
with ACM, such as SIGCOMM (e.g., IMC, HotNets, CoNEXT)
and SIGMOBILE (e.g. MobiCom, MobiSys, MobiHoc) as well
as workshops on the topic require authors to refer to their
principles and code of ethics [48, 109] and submit a statement
accompanying the article explicitly mentioning any ethical
concerns raised by the study and steps undertaken by authors
to mitigate them [2]. However, most of these policies are still
evolving and ethical issues from published scientific studies
and datasets have still not been eradicated [113, 152]. We
believe that the primary contributor to this is the metamor-
phosis in the definition of “ethics” in research as the views
around data ownership in collection evolve with technologi-
cal advancements. However, untimely discovery of ethical
issues within research not only jeopardizes the privacy of
involved subjects but can cause embarrassment to involved
researchers through dataset redactions, erratas (sometimes
retractions [118]) along with widespread clarifications.

Despite serious implications, no recent study has reviewed
and discussed how research articles, especially focusing on
network research, used personal data of its subjects whilst
dealing with privacy and ethics. In this paper, we plug this
gap in research and focus on research on individual mobility
data – as those have been extensively used in recent network-
ing research (e.g., [75, 103, 168]) and arguably are a source of
data the general public (outside of the research community)
relates to most (e.g., [154]). In this article, we do not aim at
reviewing the latest methods for studying human mobility,
but rather we reexamine how individual location data was
used in those studies, in light of recent developments in data
regulations and ethics, along with the different properties
of the data used. To this purpose, we discuss (1) the various
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types of datasets used for mobility research, (2) recent devel-
opments in data de-/anonymization that may shape public
opinion on ethical concerns involving different data types,
(3) the current state for regulations in certain countries for
the use of individual location data, (4) how human mobility
papers have treated this matter over the years, and finally
(5) we discuss approaches future human mobility research
could follow to establish a sustainable environment for both
researchers and subjects.
To the best of our knowledge, ours is the first work to

take a broader, multi-faceted look at the evolving state of
human mobility research through ethical lenses. We believe
that the observations and discussions raised in this work
can extend to other fields of research, wherever personal
information of human subjects is involved. As we point out
later in this paper, we believe that more could be done to
unify and standardize best practices on data governance as
well as how research results should be communicated. The
relevance of this topic lies in (1) protecting the privacy of
those subjects being studied, and (2) preserving the trust of
the general public with such research in a preventive manner,
allowing for even more studies to be published.

2 RELATEDWORK
In recent years, a series of scientific papers have discussed
different aspects of ethics in networking research. While
Partridge et al. [113] advocated for an “ethical considerations”
section in all network measurements papers, the work by
van der Ham et al. [159] and Thomas et al. [152] reviewed the
use of datasets in network measurements research. The work
by van der Ham et al. [159] discussed the ethical implications
of four case studies where publicly available data contained
more information than expected, compromising the privacy
of their subjects. The work by Thomas et al. [152] reviewed
the ethics of using datasets of illicit origins for research. Their
work discussed the limitations regarding the lack of informed
consent in such studies whenever humans are part of the
leaked data. Furthermore, they present a series of case studies
where leaked data were used in security related scientific
papers. The authors present and rebut some commonly used
arguments to justify the use of such data, and conclude that
both researchers and scientific outlets should take a more
responsible and ethical approach towards researching on
stolen data. On the same topic, Ienca et al. [82] reviewed the
use of hacked data in machine learning papers, suggesting
pondering benefits and risks of each dataset while being clear
about the means through which data were obtained and how
researchers dealt with personal information, if present. From
a different angle, we discuss how datasets legally obtained
were used, while containing personal data and how these
were communicated in their published manuscript.

The ethical implications of re-using data as well as repro-
ducibility of results have also been addressed. Boté et al. [31]
discussed the ethical and privacy problems associated with
the re-usability of research data, arguing for its benefits re-
garding reproducibility and further research results from
an already existing set. Furthermore, reviewing a series of
Internet measurement papers, a recent study by Demir et
al. [47] reviewed the reproducibility of methods used in those
papers, along with observations about the content of these
papers. The authors observe that almost two-thirds of the
analyzed papers (N=117) do not provide an ethics section, in
spite of mostly focusing on security and privacy work. We
make similar observations for papers using human mobility
data, which is arguably a topic likely to reach non-scientific
audiences. Additionally, we discuss other aspects related to
privacy, such as IRB checks, consent
Furthermore, while Iqbal et al. [3] reviewed the progress

and citations of ACM SIGCOMM papers over recent decades,
an early study by Kurkowski et al. [93] discussed how various
methods for simulating mobility were used in the early 2000s.
In this work, we include a survey covering over 20 years of
research and how mobility datasets have evolved.

3 HUMAN MOBILITY DATASETS
Individual human mobility datasets may be collected from
multiple sources, but are fundamentally described in the
same way. They capture the historical presence of a person
(or a handheld smart device) at a given point in space and
time. Next we present a logical separation of the main classes
of mobility data, with its main characteristics summarized
on Table 1.

3.1 Communication Infrastructure based
This source of data relies on existing communication infras-
tructure to sense the presence of a subject. This presence is
inferred by records (or logs) created when a subject’s mobile
device communicates with a point of access, which could
be of a Wi-Fi network or of a mobile cellular network [29].
While Wi-Fi setups are often limited to confined areas, such
as companies or universities [11, 35], they offer room-level
accuracy for their locations. Mobile cellular networks on the
other hand may cover entire countries but have their accu-
racy between 100s meters to 10s kilometers [70] with call
detail records (CDR). In both cases, the availability of location
records may be a function of the activity of the user, such as
when an incoming/outgoing phone call happens or a device
associates to an access point upon arriving to a new area.
Additionally, certain network settings allow location records
to be captured whenever any data or even signaling events
happen between the network and a subject’s device (e.g.,
eXtended Detail Records (XDR) and control panel records
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Table 1: Summary of data types used for human mobility studies.

Class Source Location Accuracy Sample Trigger Area Covered

Communication
Infrastructure

Telco 100 m - 10 km [111]
CDR: calls
XDR: calls+data
CPR: cell signalling

city, country

CCR room, building [51] user purchase city, country

Wi-Fi room, building [35] de-/association campus, city

Experiments
+ active scanning any

GPS sensor 10 m - 100 m [140] phone setting any

Bluetooth 10 m - room [140] phone setting any

Internet Based
Services

OSN 10 m - 100 m [88] content post any

Web 100 m - 10,000 km [73] page/app interaction any

Public Transport
Infrastructure SmartCard 0 m - 10 m [142] get on/off transport city

(CPR) [111]). For such, subjects often agree on terms and
services for the use of the offered infrastructure, and the col-
lection of location data can be seen as a byproduct of this
interaction. Alternatively, Credit Card Records (CCR) can
also provide rich information about its user’s whereabouts
whenever a card is used for payment at a physical store [51].

3.2 Designed Experiments
Another class of human mobility data source originates
from designed experiments, in which a phone app or pre-
configured devices are distributed among subjects (e.g., [59,
140]). These types of effort often provide the highest level of
flexibility and uniformity in how data are sampled, at times
also providing data from other non-location sensors, such
as accelerometers. These extra readings enable a higher ac-
curacy in segmenting events, such as the duration of stops.
However, as these studies are based on recruiting people,
and given its costly setup and lack of secondary benefits
for subjects (such as Internet access through a Wi-Fi access
point), cohorts are limited in their size when compared to
communication infrastructure based efforts [140]. Location
data collected through these studies often include contin-
uous GPS coordinates, Bluetooth (BT) and Wi-Fi scans of
nearby devices.

3.3 Internet Based Services
Another infrastructure provider that captures location data
are those enabling the exchange of information on the Inter-
net. Web services, such as online social networks (OSN) [88],
search engines [170] and map services [170] provide on-
line users with services while also logging their physical

location, for example by means of geotagged posts or ge-
olocating devices based on their IP address [32, 73]. Unlike
the sources previously discussed, the sampling of location
records by web services is highly dependent on how often
a subject interacts with those services, leading to a skewed
availability of data per device. Alternatively, location data
may be captured in the background but only if allowed by
the user (e.g., [16, 71]). Additionally, these web services can
also capture extra features, such as the content of what is
being searched or posted as well as the social graph of their
users, which can be used to further enrich any analysis being
made. Similar to the communication infrastructure, subjects
agree to terms and conditions for that service that states their
location data will be logged and may (or may not) be used
for further studies.

3.4 Public Transport Infrastructure
Smart Cards have replaced old paper-based ticketing sys-
tem in most modern public transportation systems in large
metropolitan areas [142]. They provide an integrated and
automated way for passengers to pay for transport rides as
well as manage different pricing schemes (e.g., senior citizens
or students discounts). Users are required to present their
smart cards before starting a ride, for example when entering
a subway station or boarding a bus, and in some cases the
same is expected when alighting. In this way, the system
records the timestamps of discrete location points a subject
has been. As human mobility tends to produce repeatable
patterns [136], location data from public transport tends to
be consistent and homogeneously through time, at least until
a global pandemic changes how people move. Similar to all
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Figure 1: Size of datasets per publication date.

infrastructure-based sources, subjects agree to the terms and
services of using a smart card for their corresponding trans-
port system. Additionally, smart cards have also been used to
trace the behavior of students in a university campus, logging
various activities and services used by students [98]. Other
examples of mobility data gathered from public transport
are shared bikes [1], taxis [146].
Given the various data sources discussed above, we now

turn to a set of observations drawn on the scales of the papers
surveyed and their respective datasets.

4 MEASUREMENT METHODOLOGY
4.1 Literature Selection
Clarity and justifiable choices are of paramount importance
when personal human data are used as an input to a research
study. To understand how individual mobility data has been
utilized in research till date, we conduct a survey on most
relevant outlets for computer science with special focus on
networking research venues (e.g., IMC,Mobicom, INFOCOM)
and journals involving general sciences (e.g., PNAS, Nature,
Science). Within this dataset, we filter for works that used
human mobility dataset through keywords such as human
mobility and individual location data, as well as including
their respective relevant citations. We further filtered studies
where authors clearly stated that they had access to some
form of user identifier (anonymized or not) and multiple spa-
tial points per subject (e.g., geographical coordinates, points
of interest) in the description. To limit the scope of this re-
view, we explicitly excluded research from Transportation
and Geographic Information Systems fields. We also did not

consider any car/vehicle dataset, as those often involved taxi
drivers or cars withmultiple owners (i.e., encompassingmore
than one subject).
We performed this survey across the past 24 years (1998-

2022) resulting in 118 research articles. Of these 118 pa-
pers we surveyed, we identified a total of 149 datasets with
varying properties based on the description given in their
respective papers. We categorized the papers in six differ-
ent buckets based on their method for estimating locations
of involved subjects, specifically bluetooth (BT ), GPS,WiFi,
credit card records (CCR), web browser (web), online social
networks (OSN ), telecommunication networks (telco) and
public transport smartcards (smartcard). We observed that,
thanks to the advancements in data collection methods, the
collected sizes of mobility data has grown exponentially over
the years (see figure 1). Furthermore, we also observed that
recent studies on the subject tend to incorporate more than
one data sources to collect information of its subjects, as
discussed in the previous section – further expanding the
involved dataset sizes, both in number of participants and
the amount of collected data.

4.2 Scale of Selected Studies
With a growing deployment of Wi-Fi networks at univer-
sities and company facilities, logs from these setups have
allowed researchers to obtain reliable mobility data from hun-
dreds and even thousands of residents, including from their
dormitories. While several mobility models were built with
such data (e.g., [22]), these were mostly limited to workdays
and covered only a small geographical area. To overcome
that limitation, the late 2000s and early 2010s saw the emer-
gence of a wide variety of mobility data sources, with even
larger pool of subjects and, in a few cases, even covering
multiple countries. From our analysis we also observed that
while the number of subjects increased over time and larger
data collections periods were used, although those did not
correlate with the cohort sizes. Additionally, Figure 2 depicts
the distribution of dataset sizes per data source, further high-
lighting the disparities in cohort sizes between studies that
often provide informed consent or not, as will be discussed
later in this article. Unsurprisingly, sets covering larger ar-
eas also tend to include more users, as shown in Figure 3.
However as multiple countries are only included in OSN and
Web collections (see their limitations above) those do not
necessarily have the largest groups.

We also find that a majority of articles tend to not properly
describe the properties of their dataset well within their text.
Surprisingly, almost half of the datasets (81, or 54.4%) within
the selected articles did not report the number of records (or
table rows) used in the study. For those which reported those
numbers, we also observed a similar growth trend for overall
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number of rows in datasets over the years. Only one in eight
of the total datasets (19, or 12.8%) reported the number of
rows used (i.e., after initial filtering), and for those which re-
ported values, on average half (50.4%) of the total rows were
discarded. This filtering is typically done to reduce temporal
sparsity without significantly reducing temporal resolution.
Similarly for the number of subjects available for each study
after filtering, one in four (43, or 28.9%) report total and fil-
tered values where on average nearly two thirds (62.1%) of
subjects are discarded. This filtering, while necessary for a
homogenized set of subjects over time, may also introduce
biases to the results, which should also be discussed. In Sec-
tion 7 we discuss how the papers we surveyed often had
access to more information about their subjects than it was
actually needed for their studies, such as home location and
their social graph.

Our analysis on the scale of mobility datasets provides con-
text to the increasing magnitude in the number of subjects
and rows as well as in geographical extent of measurement
studies in the field over the years. While the scales of datasets
used for such studies has grown significantly, so has the gen-
eral public’s awareness of possible privacy issues related to
those data [14]. Complementary to this awareness, as new
research on anonymization methods became popular, new

2000 2004 2008 2012 2016 2020
Time

Data Source
BT
GPS
Wi-Fi
CCR
Web
OSN
Telco
SmartCard

Area Covered
building
venue
campus
city
country
multiCountry

Figure 4: Data source, sampling duration and area type
per dataset. Entries sorted by date their papers were
published.

de-anonymization approaches have followed suit. Next, we
5
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review the literature on such methods as they support our
understanding of how future research on human mobility
ought to follow.

5 THE PRIVATE DATA CONUNDRUM
In 2006, AOL shared a sample of historical queries from
over 650,000 users for research purposes. The identities of
these users were altered in order to protect their privacy, but
shortly after its release a series of users were de-anonymized
making the headlines of newpapers (e.g., [21, 130]). Further-
more, even data not released on purpose may be leaked
through security breaches (e.g., [24]). Consequently, these
events populate public opinion about data security and pri-
vacy, leading to new or modified legislation as well as ethical
guidelines. These new directions finally shape recent net-
work research by limiting what can be done when personal
data are used, or at least it should.
To tackle these constraints when dealing with personal

data, researchers have paid significant attention to methods
for both anonymizing private personal records, simultane-
ously to de-anonymize it. These works often aim at raising
awareness of possible weaknesses in identity protection, and
how to provide minimal guarantees to one’s privacy, respec-
tively.

Even thoughwe do not analyze the full life-cycle of datasets,
in several occasions sets were either made public or at least
used in further studies carried by the original research group.
On that topic, Allman and Paxson addressed the ethical con-
cerns of releasing and using data, including privacy pro-
tection [13]. They emphasize that raw datasets containing
identifiable information should not be shared publicly, and re-
search should prioritize preserving the privacy of individuals.
Additionally, the authors advise against trusting anonymiza-
tion approaches as deanonymization counter-attacks quickly
become available.
We now provide a brief review of some of such methods

as those are often cited, as we observe, as reasons for an
unconditional care whenever individual data are used.

5.1 Location-based data de-anonymization
techniques

When sharing individual data, personal attributes which can
directly identify any subject (e.g., name or phone number)
may be changed to pseudonyms in order to protect their
privacy. These steps, however, yield only partial privacy
protection as highlighted by a plethora of studies on de-
anonymization attacks [62, 66]. Following the taxonomy
of Fung et al. [66] and Fiore et al. [62], we review some
of these attacks which we later refer to when discussing
individual location data in mobility research. The relevance
of these studies to our current work lies in the observation

that all papers we surveyed state that user identifiers were
anonymized, and in some cases that being the only privacy
related content in the manuscript.

On a study on attacks through record linkage, in which an
attacker has a database containing (quasi-)similar location
records from their victims, De Montjoye et al. [46] showed
how any two location records could de-anonymize 50% of
subjects and how four locations could increase this trajectory
uniqueness up to 95%, from a set of 1.5 million persons. How-
ever, a comprehensive study by Wang et al. [164] showed
that former methods actually underperformed when applied
to real-world large scale data, reporting a de-anonymization
hit rate lower than 20% in all cases. Wang et al. then finally
proposed a Markov-based model that achieves a 40% success
rate in linking records from heterogeneous databases.

Another relevant surface of attack is through a side-channel,
such as a victim’s profile. By using both home and work in-
formation of victims, Freudiger et al. [65] show how an ad-
versary can uniquely identify individuals in large datasets
with up to 90% accuracy. Furthermore, knowledge on the
whereabouts of one’s friends, or her social graph, may reveal
relevant information about her current location. Using data
from online social networks, Sadilek et al. [123] proposed an
unsupervised method, achieving 57% and 77% accuracy in
predicting a victim’s location given information from two
and nine of her friends, respectively. Similarly with a super-
vised learning approach, the authors obtained accuracies of
77% and 84.3%, respectively. Using a different approach and
a set of smaller but denser networks, Srivatsa et al. [139]
reported that up to 80% of subjects’ identity could be recov-
ered by matching social graphs links with increased physical
proximity.
Taken together, these attacks are vivid examples of how

individual location data can uniquely identify a person and
what some vectors for de-anonymization are. These threats
may shape not only the contents of academic research but
also the general public view on the harm such data impose
to their individual privacy. To counteract these perils and un-
certainties two alternatives are often presented: (1) stronger
anonymization methods, and (2) ethical guidelines and regu-
lations aimed at protecting a person’s right for anonymity.
We further discuss both of these point, next.

5.2 Stronger anonymization for
location-based data

Given the threats to an individual’s privacy brought by the de-
anonymization attacks discussed above, a growing literature
on anonymization methods has produced relevant results.
Following the taxonomy of Fiore et al. [62], anonymization
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techniques follow three main principles. (1) Indistinguisha-
bility, in which the records of a subject must be indistin-
guishable from those of the same size-limited anonymity
set, essentially removing the unicity from one’s trajectory.
A commonly used formal approach for indistinguishability
is 𝑘-anonymity [143]. (2) Uninformativeness, in which an ad-
versary’s knowledge about a victim must remain unchanged
after accessing a dataset the victim is part of. This principle
is generally achieved through differential privacy [57]. (3)
Mitigation, in which preventive measures are taken to as-
sure one’s data privacy, without a well-define principle. Such
principle is addressed with alterations in the original loca-
tion data, aimed at discarding certain unique aspects of one’s
trajectories, however without providing formal guarantees.

On indistinguishability, ensuring 𝑘-anonymity has taken a
multitude of solutions, such as: (a) spatiotemporal generaliza-
tion, in which spatial and temporal resolutions are reduced
until traces from members of an anonymity set are indistin-
guishable. Achieving this goal, however, quickly reduces the
quality of an anonymized location dataset as more trajecto-
ries are aggregated, as revealed by De Montjoye et al. [46].
(b) Suppression, in which points are removed from trajecto-
ries until their unicity is lost [149]. (c) Spatial uncertainty, in
which 𝑘-anonymity is relaxed to include entire trajectories
that fall within a defined threshold, as demonstrated by Abul
et al. [4]. It is important to note that 𝑘-anonymity has its own
shortcomings, addressed by extensions such as 𝑙diversity that
enforces an extra diversity criteria per group [104].

On uninformativeness, proposed solutions formally follow
differential privacy in which consecutive similar queries to a
dataset should return similar results, even if the trajectories
of a subject have been added or removed from the set. This
has been shown, for example, by Shokri et al. [132] who
adapted differential privacy for location data. Other examples
of differential privacy include altering the representation of
the trajectory data using different data structures [37] as well
as aggregating observations as probability distributions [74].
On mitigation, proposed solutions do not provide for-

mal privacy guarantees and also often reduce the utility
of the original location data. This is achieved through: (a)
obfuscation, in which noise is added to location data (e.g.,
[55]). (b) Cloaking, in which spatial or temporal resolutions
are reduced (e.g., [122]). (c) Segmentation, in which new
pseudonyms are used for multiple segments that are arti-
ficially added to the data (e.g., Song et al. [138]). (d) Swap-
ping, in which pseudonyms are randomly swapped between
different trajectories (e.g., [126]).

The observations in these studies remind us that replac-
ing real identifiers by pseudonyms is not enough to pro-
tect one’s privacy. A myriad and ever growing literature on
de-anonymization approaches highlights not only the risks

of dealing with personal data, but also the importance of
stronger anonymization techniques. These protective meth-
ods, however, often degrade information present only in the
original datasets. This inevitable drawback affects what stud-
ies are capable of doing, by eliminating important nuances,
as well as whether or not data can be shared, and in which
format.

6 ETHICAL GUIDELINES AND
REGULATIONS OUTLOOK

Given all the risks to one’s privacy regarding location data,
ethical guidelines as well as regulatory bodies have adapted
their take on these topics. These efforts are of paramount im-
portance as they aim at protecting subjects in circumstances
where only hindsight can assure privacy, even if only par-
tially. Ethical considerations are relevant in all stages of
human mobility research, from the design of research ques-
tions, the analysis of data, the articles being reviewed and
published as well as to the dissemination of the work that is
either being done or that is already completed [64].
To safeguard individual’s privacy, the European Union

General Data Protection Regulation (GDPR) noticeably cov-
ers exclusively personal data. In the GDPR, personal data are
defined with respect to the identifiability of an individual
based on the data being regarded. However, if data are not
personal or have been sufficiently anonymized they are no
longer protected by the GDPR laws [5]. As we previously
discussed, there is a large body of research on how most
methods of anonymization are flawed and do not guarantee
lack of unicity. Therefore, human mobility research for often
dealing with personal location data has to ensure not only
laws are met, but that research is conducted and presented
following up-to-date ethical guidelines. This would ensure
public trust and the continuity of this research area.

With a similar purpose, the California Consumer Privacy
Act (CCPA) [108] establishes a set of rules to protect the
privacy of online users, with special regards to the sale of
personal data. A fundamental difference between the CCPA
and the GDPR concerns the origin of the data covered by each
law. While the former covers data provided by the consumer
the latter makes no distinction, as long as it is identifiable.

An inexorable aspect of privacy, both ethically and in var-
ious law instances, is the need for consent. From a subject’s
point of view, individuals have reported being more willing
to consent with the use of their data if the proposed research
had clear benefits, either personally or for society [156]. That
is, if one assumes a utilitarian view, where benefits may jus-
tify potential risks, subjects are more likely to agree in taking
part in a study if either them or society may benefit from the
results of the study. One issue here, we argue, is that unlike
medical research, human mobility studies from computer
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or social scientists are less tangible. Therefore, drawing a
line to what is or is not ethical becomes harder. Neverthe-
less, mobility research can still assure subjects when data
are being collected, what analyses are being done, and what
the overall impact might be as those elements define public
opinion on whether or not their data should be used [19, 134].
We note, however, that ensuring this transparency between
researchers and subjects is often referred in the surveyed
papers as one of the main reasons no data can be shared. As
a result, the reproducibility of results is impaired, which we
further discuss in Section 8.
Another important facet of this complex problem is the

ethical tradition of researchers and subjects’ culture in dif-
ferent countries [64]. Traditionally, US and UK scientists are
more utilitarian in which the value of the research being
done justifies the potential ethical risks associated, whereas
their European counterparts favor a more deontological view,
i.e., it favors moral values as well as rules before weighing
and considering the outcome. Regarding subjects that in
some studies may be from several countries, such as those
using OSN data, their personal and cultural understanding
and assumptions on privacy are ambiguous, contested and
changing [64]. That is, given this vast combinatorial of cul-
tural understandings and expectations regarding privacy and
its associated risks, a cautious and preventive approach is
undoubtedly beneficial in helping guide future scientific (and
possibly commercial) efforts using personal location data.
There are, however, a series of steps human mobility re-

search can follow in order to safeguard subjects’ privacy as
well as scientific and general public’s trust on what is being
studied. Even though these actions often require additional
intricate effort from researchers, we observe an increase in
its adoption by publication outlets. These include: (a) reviews
from ethical review boards (or institutional review board,
ERB/IRB), with these reviews/assessments being required to
be independently verifiable (e.g., with a protocol number); (b)
including comprehensive ethical statements, where the pos-
sible vulnerability of and harm to subjects is discussed, and
what might have been the expectations of users of a studied
service when interacting with it; (c) whether or not informed
consent was given to the specific study being conducted, be-
yond the terms and services of that platform providing the
location data; and finally overall; and (d) what was done
to minimize risk for subjects, given all that has been dis-
cussed thus far. In the next section we review how, in the
past, research papers have addressed some of the outstanding
challenges human mobility faces regarding ethics, followed
by a discussion on how we believe this should be done in
the future.

7 ETHICAL CONSIDERATIONS IN THE
LITERATURE

In this section we discuss how human mobility research
papers dealt with some of the ethical aspects presented in
the previous section. We present numbers based on a review
of 118 papers from CS and general sciences, published from
1998 and 2022, which used individual location data, totalling
149 datasets (i.e., papers could contain multiple sets). In all
cases, we consider only the first publication to include a given
dataset (see § 4), and a basic of description of all papers is
presented in Table 2.
We begin by making a distinction between datasets col-

lected deliberately for a study and those which were shared
with researchers through an agreement. From all datasets,
one in four (37, or 24.8%) were collected deliberately, as an
integral part of the study. Additionally, sets covering larger
areas, or that were collected more recently, or sets with
larger subject counts showed a lower likelihood of a delib-
erate collection effort. This could, in part, be explained by a
predominant use of CDR and OSN/Web based data in recent
years, as depicted in Figure 1, as those sources often capture
location data for basic operations, such as billing, and which
are then repurposed for mobility research.

Data sharing remains the exception, understandably.While
data sharing has grown in importance for reproducing and
validating existing results or fostering new research, privacy
concerns and NDA’s often prevent any data being shared.
From all sets, one in ten (16, or 10.7%) were shared in either
their original form or modified along with the paper (e.g.,
[91, 101]). However, we note that, in some cases, authors
provide the contact of the data provider stating that those
sets could still be retrieved upon agreement.
In some cases, papers took deliberate actions to protect

subjects privacy, beyond anonymizing user identifiers one
single time. For that, we identified one in 15 (10, or 6.7%) of
sets received extra steps, with no clear distinction between
CS and general sciences. Additionally, we note that such mea-
sures became more common in more recent papers. Exam-
ples of such mitigating measures include spatial aggregation
(e.g., [9, 26, 92, 100]) where records per individual are still
available but the spatial resolution is reduced, similarly with
temporal aggregation (e.g., [103]) where records are grouped
in large time slices, and periodical changes in user identifiers
(e.g., [75]). It is worth noting that only some papers state
what might be clear, that “obeying data privacy regulations
is important when analyzing mobile phone usage data”, and
after explaining what was done conclude that “thereby the
local regulations have been met and the recommendations of
the GSMA, the alliance of mobile phone providers have been
followed.” [75]
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Table 2: Papers surveyed. Year published, if Deliberate privacy was considered, if an ethical Statement was present,
if an IRB approval was present, if subjects gave Consent to the exact terms of the study, and which data Sources
were used. Sources: W - Wi-Fi; T - Telco; B - Bluetooth; O - Online Social Networks; S - Smartcards; E - Web Services;
C - Credit Card Records. (● - Yes; ❍ - No)

Paper Year Deliberate Statement IRB Consent Sources
[94] 1998 ❍ ❍ ❍ ❍ W
[144] 1999 ❍ ❍ ❍ ❍ W
[145] 2000 ❍ ❍ ● ❍ W
[81] 2002 ❍ ❍ ❍ ❍ W
[90] 2002 ❍ ❍ ❍ ❍ W
[150] 2003 ❍ ❍ ❍ ❍ W
[20] 2003 ❍ ❍ ❍ ❍ W
[76] 2004 ❍ ❍ ❍ ❍ W
[39] 2004 ● ❍ ❍ ❍ W
[129] 2004 ● ❍ ❍ ❍ W
[105] 2005 ❍ ❍ ❍ ❍ W
[59] 2005 ❍ ● ❍ ● T
[158] 2005 ❍ ❍ ❍ ❍ W
[80] 2005 ● ❍ ❍ ● B
[35] 2007 ● ❍ ❍ ● B
[121] 2008 ❍ ❍ ❍ ❍ G
[6] 2008 ❍ ❍ ❍ ❍ W
[70] 2008 ❍ ❍ ● ❍ T
[136] 2009 ❍ ❍ ❍ ❍ T
[147] 2009 ❍ ❍ ❍ ❍ T
[58] 2009 ● ❍ ❍ ● T
[43] 2009 ❍ ❍ ❍ ❍ O
[44] 2010 ❍ ❍ ❍ ● G
[42] 2010 ❍ ❍ ❍ ❍ O
[119] 2010 ❍ ❍ ❍ ❍ T
[135] 2010 ❍ ❍ ❍ ❍ T
[85] 2010 ❍ ❍ ❍ ❍ T, G, W, B
[115] 2010 ❍ ❍ ❍ ❍ T
[89] 2011 ❍ ❍ ❍ ❍ T
[17] 2011 ❍ ❍ ❍ ❍ T
[26] 2011 ● ● ❍ ❍ T
[95] 2011 ● ● ❍ ● S
[128] 2011 ❍ ❍ ❍ ❍ O
[83] 2011 ● ● ❍ ❍ T
[116] 2011 ❍ ❍ ❍ ❍ T
[114] 2011 ❍ ❍ ❍ ❍ T
[106] 2011 ❍ ❍ ❍ ❍ W
[40] 2011 ❍ ❍ ❍ ❍ O, T
[38] 2011 ❍ ❍ ❍ ❍ O
[123] 2012 ❍ ● ❍ ❍ O
[96] 2012 ❍ ❍ ❍ ❍ S
[45] 2012 ❍ ❍ ❍ ❍ T
[30] 2012 ❍ ● ❍ ❍ T
[107] 2012 ❍ ❍ ❍ ❍ O
[120] 2012 ❍ ❍ ❍ ❍ T
[54] 2012 ● ❍ ❍ ● G
[12] 2012 ❍ ❍ ❍ ❍ O
[169] 2012 ❍ ❍ ❍ ❍ T
[124] 2012 ❍ ❍ ❍ ● G
[171] 2012 ❍ ❍ ❍ ❍ S
[133] 2012 ❍ ❍ ❍ ❍ T
[99] 2012 ❍ ❍ ❍ ❍ T
[27] 2013 ❍ ❍ ❍ ❍ S
[137] 2013 ❍ ❍ ❍ ❍ G
[100] 2013 ● ❍ ❍ ❍ T
[46] 2013 ❍ ❍ ❍ ❍ T
[142] 2013 ❍ ❍ ❍ ❍ S
[25] 2013 ❍ ● ❍ ❍ T
[117] 2013 ❍ ❍ ❍ ❍ T

Paper Year Deliberate Statement IRB Consent Sources
[170] 2013 ❍ ❍ ❍ ❍ E
[179] 2013 ❍ ❍ ❍ ❍ S
[162] 2014 ● ● ● ❍ W
[167] 2014 ● ● ● ● G
[140] 2014 ● ● ● ● G
[49] 2014 ❍ ❍ ❍ ❍ T
[181] 2014 ❍ ● ❍ ❍ T, S
[141] 2014 ❍ ❍ ❍ ❍ S
[163] 2015 ❍ ❍ ❍ ❍ T
[112] 2015 ❍ ❍ ❍ ❍ T
[97] 2015 ❍ ❍ ❍ ❍ O
[23] 2015 ❍ ❍ ❍ ❍ T
[155] 2015 ❍ ❍ ❍ ❍ T
[88] 2015 ❍ ● ● ❍ O
[87] 2016 ❍ ❍ ❍ ❍ T
[50] 2016 ❍ ❍ ● ❍ T
[160] 2016 ● ● ● ● G
[110] 2016 ❍ ❍ ❍ ❍ T
[77] 2016 ❍ ❍ ❍ ❍ O
[151] 2016 ❍ ❍ ❍ ❍ O
[153] 2017 ● ❍ ❍ ❍ T
[102] 2017 ❍ ● ● ❍ T
[161] 2017 ● ❍ ❍ ● G
[173] 2017 ❍ ❍ ❍ ❍ E, T
[180] 2017 ❍ ❍ ❍ ❍ G
[15] 2017 ● ❍ ● ● G
[10] 2017 ❍ ❍ ❍ ❍ T
[86] 2017 ❍ ❍ ❍ ❍ T
[34] 2017 ❍ ❍ ❍ ❍ W
[33] 2017 ❍ ❍ ❍ ❍ T
[8] 2017 ● ● ● ● G
[9] 2018 ● ● ● ● G
[168] 2018 ● ❍ ❍ ❍ T
[174] 2018 ❍ ❍ ❍ ❍ T
[166] 2018 ❍ ❍ ❍ ❍ O
[36] 2018 ❍ ❍ ❍ ❍ T
[60] 2018 ❍ ❍ ❍ ❍ T
[11] 2018 ❍ ❍ ❍ ❍ W
[125] 2018 ❍ ❍ ❍ ❍ T
[78] 2018 ❍ ❍ ❍ ❍ S
[61] 2018 ❍ ❍ ❍ ❍ O, E, T
[51] 2018 ❍ ❍ ❍ ❍ C, T
[148] 2019 ● ❍ ❍ ❍ G, T
[41] 2019 ❍ ❍ ❍ ❍ G
[157] 2019 ● ❍ ❍ ❍ G
[165] 2019 ● ● ● ❍ T
[75] 2020 ● ● ❍ ❍ T
[103] 2020 ● ● ● ❍ T
[69] 2020 ❍ ❍ ❍ ❍ T
[92] 2020 ● ● ● ❍ E
[7] 2020 ❍ ● ● ❍ E
[67] 2020 ❍ ● ● ❍ T
[175] 2020 ❍ ❍ ❍ ❍ E
[176] 2021 ● ● ● ● E
[131] 2021 ❍ ● ❍ ❍ E
[84] 2021 ● ❍ ❍ ● G
[79] 2021 ❍ ❍ ❍ ❍ O
[172] 2021 ● ❍ ● ● G
[98] 2022 ❍ ❍ ❍ ❍ S
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As discussed previously, beyond the use of user identi-
fiers, subjects can be de-anonymized through other bits of
information, such as the places they visit, the schedule they
follow, and their social network. Therefore, approaches can
be taken to minimize the availability of such information,
which in many cases still allows the same research questions
to be answer. One of these approaches is a periodic change
of anonymized identifiers per subject (e.g., daily), which was
observed in only one in 16 (9, or 6.0%) of the datasets we
observed. Knowing the home of a subject (or approximate
location) can provide unicity to a subject and in six out of
seven (126, or 84.6%) of sets this information was present but
only in a third (47, or 37.3%) of those that information was ac-
tually used. Similarly, information on other places, schedule
and social network was available in 137 (91.9%), 147 (98.7%)
and 145 (97.3%) of datasets respectively, out of which were
only used in 61 (44.5%), 61 (41.5%) and 37 (25.5%) respectively.
These numbers highlight the availability of information past
mobility research had access to which was not needed in
some way, and therefore could have been left out during the
data collection process. These extra cautionary steps taken
in future research may help with public opinion and trust.

Given all the extra data available to researchers, any form
of pre-processing beyond the change in identifiers is our
next observation. For that, only one in 15 (10, or 6.7%) of
sets went through some kind of pre-processing done, out
of which three out of five (6, or 60.0%) had their methods
clearly explained and nine in ten (9, or 90.0%) clearly stated
who performed those extra steps. Once again, these extra
bits of information help not only other researchers better
understand what was done, but more importantly help as-
sure public trust on the true aims and practices of mobility
research.
Another important aspect of this analysis is how papers

dealt with ethics. Even though ERB/IRB are not mandatory
in most of the outlets we studied, one in six (24, or 16.1%) of
papers had an IRB statement. Out of these studies, only one
([102]) provided a protocol which allows for an independent
verification of that approval.

Informed consent. Given the importance of informed con-
sent previously discussed (§ 6), we report that one in eight
(19, or 12.8%) of the listed papers declared having received
authorization from subjects to perform the study being pre-
sented. This goes with how people expect their data being
used in accordance with the terms and services they sign
before using a service, that is, an OSN user will agree in hav-
ing their data being stored and processed to be used by the
platform providing them the services, not some third party
trying to understand changes in mobility. In most cases when
consent was given, papers describe consent being given for a
particular study, e.g., “All users of Locaccino, regardless of how

they were recruited, gave informed consent to participate in
the study work” [44]. There are, however, exceptional cases
in which a double-consent was requested to cover not only
the data collection but also the specifics of the study, e.g.,
“Therefore, YJ performed a double consent process, where the
users who have given their consent to the usage of location
information and web search queries were asked again, if they
wish to provide their consent to be included in the [COVID19]
dataset.” [177].

8 OUTLOOK ON HUMAN MOBILITY
RESEARCH USING INDIVIDUAL DATA

In this paper, we surveyed 118 papers dating back over 20
years with the goal of reviewing how individual mobility
data were used, and how methods and results were com-
municated with special attention to privacy and ethics. We
now conclude with a series of final remarks, pushing for a
future with more accountability, protecting the trust of sub-
jects, researchers and the general public to avoid a tragedy
of the data commons [178]. Given all the data and methods
reviewed in this paper, we summarize a series of ideas and
guidelines networking research using personal data could
follow in the upcoming years. We do not focus on the ex-
act steps to achieve those goals, but we leave those to the
community to decide.

IMC ethical considerations. Ethical concerns have been
part of network measurement community (especially IMC)
for long [52]. Ethical statements are required by several sci-
entific outlets, such as those under SIGCOMM [72], typically
in the form of a required section where ethical considera-
tions are discussed [113], and more recently, requiring that
the IRB review application form be submitted along with
the manuscript. Furthermore, the inclusion of ethics course
as an integral part of Computer Science curricula have also
been extensively discussed over the years [63, 127], foster-
ing a growing ethical ethos among scientists. Therefore, we
believe the mindset of ethically doing research with personal
data should be present from the initial steps of any investi-
gation endeavour, similar to the moral philosophy discussed
by Bietti [28] for the tech industry. However, as we have
highlighted with our review, a significant number of papers
do not include ethical discussions even amongst recent work,
let alone consider IRB reviews which need to happen a priori
(i.e., need to be considered even before a submission, not
only once this is accepted). We also find in our review that the
definitions of “ethics” and “personal data” have evolved over
time. Methods to ask for consent have becomemore minimal-
ist (and often implicit) so as to not inhibit a user’s “quality-
of-experience”. Simultaneously, we observe that the ethical
boundaries of large-scale (or in-the-wild) measurements are
only known implicitly to researchers already well-versed
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with the field. Lets take, for example, research in conducting
Internet-wide scans. While there is plethora of work easily
accessible via quick search on tools and methods to perform
IP scanning [68]; reports on best scanning practices [53],
ownership within the context of Internet [52] and guide-
lines for designing ethical scanning methodologies [56] are
much less popularly known and sought after. Additionally,
we believe a minimalist and careful handling of personal
data must be practiced at all steps of the scientific process.
This cautionary approach, combined with higher clarity in
describing how data were used, and higher accountability
are of paramount relevance for a clearer implementation of
ethics in research. That is, a call for the wider adoption of
the intrinsic values of ethics over the instrumental ones [28],
where in the former ethics is seen as a commitment to a
process while in the latter ethics is simply a means to an end
(e.g., fulfill requirements in a document being written). IRB
reviews should be followed, and if they fail, then a redesign
of the study is needed. Conferences should require a copy of
the IRB check, as it is already done at IMC and other outlets.

Scientific Data Sharing Amongst the issues discussed, we
believe this is one the hardest to meaningfully address with
assertive measures. While on the one hand data sharing is of
significant importance to the validation and reproducibility
of research [47], on the other hand protecting the privacy
of subjects prevents sets being shared in their original form.
Current solutions require at least some level of differential
privacy (see 5.2) to be met, which results in loss of informa-
tion, or sharing some kind of synthetic dataset, which may
still hold valuable information about the original subjects
or render significantly different results from those present
in the original work. Restricting research to use only share-
able data are likely not the solution either. That is, limiting
papers from being published only with data that have been
fully anonymized and which could be shared, even under
any strong NDA, cannot be a solution as it may hinder sci-
entific development. To the problem of sharing data while
protecting subject’s privacy, no single rule shall be applied
and the work of ethical review boards, once more, becomes
even more relevant.

Ethical statements A comprehensive and thorough ethical
statement must be present in all research done using indi-
vidual data. While in some venues this is the norm, there
are still outlets which do not enforce this as a requirement.
Note, however, that is not an invitation for the inception of
“ethics wash” [28] (i.e., whitewash) in our community, where
statements will be written only to fulfill a given requirement
using boilerplate sentences, hiding the fact that no particu-
lar attention was paid to ethics or privacy. That is, ethical
statements should not be used to cover up for bad behavior
or any form of wrongdoing.

The explicit consent dilemma As we have shown, publi-
cation are using larger pools of subjects and using a growing
variety of data sources. Therefore, it is naïve to expect stud-
ies with hundreds of millions of subjects will get explicit
consent from every single subject, when for example, not all
questions are known a priori, as previously discussed in the
Menlo Report [18]. While no alternatives for better data gov-
ernance are put in place it is the researcher’s responsibility
to take all cautionary steps to ensure the privacy of subjects
is preserved, that all the steps taken to process and analyze
those data are clearly described, and that the benefits of their
research are clearly communicated for all audiences.
Ethics check committee at conferences and journals
Similar to the already existing reproducibility checks, con-
ferences and journals could implement an ethics check com-
mittee, responsible for double-checking whether essential
ethics guidelines were followed (e.g., ethical statement, IRB
approval, informed consent). This would be available for any
paper containing personal data, and as its reproducibility
counterpart, would not affect the acceptance likelihood of
the work. We hypothesize this opt-in solution could create
incentives for authors to behave more ethically, and make
that clear on their manuscripts, without stringent measures
that could hinder scientific development in the short term.
Amodel for better individualmobility data governance
In order to get around some of the issues discussed in this
paper, we believe better traceability and accountability are
plausible alternatives, but we leave the exact details of im-
plementation for the community to decide. Regardless of the
architecture of such solution, this system would be respon-
sible for collecting, filtering, aggregating and sharing these
data with internet services interested in using that informa-
tion. These data points could include readings from sensors
(accelerometers, GPS), contextual physical information such
as proximity to others through Bluetooth, as well as online
behavior. Users would then have the choice of whether or
not any of those data are collected, how and if they should
be aggregated or filtered, before being shared. Researchers
could, in turn, publish calls for data, explaining in details
their objectives and data are needed. This system could also
work as a bookkeeper to all accesses to a subject’s data, as
well as whenever the original data are finally deleted, ensur-
ing better accountability and possibly wider availability of
data for research studies.
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