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ABSTRACT

The rapid evolution of large language models such as GPT-4 Turbo represents an impactful paradigm
shift in digital interaction and content engagement. While these models encode vast amounts of
human-generated knowledge and excel in processing diverse data types, recent research shows that
they often face the challenge of accurately responding to specific user intents, leading to increased user
dissatisfaction. Based on a fine-grained intent taxonomy and intent-based prompt reformulations, we
analyze (1) the quality of intent recognition and (2) user satisfaction with answers from intent-based
prompt reformulations for two recent ChatGPT models, GPT-3.5 Turbo and GPT-4 Turbo. The results
reveal that GPT-4 outperforms GPT-3.5 on the recognition of common intents, but is conversely
often outperformed by GPT-3.5 on the recognition of less frequent intents. Moreover, whenever the
user intent is correctly recognized, while users are more satisfied with the answers to intent-based
reformulations of GPT 4 compared to GPT-3.5, they tend to be more satisfied with the answers of the
models to their original prompts compared to the reformulated ones. Finally, the study indicates that
users can quickly learn to formulate their prompts more effectively, once they are shown possible
reformulation templates.

Keywords large language models, ChatGPT, user study, intent recognition, prompt reformulation, intent taxonomy,
human-AI interaction

1 Introduction

Generative AI models, especially those handling language and vision, are rapidly evolving. Models like OpenAI’s
GPT-4 Turbo [OpenAI et al., 2023, OpenAI, 2023] and Google’s Gemini [DeepMind, 2023] are at the forefront of this
evolution, impacting how we interact with digital content and services. At the heart of this development are Large
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Language Models (LLMs). With human-like text processing, generation, and reasoning capabilities, LLMs have broad
applications ranging from creative content generation to complex problem-solving [Brown et al., 2020, Romera-Paredes
et al., 2023]. The incorporation of human feedback and reinforcement learning in the training of LLMs, such as those
used in ChatGPT, has further improved the alignment of these models with societal norms and goals [Ouyang et al.,
2022, Lee et al., 2023]. Similarly, models like Google’s PaLM [Chowdhery et al., 2022, Anil et al., 2023] and Meta’s
LLaMA [Touvron et al., 2023a,b], together with open-source variants Vicuna [Zheng et al., 2023] and Alpaca [Taori
et al., 2023], represent parallel advances in the field.

LLMs have already had impact in diverse sectors such as healthcare [Chintagunta et al., 2021, Enarvi et al., 2020],
finance [Dowling and Lucey, 2023], journalism [Pavlik, 2023], and creative writing [Yuan et al., 2022, Seßler et al.,
2023]. Notably, they have also contributed to scientific discoveries [Romera-Paredes et al., 2023], despite serious
challenges in areas like mathematical reasoning [Imani et al., 2023], student error detection [Bewersdorff et al., 2023],
and mitigating hallucinations in outputs [Ji et al., 2023, Azamfirei et al., 2023, Zhang et al., 2023, Manakul et al., 2023].
Efforts towards enhancing explainability are underway to foster trust and reliability in these models [Wu et al., 2023a].

Building on the foundations of LLMs, multimodal generative AI models have further expanded the scope to encompass
visual, auditory, and other sensory data [Alayrac et al., 2022, Zhu et al., 2023, Huang et al., 2023, Ye et al., 2023, Li
et al., 2023, Maaz et al., 2023, Driess et al., 2023, Chen et al., 2023, Su et al., 2023, Wu et al., 2023b, Shen et al., 2023].
Hence, the capabilities of LLMs to reason over natural language are essential for many of the recent breakthroughs
in generative AI, such as NExT-GPT [Wu et al., 2023c], OpenAI’s GPT-4 Vision, GPT-4 Turbo, Google’s Gemini,
and Apple’s Ferret [OpenAI et al., 2023, DeepMind, 2023, You et al., 2023]. Such advancements, coupled with other
deep learning and explainability techniques [Borisov et al., 2022, Rombach et al., 2022], can potentially revolutionize
science [Wong et al., 2023] and society.

Trained on extensive human-generated datasets and various web corpora, LLMs encode a vast amount of knowledge
and excel in processing and reasoning tasks over text. Yet, the effectiveness of their responses strongly depends on
accurately inferring the user’s intent, which is typically conveyed implicitly in the prompt. Accurately discerning and
categorizing user intents in prompts poses considerable challenges for LLMs, which are mainly related to the inherent
ambiguity, variability, or the clarity of the used language, cultural and contextual subtleties, as well as evolving user
expectations. A recent study [Kim et al., 2023] highlighted a frequent source of user dissatisfaction with ChatGPT: its
occasional failure to understand user intentions. The authors further observed that users often lack effective strategies to
mitigate this dissatisfaction. Moreover, it was noted that users with a limited understanding of LLMs tend to experience
greater dissatisfaction and are less proactive in addressing these challenges.

In this paper, we explore the hypothesis that enhancing the understanding of a user’s specific intent in their prompt can
significantly improve the quality of responses generated by Large Language Models (LLMs). This assumption finds
substantial backing in the recent advancements in natural language processing methodologies, notably the Chain-of-
Thought, Tree-of-Thought, and Graph-of-Thought techniques [Wei et al., 2022, Yao et al., 2023, Besta et al., 2023].
These approaches emphasize the importance of contextual and hierarchical understanding in processing user queries.
To systematically approach this hypothesis, we first establish a comprehensive taxonomy of potential user intents. This
taxonomy is carefully crafted, taking into account the distinct requirements of different intent types and integrating
insights from recent scholarly work on intent categorization[Dang et al., 2022, Shah et al., 2023] and well-established
intent categories from information retrieval [Azad and Deepak, 2019].

Our study then proceeds in two critical phases. First, we evaluate recent LLM versions, namely GPT-3.5 and GPT-4,
to determine their proficiency in accurately recognizing the intent behind user prompts. We expect more recent LLM
versions to outperform older ones on this task. This aspect is crucial, as the correct identification of intent is foundational
to providing relevant and accurate responses. The second phase of our study focuses on the ramifications of prompt
reformulation. Here, we explore whether accurately recognizing and then reformulating a user’s prompt to better
mirror their intended query leads to an enhancement in the quality of the LLM’s responses. This phase is particularly
focused on evaluating the response quality from the perspective of user satisfaction and relevance, thereby addressing a
significant aspect of human-computer interaction in the realm of natural language understanding. This approach not
only provides insights into the current capabilities of LLMs in intent recognition but also sheds light on the potential
benefits of prompt reformulation in enhancing user experience.

In summary, our work provides the following contributions:

1. The development of a taxonomy of potential intents in conversational contexts.

2. Assessment of the intent recognition proficiency of GPT-3.5 and GPT-4 based on a user study.

3. Exploration of the impact of prompt reformulation on response quality, focusing on user satisfaction and
relevance in conversational context.
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4. Insights into LLM capabilities and the potential of prompt reformulation to enhance user experience.

5. An extensive data set including an overview of our user study is published on GitHub for research purposes.

Section 2 presents existing literature on intent recognition and prompt optimization. We introduce our intent taxonomy
in Section 3, laying the groundwork for the user study in Section 4. The results of the study are presented and discussed
in Section 5, before concluding in Section 6.

2 Related Work on Intent Recognition in User Prompts and Prompt Optimization

Effectively understanding user prompts is crucial for better interaction with LLMs. This section covers two key
aspects of related works in this context: first, intent recognition in user prompts, reviewing methods and classifications
developed to understand the user’s intent in the LLM context; and second, prompt optimization, focusing on the latest
techniques in prompt engineering to improve user-model interactions. These two research directions are important to
emphasize the complex interplay between the user’s intent and the model’s response.

Intent recognition in user prompts: The field of Information Retrieval (IR) has thoroughly examined the concept
of intent, leading to various methodologies for understanding and representing it. Search intent classification enables
systems to better understand and respond to user objectives. A number of these classifications have been suggested in
the literature [Broder, 2002, Jansen et al., 2007], and taxonomies were developed through iterative processes, primarily
involving the manual analysis of search log data. Common categories identified from these logs include: navigational,
informational, transactional, browsing, and resource-seeking intents. However, with the advent of LLMs, the types and
dynamics of user interactions are evolving, particularly in terms of content generation as opposed to traditional search
methods. Consequently, there is ongoing research into new intent classifications tailored to represent intents in these
specific interaction contexts. Our research builds upon a recent work [Shah et al., 2023], where the authors introduced
an LLM-based approach with human-in-the-loop to generate intent taxonomies.

Our work significantly advances [Shah et al., 2023] and introduces a detailed and nuanced taxonomy of user intents
specifically tailored to capture the evolving landscape of user interactions with multimodal LLMs.

Prompt optimization An emerging field in natural language processing is prompt engineering, which focuses on
designing and optimizing prompts to effectively interact with and guide LLMs. Various techniques have been developed
in this domain to enhance the quality of interactions [Liu et al., 2023]. Prompt engineering explores adding text or
vectors to inputs and outputs of LLMs to streamline interactions without altering the core parameters of the model,
offering thus an efficient alternative to traditional fine-tuning in scenarios with limited data [Min et al., 2023]. Such
prompting strategies are pivotal in models like the GPT series, emphasizing instructions and demonstrations, and in
template-based learning, where examples are integrated into natural text formats [Min et al., 2023]. Furthermore, zero-
and few-shot learning have emerged as powerful strategies in prompt engineering. Zero-shot learning involves crafting
prompts that enable the model to generate useful responses without prior examples, relying solely on pre-trained
knowledge. In contrast, few-shot learning involves providing a few examples within the prompt, guiding the model
to understand the task context and desired response format. This technique has shown remarkable effectiveness in
adapting models to new tasks with minimal examples. Several works have recently focused on few-shot prompting
techniques, particularly to improve the reasoning capabilities of LLMs, such as the Chain-of-Thought [Wei et al., 2022],
Tree-of-Thoughts [Yao et al., 2023], or Graph-of-Thoughts prompting [Besta et al., 2023].

Another technique to significantly improve the quality of user interactions and enhance user experiences during
interactions with LLMs is prompt optimization through reformulation [Wang et al., 2023]. By automating the process
of prompt refinement, such strategies ensure higher accuracy and contextual appropriateness of the responses of LLMs.
One fundamental approach in this context is templating, where prompts are structured in a consistent format to elicit
specific types of responses. This method relies on careful wording and phrasing to guide the model towards the desired
output.

Additionally, using context reiteration and clarification in prompts has proven effective. By repeating or rephrasing
key parts of the prompt, the clarity and focus of the model’s responses can be significantly enhanced [Dang et al.,
2022]. Lastly, incorporating explicit instructions or constraints within prompts has been employed to direct the model’s
responses more precisely, ensuring adherence to specific guidelines or objectives.

Bridging these techniques with the focus of our work, we explore the effect of prompt optimization based on intent
recognition from user prompts on user satisfaction.

3
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3 Towards a Comprehensive and Fine-grained Taxonomy of Intents in User Prompts

Taxonomies have historically played an important role in information retrieval and knowledge representation, especially
for the systematic organization of large volumes of information, providing a standardized classification across various
systems [Medelyan et al., 2013]. A clear hierarchical structure can simplify search and discovery and facilitate
understanding of contextual relationships between concepts. Along similar lines, in this section, we introduce a
comprehensive and fine-grained taxonomy of user intents to address current limitations of user interactions with LLMs,
specifically the user dissatisfaction [Kim et al., 2023] when LLMs fail to accurately interpret user intentions.

3.1 Important Characteristics for an Effective Intent Taxonomy

An effective taxonomy for guiding intent-based interactions with LLMs must have certain key features [Shah et al.,
2023]. First, it should provide a comprehensive intent coverage that encompasses a wide range of user intents, from
factual queries to personal and creative interactions. Such comprehensive coverage is critical to accurately identify the
intent behind user queries and enable LLMs to provide relevant and targeted responses. Second, the taxonomy should
provide a clear, precise, and consistent categorization of intents. This clarity and precision are critical to extracting the
most appropriate and accurate responses from LLMs. Finally, it is essential to have the taxonomy that is versatile and
applicable across various applications and use-cases, ranging from technical and educational contexts to personal
and artistic interactions. This versatility is key to expanding the user-centered utility of LLMs in different domains.

3.2 A Fine-Grained Intent Taxonomy

In line with the above characteristics, informed by related work [Shah et al., 2023], and current trends in human-
AI interactions [Kumar, 2023, Fishkin, 2023], we have identified eight intent categories, each comprising three
subcategories. This structure results in 24 fine-grained intents, as detailed in Table 1.

User interactions with LLMs are multifaceted, reflecting a wide spectrum of needs and purposes. To bring structure
into this wide and diverse spectrum of purposes, the authors of a recent work [Shah et al., 2023] have conducted a user
study and introduced an initial intent taxonomy specifically for user prompts in LLMs, which comprises five primary
categories: Information Retrieval, Problem-Solving, Learning, Content Creation, Leisure, and Other. Building upon
this foundation and on recent trends in the categorization of user tasks and chat messages in conversations between
humans and LLM-based assistants [Fishkin, 2023, Kumar, 2023], we have derived a more detailed and comprehensive
taxonomy, in which the identified intents are in alignment with the desired characteristics presented above. This
taxonomy organizes user intents into eight distinct categories: Informational, Problem-Solving, Creative, Educational,
Personal Interaction, Technical and Professional, Transactional, and Ethical and Philosophical Intents. Each category
includes a range of specific intents, from factual queries and problem-solving assistance to creative ideation, personal
advice, technical guidance, and moral inquiries. The key characteristics outlined earlier have guided the choice of
detailed and fine-grained intent classes. Hence, our taxonomy is designed not only to improve the precision and
relevance of LLM responses, but also to offer deeper insights into the diverse and evolving nature of user needs and
interactions with AI in digital settings.

4 User Study for the Analysis of Intent Recognition and Intent-Based Prompt
Reformulation

To evaluate the accuracy of intent recognition and the effect of intent-based prompt reformulation on user satisfaction,
we designed and conducted a three-phase user study as described in the following subsections. More details can also be
found in the Appendix.

4.1 User Study Phase 1: Quality of Intent Recognition by State-of-the-Art LLMs

The first phase of the user study was devoted to assessing the accuracy of intent recognition by comparing two
different LLMs, namely GPT-3.5 Turbo (i.e., gpt-3.5-turbo-1106) and GPT-4 Turbo (i.e., gpt-4-1106-preview), in a
between-subjects design fashion. For the sake of readability, in the remaining of this paper, we refer to these models as
GPT-3.5 and GPT-4, respectively. We selected these models as they currently represent the most widely used LLMs
available, both in their free versions and paid subscriptions, across different application domains. This comparison
aimed to uncover how advances in model architecture might impact user experience in real-world scenarios. In this
part of the user study, the participants were introduced to conversational contexts extracted from a publicly accessible
dataset [Lhoest et al., 2021] and were asked to continue these dialogues.The underlying LLM analyzed the user’s
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Table 1: Taxonomy of Intent Types for User Prompts to MFMs.
Intent Type Fine-granular Intent

Informational
Intent

• Factual Queries: Requests for specific facts or data

• Explanatory Inquiries: Explanations or clarifications about concepts, events, phenomena

• Tutorial Requests: Step-by-step instructions or guidance

Problem-
Solving
Intent

• Troubleshooting Assistance: Diagnose and resolve issues or problems

• Decision Support: Assistance in decision-making through insights, comparisons, evaluations

• Planning and Organization: Aid in planning events, organizing tasks, or managing projects

Creative In-
tent

• Idea Generation: Inspiration or ideas for creative projects

• Content Creation: Help in writing, visually representing, or designing original content

• Artistic Exploration: Exploration of artistic styles, techniques, historical art contexts

Educational
Intent

• Learning Support: Assistance with understanding educational material or concepts

• Skill Development: Guidance on developing specific skills or competencies

• Curricular Planning: Help in designing or choosing educational curricula or courses

Personal In-
teraction In-
tent

• Conversational Engagement: Dialogue for entertainment, companionship, interaction

• Personal Advice: Advice on personal matters or life decisions

• Reflection and Insight: Help in self-reflection, personal growth, or to gain insights into certain
behavior or thoughts

Technical
and Profes-
sional Intent

• Technical Guidance: Assistance with technical tasks, coding, or problem-solving in a profes-
sional context

• Business and Career Advice: Guidance on business, career choices, or professional develop-
ment

• Industry-Specific Inquiries: Requests for information or assistance specific to certain indus-
tries or professional fields

Transactional
Intent

• Service Utilization: Requests to use specific functionalities of the model (e.g., language
translation, summarization)

• Data Processing: Help in processing, analyzing, or visualizing data

• Task Automation: Inquiries about automating tasks or workflows

Ethical and
Philosophi-
cal Intent

• Moral and Ethical Queries: Questions about ethical dilemmas, moral principles, or philo-
sophical theories

• Societal and Cultural Inquiry: Exploring societal, cultural, or historical topics

• Existential Questions: Delving into existential themes or abstract philosophical questions

prompt to recognize their intent based on the taxonomy introduced in Table 1. The participants were then asked whether
they agreed with the intent category identified by the LLM In cases where participants disagreed with the detected
intent, they were asked to select a more suitable category from our intent taxonomy, as detailed in Table 1. This process
was repeated ten times for various conversational contexts. An exemplary conversation from the user study is provided
in the Appendix 7.1.

4.2 User Study Phase 2: Effect of Intent-based Prompt Reformulation on User Satisfaction

The primary objective of the second phase of our user study was to assess how well the LLMs’ responses, both to
the original and reformulated user prompts, align with user preferences. Following the first phase, which assesses the

5
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Figure 1: Overview of the proposed prompt reformulation framework, visual summary of Algorithm 1.

intent recognition process, in the second phase of the study, each participant was presented with two distinct responses
to their prompt. The underlying LLM generated one of the responses directly from the original user prompt, while
the other response was generated based on the reformulated user prompt aligning with the correctly identified intent
category, as presented in the following Table 2. To maintain objectivity in participant responses, the participants were
blind to the answer options, and the presentation order of responses was randomized. Furthermore, to mitigate bias
associated with the length of answers, both responses were kept to approximately the same length. Participants were
then asked to choose the more suitable or preferable response. This phase of the user study not only facilitated in-depth
analysis of the ability of LLMs to accurately recognize the user’s intent but also provided insights into user preferences
regarding AI-generated responses, both in their original and reformulated states. A detailed description of the prompt
reformulation based on intent classification is provided in the following subsections.

4.2.1 Prompt Reformulation through Intent Classification

Advanced generative AI systems are trained on vast text corpora and can reason and generate responses across various
topics and scenarios. Hence, the main challenge is not including more knowledge into such systems, but rather precisely
extracting the most pertinent and accurate responses to user prompts. Recent research on prompt reformulation often
argues that conventional direct querying methods often fall short of leveraging the full potential of LLMs, leading to
responses that, while correct, may not fully align with the user’s intent or context. Thus, the intent-based reformulation
strategy for our user study aims to investigate the link between the user’s intent, the conversational context, and the
available LLM knowledge. Figure 1 and Algorithm 1 present our prompt reformulation strategy.

As depicted in Algorithm 1, the framework begins by allowing the LLM (M ) to preprocess the user’s prompt (P ) to
ensure linguistic correctness, followed by the intent classification of the refined prompt (P ′) using M . This process
involves asking M to categorize P ′ based on predefined intent types from Table 1. The next step is to retrieve a concise
summary of the conversational context (C) from M . Subsequently, a suitable template (T ) for the identified intent is
selected from a set of predefined templates from Table 2. This template is then tailored to incorporate the conversational
context C, forming a new, context-enhanced template (T ′). The final step involves reformulating the user prompt using
T ′, resulting in a reformulated prompt that is then used by the LLM M to generate a response. This approach ensures
that the user’s original intent is captured more accurately in a realistic, contextually relevant manner.

Algorithm 1: User Prompt Reformulation Framework (LLM M , Prompt P )
Procedure ReformulateUserPrompt (P)

P ′ ← PreprocessPrompt(M,P ) ; // Try to express P in correct English, in case there are
linguistic issues

I ← ClassifyIntent(M,P ′) ; // Ask M to classify P ′ according to one of the intent types in
Table 1

C ← AnalyzeGetContext(M) ; // Get from M a succinct summary of the conversational context C
T ← SelectTemplate(I) ; // Returns template T from Table 2 for I
T ′ ← IncorporateContext(C, T ) ; // I.e., a new template of the form [“In the context" & C & T] is
created

reformulatedPrompt← ReformulatePrompt(T ′, P ′)
return GenerateResponse(M, reformulatedPrompt)

6
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4.2.2 The Prompt Reformulation Templates

For the proposed templates, we aim to generate prompt prefixes satisfying the following desiderata:

• Clear intent representation: The template should be designed to interpret and respond to the expressed intent,
not just the literal prompt.

• Clear and precise goal description: The template should clearly and precisely specify the expected response
type, level, and detail. The more specific the template, the more targeted the model’s response will be.

• Flexibility: The template should be adaptable to a range of prompts of the same intent without requiring
substantial modifications for different types of information.

• Reference indication for correctness support: If needed, especially for informational queries, the template
should include a request for references to ensure the credibility of the response 1.

Specifically, for each intent type and each corresponding request type from the proposed taxonomy (Table 1), we asked
ChatGPT (GPT-4) to provide the most appropriate template according to the above desiderata that could be used as a
prompt prefix for the specific query type. In addition, as a post-hoc test to assure the quality of the generated templates,
we asked ChatGPT for each template whether it adequately reflects the above desiderata and to improve the template
accordingly in case one or more desiderata can be better reflected. Interestingly, an improvement was suggested for
some templates. For example, for the intent of ‘learning support’, ChatGPT suggested the following adjustment:

Original: [Provide comprehensive educational support and resources for a deeper understand-
ing of]
Assessment: Clear and flexible, but could specify the nature of educational support.
Improvement: [Offer educational support through explanations, examples, or resources for a
comprehensive understanding of]

For other intents, no adjustment was needed. For instance, for ‘skill development’, the answer of ChatGPT was:

Original: [Offer detailed guidance and practical tips for skill enhancement in]
Assessment: Specific and adaptable to different skills.
Improvement: [None required.]

The final suggestions were considered the most appropriate templates to express the related intents. Table 2 gives an
overview of all templates generated in this way and employed in the second phase of the user study.

4.3 User Study Phase 3: User’s Understanding of Prompt Reformulation

In the last phase of the user study, we collected demographic data of the participants and focused on their understanding
of the prompt reformulation concept. In addition, we provided three prompt reformulation examples and asked them to
reformulate the following text “Hey, tell me about Albert Einstein. I need this info ASAP.” To understand participants’
comprehension of the concept of prompt reformulation based on a content-creation intent, we inquired about their
likelihood of utilizing the provided prompt reformulation templates based on a 5-point Likert scale, where 1 signifies
‘extremely unlikely’ and 5 denotes ‘extremely likely’. In this stage of the user study, our objective was to assess the
users’ willingness to employ the templates after presenting them with potential templates for the given prompt on the
same page. Additionally, participants were given the chance to offer further feedback on the study through a free-text
response. A word cloud generated from these feedbacks can be found in the Appendix, Figure 8.

4.4 Participant Recruitment

In our user study utilizing both GPT-3.5 and GPT-4, we engaged two distinct groups of participants through the Prolific
platform. This choice was made considering Prolific’s reputation for yielding higher quality data [Peer et al., 2022]. We
ensured that participants were 18 years old or older, fluent in English and opted for a gender-balanced sample pool.
Once participants were recruited on Prolific, they were forwarded to Qualtrics, where our user study was implemented,
and upon the completion of the study, they were redirected to Prolific for compensation. Participants were compensated
according to C15/hour rate for participation in our studies. Because of the difference in the necessary time for the

1This last point is optional because the model’s ability to provide actual references might depend on its training and access to
retrieval systems on external data.
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Table 2: Reformulation Templates for Detailed Intent Types.
Detailed Prompt Intent Reformulation Template

Factual Queries [Please provide a comprehensive response with factual accuracy and, if possible,
citep references on]

Explanatory Inquiries [Elucidate the concept of, ensuring a detailed explanation of key aspects and impli-
cations adaptable to various topics in]

Tutorial Requests [Provide a step-by-step tutorial or instruction on how to effectively]

Troubleshooting Assistance [Assist in identifying and solving the problem related to, considering possible
solutions for]

Decision Support [Offer an evaluation and comparison of advantages and drawbacks for various options
regarding]

Planning and Organization [Outline a structured plan with key steps and considerations for efficiently organizing]
Idea Generation [Suggest innovative ideas or creative approaches, adaptable to different contexts for]
Content Creation [Assist in creating engaging content, such as articles, videos, etc., focused on]
Artistic Exploration [Explore and discuss various artistic approaches and styles suitable for]

Learning Support [Offer educational support through explanations, examples, or resources for a com-
prehensive understanding of]

Skill Development [Offer detailed guidance and practical tips for skill enhancement in]

Curricular Planning [Assist in selecting or developing a curriculum, focusing on subjects, levels, and
educational goals for]

Conversational Engagement [Engage in an interactive and thoughtful conversation about]
Personal Advice [Provide thoughtful and considerate personal advice regarding]

Reflection and Insight [Encourage self-reflection and offer insights, adaptable to various personal or profes-
sional topics on]

Technical Guidance [Offer in-depth technical guidance and support for issues related to]

Business and Career Advice [Provide strategic guidance and advice, adaptable to various business and career
paths on]

Industry-Specific Inquiries [Present detailed and industry-specific insights and information about]
Service Utilization [Instruct me in a detailed way and step-by-step on how to use]
Data Processing [Assist me in processing and analyzing]
Task Automation [Provide specific guidance on automating]

Moral and Ethical Queries [Engage in a thoughtful examination and discussion of the moral and ethical aspects
of]

Societal and Cultural Inquiry [Investigate and discuss the societal and cultural dimensions of]
Existential Questions [Delve into and discuss philosophical perspectives and viewpoints on]

API calls to the two language models, the time frames to complete the study ranged between 40 and 50 minutes, with
GPT-3.5 as the underlying LLM and GPT-4, respectively. The data was collected anonymously, and each participant
provided digital informed consent before starting the study. Participants had the option to withdraw their consent or
leave the study at any point, without the need for any further explanation. In total, we recruited nGPT−3.5 = 124
(Mage = 30.9, SD = age = 11.2) for the GPT-3.5 and nGPT−4 = 116 (Mage = 28.3, SD = age = 8.0) for the
GPT-4 study, respectively. We filtered the participants out if there was a reported age inconsistency between Prolific and
Qualtrics and a mismatch in gender, which led us to nGPT−3.5 = 120 and nGPT−4 = 114 participants, respectively.
Upholding ethical standards, we collected the user data anonymously and obtained written consent from each participant
to cover the storage, usage, and potential sharing of their conversational data for research purposes.

We also excluded participants who finished the study in an exceptionally short amount of time. Considering the
API response time for GPT-4 was nearly double that of GPT-3.5, and following an analysis of outliers based on the
total duration of the study, we established time thresholds of 20 minutes for GPT-3.5 and 35 minutes for GPT-4.
These thresholds also align with our pilot testing, where we determined that the ideal time range for each main page,
corresponding to the models, is approximately between 1 and 2 minutes, leading to an expected time range between
25-45 for the whole study per participant. If the participants were to spend less time within this interval, they might
not have spent sufficient time to fully read and comprehend the GPT answers, making their choice less reliable. Three
additional users had to be excluded from the further analysis based on their answer quality, namely giving at least four
inputs with only the space character or asking the same questions such as ‘Is that true?’ throughout the survey. After
these relatively conservative exclusions, there were nGPT−3.5 = 116 and nGPT−4 = 95 participants for GPT-3.5 and
GPT-4, respectively.
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5 Results and Discussion

This section evaluates the intent recognition capabilities of GPT-3.5 and GPT-4, analyzing their accuracy and the impact
of prompt reformulation on user satisfaction. We explore both quantitative results and qualitative user feedback, discuss
our key findings, and highlight future research directions.

5.1 Quality of Intent Recognition by State-of-the-Art LLMs

As we asked the participants to subjectively evaluate the intent recognition results provided by the GPT models, we first
assessed whether participants’ self-reported intent categories align with those provided by the GPT models. This is
necessary as the intent recognition process is essential for the subsequent prompt reformulation. To this end, we employ
descriptive statistics and accuracy measures and report confusion matrices for the performance of intent recognition of
both GPT-3.5 and GPT-4.

Table 3: Category-wise accuracy values for both models. Due to the low frequency of some unusual intent categories in
the dataset, the recognition rate of 0.00% is a rather conservative performance estimate for both models. (See Fig. 2 for
details.)
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GPT-3.5 71.43 93.68 82.61 80.00 0.00 52.38 80.00 66.67 90.16 90.43 46.15 0.00
GPT-4 92.86 88.24 100 70.00 66.67 25.00 90.91 0.00 100 95.92 81.25 77.27

More specifically, based on each conversational context and the subsequent user query, we asked the respective LLM
model to categorize the user intent into the predefined 24 fine-grained intent categories. With this approach, we achieved
accuracy values of 75.28% and 89.64% using GPT-3.5 and GPT-4, respectively. In addition, F1 scores of 74.28% and
88.84% were obtained using GPT-3.5 and GPT-4, respectively. Relevant confusion matrices are depicted in Fig. 2.
According to these results, while GPT-3.5 struggled with the classification of factual queries and explanatory inquiries,
GPT-4 achieved superior performance by 20.5% and 23.17% in the accuracy corresponding to the above-mentioned
categories, respectively. The increase of the model performance in the content creation category is also significant, as
GPT-4 reached an increased accuracy of 53.81%. Both models struggled however with the recognition of the ‘learning
support’ intent. Considering all categories, GPT-4 achieved better accuracy in 16 out of 24 intent categories (Table 3).

5.2 Effect of Intent-based Prompt Reformulation on User Satisfaction

In the second phase of the user study, we analyzed user preferences for responses generated by GPT-3.5 and GPT-4 with
and without leveraging prompt reformulation aligned with the previously determined intent category. The collected
dataset is available on GitHub.

For each of the 24 detailed intent categories, we conducted separate analyses to determine the number of participants
who favored either the original GPT responses or the GPT responses to reformulated user prompts for both models
independently. To this end, we utilize paired samples t-tests with an alpha level of 0.05 separately for GPT-3.5 and
GPT-4. Furthermore, we employed paired samples t-tests, maintaining the same alpha level, to assess if GPT-3.5 and
GPT-4 show comparable performance.

Our analysis only included instances where GPT correctly identified the user intent in the first phase. Furthermore, to
ensure a fair and consistent analysis, we implemented a preliminary filtering step on the collected samples. This process

9

https://github.com/ConcealedIDentity/UserIntentStudy


arXiv Template A PREPRINT

Fa
ct

ua
l Q

ue
rie

s
Ex

pl
an

at
or

y 
In

qu
iri

es
Tu

to
ria

l R
eq

ue
st

s
Tr

ou
bl

es
ho

ot
in

g 
As

sis
ta

nc
e

De
cis

io
n 

Su
pp

or
t

Pl
an

ni
ng

 a
nd

 O
rg

an
iza

tio
n

Id
ea

 G
en

er
at

io
n

Co
nt

en
t C

re
at

io
n

Ar
tis

tic
 E

xp
lo

ra
tio

n
Le

ar
ni

ng
 S

up
po

rt
Sk

ill 
De

ve
lo

pm
en

t
Cu

rri
cu

la
r P

la
nn

in
g

Co
nv

er
sa

tio
na

l E
ng

ag
em

en
t

Pe
rs

on
al

 A
dv

ice
Re

fle
ct

io
n 

an
d 

In
sig

ht
Te

ch
ni

ca
l G

ui
da

nc
e

Bu
sin

es
s a

nd
 C

ar
ee

r A
dv

ice
In

du
st

ry
-S

pe
cif

ic 
In

qu
iri

es
Se

rv
ice

 U
til

iza
tio

n
Da

ta
 P

ro
ce

ss
in

g
Ta

sk
 A

ut
om

at
io

n
M

or
al

 a
nd

 E
th

ica
l Q

ue
rie

s
So

cie
ta

l a
nd

 C
ul

tu
ra

l I
nq

ui
ry

Ex
ist

en
tia

l Q
ue

st
io

ns
Ot

he
r

Predicted Labels

Factual Queries
Explanatory Inquiries

Tutorial Requests
Troubleshooting Assistance

Decision Support
Planning and Organization

Idea Generation
Content Creation

Artistic Exploration
Learning Support

Skill Development
Curricular Planning

Conversational Engagement
Personal Advice

Reflection and Insight
Technical Guidance

Business and Career Advice
Industry-Specific Inquiries

Service Utilization
Data Processing
Task Automation

Moral and Ethical Queries
Societal and Cultural Inquiry

Existential Questions
Other

Tr
ue

 L
ab

el
s

1883 0 0 22 1 0 0 0 0 1 0 0 18 1 1 0 0 1 0 2 10 1 0 0
131341 1 20 1 2 0 0 0 0 0 1 10 1 3 0 0 0 0 6 7 2 0 0
1 0 16 0 7 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 0 0 0
1 1 0 12 5 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 01200 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 22 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 3 0 21 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
2 2 0 0 0 2 6 11 0 0 0 0 1 3 0 1 0 0 0 0 0 2 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
1 3 0 0 0 0 0 0 0 7 0 0 0 2 1 0 0 1 0 1 1 2 0 0 0
0 0 0 0 0 0 0 0 0 1 6 0 0 0 0 1 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 1 0 0 0 0 0 15 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 5 0 0 0 0 0 0 0 0 89 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 3 19 0 0 0 0 0 0 0 0 0 0
0 0 0 1 5 0 0 0 0 0 0 0 0 0 0 24 0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 4 0 0 0 0 0 0 0 1 3 0 0 1 11 0 0 0 1 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 12 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 55 2 0 0 0
0 0 0 0 3 0 0 0 0 0 0 0 0 3 0 0 0 1 0 0 2 85 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 0 6 0 0 0 0 0 0 1 5 12 0 0
2 1 0 0 6 0 1 0 0 0 0 0 0 5 0 1 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

(a) Confusion matrix for GPT-3.5.
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(b) Confusion matrix of GPT-4.

Figure 2: Details about the exact intent classification, represented in confusion matrices.

involved comparing the length of GPT’s responses to the original user prompts with those to the reformulated prompts.
More specifically, We only included responses in our evaluation where the length difference between the two sets of
answers was within a 10% margin in terms of character count. This approach was adopted to mitigate any potential bias
that might arise from variations in answer length.

By analyzing the answer preferences of the users, we compared the number of samples category-wise (Fig. 3).
Interestingly, participants showed a preference for the answers to the reformulated prompts generated by GPT-4 over
those by GPT-3.5. However, as indicated in Fig. 3, in both GPT-3.5 and GPT-4 cases, users generally favored the original
model answers, with a preference rate of 56.61% for GPT-3.5 and 53.5% for GPT-4, respectively. For certain categories,
users showed a preference for the answer to the reformulated prompts. Specifically, in the context of GPT-3.5, this
trend was observed in categories like ‘tutorial requests’ and ‘learning support’. Meanwhile, with GPT-4, users favored
the model answers to their reformulated prompts in areas such as ‘troubleshooting assistance’, ‘idea generation’, ‘skill
development’, as well as ‘moral and ethical queries’, and ‘societal and cultural inquiries’. This observation underscores
that the higher the advancement level of the GPT model, the better the quality of the answers to the reformulated
prompts. Notably, in the ‘factual queries’ category, our template is designed to prompt the model to include references
in its responses. Upon examining the quantity of references present in the responses to the reformulated prompts,
GPT-4 demonstrated superior performance compared to GPT-3.5. However, it is noteworthy that only 25.53% and
40.24% of the responses actually incorporated references, either in citation or link format. This discrepancy in reference
inclusion has significant implications for user-model interactions. It suggests that while advanced models like GPT-4
show promise in enriching responses with references, there is a clear need for further refinement to consistently meet
user expectations for detailed and sourced information. In evaluating user preferences for the inclusion of references,
we found that participants preferred the responses to reformulated queries produced by GPT-3.5 in 58.33% of the cases.
In contrast, users favored the GPT-4 answers to reformulated prompts in only 35.29% of instances.

For a more comprehensive statistical analysis of the collected preference data, we further implemented paired t-tests.
This approach was appropriate given that the aggregated preferences (and the differences in preference) conforms to
a normal distribution and meets other essential assumptions. According to the p-values obtained from this analysis,
there is no substantial mean difference between the responses to original prompts and those to reformulated prompts
for GPT-4, as well as in the comparison between the GPT-3.5 and GPT-4 datasets. However, a significant difference
emerges when comparing the original responses to those generated in response to reformulated prompts for GPT-3.5.
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(a) Data distribution with GPT-3.5 model.
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(b) Data distribution with GPT 4 Turbo model.

Figure 3: Data distribution corresponding to the fine-granular intent categories.

Table 4: Since the data follows a normal distribution, paired t-tests were utilized.
t-statistic p-value

GPT-3.5 Turbo: original and re-prompted 2.9821 0.0067
GPT-4 Turbo: original and re-prompted 1.7250 0.0979

GPT-3.5 Turbo - GPT-4 Turbo 1.2506 0.2173

5.3 User’s Understanding of Prompt Reformulation

After analyzing the two main parts of the study, we measured user satisfaction by asking the following two questions:

1. In the Comparison phase, the new answers were produced by the same large language model, but a prompt
reformulation was used. Would you try reformulations if the templates were available to you?

2. Here are some examples on how to use the reformulation templates:
• Factual Queries: Please provide a comprehensive response with factual accuracy and, if possible, citep

references on -your preferred topic-
• Content Creation: Assist in creating engaging content, such as articles, videos, etc., focused on -your

preferred topic-
• Existential Questions: Delve into and discuss philosophical perspectives and viewpoints on -your preferred

topic-
Would you try out these reformulations to make your conversation with a large language model more effective?

The average scores were 4.0 (Likely) for GPT-3.5 and 3.8 (Likely) for GPT-4, respectively, suggesting that users are
open to learning how to formulate their prompts more effectively. Interestingly, when the users were asked to apply
reformulation to a given prompt, 46.55% and 54.74% of users corresponding to GPT-3.5 and GPT-4, respectively, used
the keywords from the correct template from the previously provided three different templates in their reformulated
prompts.

5.4 Discussion and Limitations

The results of our user study highlight several key insights into the evolving capabilities and user interactions with
state-of-the-art large language models, particularly GPT-3.5 and GPT-4.

• Improved Accuracy in GPT-4: The considerable improvement in intent recognition accuracy from GPT-3.5 to
GPT-4 indicates a substantial advancement in the model’s ability to understand and categorize user intent. This
is particularly notable in categories such as ‘factual queries’, ‘explanatory inquiries’, and ‘content creation’,
where GPT-4 demonstrates a significant lead over its predecessor.
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• Consistent Challenges in Certain Categories: Despite these advancements, both models exhibit consistent
difficulties in certain intent categories that occur less frequently, such as ‘curricular planning’ or ‘learning
support’. For these kinds of categories, GPT-3.5 often outperforms GPT-4. This suggests inherent challenges
in these areas that future developments of LLMs might focus on.

• Unbalanced Data Distribution: Our study indicates that ChatGPT users are typically driven by informational
intents rather than creative, exploratory, or planning intents such as ‘artistic exploration’ or ‘curricular
planning’, regardless of the nature of the preceding chat history.

• Varied User Preferences and Subjectivity: The user preference for answers to reformulated prompts of
GPT-4 over GPT-3.5, and the overall preference for model answers to original prompts, also highlights the
subjectivity in user satisfaction. It suggests that while accuracy and intent recognition are important, they are
not the sole determinants of user satisfaction, highlighting thus the necessity for further research in this area.

• The Curse of Persuasive LLM Answers: Users interacting with GPT models on OpenAI’s platform are
cautioned: “ChatGPT can make mistakes. Consider checking important information”. Accordingly, for factual
queries, our template encouraged models to include references to aid user fact-checking. Our findings reveal
that participants favored answers to their original prompts even if they did not contain references when using
the more advanced GPT-4 model, while for the earlier GPT-3.5 model, the answers to reformulated prompts
were preferred. This suggests that advanced models like GPT-4 can satisfactorily and convincingly answer
user prompts, even without references.

Implications for LLM Development: Our results demonstrate the rapid pace of improvement in LLMs, suggesting
a trajectory towards even more specialized and accurate models. The discrepancies in performance across different
intent categories could guide future developments. In addition, the mixed user preferences regarding answers to their
original prompts versus those resulting from intent-based reformulations highlight the importance of educating users on
effective prompt formulation and a more objective analysis of the provided answers. In this context, our study indicates
a user willingness to learn and adapt to this technology.

Limitations and Future Research Directions: The observation that users often favored original answers raises
questions about the ability of users to discern the accuracy of LLM outputs. This is particularly crucial given the risk of
misinformation, as noted in cases where GPT models could provide incorrect information. Furthermore, the uneven
data distribution among different intent categories and the noted biases (e.g., in cases of explanatory approaches in
GPT-4) suggest a need for more balanced and controlled datasets in future studies. In addition, the consistent difficulty
in certain intent categories like ‘learning support’ points to the need for a deeper examination and possible refinement
of these categories, potentially splitting them into more nuanced sub-categories.

6 Conclusion

In this work, we analyzed the capabilities of GPT-3.5 Turbo and GPT-4 Turbo to recognize user intents and the effect of
intent-based prompt reformulation on user satisfaction. Our study revealed that while ChatGPT models are considerably
improving at recognizing user intents, they still struggle to recognize unusual intents. Interestingly, for some unusual
intent categories, GPT-3.5 outperforms GPT-4 in terms of recognition rates. Furthermore, the study showed that for both
models, whenever the intent is correctly recognized, the users still tend to prefer the answers to their original prompts to
those from the intent-based reformulations. This finding is surprising and in contradiction to current literature on prompt
reformulation. Despite their potential benefits for unusual intent categories, strategies akin to chain-of-thought-like
prompt reformulation seem to become less impactful with model improvements, as indicated by the results of this study.
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7 Appendix

7.1 Study design

The users have time to read the randomly selected chat history out of 240 previously selected conversations. Each chat
history was previously classified, and 10 samples were saved corresponding to each fine-granular intent categories, to
provide diverse answers across the categories. The ‘Next page’ button was only enabled once the GPT answer and the
class prediction in the backend was finished (Fig 4).

Figure 4: Example of the first part of the study

In the next page, the participants were asked whether they agree with the predicted intent (Fig 5). Their previous prompt
and a summary table about the fine-grained intent categories were provided to them. If they chose the radio button ‘Yes,
I agree.’ they were directed to the next page with a new chat history. In case they did not agree with the predicted intent
category, they were directed to a page, where they could select a more suitable intent with the help of radio buttons.
Only one intent category could be selected (Fig 6).

After 10 different chat histories were shown and the intent classification was completed, the participants had a chance
to chose between the original and re-prompted GPT answers (Fig 7).

8 User Feedback

We collected feedbacks about the study in a free text format, from where the collected word cloud is visualized in Fig 8.
In many cases, the participants used this field to say that they enjoyed our study and are curious about the results. Some
also mentioned, that they experienced longer waiting times, which could be caused by poor internet connection.

8.1 Data distribution based on demographics data

We analyzed the collected data samples based on employment status and age, which are demonstrated in Fig 9, 10. We
collected data mostly from participants who were working full-time, working part-time, or students at the time of the
study. The majority of the participants below the age of 40. We observed that the ratio between the preferred answers
came closer, and the category-wise evaluation shows that in specific categories, users preferred the answers generated
with re-prompting.

The same phenomenon can be observed, when we measured the understanding based on the free text reformulation
input, where the participants were asked to reformulate the sentence‘Hey, tell me about Albert Einstein. I need info
ASAP’. We filtered out the users, whose answer did not contain the main verbs from the previously provided three
templates, namely: ‘provide’, ‘assist’, and ‘delve’. The contrast is even more significant for the GPT-4 model. From
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Figure 5: Example of intent prediction. For the participants, the complete fine-grained intent categories were provided.

Figure 6: Example of intent correction, if the participants did not agree with the predicted intent. The complete list of
fine-grained intent was provided.

these results, we can say that in some cases, users preferred the re-prompted GPT answers, when they understood the
main driving force of the study.

8.2 Evaluation based on user understanding

We analyzed the collected data based on the understanding of the survey of the participants. Firstly, we filtered the
participants, who answered with ‘Likely’ or ‘Extremely likely’ to at least one of the questions asking whether they
would use prompt reformulation in the future.
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Figure 7: Example of the second part of the study
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Figure 8: Word cloud of the free text received as feedback.
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Figure 9: Data distribution among participants based on their employment status.
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Figure 10: Data distribution among participants based on their age.
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(b) GPT-4.

Figure 11: Results with participants who answered with ‘Likely’ or ‘Extremely likely’ to our questions measuring
whether they would use re-formulations.
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Figure 12: Results with participants, who understood templating.
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