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Abstract
We study geometric complexes and their interaction with the persistent homology pipeline.
We generalize a famous result of Rips on the contractibility of Vietoris–Rips complexes,
with strong implications to the computation of persistent homology for tree-like metric
data. We establish a close connection between discrete Morse theory and persistent
homology with applications to shape reconstruction. We provide a variety of nerve
theorems suitable for topological data analysis.
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1. Introduction
Topological data analysis [Car09; EM13; Oud15; Ghr14] is a diverse area of research
that aims to make concepts from the mathematical field of topology applicable to real-
world data. By now, there is an extensive collection of papers available in the DONUT
database [GLR22] that showcase the applicability of topological data analysis to other
areas. For example, topological methods find application in biology [Tay+15; Mod+24],
time series analysis [PH15; Bau+23a], image analysis [Car+08; Stu+23], and machine
learning in general [HMR21; RS23]. The field of topological data analysis also stimulated
other fields of mathematics [UZ16; Zav24].

We now describe the persistent homology pipeline, also called the persistence pipeline,
which is the most prominent tool in topological data analysis. To capture the shape
of a given point cloud, one typically constructs a combinatorial model that is suitable
for computations. Such a combinatorial model can be obtained, for example, by using
geometric complexes, which are constructed from the underlying metric structure of the
point cloud and depend on one or more parameters. There are three fundamental ge-
ometric complexes, and variants thereof, that can be associated to a point cloud: The
Čech and Delaunay complex (see Section 2.1.1), and the Vietoris–Rips complex (see
Section 2.1.2), all of which depend on a single parameter. By increasing the parameter
of any geometric complex from above, one obtains a filtration of simplicial complexes,
whose persistent homology (see Section 2.2) captures the evolution of nonlinear topolog-
ical structures and that can be encoded combinatorially in the associated (persistence)
barcode (compare Fig. 1 and Section 2.2). Persistence barcodes can be computed, for
example, by using any of the following software packages [The15; HG16; Bau21].

Figure 1: Čech filtration and its first persistence barcode associated to a point cloud.

This thesis aims to contribute to the study of geometric complexes and their interaction
with the persistent homology pipeline. For more applications and recent results, see, for
example, any of the following references and the references therein [Kah11; AA17; LV23;
Rol22; BL22; BDK23; GM23; KM21; BOO22; Cha+23; BLL23; BS23].
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1. Introduction

Outline In Section 1.1 we briefly summarize the main contributions in this thesis.
This thesis is based on and in large parts identical to the following three papers to which
the author of this thesis contributed, in terms of the mathematical content and writing,
in an essential way. The Sections 1.2 to 1.4 summarize the main statements Theorems A
to C and E to H and Corollary D of these papers.

[Bau+23b] Ulrich Bauer, Michael Kerber, Fabian Roll, and Alexander Rolle. “A unified view
on the functorial nerve theorem and its variations”. In: Expo. Math. 41.4 (2023).
doi: 10.1016/j.exmath.2023.04.005.

[BR22] Ulrich Bauer and Fabian Roll. “Gromov Hyperbolicity, Geodesic Defect, and Ap-
parent Pairs in Vietoris-Rips Filtrations”. In: 38th International Symposium on
Computational Geometry (SoCG 2022). Vol. 224. Leibniz International Proceed-
ings in Informatics (LIPIcs). 2022. doi: 10.4230/LIPIcs.SoCG.2022.15.

[BR24] Ulrich Bauer and Fabian Roll. “Wrapping Cycles in Delaunay Complexes: Bridging
Persistent Homology and Discrete Morse Theory”. In: 40th International Sympo-
sium on Computational Geometry (SoCG 2024). Vol. 293. Leibniz International
Proceedings in Informatics (LIPIcs). 2024. doi: 10.4230/LIPIcs.SoCG.2024.15.

We briefly discuss some aspects of the authors contributions to the papers above and
the structure of this thesis. Sections 1.2, 2.1.2, 2.3.1 and 3 are essentially an updated and
extended version of [BR22], and Sections 1.3, 2.2, 2.3.2, 2.3.4 and 4 are essentially the
content of [BR24]. Both of these papers are joint work with Ulrich Bauer. Sections 1.4,
2.1.1, 2.3.3, 2.4 and 5 and Appendix A are essentially the content of [Bau+23b], which
is joint work with Ulrich Bauer, Michael Kerber, and Alexander Rolle. We want to
point out that the original idea for Section 5.3 is due to Alexander Rolle, with the main
contributions of the author of this thesis being Lemmas 5.12 and 5.13, as well as the proof
strategy for Theorem 5.14. We also want to point out, that Theorem 2.5, Theorem E,
and Appendix A appeared in an earlier version already in the author’s master’s thesis
[Rol20], where in explicit form the blowup complex and the bar construction, as in
Sections 1.4, 2.4 and 5.1, were also used. Note that Figs. 9 to 11 and 14 resemble [Rol20,
Fig. 3.1]. In the master’s thesis [Rol20] the category of covered spaces, the nerve as a
functor, and the work of Dugger and Isaksen [DI04] were also used, but Section 5.5 is only
contained in [Bau+23b]. While the master’s thesis [Rol20] is mainly focused on explicit
proofs in different contexts, in contrast, a large part of the publication [Bau+23b], and
therefore the present thesis, makes systematic use of the unified framework of model
categories. The results in the present thesis that have previously appeared in the author’s
master’s thesis [Rol20] are not essential parts of the dissertation, and are included only
for the sake of readability and completeness.

Finally, the author of this thesis has coauthored the following paper, which is not part
of this dissertation.

[Mod+24] Tejasvinee Atul Mody, Alexander Rolle, Nico Stucki, Fabian Roll, Ulrich Bauer, and
Kay Schneitz. “Topological analysis of 3D digital ovules identifies cellular patterns
associated with ovule shape diversity”. In: Development 151.20 (2024). doi: 10.
1242/dev.202590.
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1.1. Summary of Main Contributions

1.1. Summary of Main Contributions

We first summarize the main research contributions in this thesis.
As discussed in more detail in Section 1.2, we generalize a famous result of Rips on the

contractibility of Vietoris–Rips complexes, originally applied in geometric group theory,
to metric spaces that are not necessarily geodesic metric spaces. Our generalization is
constructive and also compatible with the Vietoris–Rips filtration (Theorem A). In par-
ticular, our result can be applied directly to point clouds. Moreover, our generalization
has strong effects (Theorem B) on the computation of persistence barcodes for tree-like
metric data and provides an explanation for the previously observed efficiency of Ripser
[Bau21], a leading software for the computation of Vietoris–Rips persistence barcodes,
on viral evolution data. More concretely, we previously observed that sorting the point
cloud in a specific way brings down the computation time from a full day to about two
minutes, without changing a single line of code (compare Remark 1.8).

As discussed in more detail in Section 1.3, there are two efficient shape reconstruction
methods that are of practical use in industry, whose connection, up to now, has been
poorly understood. One is Morse-theoretic, namely the Wrap complex (see Section 2.3.2)
introduced by Edelsbrunner [Ede03] as a subcomplex of the Delaunay complex, and the
other is homological in nature, namely the construction of lexicographically minimal
homologous cycles (Definition 2.26) also considered by Cohen–Steiner, Lieutier, and
Vuillamy [CLV22] in a similar setting. In Section 4, we establish a strong connection
between the Morse-theoretic and the homological approach. Our main result Theorem C
shows that the lexicographically minimal homologous cycles in a Delaunay complex are
all supported on the corresponding Wrap complex, as illustrated in Fig. 2. As a conse-
quence of our main result, we obtain Corollary D that establishes a connection between
the persistence barcode computation of the Delaunay filtration and the Wrap complexes.

This thesis also contains main contributions that are mostly expository. As discussed
in more detail in Section 1.4, the nerve theorem is a fundamental result for topological
data analysis. It guarantees, for example, that a union of closed balls can be replaced
with the associated Čech complex while keeping all homotopy theoretic information,
such as the number of holes (compare Fig. 1). The literature on the nerve theorem is
extensive, but unfortunately, it is hard to navigate. Moreover, some proofs of the nerve
theorem use an outdated set of tools, making it difficult for non-experts to grasp the
core ideas. Finally, to be applicable in the context of persistent homology, one needs,
for example, a nerve theorem for closed covers that is functorial in an appropriate sense.
These difficulties are reflected in the fact that even in published textbooks, variants of
the nerve theorem are referenced that, in a strictly technical sense, do not apply to the
intended use cases. We address this issue in Section 5 by providing a variety of functorial
nerve theorems (compare Table 1), hoping that our treatment of the material will be
helpful, especially for students and newcomers to the applied topology community.
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1. Introduction

1.2. Contractions in Vietoris–Rips Complexes

A famous result of Rips shows the contractibility of Vietoris–Rips complexes of geodesic
metric spaces above a scale parameter depending on the hyperbolicity of the space
(Lemma 1.1). We consider the notion of geodesic defect to generalize this result in
Section 3 to general metric spaces in a way that establishes simplicial collapses and is
compatible with the filtration (Theorem A). Motivated by computational aspects of per-
sistent homology, we further show that for finite tree metrics the Vietoris–Rips complexes
collapse to their corresponding subforests (Theorem B). These collapses are induced by
the apparent pairs gradient, which is commonly used as an algorithmic optimization in
persistent homology computations. Our results provide an explanation for the previously
observed efficiency of this optimization on tree-like metric data (compare Remark 1.8).

Background The Vietoris–Rips complex (Definition 2.7) is a fundamental construc-
tion in algebraic, geometric, and applied topology. First introduced by Vietoris [Vie27]
in order to make homology applicable to general compact metric spaces, it has also found
important applications in geometric group theory [Gro87] and topological data analysis
[SC04]. The role of the parameter t in these three application areas is notably different.
The homology theory defined by Vietoris arises in the limit t → 0, by forming an ap-
propriate algebraic limit of the homologies of the Vietoris–Rips complexes. In contrast,
the key applications in geometric group theory rely on the fact that the Vietoris–Rips
complex of a hyperbolic geodesic space is contractible for a sufficiently large parameter.
This observation, originally due to Rips and first published in Gromov’s seminal paper on
hyperbolic groups [Gro87], is a fundamental result about the topology of Vietoris–Rips
complexes and plays a central role in the theory of hyperbolic groups.

Lemma 1.1 (Contractibility Lemma; Rips, Gromov [Gro87]). Let X be a metric space
that is δ-hyperbolic and star-geodesic with respect to some point p ∈ X. Then the complex
|Ripst(X)| is contractible for every t > 0 with t ≥ 4δ.

Here, a metric space X is star-geodesic as in Definition 2.8. Moreover, it is called
δ-hyperbolic with respect to p ∈ X for δ ≥ 0 (in the sense of Gromov [Gro87]) if for any
three points x, y, z ∈ X we have

d(y, z) + d(x, p) ≤ max{d(y, x) + d(z, p), d(y, p) + d(z, x)}+ 2δ, (1.1)

and it is called δ-hyperbolic if it is δ-hyperbolic with respect to every point.
Remark 1.2. We briefly remark on the use of the Contractibility Lemma in geometric
group theory, as described in more detail in [Hul; BH99]. Let G be a finitely generated
group and S a finite generating set that is symmetric (S = S−1). The associated Cayley
graph has vertices given by the group elements and an edge between g and g ·s for g ∈ G
and s ∈ S. The Cayley graph forms a metric space when equipped with the shortest
path metric. Moreover, the group G acts on this metric space by group multiplication
from the left, implying that G also acts on the associated Vietoris–Rips complex to
any parameter. The group G is a hyperbolic group if the associated metric space is
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1.2. Contractions in Vietoris–Rips Complexes

δ-hyperbolic for some δ ≥ 0. For a hyperbolic group G, the Contractibility Lemma
then implies that G acts on a contractible simplicial complex, namely the Vietoris–Rips
complex to a large enough parameter, which in turn implies that G must admit an
Eilenberg–MacLane space K(G, 1) that is a CW-complex with finitely many cells in
each dimension. In particular, the hyperbolic group G is finitely presented.

Finally, in applications to topological data analysis, one is typically interested in the
persistent homology (see Section 2.2) of the entire Vietoris–Rips filtration. A notable
difference to the classical applications is that the metric spaces under consideration
are typically finite, and in particular not geodesic. This motivates our interest in a
meaningful generalization of the Contractibility Lemma to general metric spaces. For
example, in the context of evolutionary biology persistent Vietoris–Rips homology has
been successfully applied to identify recombinations and recurrent mutations [CCR13;
LRR20; Ble+21]. The metrics arising as genetic distances of aligned RNA or DNA
sequences are typically very similar to trees, capturing the phylogeny of the evolution.
This motivates our interest in the particular case of tree metrics. These metric spaces
are known to have acyclic Vietoris–Rips homology in degree greater than 0, and so any
homology is an indication of some evolutionarily relevant phenomenon.

Contributions Based on the notion of a discretely geodesic space defined by Lang
[Lan13], which is a natural setting for hyperbolic groups, and motivated by techniques
used in that paper, we consider the following quantitative geometric property that also
appears in [BS11, p. 271].

Definition 1.3. A metric space X is ν-almost geodesic with respect to p ∈ X if for all
x ∈ X and r, s ≥ 0 with r + s = d(x, p) there exists a point z ∈ X with

d(z, x) ≤ r + ν and d(z, p) ≤ s+ ν.

A metric space is ν-almost geodesic if it is ν-almost geodesic with respect to every point.

If X is ν-almost geodesic (with respect to p), then it is also ν ′-almost geodesic (with
respect to p) for every ν ′ ≥ ν. With this in mind, it is natural to consider the infimum
over all ν such that X is ν-almost geodesic with respect to p, which we call the geodesic
defect of X with respect to p, denoted by geodp(X). Moreover, we consider the geodesic
defect of X, denoted by geod(X), defined as the infimum over all ν such that X is
ν-almost geodesic, or equivalently, as the supremum geod(X) = supp∈X geodp(X).

Our first main result, which follows directly from Theorems 3.14 and 3.16, is a gener-
alization of the Contractibility Lemma that also applies to non-geodesic metric spaces
using the notion of geodesic defect, and further produces collapses that are compatible
with the Vietoris–Rips filtration above the collapsibility threshold. Recall that we write
Dr(p) = {y ∈ X | d(p, y) ≤ r} and Br(p) = {y ∈ X | d(p, y) < r} for the closed metric
ball and the open metric ball of radius r centered at p, respectively.
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1. Introduction

Theorem A. Let X be a metric space that is δ-hyperbolic and ν-almost geodesic with
respect to some point p ∈ X. Then for every s > 2ν with s ≥ 4δ + 2ν there exists a
discrete gradient on the full simplicial complex Cl(X) that induces, for every t > u ≥ s,
the collapses

Ripst(X)↘ Rips<
t (X)↘ Ripsu(X)↘ {p},

and for every r > l ≥ 0, the collapses

Ripsu(Dr(p))↘ Ripsu(Br(p))↘ Ripsu(Dl(p)).

Remark 1.4. If δ > 0, then 4δ + 2ν > 2ν and one can choose s = 4δ + 2ν, simplifying
the statement in Theorem A. Moreover, if X is finite, for every s > 0 there exists a
sufficiently small ϵ > 0 with Ripss(X) = Ripss+ϵ(X), implying that the assumption
s > 2ν can also be dropped in this case for δ = 0.
Remark 1.5. Variants of the Contractibility Lemma with weaker assumptions on the
geodesicity of the space can be found, for example, in [Gro87, Remark 1.7.D] and [BH99,
Proposition 3.23], whose proof relies on the use of homotopy groups. Moreover, the Con-
tractibility Lemma was studied using a version of Bestvina–Brady discrete Morse theory
[Zar22, p. 1199], with the associated function defined on the barycentric subdivision of
the Vietoris–Rips complex. More concretely, it is argued that when X is the vertex set of
the Cayley graph of a finitely generated hyperbolic group, then for every t > u > 4δ+ 1
the inclusion |Ripsu(X)| ↪→ |Ripst(X)| is a homotopy equivalence, which implies that
the inclusion |Ripsu(X)| ↪→ |Cl(X)| into the full simplicial complex on X is a homotopy
equivalence, and so |Ripsu(X)| is contractible.

Related results about implications of the geometry of a metric space on the homotopy
types of the associated Vietoris–Rips complexes can be found, for example, in [ALS13;
ALS19; Lat01].
Example 1.6. An important special case is given by a finite tree metric space X, where X
is the vertex set of a positively weighted tree T = (X,E), and where the edge weights
are taken as lengths. The metric d is the associated path length metric, i.e., for two
points x, y ∈ X their distance is the infimum total weight of any path starting in x and
ending in y. The geodesic defect with respect to any point is geod(X) = 1

2 maxe∈E l(e),
where l(e) is the length of the edge e. Moreover, X is 0-hyperbolic. In fact, a metric
space is 0-hyperbolic if and only if it can be embedded isometrically into an R-tree (see
[Eva08, Theorems 3.38 and 3.40]).

Our second main result, which follows directly from Proposition 3.38, is a strengthened
version of Theorem A for the special case of tree metric spaces that connects the collapses
of the Vietoris–Rips complexes to the construction of apparent pairs (see Section 2.3.1),
which play an important role as a computational shortcut in the software Ripser [Bau21]
(compare Section 2.2). This result depends on a particular ordering of the vertices: we
say that a total order of X is compatible with the tree T if it extends the unique tree
partial order resulting from choosing some arbitrary root vertex as the minimal element.
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1.2. Contractions in Vietoris–Rips Complexes

Theorem B. Let X be a finite tree metric space for a weighted tree T = (X,E), whose
vertices are totally ordered in a compatible way. Then the apparent pairs gradient for
the lexicographically refined Vietoris–Rips filtration on the full simplicial complex Cl(X)
induces the collapses

Ripst(X)↘ Rips<
t (X)↘ Ripsu(X)↘ Tu

for every t > u > 0 such that no tree edge e ∈ E has length l(e) ∈ (u, t], where Tu is the
subforest with vertices X and all edges of E with length at most u. In particular, the
persistent homology of the Vietoris–Rips filtration is trivial in degree greater than 0.

In the special case of trees with unit edge length, the proofs in [Ada13, Proposition 2.2]
and [Ada+20, Proposition 3] are similar in spirit to our proof of Theorem 3.31, which is
based on discrete Morse theory.
Remark 1.7. For any metric space X and any point p ∈ X one can choose a total order
on X such that x < y implies d(x, p) ≤ d(y, p). This total order is used in the proof
of Theorems 3.14 and 3.16, and also, for example, by Kahle [Kah11] to study random
Vietoris–Rips complexes in the supercritical regime. In the special case that X is a
finite tree metric space, as in Example 1.6, this total order is compatible with the tree,
as in Theorem B.
Remark 1.8. Given a vertex order ≤, the lexicographic order on simplices for the reverse
vertex order ≥ coincides with the reverse colexicographic order for the original order ≤,
which is used for computations in Ripser. As a consequence, when the input is a tree
metric with the points ordered in reverse order of the distances to some arbitrarily
chosen root, then Ripser will identify all non-tree simplices in apparent pairs, requiring
not a single column operation to compute its trivial persistent homology. In practice, we
observe that on data that is almost tree-like, such as genetic evolution distances, Ripser
performs exceptionally well. The results of this section provide a partial geometric
explanation for this behavior and yield a heuristic for preprocessing tree-like data by
sorting the points to speed up the computation in such cases. In the application to the
study of SARS-CoV-2 described in [Ble+21], ordering the genome sequences in reverse
chronological order, as an approximation of the reverse tree order for the phylogenetic
tree, lead to a huge performance improvement, bringing down the computation time for
the persistence barcode from a full day to about 2 minutes.
Remark 1.9. In Section 3.4.1 we prove Theorem B in the special case when the tree metric
is generic, meaning that the pairwise distances are distinct, by using the fact that the
diameter function diam: Cl(X)→ R is a generalized discrete Morse function, defined on
the full simplicial complex onX. The discrete Morse theory of other geometric complexes
used in topological data analysis was studied, for example, by Bauer and Edelsbrunner
[BE17], using the fact that for a finite subset of Rd in general position the Čech and
Delaunay radius functions are generalized discrete Morse functions (Proposition 2.29).
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1. Introduction

1.3. Shape Reconstruction Methods

In Section 4 we study the connection between discrete Morse theory and persistent ho-
mology in the context of shape reconstruction methods. More specifically, we consider
the construction of Wrap complexes (see Section 2.3.2), introduced by Edelsbrunner
[Ede03] as a subcomplex of the Delaunay complex, and the construction of lexicographic
optimal homologous cycles (Definition 2.26), also considered by Cohen–Steiner, Lieutier,
and Vuillamy [CLV22] in a similar setting. We show that for any cycle in a Delaunay
complex at a given radius parameter, the corresponding lexicographically optimal ho-
mologous cycle is supported on the Wrap complex to the same parameter (Theorem C),
which establishes a close connection between the two methods. We obtain this result by
establishing a fundamental connection between reductions of cycles in the computation
of persistent homology and gradient flows in algebraic Morse theory.

Background Reconstructing shapes and submanifolds from point clouds is a classi-
cal topic in computational geometry. Starting in the 2000s, several key results have
been achieved [Ede95; ACK01; Ame+02; Ede03; Dey07; CDR05; RS07; BG14; NSW08],
leading to a method based on the Delaunay triangulation [CDR05] with theoretical
homeomorphic reconstruction guarantees. The method is theoretical in nature, and
there are some complexity and robustness issues that call into question its practical
applicability. A major challenge is caused by slivers [Che+00], which are, in three di-
mensional Euclidean space, tetrahedra in a Delaunay triangulation with small volume
but no short edges, and which have to be handled explicitly. In contrast, several related
Delaunay-based methods have proven to be highly robust and successful in practice, in
particular, Morse-theory based methods such as Wrap and related constructions [Ede03;
Dey+05; RS07; Sad09; BE17; Por+22], and homological methods based on minimal cy-
cles [CLV19; CLV22; CLV23; Vui21; AL22]. In particular, in three dimensional Euclidean
space, these homological methods gracefully circumvent the issue of slivers, simply be-
cause 2-chains do not contain any tetrahedra. On the other hand, the Wrap complex
(see Section 2.3.2) is always homotopy equivalent to a union of closed balls of a given
radius (see Remark 2.38 and Section 1.4), but might contain critical sliver simplices. It
is therefore desirable to identify a subcomplex that inherits some good properties of the
Wrap complex and that is free from slivers.

Even though the Morse-theoretic and the homological method seem closely related in
spirit, up to now, the connection between them has been poorly understood. While the
development of the Wrap complex predated the introduction of Forman’s discrete Morse
theory [For98], it has subsequently been rephrased using this framework [BE17], thus
making it possible to analyze the Wrap complex with a new set of tools. A connection to
homology-based methods promises to further increase our understanding of the geometric
and topological properties of both the Wrap complex and these algebraic constructions.
Indeed, a synthesis of Wrap, discrete Morse theory, and persistent homology for surface
reconstruction has been envisioned already in [Ede03].

Before discussing our contributions in detail, we remark that there are other methods
to reconstruct a shape from a sample that are not directly based on the Delaunay

8



1.3. Shape Reconstruction Methods

Figure 2: Left: Delaunay triangulation of a point cloud, with critical simplices high-
lighted. Middle: Wrap complex for a small radius parameter. Right: lexi-
cographically minimal cycle for the most persistent feature (black contour),
shown together with its bounding chain (shaded blue).

triangulation. For instance, the homotopy type of a shape can be reconstructed from
the offset filtration of a sample [Att+23; NSW08], and therefore also by using Čech
complexes. Similarly, the homotopy type of a shape can be reconstructed using variants
of the Vietoris–Rips complex of a sample [LV23; Lat01]. Moreover, the homology of a
shape can be inferred using methods based on persistent homology [CEH07; BCY18].

Contributions We establish a strong connection between the Morse-theoretic and the
homological approaches mentioned above. Our main result, which follows from the more
general Theorem 4.25 when applied to the Delaunay radius function (see Definition 2.3
and Proposition 2.29), establishes that the lexicographically minimal homologous cycles
(Definition 2.26) in a Delaunay complex are all supported on the corresponding Wrap
complex (see Section 2.3.2), as illustrated in Fig. 2. The lexicographic order on simplices
is as in Section 2.3.1, and consider homology with coefficients in some field F.

Theorem C. Let X ⊂ Rd be a finite subset in general position, let r ∈ R, and let
h ∈ H∗(Delr(X)) be a homology class of the Delaunay complex Delr(X). Then the
lexicographically minimal cycle of h, with respect to the Delaunay-lexicographic order on
the simplices, is supported on the Wrap complex Wrapr(X).

As a consequence of our main result, we obtain the following connection between the
Wrap complex and the persistent homology (see Section 2.2) of the Delaunay filtration,
by applying the more general Corollary 4.26 to the Delaunay radius function.

Corollary D. Let X ⊂ Rd be a finite subset in general position and (σ, τ) a non-zero
persistence pair of the lexicographically refined Delaunay filtration. Let r = rX(σ) and
s = rX(τ) be the radius of the smallest empty circumsphere of σ and of τ , respectively.
Then the lexicographically minimal cycle of [∂τ ] in the Delaunay complex Del<s (X), given
as the column Rτ of the totally reduced filtration boundary matrix, is supported on the
Wrap complex Wrapr(X).

9



1. Introduction

Figure 3: The lexicographically minimal cycle corresponding to the most persistent fea-
ture of the Delaunay filtration for three 3D scan point clouds [Sta] yields an
accurate reconstruction of the surface.

The totally reduced filtration boundary matrix can be computed using Algorithm 2.
For a sufficiently good sample of a compact d-submanifold of Euclidean space, the union
of closed balls centered at the sample points deformation retracts onto the submanifold
by a closest point projection [Att+23; NSW08]. As the Delaunay complex is naturally
homotopy equivalent to the union of closed balls (see Section 1.4), this implies that the
fundamental class of the manifold is captured in the d-dimensional persistent homology
of the Delaunay filtration. Together with Corollary D, this suggests the following heuris-
tic: Take the most persistent d-dimensional feature of the Delaunay filtration, i.e., the
interval in the barcode with the largest death/birth ratio. Intuitively, this feature is born
at a small scale and only gets filled in at a large scale. By Corollary D, the corresponding
lexicographically minimal cycle is guaranteed to be supported on the Wrap complex for
a small scale parameter. See Fig. 3 for an illustration, which can readily be reproduced
using the code provided in [Rol23] by executing the following command on any machine
with Docker installed and configured with sufficient memory (16GB recommended):

$ docker build -o output github.com/fabian-roll/wrappingcycles

We remark that Theorem C and Corollary D do not depend on a specific choice of
coefficient field. In particular, when taking orientations of triangles into account, which
are canonically oriented, as in Remark 2.22, according to a given total vertex order,
Fig. 4 suggests that it is favorable in practice to use, for example, F3 coefficients to
obtain a consistent orientation of the triangles in the cycle. It remains an interesting
open problem to find suitable assumptions under which the lexicographically minimal
cycle corresponding to a persistent feature of the Delaunay filtration can be guaranteed
to reconstruct the sampled shape in a geometrically and topologically faithful way.

It is worth noting that the lexicographically optimal cycles considered in [CLV22;
CLV19; CLV23; Vui21] are based on a slightly different total order on simplices, which
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Figure 4: The lexicographically minimal cycle corresponding to the most persistent fea-
ture of the Delaunay filtration for the 3D scan point cloud of the Stanford
bunny [Sta] with F2 coefficients (left) and F3 coefficients (right). Backfaces of
triangles, oriented according to a given total vertex order, are colored in blue.

induces a simplexwise refinement of the sublevel set filtration of the Čech radius function
(Definition 2.3). We now describe this total order in slightly more detail, following the
exposition in [Vui21, Section 4.2.3]. The idea for this total order is based on a variational
formulation of the Delaunay triangulation of the convex hull of a finite subset P ⊆ Rd.
To every simplex σ = {p1, . . . , pk} in the full simplicial complex on P one can assign the
weight

wp(σ) = (
∫

|σ|
fσ(x)pdx)

1
p

given by the p-norm of the function fσ(x) = ∑
i λi(x)∥pi∥22 − ∥x∥22, where the λi(x) are

the barycentric coordinates of x with respect to σ. Then, the Delaunay triangulation
of the convex hull of P is the unique triangulation that minimizes the p-norm of the
vector of weights of the simplices in the triangulation. Now, for two simplices σ, τ in the
full simplicial complex on P one defines σ ≤ τ if and only if for large enough p we have
wp(σ) ≤ wp(τ). Under some further assumptions, this induces a total order on simplices,
and the Delaunay triangulation of the convex hull of P can be expressed in terms of a
lexicographically optimal chain with respect to this total order.

Relating this particular choice of the total order on simplices to the results presented
in this thesis, as well as to the results in [BE17], remains an interesting open problem.

1.4. Nerve Theorems in Applied Topology

The nerve theorem is a basic result of algebraic topology that plays a central role in
computational and applied aspects of the subject. To be applicable to persistent ho-
mology (see Section 2.2), one needs a nerve theorem that is functorial in an appropriate
sense, and furthermore, one often needs a nerve theorem for closed covers as well as for
open covers. While the techniques for proving such functorial nerve theorems have long
been available, there is, unfortunately, no general-purpose, explicit treatment of this
topic in the literature. We address this by proving a variety of functorial nerve theorems

11
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in Section 5; also compare Table 1. In particular, we establish a “unified” nerve theo-
rem (Theorem H) that subsumes many of the variants, using standard techniques from
abstract homotopy theory.

Background If U = (Ui)i∈I is a cover of a topological space X, then the nerve of U,
which dates back to Alexandroff [Ale28], is the simplicial complex Nrv(U) whose sim-
plices are the finite subsets J ⊆ I such that the intersection ∩i∈JUi is non-empty.
The nerve of a cover played an important role in the development of homology and
cohomology theory. In particular, Čech (co)homology is given by the (co)limit of the
(co)homology groups of the nerves of a directed system of open covers ordered by refine-
ment. A historical exposition can be found in [EH80, Chapter 2].

The nerve theorem, whose early versions are due to Leray [Ler45], Borsuk [Bor48], and
Weil [Wei52], is a basic result in algebraic and combinatorial topology. Roughly speaking,
it says that if every non-empty finite intersection of cover elements is contractible, then,
subject to some further tameness conditions on X and U, the space X is homotopy
equivalent to the nerve of U.

Nowadays, the nerve theorem and the aspect of functoriality play a crucial role in
topological data analysis. Nerves are the main way to replace a topological space, de-
termined by the data points using geometric constructions, with a combinatorial model
that is suitable for computations (see Section 2.1 and Fig. 1). Two prominent examples
are the Čech complex and the Delaunay complex, which arise as nerves of a collection
of closed balls and closed Voronoi balls, respectively. Another important example is the
Vietoris–Rips complex, which is not usually defined as the nerve of a cover, though it is
isomorphic to a nerve (Proposition 2.16). Note that, while one can choose whether to
use open or closed sets when defining the Čech and Vietoris–Rips complexes, the only
standard way to define the Delaunay complex uses closed sets.

These examples are typical, in that the topological spaces determined by data points
usually depend on one or more parameters, leading to filtrations of topological spaces
and covers. Now functoriality ensures that the corresponding nerves form a filtration
as well. For example, if X ⊂ Rd is a finite set of points, the offset filtration O is the
filtration of Rd with Or = ∪x∈XDr(x) for r > 0, where Dr(x) is the closed ball about x of
radius r. The nerve of the cover Ur = (Dr(x))x∈X is the Čech complex (see Section 2.1.1
and Fig. 1), and as r varies, these complexes form a filtration as well. In this case, the
nerve theorem says that Or is homotopy equivalent to the nerve of Ur.

Going further, one wants a nerve theorem to provide homotopy equivalences that are
compatible with the inclusion maps in these two filtrations. This is necessary in partic-
ular if one is interested in persistent homology (see Section 2.2), which is an algebraic
invariant of filtrations that encodes the homology of each step of the filtration, as well
as the maps in homology induced by each inclusion. There are several ways in which
the homotopy equivalences provided by a nerve theorem might be compatible with the
inclusions in these two filtrations, as we will now explain.

In order to prove that the persistent homology of the offset filtration is isomorphic
to the persistent homology of the associated Čech complex filtration, it suffices to have

12



1.4. Nerve Theorems in Applied Topology

isomorphisms Hn(Or) ∼= Hn(Nrv(Ur)) such that all the squares of the following form
commute:

Hn(Or) Hn(Nrv(Ur))

Hn(Or′) Hn(Nrv(Ur′))

∼=

∼=

(1.2)

By Theorem F below, such isomorphisms can be constructed from the induced maps of
homotopy equivalences |Nrv(Ur)| → Or between the nerves and the offsets such that all
squares of the following form commute:

Or |Nrv(Ur)|

Or′ |Nrv(Ur′)|

≃

≃

(1.3)

The construction of these compatible homotopy equivalences relies on the fact that the
cover elements of the offset filtration are convex and that the inclusions Or ↪→ Or′ are
affine linear.

For a more general filtration (Xr,Ar), with Xr = ⋃
Ar, a similar strategy does not

necessarily produce commuting diagrams as in 1.3. However, if one is only interested in
the filtration after applying homology or some other homotopy-invariant functor, then
it suffices to have homotopy equivalences Xr → |Nrv(Ar)| such that all squares of the
following form commute up to homotopy:

Xr |Nrv(Ar)|

Xr′ |Nrv(Ar′)|

≃

≃

H (1.4)

In the diagram, H is a homotopy from the bottom route around the square to the top
route. Nerve theorems with this structure are often used in the study of persistent
homology (for references, see the end of this subsection).

However, in some homotopy-theoretic approaches to topological data analysis, we need
a nerve theorem that is compatible with the inclusions Xr ↪→ Xr′ on the nose, and not
just up to homotopy. In this section, we will prove nerve theorems that provide strictly
commuting diagrams, at the cost of introducing an intermediary between the covered
space and the nerve: we obtain a filtration Zr and homotopy equivalences Zr → Xr and
Zr → |Nrv(Ar)| such that all the diagrams of the following form commute:

Xr Zr |Nrv(Ar)|

Xr′ Zr′ |Nrv(Ar′)|

≃≃

≃≃

(1.5)

While one can avoid introducing intermediate objects in the special case of the offset
filtration, this is not possible in general, as we explain below. Diagrams of the form
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1.5 appear classically in the study of homotopy categories [GZ67]. More recently, they
appear in Blumberg and Lesnick’s work on the homotopy interleaving distance [BL17],
a distance on diagrams of spaces that is universal among stable and homotopy-invariant
distances. The idea is to define an equivalence relation on filtered spaces such that F
and F ′ are related if they can be connected via an intermediate filtration, as above, with
the horizontal arrows weak homotopy equivalences. Then, filtered spaces F1 and F2 are
homotopy interleaved if F1 is related to some F ′

1, F2 is related to some F ′
2, and F ′

1 and
F ′

2 are interleaved. An important motivation for nerve theorems that provide diagrams
of the form 1.5 is that they can be used in frameworks like the one of Blumberg–Lesnick.

In this thesis, we establish a variety of nerve theorems that provide strictly commuting
diagrams relating spaces and nerves. These nerve theorems are summarized in Table 1.
Before we introduce the contents of this section in more detail, we highlight some aspects
of our treatment of the material. The blowup complex is often used as an intermediate
object for proving nerve theorems (serving as the space Zr in Diagram 1.5). This space is
closely related to the bar construction from abstract homotopy theory. We will discuss
this fact in detail, explaining why it is advantageous to state nerve theorems using
the blowup complex rather than the bar construction, but that one can still use the bar
construction for the proofs. We prove a functorial nerve theorem for subsets of Euclidean
space covered by closed, convex subsets using the blowup complex, and we also introduce
a notion of pointed covers, which allows us to prove such a functorial nerve theorem that
does not require an intermediate object at all. We consider simplicial complexes covered
by subcomplexes and explain how one can use a bar construction in the category of
posets to prove a functorial nerve theorem in this setting. Finally, after using standard
model category arguments to prove more general nerve theorems, we give a series of
examples demonstrating that most of the assumptions in these theorems are necessary.

Functorial Nerve Theorems In order to say precisely what we mean by a functorial
nerve theorem, we need to explain how the nerve can be viewed as a functor. To this
end, we will define the category of covered spaces.

To motivate our definition, we first briefly discuss a variant that is also common in
the literature (see, e.g., [Bar02]). The objects in this category are of the form (X,U),
where X is a topological space and U is an unindexed cover of X. A map between covered
spaces f : (X,U) → (Y,V) is then given by a continuous map f : X → Y such that for
any cover element U ∈ U there exists V ∈ V with f(U) ⊆ V . Choosing such a cover
element V ∈ V for every element U ∈ U determines a simplicial map Nrv(U)→ Nrv(V)
between the nerves. In general, different choices give different simplicial maps, but
it will always be unique up to contiguity (see [Mun84, p. 67] for a definition). In
particular, it follows that any two choices determine, up to homotopy, the same map on
the geometric realization.

To avoid having to make choices, we work with indexed covers and record the choice
of cover elements as above in a map between the indexing sets. This way, we circumvent
the ambiguity of the induced map between the nerves up to homotopy.
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Reference O/C X |A| A Equivalence Intermediate
Thm. 5.4 closed X ⊂ Rd finite convex hom. eq. Blowup(A)

Thm. 5.6 closed X ⊂ Rd finite pointed,
convex hom. eq. none

Thm. 5.14 closed simplicial
complex none

good cover
by subcom-

plexes
hom. eq. Blowup(A)

Thm. 5.16 closed
compact,

semi-
algebraic

finite good, semi-
algebraic hom. eq. Blowup(A)

Thm. 5.20 closed simplicial
complex loc. finite

(k − t+ 1)-
good cover
by subcom-

plexes

k-connected Blowup(A)

Thm. 5.25

open none none good,
numerable hom. eq. Blowup(A)

open none none weakly
good weak hom. eq. Blowup(A)

open none none CG, hom’gy
good hom’gy iso. Blowup(A)

closed CG
loc. finite,

loc.
finite-dim.

L-condition,
good hom. eq. Blowup(A)

closed CG
loc. finite,

loc.
finite-dim.

L-condition,
weakly
good

weak hom. eq. Blowup(A)

closed CG
loc. finite,

loc.
finite-dim.

L-condition,
hom’gy
good

hom’gy iso. Blowup(A)

Table 1: A summary of the functorial nerve theorems in this thesis, for a cover A of a
space X. Columns 2–5 summarize the assumptions: whether the cover elements
are open or closed, assumptions on X, assumptions on the cardinality of A,
and additional assumptions on A. Columns 6–7 summarize the conclusions:
the type of equivalence established, and the intermediate object, if any. We use
the abbreviations: homotopy equivalence (hom. eq.), homology isomorphism
(hom’gy iso.), compactly generated (CG), homologically good (hom’gy good),
Latching space condition (L-condition), locally finite (loc. finite), locally finite-
dimensional (loc. finite-dim.).
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Definition 1.10. Let X and Y be topological spaces, (Ui)i∈I a cover of X, and (Vℓ)ℓ∈L a
cover of Y . A map of indexed covers φ : (Ui)i∈I → (Vℓ)ℓ∈L is specified formally by a map
φ : I → L between the indexing sets, which we denote with the same symbol. We say
that a continuous map f : X → Y is carried by φ if for all i ∈ I we have f(Ui) ⊆ Vφ(i).

If f is carried by φ and g is carried by ψ, then g◦f is carried by ψ◦φ if the compositions
are defined. Hence, we get the following category.

Definition 1.11. The objects of the category of covered spaces Cov are pairs of the form
(X, (Ui)i∈I), where X is a topological space and (Ui)i∈I is a cover of X. A morphism of
covered spaces (f, φ) : (X, (Ui)i∈I)→ (Y, (Vℓ)ℓ∈L) consists of a continuous map f : X → Y
and a map φ : I → L such that f is carried by the corresponding map of indexed covers
φ : (Ui)i∈I → (Vℓ)ℓ∈L.

With this category in hand, we can define a functor Spc: Cov → Top by forgetting
the cover: Spc takes a pair (X, (Ui)i∈I) to X. By taking the geometric realization of the
nerve of a cover, we obtain another such functor. We denote by Simp the category of
simplicial complexes.

Definition 1.12. Let X be a topological space, and let U = (Ui)i∈I be a cover of X.
For any J ⊆ I, we write UJ = ⋂

i∈J Ui. The nerve of U is the simplicial complex Nrv(U)
with simplices

{J ⊆ I | |J | <∞ and UJ ̸= ∅} .

A morphism of covered spaces (f, φ) : (X,U)→ (Y,V) induces a simplicial map between
the nerves of the covers φ∗ : Nrv(U) → Nrv(V). Thus, the nerve can be seen to be a
functor Nrv: Cov→ Simp. By postcomposing this with the geometric realization functor
| · | : Simp→ Top, we get the functor |Nrv | : Cov → Top that takes a pair (X,U) to the
geometric realization |Nrv(U)|.

Remark 1.13. There is a variant of this definition, where the vertex set is the set of
cover elements, in contrast to our definition, where it is the indexing set. While these
definitions yield different simplicial complexes in general, as the same subset can appear
multiple times in the indexed cover, they are always homotopy equivalent. More pre-
cisely, if U = (Ui)i∈I is an indexed cover and Uj ⊆ Ul, with j ̸= l, are cover elements, then
the inclusion |Nrv(V)| ↪→ |Nrv(U)| is a homotopy equivalence, where V = (Ui)i∈I\{j}:
The link Lk(j) = {σ ∈ Nrv(U) | j /∈ σ, σ ∪ {j} ∈ Nrv(U)} of the vertex j in Nrv(U) is a
cone with apex l, i.e., for all σ ∈ Lk(j) we have σ∪{l} ∈ Nrv(U). Therefore, there exists
a collapse Nrv(U)↘ Nrv(V) (see Section 2.3 for a definition; see also Example 2.31).

Now that we can understand the covered space and the nerve as functors, we can
consider natural transformations that relate them. In general, if F1 and F2 are functors
from some category C to Top, and σ : F1 ⇒ F2 is a natural transformation, one says that σ
is a pointwise homotopy equivalence if the component σC : F1(C)→ F2(C) is a homotopy
equivalence for all objects C of C. Similarly one can consider pointwise weak homotopy
equivalences, pointwise homology isomorphisms, et cetera. This section is about nerve
theorems that relate the covered space and the nerve through pointwise equivalences.
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Most of these nerve theorems make use of a standard construction that is called the
blowup complex by Zomorodian–Carlsson [ZC08], but goes back at least to Segal [Seg68].
It is a functor Blowup: Cov → Top, along with natural transformations ρS : Blowup⇒
Spc and ρN : Blowup ⇒ |Nrv |. In particular, for any morphism of covered spaces
(f, φ) : (X,U)→ (Y,V) there exists a commuting diagram of the following form:

X Blowup(U) |Nrv(U)|

Y Blowup(V) |Nrv(V)|

f

ρNρS

|φ∗|

ρNρS

(1.6)

We write [n] for the set {0, . . . , n}. If U = (Ui)i∈[n] is a finite cover of a space X, then
the blowup complex is

Blowup(U) =
⋃

J∈Nrv(U)
UJ ×∆J ⊆ X ×∆n ,

where ∆n is the standard topological n-simplex and ∆J is a face of ∆n determined by
the inclusion J ⊆ [n]. The idea is that each piece of X expands according to the number
of cover elements that contain it. See Section 5.1 for the definition for arbitrary covers.

To begin, we give three functorial nerve theorems (Theorems E, F and G) whose proofs
are relatively elementary and use techniques that are interesting in their own right. In
Section 5.2, we prove the following functorial nerve theorem, which appeared in the
author’s master’s thesis [Rol20] in a preliminary form:

Theorem E (Theorem 5.4). If X ⊂ Rd, and B = (Ci)i∈[n] is a cover by closed convex
subsets, then the natural maps ρS : Blowup(B) → X and ρN : Blowup(B) → |Nrv(B)|
are homotopy equivalences.

The proof uses partitions of unity, and is similar to the strategy for open covers in
Hatcher’s textbook. In Section 5.2, we also prove a functorial nerve theorem for closed
convex covers that does not require any intermediate object, subject to an additional
assumption on the morphisms of covered spaces. Before we state this theorem, we
elaborate shortly on why such a functorial nerve theorem cannot exist in general. The
reason is simple: there are no natural transformations between Spc and |Nrv | in either
direction. Consider the covered spaces (∗, (∗)), where ∗ is the one-point space, and
(Y, (Y )), where Y ̸= ∗ is any space. For any point p ∈ Y the inclusion ιp : ∗ ↪→ Y gives
rise to a morphism of covered space (ιp, ∗ 7→ Y ). If there existed a natural transformation
|Nrv | ⇒ Spc, then this would already fix a single inclusion ιq : ∗ ↪→ Y as part of
such a morphism of covered spaces, implying that Y = {q} is a single point, yielding
a contradiction. Similarly, consider any covered space (Z, (U, V )) with p ∈ U ∩ V any
point. Consider the two morphisms of covered spaces (ιp, ∗ 7→ U), (ιp, ∗ 7→ V ) : (∗, (∗))→
(Z, (U, V )). Then, these maps induce different simplicial maps on the nerves, implying
that there exists no natural transformation Spc⇒ |Nrv |.

Thus, in order to obtain a functorial nerve theorem that does not need an intermediate
object, the map of indexed covers needs to have strong combinatorial control on the
continuous map. To this end, we introduce the following notions.
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Definition 1.14. A pointed cover U∗ = (U = (Ui)i∈I , (uσ)σ∈Nrv(U)) of a topological
space X is a cover U of X together with a point uσ ∈ Uσ for every σ ∈ Nrv(U).

The category of pointed covered spaces Cov∗ has objects tuples of the form (X,A∗),
where X is a topological space and A∗ = (A, (aσ)σ∈NrvA) is a pointed cover of X. A
morphism (f, φ) : (X,A∗)→ (Y,B∗) of pointed covered spaces is a morphism of covered
spaces (f, φ) : (X,A) → (Y,B) that respects the basepoints, i.e., such that for any
σ ∈ Nrv(A) we have f(aσ) = bφ∗(σ).

There is an obvious functor Cov∗ → Cov that forgets the pointing, and hence we get, as
for the category of covered space, the functors Spc: Cov∗ → Top and |Sd Nrv | : Cov∗ →
Top, where Sd Nrv is the subdivision of the nerve.

Now, we will describe a functorial nerve theorem that does not require an intermediate
object. The subcategory ClConv∗ of Cov∗ consists of subsets of Rd that are covered by
finitely many closed convex sets. Further, we restrict to morphisms of pointed covered
spaces whose underlying continuous maps are affine linear on each cover element. Many
covers of interest in topological data analysis are pointed.
Example 1.15. Let {x0, . . . , xn} ⊆ Rd be a finite set of points. Then, we can point the
cover Ur = (Dr(xi))i∈[n] of the union of closed balls Or = ⋃n

i=0Dr(xi) in the following
way: For each non-empty subset σ ⊆ [n] there exists a smallest real number rσ such that
the intersection (Urσ )σ is non-empty. We define the point pσ to be the unique point in
this intersection. This gives the pointed cover (Ur, (pσ)σ∈Nrv(Ur)) of Or for each r ∈ R≥0.
With this at hand, we see that the offset filtration is a functor R≥0 → ClConv∗.

Theorem F (Theorem 5.6). For every pointed covered space (X,A∗) ∈ ClConv∗ there
exists a homotopy equivalence

Γ: | Sd Nrv(A)| → X

that is natural with respect to the morphisms in ClConv∗.

One says that a cover is good if all non-empty finite intersections of cover elements are
contractible. As we have already mentioned, nerve theorems usually assume that the
covers involved are good. In Section 5.3, we again use the blowup complex to prove a
functorial nerve theorem for simplicial complexes, which also appeared in the author’s
master’s thesis [Rol20] in a preliminary form and with a different proof strategy:

Theorem G (Theorem 5.14). Let K be a simplicial complex and let A = (Ki ⊆ K)i∈I

be a good cover of K by subcomplexes. The natural maps ρS : Blowup(|A|) → |K| and
ρN : Blowup(|A|)→ |Nrv(A)| are homotopy equivalences.

The proof is related to work of Björner [Bjö03; Bjö81], and uses elementary methods
from combinatorial homotopy theory for constructing homotopy equivalences between
simplicial complexes, together with discrete Morse theory. Combining this result with a
well-known theorem on triangulations of semi-algebraic sets (Lemma 5.15), we obtain a
nerve theorem for compact semi-algebraic sets that are covered by finitely many closed,
semi-algebraic subspaces.
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Finally we use techniques from abstract homotopy theory to prove the following om-
nibus functorial nerve theorem. In particular, this result implies Theorems E and G.
In parts 1(b) and 2(b) of the following Theorem H, we restrict attention to compactly-
generated spaces. This is a standard hypothesis in algebraic topology, as these spaces
form a “convenient” subcategory of topological spaces that is suitable for developing the
machinery of homotopy theory. In part 1(b), the intersection AT and the latching space
L(T ) = ⋃

T⊊J AJ ⊆ AT are assumed to satisfy the homotopy extension property; for
example, CW-pairs satisfy the homotopy extension property (see Remark 2.66). These
assumptions on the latching spaces together with the assumption that the cover is locally
finite dimensional allow for inductive arguments analogous to arguments that employ
induction over the skeleton of a CW-complex. In Sections 2.4.2 and 5.4 we introduce
the notions used in the statement of the following theorem.

Theorem H (Unified Nerve Theorem 5.25). Let X be a topological space and let A = (Ai)i∈I

be a cover of X.

1. Consider the natural map ρS : Blowup(A)→ X.
(a) If A is an open cover, then ρS is a weak homotopy equivalence. If furthermore

X is a paracompact Hausdorff space, or, more generally, if A is numerable,
then ρS is a homotopy equivalence.

(b) Assume that X is compactly generated and that A is a closed cover that is
locally finite and locally finite dimensional. If for any T ∈ Nrv(A) the latch-
ing space L(T ) ⊆ AT is a closed subset and the pair (AT , L(T )) satisfies the
homotopy extension property, then ρS is a homotopy equivalence.

2. Consider the natural map ρN : Blowup(A)→ |Nrv(A)|.
(a) If A is (weakly) good, then ρN is a (weak) homotopy equivalence.
(b) If for all J ∈ Nrv(A) the space AJ is compactly generated and A is homo-

logically good with respect to a coefficient ring R, then ρN is an R-homology
isomorphism.

We now summarize the ingredients that go into the proof. First of all, the blowup
complex is closely related to the bar construction (Definition 2.57). While the blowup
complex has a natural map to the nerve of a cover, the bar construction has instead a
natural map to the subdivision of the nerve, which is why we use the blowup complex in
the statements of the theorems. However, the bar construction is in some ways easier to
work with; in Section 5.1 we explain how we can work with either the blowup complex
or the bar construction, whichever is more convenient.

The statement in 1(a) about weak homotopy equivalences follows from work of Dugger–
Isaksen [DI04]; we give a short proof in Section 5.5. The statement in 1(a) about homo-
topy equivalences is proved in Hatcher’s textbook [Hat02, Proposition 4G.2]. Statement
1(b) follows from a standard argument using Reedy model structures, which is similar
to the proof of [Dug08, Corollary 14.17], for example. Both parts of 2(a) follow from
the fact that the bar construction is homotopical, both for homotopy equivalences and
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weak homotopy equivalences. In the case of weak homotopy equivalences, this again
uses Dugger–Isaksen [DI04]; see Proposition 5.43. We also give a short proof of this in
Section 5.5. Finally, 2(b) is proved using the bar construction in the setting of simplicial
R-modules.

In summary, the proof of Theorem H is straightforward, given some powerful tools for
studying diagrams of spaces from abstract homotopy theory. In Sections 2.4 and 5.4 we
provide an introduction to these tools.

The Literature on Nerve Theorems We now summarize the literature on the nerve
theorem, with a particular focus on results that address functoriality.

The original work of Alexandroff [Ale28] on nerves, as well as the early nerve theo-
rems of Leray [Ler45, Théorème 12] [Wu62] and Borsuk [Bor48, Corollary 3], considered
closed covers, motivated in part by covers of polytopes by simplices. Open covers were
considered by Weil [Wei52, Section 5], McCord [McC67], and Segal [Seg68]. There is
renewed interest in the case of closed covers in applied topology, motivated by geometric
constructions such as alpha shapes [EKS83].

A common way to relate the nerve of an open cover U with the covered space X is by
a partition of unity subordinate to the cover. Such a partition of unity defines a map
from X to the nerve of U in a straightforward way, which is a homotopy equivalence if
U is good. This idea appears in the work of Weil and Segal, and the textbook proofs
of the nerve theorem by Hatcher [Hat02, Corollary 4G.3] and Kozlov [Koz08, Theorem
15.21]. Moreover, up to homotopy this map is independent of the choice of partition of
unity (see [ES52, Ch. X.11] for a discussion in a slightly different setting), and this map
commutes up to homotopy with the maps on spaces and nerves induced by a morphism
of covered spaces. This was observed by Chazal–Oudot [CO08] (for certain inclusions
of covered spaces) and by Bauer–Edelsbrunner–Jabłoński–Mrozek [Bau+20] (for general
morphisms); for similar results, see Lim–Mémoli–Okutan [LMO22, Theorem 6] and Virk
[Vir21, Lemma 5.1].

In the case of open covers of paracompact Hausdorff spaces, Botnan–Spreemann
[BS15], following the approach that goes back at least to Segal, observe that the blowup
complex provides a zigzag of natural transformations relating covered spaces and nerves.

Ferry–Mischaikow–Nanda [FMN14] consider covers by open and closed balls in Eu-
clidean space; they also use the blowup complex as an intermediate object relating spaces
and nerves, but use the Vietoris–Smale theorem on proper maps with contractible fibers
to obtain a homotopy equivalence from nerve to space with control over the image of
each simplex.

Bendich–Cohen-Steiner–Edelsbrunner–Harer–Morozov [Ben+07; Mor08] give a nerve
theorem for certain closed convex covers in Euclidean space; they define a map from
the subdivision of the nerve of U to the space by choosing a point in each non-empty
intersection UJ , mapping the vertex J to this point, and extending by piecewise linear
interpolation. They show this map commutes up to homotopy with maps induced by
certain morphisms of covered spaces.

The references in the previous four paragraphs also give examples of applications in

20



1.4. Nerve Theorems in Applied Topology

which functoriality of the nerve theorem is important. For more, see, e.g., work on
approximate nerve theorems [GS18; CS18] and a comparison of persistent singular and
Čech homology [Sch22].

Borel–Serre [BS73, Theorem 8.2.1] prove a nerve theorem for locally finite and closed
covers whose nerve is finite dimensional and such that all finite non-empty intersections
of cover elements are absolute retracts for metric spaces. Using similar techniques,
Nagórko [Nag07] proves a nerve theorem for locally finite, locally finite dimensional,
star-countable closed covers of normal spaces such that all non-empty intersections of
cover elements are absolute extensors for metric spaces.

Björner [Bjö03] gives a proof of an n-connectivity version of the nerve theorem, which
we discuss in Section 5.3.3. Given a good cover of a finite simplicial complex by sub-
complexes, Barmak [Bar11] proves a related result, showing that the simplicial complex
and the nerve have the same simple homotopy type.
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2. Preliminaries
We recall some notions and statements that are used in the subsequent sections. Some
of those have novel aspects, most notably Propositions 2.34, 2.37, 2.43 and 2.55.

2.1. Geometric Complexes

In this section, we define three fundamental geometric complexes that can be associated
to a point cloud, namely the Čech and Delaunay complex (see Section 2.1.1), and the
Vietoris–Rips complex (see Section 2.1.2), all of which give rise to a filtration of simplicial
complexes. Moreover, we recall the nerve theorem and concepts from metric geometry.

We first recall some basic notions from combinatorial topology [Mun84; EH10; Koz08].
A simplicial complex K is a collection of non-empty finite sets such that for any set
σ ∈ K and any non-empty subset ρ ⊆ σ one has ρ ∈ K. The vertex set of K is the
union VertK = ⋃

σ∈K σ. A set σ ∈ K is called a simplex, and dim σ = cardσ − 1 is its
dimension. A simplex ρ ⊆ σ is said to be a face of σ and σ a coface of ρ. If additionally
dim ρ = dim σ−1, then we call ρ a facet of σ, σ a cofacet of ρ, and (ρ, σ) a facet pair. The
star of σ, StK(σ), is the set of cofaces of σ inK, and the closure of σ, Cl(σ), is the set of its
faces. For a subset E ⊆ K, we write StK(E) = ⋃

σ∈E StK(σ) and Cl(E) = ⋃
σ∈E Cl(σ).

Moreover, for a set X, we write Cl(X) = {σ ⊆ X | σ non-empty and finite} for the full
simplicial complex on X. The closed star of σ, clstK(σ), is the closure of the star and
the link of σ, LkK(σ), is the set of simplices in the closed star that are disjoint from σ.
A simplicial map f : K → L between two simplicial complexes is given by a vertex map
f : VertK → VertL such that for any σ ∈ K we have f(σ) ∈ L. We denote the category
of simplicial complexes together with simplicial maps by Simp. Moreover, we denote by
|K| the geometric realization of K; it gives rise to a functor | · | : Simp → Top into the
category of topological spaces. Write Po for the category of posets. Let Pos: Simp→ Po
be the functor that takes a simplicial complex to its poset of simplices (ordered by
inclusion), and let Flag : Po→ Simp be the functor that takes a poset P to the simplicial
complex whose vertices are the elements of P and whose n-simplices are the chains
x0 < · · · < xn of elements in P . The barycentric subdivision of a simplicial complex K is
Sd(K) = Flag(Pos(K)). There is an affine linear homeomorphism αK : |Sd(K)| → |K|
defined by the vertex map that sends a vertex σ of Sd(K) to the barycenter of |σ|
in |K|. Note that, while the homeomorphism αK is natural with respect to inclusions of
simplicial complexes, it is not natural with respect to general simplicial maps. For any
poset P we denote by P op the opposite poset, i.e., the poset with the same underlying
set and x ≤P op y if and only if x ≥P y. Let P be a poset, viewed as a category
with objects the elements of the poset and with a unique morphism p → q if and only
if p ≤ q. A filtration of simplicial complexes is a functor K• : P → Simp such that for
any p ≤ q the map Kp → Kq is injective. A function f : K → R defined on a simplicial
complex is monotonic if for any σ, τ ∈ K with σ ⊆ τ we have f(σ) ≤ f(τ). For a
monotonic function f : K → R we write Sr(f) = f−1(−∞, r] ⊆ K for the sublevel set
and S<

r (f) = f−1(−∞, r) ⊆ K for the open sublevel set of f at scale r ∈ R.
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2.1.1. Čech and Delaunay Complexes

We now define the Čech and Delaunay complex of a subset of a metric space; see Fig. 5
for an illustration. We also explain how these complexes can alternatively be described,
in the special case of subsets of Euclidean space, in terms of smallest enclosing spheres
and smallest empty circumspheres, respectively. Finally, we present a nerve theorem
that applies to the Čech and Delaunay complexes of finite subsets of Euclidean space.

Figure 5: A cover by closed balls (left) and closed Voronoi balls (right) together with the
corresponding Čech and Delaunay complex of a finite subset of the plane.

Let Y be a metric space, let p ∈ Y be a point, and let r ≥ 0 be a real number. We
write Dr(p) = {y ∈ Y | d(p, y) ≤ r} and Br(p) = {y ∈ Y | d(p, y) < r} for the closed
metric ball and the open metric ball of radius r centered at p, respectively. Moreover,
we write Sr(p) = {y ∈ Y | d(p, y) = r} for the sphere of radius r centered at p. We first
define the Čech complex.

Definition 2.1. Let X ⊆ Y be a subset of a metric space and r ≥ 0 a real number.
The Čech complex Čechr(X,Y ) is the nerve of the cover given by closed balls in Y of
radius r centered at the points in X:

Čechr(X,Y ) = {∅ ≠ σ ⊆ X | σ finite,
⋂

x∈σ

Dr(x) ̸= ∅}.

The Čech complex Čech<
r (X,Y ) is the nerve of the cover given by open balls in Y of

radius r centered at the points in X:

Čech<
r (X,Y ) = {∅ ≠ σ ⊆ X | σ finite,

⋂
x∈σ

Br(x) ̸= ∅}.

To simplify the notation, we write Čech(X,Y ) for Čech∞(X,Y ). If the ambient metric
space Y is unambiguous from the context, we also write Čechr(X) for Čechr(X,Y ), and
Čech<

r (X) for Čech<
r (X,Y ).

We now define Voronoi balls, which are used in the definition of the Delaunay complex
below. Let X ⊆ Y be a subset of a metric space, p ∈ X a point, and r ≥ 0 a real number.
The Voronoi domain Vor(p,X) of p with respect to X is given by

Vor(p,X) = {y ∈ Y | d(y, p) ≤ d(y, x) for all x ∈ X}.
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2.1. Geometric Complexes

The (closed) Voronoi ball Vorr(p,X) and the (strict) Voronoi ball Vor<
r (p,X) of radius

r ≥ 0 centered at p ∈ X are given by

Vorr(p,X) = Dr(p) ∩Vor(p,X),
Vor<

r (p,X) = Br(p) ∩Vor(p,X).

We now define the Delaunay complex, sometimes also referred to as alpha complex.

Definition 2.2. Let X ⊆ Y be a subset of a metric space and r ≥ 0 a real number.
The Delaunay complex Delr(X,Y ) is the nerve of the cover given by closed Voronoi balls
in Y of radius r centered at the points in X:

Delr(X,Y ) = {∅ ≠ σ ⊆ X | σ finite,
⋂

x∈σ

Vorr(x,X) ̸= ∅}.

The Delaunay complex Del<r (X,Y ) is the nerve of the cover given by strict Voronoi balls
in Y of radius r centered at the points in X:

Del<r (X,Y ) = {∅ ≠ σ ⊆ X | σ finite,
⋂

x∈σ

Vor<
r (x,X) ̸= ∅},

To simplify the notation, we write Del(X,Y ) for Del∞(X,Y ). If the ambient metric
space Y is unambiguous from the context, we also write Delr(X) for Delr(X,Y ), and
Del<r (X) for Del<r (X,Y ).

Minimal Enclosing Spheres and Circumspheres Assume that Y is the Euclidean
space Rd equipped with the Euclidean metric d(x, y) = ∥x − y∥2. We now describe,
following [BE17], how the Čech and Delaunay complex can alternatively be described in
terms of smallest enclosing spheres and smallest empty circumspheres, respectively.

Let X ⊆ Rd be any subset, and let σ ⊆ X. We say that a sphere S = Sr(p) is a
circumsphere of σ if all points of σ lie on S,

σ ⊆ S = {y ∈ Rd | d(p, y) = r},

and it is an empty circumsphere of σ if additionally no point of X lies inside S,

X ∩Br(p) = X ∩ {y ∈ Rd | d(p, y) < r} = ∅.

Moreover, we say that S is an enclosing sphere of σ if all points of σ lie on or inside S,

σ ⊆ Dr(p) = {y ∈ Rd | d(p, y) ≤ r}.

We denote by OnS = X ∩ S the set of points in X that lie on the sphere, and we
denote by InclS = X ∩ Dr(p) the set of points in X that are enclosed by the sphere.
It is not difficult to see that if σ has an enclosing sphere, then it also has a smallest
enclosing sphere, i.e., an enclosing sphere with smallest possible radius, which we denote
by S(σ, ∅). Similarly, if σ has a circumsphere, then it also has a smallest circumsphere.
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2. Preliminaries

Further, if σ has an empty circumsphere, then it also has a smallest empty circumsphere,
which we denote by S(σ,X). Note that such a smallest empty circumsphere is also the
smallest circumsphere of some point set, namely OnS. The smallest circumsphere of σ,
if it exists, is given by the unique circumsphere whose center lies in the affine hull

aff σ = {
∑
x∈σ

λx · x |
∑
x∈σ

λx = 1}

of σ. This can be deduced, for example, from the Karush–Kuhn–Tucker conditions,
which give optimality conditions for (nonlinear) optimization problems with inequality
constraints, as explained in [BE17]. A sufficient condition for the existence of a cir-
cumsphere of σ is that σ is affinely independent, meaning that the affine hull of σ is a
dim σ-dimensional affine subspace, or equivalently, the coefficients of any affine combi-
nation are unique in the sense that if∑

x∈σ

λx · x =
∑
x∈σ

µx · x with
∑
x∈σ

λx =
∑
x∈σ

µx = 1,

then λx = µx for all x ∈ σ. In this case, we denote by FrontS = {x ∈ OnS | λx > 0}
the set of points x ∈ OnS that contribute positively to the unique affine combination of
the center z = ∑

x∈On S λx · x, with ∑
x∈On S λx = 1, of the smallest circumsphere of σ.

Čech and Delaunay complexes are related to spheres in the following way. Observe
that for a non-empty and finite subset σ ⊆ X, we have σ ∈ Čechr(X) and σ ∈ Čech<

r (X)
if and only if there exists an enclosing sphere S of σ with radius at most r and strictly
smaller than r, respectively. Moreover, σ ∈ Delr(X) and σ ∈ Del<r (X) if and only if
there exists an empty circumsphere S of σ with radius at most r and strictly smaller
than r, respectively. This leads to the following definition.

Definition 2.3. Let X ⊆ Rd be any subset. The Čech radius function is the monotonic
function

r∅ : Čech(X)→ R

that assigns to a simplex the radius of its smallest enclosing sphere. Moreover, the
Delaunay radius function is the monotonic function

rX : Del(X)→ R

that assigns to a simplex the radius of its smallest empty circumsphere.

Note that for any real number r ≥ 0, the sublevel sets of the Čech radius function
and the Delaunay radius function at scale r are the Čech complex Čechr(X) and the
Delaunay complex Delr(X), respectively. Similarly, their open sublevel sets at scale r
are the Čech complex Čech<

r (X) and the Delaunay complex Del<r (X), respectively.
In [BE17] the authors show that the Čech radius function and the Delaunay radius

function are both generalized discrete Morse functions (Proposition 2.29), if X is a
generic subset of Rd in the following sense.
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Definition 2.4. A finite subset X ⊆ Rd is in general position if for every σ ⊆ X of at
most d+ 1 points

• σ is affinely independent, and

• no point of X \ σ lies on the smallest circumsphere of σ.
We make use of the fact above in Section 2.3.2, where we extend the definition of the

Wrap complex [BE17], associated to the Delaunay radius function, to a more general
setting. This is then used in Section 4, where we study the connection between discrete
Morse theory and persistent homology in the context of shape reconstruction methods.

The Nerve Theorem for Closed Convex Covers Recall that both the Čech com-
plex Čechr(X) and the Delaunay complex Delr(X) are nerves of closed covers, namely
the covers given by closed balls and closed Voronoi balls, respectively. We now present
a nerve theorem that allows us to replace the union of balls, which equals the union
of Voronoi balls to the same parameter, with the Čech or Delaunay complex without
loosing any homotopy theoretic information.

Motivated by the Čech and Delaunay complexes of finite point sets, we consider nerves
of finite closed and convex covers of subsets of Rd. We write [n] for the set {0, . . . , n}.
Let C = (Ci)i∈[n] be a collection of closed convex subsets of Rd, and let X be their
union. We now explain the construction of a continuous map Γ: | Sd Nrv(C)| → X that
is a homotopy equivalence, establishing a nerve theorem for this setting. In Section 5
we extend this result to prove the two functorial versions Theorem E and Theorem F.
Each vertex J ∈ Sd Nrv(C) represents a simplex in the nerve Nrv(C), and hence we
can choose a point pJ from the non-empty intersection CJ = ⋂

j∈J Cj . By convexity
of the cover elements in C, this choice extends uniquely to a map Γ: | Sd Nrv(C)| → X
that is affine linear on each simplex of the barycentric subdivision; see Fig. 6 for an
illustration. Similar constructions can be found in the literature [BT82, Theorem 13.4]
[Hau95, p. 179] [Ben+07, p. 544].

Figure 6: Illustration of the map Γ.

The following theorem already appeared, with the additional assumption on the cover
elements to be compact, in the author’s master’s thesis [Rol20]. For a proof of this
theorem, see Appendix A, where a homotopy inverse Ψ to Γ is constructed by using a
partition of unity subordinate to an open thickening of the cover elements, similar as in
the familiar proof of the nerve theorem for open covers [Hat02, Proposition 4G.2].
Theorem 2.5. The map Γ is a homotopy equivalence. In particular, the nerve |Nrv(C)|
is homotopy equivalent to the space X.
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In Section 1.4 we give a thorough overview of all the (functorial) nerve theorems in
this thesis, some of which also apply to the case of open covers. Compare Table 1.
Remark 2.6. The proof strategy of Theorem 2.5 can be generalized to the following
setting. Let A = (Ai)i∈I be a finite closed cover of a metric space X. Assume there
exists a continuous map

σ :
⋃
i∈I

(Ai ×Ai × [0, 1])→ X,

that restricts for every i ∈ I to a bicombing Ai×Ai× [0, 1]→ Ai (see Definition 2.10). In
particular, this implies that every non-empty intersection of finitely many cover elements
in A is contractible (compare Remark 2.11). Thus, similarly to the above, there exists a
continuous map Γ: |Sd Nrv(A)| → X that satisfies the analog of Proposition A.6 in this
setting. The rest of the proof also transfers directly to this setting, where the straight
line homotopy between the identity idX and the composition Γ ◦Ψ is replaced with the
homotopy H : X × [0, 1]→ X given by

H(x, t) = σ(x,Γ ◦Ψ(x), t).

We remark that such a map σ is also a crucial ingredient in the proof of the nerve theorem
due to Weil [Wei52, Section 5]. The reasoning above establishes a nerve theorem, which
applies, for example, to the cover of the circle by three closed arcs as in Example 2.61,
where the map σ is obtained by normalizing the straight line homotopy in the plane.

2.1.2. Vietoris–Rips Complexes and Metric Geometry

We now define the Vietoris–Rips complex of a metric space (see Fig. 7 for an illustration)
and recall some concepts from metric geometry. Moreover, we explain how any metric
space can be isometrically embedded into an associated universal metric space, such that
its Vietoris–Rips complex is isomorphic to a Čech complex inside this universal metric
space. In particular, Vietoris–Rips complexes are also nerves of covers.

Figure 7: The Vietoris–Rips complex of a finite subset of the plane.

Definition 2.7. Let X be a metric space and t ≥ 0 a real number. The Vietoris–Rips
complex Ripst(X) is the simplicial complex consisting of non-empty and finite subsets
of X with diameter at most t:

Ripst(X) = {∅ ≠ σ ⊆ X | σ finite, diam σ ≤ t}.
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The Vietoris–Rips complex Rips<
t (X) is the simplicial complex consisting of non-empty

and finite subsets of X with diameter strictly smaller than t:

Rips<
t (X) = {∅ ≠ σ ⊆ X | σ finite, diam σ < t}.

Note that the Vietoris–Rips complex is a clique complex, meaning that a non-empty
and finite subset σ ⊆ X is contained in Ripst(X) if and only if every two element subset
of σ is contained in Ripst(X).

Geodesic Metric Spaces and Bicombings We recall some concepts from metric
geometry, assuming some familiarity with the basic notions (for example, see [BH99]).
Let X be a metric space. A geodesic between two points x and y in X is an isometric map
[0, d(x, y)]→ X such that 0 7→ x and d(x, y) 7→ y. Equivalently, it is a path γ : [0, 1]→ X
between x and y such that d(γ(t), γ(s)) = |t− s|d(x, y) for every t, s ∈ [0, 1].
Definition 2.8. A metric space X is star-geodesic with respect to p ∈ X if for every
point x ∈ X there exists a geodesic between p and x. Further, the metric space X is
geodesic if it is star-geodesic with respect to every point in X.
Remark 2.9. Geodesics, if they exist, do not need to be unique nor depend continuously
on their endpoints. Consider, for example, the unit circle S1 ⊆ R2 equipped with the
intrinsic metric, i.e., the distance between two points is given by the angle between those
two vectors in radians. This metric space is not uniquely geodesic, as between any two
antipodal points there always exist two geodesics, one running clockwise and the other
counterclockwise. An example of a metric space that has unique geodesics, but which
do not depend continuously on the endpoints is given in [BH99, Exercise 3.14].

To overcome the issues mentioned in Remark 2.9, one can consider spaces equipped
with a distinguished family of geodesics. This idea dates back at least to Busemann [BP87].
Definition 2.10. Let X be a metric space. A continuous map σ : X ×X × [0, 1]→ X
is a bicombing if for any two points x, y ∈ X the map σ restricts to a path

σx,y = σ(x, y, ·) : [0, 1]→ X

between x and y, i.e., we have σx,y(0) = x and σx,y(1) = y. It is a geodesic bicombing if
for any two points x, y ∈ X the path σx,y is a geodesic between x and y.
Remark 2.11. Note that by the tensor-hom adjunction, also known as currying, the
continuous maps X × X × [0, 1] → X correspond bijectively to the continuous maps
X ×X → P (X), where P (X) = {η : [0, 1]→ X continuous} is the path space equipped
with the compact-open topology. Under this identification, a bicombing corresponds to
a section of the evaluation map ev : P (X)→ X ×X, η 7→ (η(0), η(1)) and vice versa.

Such a section is also known as a continuous motion planning, and it is not too difficult
to see that it exists if and only if X is contractible. Motivated by this, Farber [Far03]
introduced the topological complexity TC(X) of X as the minimal number k such that
there is a finite open cover (Ui)i∈{1,...,k} of X×X and local sections si : Ui → P (X) of the
evaluation map, meaning that ev ◦si = idUi . For example, the topological complexity of
the circle is TC(S1) = 2.
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Hyperconvex Metric Spaces and the Injective Hull The following property en-
sures that the Čech complex of a subset of a metric space agrees with its Vietoris–Rips
complex. See [EK01] for a thorough introduction to hyperconvex metric spaces.

Definition 2.12. A metric space is hyperconvex if it is geodesic and if any collection
of closed balls has the Helly property, meaning that if any two of these balls have a
non-empty intersection, then all these balls have a non-empty intersection.

The following lemma is a direct consequence of this definition and the fact that
Vietoris–Rips complexes are clique complexes; see also [LMO22, Proposition 2.2].

Lemma 2.13. If Y is a hyperconvex metric space and X ⊆ Y is a subspace, then for
any t ≥ 0 we have

Rips2t(X) = Čecht(X,Y ) and Rips<
2t(X) = Čech<

t (X,Y ).

Alternatively, hyperconvex metric spaces can be characterized by the following lifting
property [Lan13; Isb64].

Proposition 2.14. A metric space Y is hyperconvex if and only if it is injective, mean-
ing that for any isometric embedding e : A → B and any 1-Lipschitz map f : A → Y ,
there exists a 1-Lipschitz map F : B → Y such that F ◦e = f , i.e., such that the following
diagram commutes:

A Y

B

f

e
F

Every metric space embeds into an injective metric space: Let X be a metric space.
We now describe its injective hull E(X), following Lang [Lan13]. A function f : X → R
with f(x) + f(y) ≥ d(x, y) for all x, y ∈ X is extremal if f(x) = supy∈X(d(x, y)− f(y))
for every x ∈ X. The difference between any two extremal functions turns out to be
bounded, and so we can equip the set E(X) of extremal functions with the metric
induced by the supremum norm, i.e., d(f, g) = supx∈X |f(x) − g(x)|. We define an
isometric embedding e : X → E(X) by y 7→ dy, where dy(x) = d(y, x).

By the following result, as can be found in [Lan13; Isb64], the injective hull E(X)
of X is the smallest injective metric space containing X, justifying the naming.

Proposition 2.15. For any metric space X, the metric space E(X) is injective, and
therefore hyperconvex. Moreover, if i : X → Y is an isometric embedding into some
other injective metric space Y , then there exists an isometric embedding j : E(X) → Y
such that j ◦ e = i, i.e., such that the following diagram commutes:

X Y

E(X)

i

e
j
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As e : X → E(X) is an isometric embedding of X into its injective hull, the following
is a direct consequence of Lemma 2.13 and Proposition 2.15. It shows that Vietoris–Rips
complexes are also nerves of covers.

Proposition 2.16. Let X be any metric space. Then for any t ≥ 0 we have

Rips2t(X) ∼= Čecht(e(X), E(X)) and Rips<
2t(X) ∼= Čech<

t (e(X), E(X)).

In Section 3.2 we demonstrate how this can be used to show that the Vietoris–Rips
complex of a δ-hyperbolic and ν-almost geodesic metric space is contractible for a suf-
ficiently large parameter, by using the nerve theorem. By the following result, as can
be found in [Lan13; Isb64; LMO22], we can continuously interpolate between any two
points in an injective metric space using geodesics, and closed as well as open balls are
geodesically convex. In particular, covers by closed or open balls are good covers in the
sense of Section 1.4.

Proposition 2.17. Let Y be an injective metric space. There exists a geodesic bicombing
σ : Y × Y × [0, 1]→ Y such that for all x, y, z, p ∈ Y and t ∈ [0, 1] we have

d(σx,y(t), σz,p(t)) ≤ (1− t) · d(x, z) + t · d(y, p).

In particular, Y is contractible. Moreover, non-empty intersections of closed balls are
contractible, and non-empty intersections of open balls are also contractible.

Gromov–Hausdorff Distance The similarity between two metric spaces can be ex-
pressed in terms of the Gromov–Hausdorff distance [BBI01; BH99], which measures how
far two metric spaces are from being isometric.

A correspondence C between two metric spaces X and Y is a subset C ⊆ X × Y such
that prX(C) = X and prY (C) = Y , where prX : X × Y → X and prY : X × Y → Y are
the projections to X and Y , respectively.

Definition 2.18. Let X and Y be metric spaces. The Gromov–Hausdorff distance
between X and Y is given by

dGH(X,Y ) = 1
2 inf{dis(C) | C correspondence between X and Y },

where dis(C) = sup{|dX(x, x′)− dY (y, y′)| | (x, y), (x′, y′) ∈ C} is the distortion of C.

We remark that the Gromov–Hausdorff distance defines a metric on the space of
isometry classes of compact metric spaces [BBI01], and that determining the exact value
of the Gromov–Hausdorff distance between two metric spaces is a challenging task,
in general, even for spheres [LMS23]. We use the Gromov–Hausdorff distance in the
statements of the stability results Propositions 2.21, 3.1 and 3.7.
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2.2. Persistent Homology

We briefly recall some aspects of persistent homology [ELZ02; Rob99; ZC05; EH10],
which, in short, is the homology of a filtration. In particular, we introduce the barcode
of a persistence module, explain how it can be computed in the special case of a finitely
filtered based chain complex from a reduction of the filtration boundary matrix, and
discuss the apparent pairs shortcut that can be used to speed up the computations.
Finally, we introduce lexicographically minimal chains, which are used in Section 4.

Let K• : R≥0 → Simp be any of the filtrations from Section 2.1 that can be associated
to a finite metric space. By applying the simplicial homology functor Hd : Simp→ vecF
to the filtration K•, where vecF is the category of finite dimensional vector spaces over
a field F, we obtain the persistent homology Hd(K•) : R≥0 → vecF of the filtration K•.

This motivates the following.

Definition 2.19. An (R≥0-indexed) persistence module is a functor M : R≥0 → vecF,
meaning that M assigns to every r ∈ R≥0 a finite dimensional F-vector space Mr, and
to every pair r ≤ t of non-negative real numbers a linear map Mt,r : Mr →Mt, such that
Mr,r = idMr and if s ∈ R≥0 with r ≤ s ≤ t, then Mt,r = Mt,s ◦Ms,r.

Persistence modules decompose into elementary summands [Cha+16; BC20].

Proposition 2.20. Let M : R≥0 → vecF be a persistence module. There exists a unique
multiset Barc(M) of intervals in R≥0, called the barcode of M , such that M decomposes
as

M ∼=
⊕

I∈Barc(M)
F(I),

where F(I) : R≥0 → vecF is the interval module given by

F(I)r =
{
F if r ∈ I,
0 otherwise,

and such that for r, t ∈ I with r ≤ t we have F(I)t,r = idF.

We show further below, where we also introduce some more terminology, how the
barcode of the persistent homology of an elementwise filtered based chain complex can
be obtained from a reduction of the filtration boundary matrix. The barcode of an
arbitrary filtration of a based chain complex can then be obtained through the barcode
of any elementwise refinement; compare [Bau21, Proposition 2.1].

One central result for persistent homology is the stability theorem [CEH07], which
states that similar persistence modules have similar barcodes. There are many variants
of the stability theorem in the literature [Cha+16; Cha+09; CSO14; BL20]. We present
the following result from [CSO14] as a representative, noting that there is an analogous
result for the Čech filtration. Here, dB(Barc(M),Barc(N)) is the bottleneck distance
between two barcodes, which measures, in analogy to the Gromov–Hausdorff distance
(Definition 2.18), how far two barcodes are from being equal.
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Proposition 2.21. Let X and Y be any finite metric spaces. For any homology degree d
we have

dB(Barc(M),Barc(N)) ≤ 2dGH(X,Y ),

where M = Hd(Rips•(X)) and N = Hd(Rips•(Y )).

Based Chain Complexes and Filtrations We assume the reader to be familiar with
the basics of homological algebra (see, e.g., [Mun84; Wei94]). By a based chain complex
(C∗,Σ∗) (sometimes also called a Lefschetz complex [Lef42]) we mean a bounded chain
complex C∗ = (Cn, ∂)n∈N of finite dimensional vector spaces over a field F together with
a basis Σn for each Cn. Consider the canonical bilinear form ⟨·, ·⟩ on C∗ for the given
basis Σ∗, i.e., for a, b ∈ Σ∗ we have ⟨a, b⟩ = 0 if a ̸= b and ⟨a, a⟩ = 1. Given two basis
elements c ∈ Σn and e ∈ Σn+1 such that ⟨∂e, c⟩ ≠ 0, we call c a facet of e and e a cofacet
of c, and we call (c, e) a facet pair.

A filtration of (C∗,Σ∗) is a collection of based chain complexes (Ci
∗,Σi

∗)i∈I , where I
is a totally ordered indexing set, such that Σi

∗ ⊆ Σ∗ spans the subcomplex Ci
∗ of C∗ for

all i ∈ I, and i ≤ j implies Σi
∗ ⊆ Σj

∗. We call the filtration an elementwise filtration
if for any j with immediate predecessor i we have that Σj

∗ \ Σi
∗ contains exactly one

basis element σj . Thus, elementwise filtrations of (C∗,Σ∗) correspond bijectively to
total orders < on Σ∗ such that prefixes ↓ σj = {σi | σi ≤ σj} span subcomplexes.
Remark 2.22. Our main example for a based chain complex is the simplicial chain com-
plex C∗(K) of a finite simplicial complex K with coefficients in a field. If the vertices
of K are totally ordered, then there is a canonical basis of Cn(K) consisting of the
n-dimensional simplices of K oriented according to the given vertex order, and a sim-
plexwise filtration of K induces a canonical elementwise filtration of C∗(K).

Matrix Reduction For a based chain complex (C∗,Σ∗ = σ1 < · · · < σl) with an
elementwise filtration, we often identify an element of C∗ with its coordinate vector
in Fl. The filtration boundary matrix D of an elementwise filtration is the matrix that
represents the boundary map ∂ with respect to the total order on the basis elements
induced by the filtration.

For a matrix R, we denote by Rj the jth column of R, and by Ri,j the entry of R in
row i and column j. The pivot of a column Rj , denoted by PivIndRj , is the maximal
row index i with Ri,j ̸= 0, taken to be 0 if all entries are 0. Otherwise, the non-zero
entry is called the pivot entry, denoted by PivEntRi. We denote the collection of all
non-zero column pivots by PivIndsR = {i | i = PivIndRj ̸= 0}. Moreover, we call
a column Rj reduced if its pivot cannot be decreased by adding a linear combination
of the columns Ri with i < j, and we call the matrix R reduced if all its columns are
reduced. Finally, we call the matrix R totally reduced if for each i < j we have Rs,j = 0,
where s = PivIndRi.

We call a matrix S a reduction matrix if it is a full rank upper triangular matrix such
that R = D · S is reduced and S is homogeneous, meaning that respects the degrees in
the chain complex. Any such reduction R = D · S of the filtration boundary matrix
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Input: D = ∂ an l × l filtration boundary matrix
Result: R = D · S with R reduced and S full rank upper triangular
R = D; S = Id;
for j = 1 to l do

while there exists i < j with PivIndRi = PivIndRj > 0 do
µ = −PivEntRj/PivEntRi;
Rj = Rj + µ ·Ri;
Sj = Sj + µ · Si;

return R,S
Algorithm 1: Standard matrix reduction

induces a direct sum decomposition (see, e.g., [Bau21; SMV11]) of C∗ into elementary
chain complexes in the following way: If Rj ̸= 0, then we have the summand

· · · → 0→ ⟨Sj⟩
∂→ ⟨Rj⟩ → 0→ . . . ,

in which case we call j a death index, i = PivIndRj a birth index, and (i, j) an index
persistence pair. If Ri = 0 and i /∈ PivIndsR, then we have the summand

· · · → 0→ ⟨Si⟩ → 0→ . . . ,

in which case we call i an essential index. Moreover, we call the element σi a birth, death,
or essential element, if its index is a birth, death, or essential index. Similarly, we call a
pair of elements (σi, σj) a persistence pair, if the pair (i, j) is an index persistence pair.
Note that this is independent of the specific reduction of the filtration boundary matrix.
By taking the intersection with the filtration, one obtains elementary filtered chain
complexes, in which Rj is a cycle appearing in the filtration at index i = PivIndRj and
becoming a boundary when Sj enters the filtration at index j, and in which an essential
cycle Si enters the filtration at index i. Thus, the barcode of the persistent homology of
the elementwise filtration is given by the collection of intervals

{[i, j) | (i, j) index persistence pair} ∪ {[i,∞) | i essential index}.

Such a reduction R = D · S of the filtration boundary matrix can be computed by
a variant of Gaussian elimination [CEM06], as in Algorithm 1. A slight modification is
Algorithm 2, which computes a totally reduced filtration boundary matrix, as used in
Corollary D. This is also known as exhaustive reduction, and appears in various forms
in the literature [EÖ20; CLV22; EZ03; ZC05].

Apparent Pairs Many optimization schemes have been developed in order to speed
up the computation of persistent homology. One of them is based on apparent pairs
[Bau21], a concept which lies at the interface of persistence and discrete Morse theory.

Definition 2.23. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration. We call a pair of basis elements (σi, σj) an apparent pair if σi is
the maximal facet of σj and σj is the minimal cofacet of σi.

34



2.3. Discrete Morse Theory

Input: D = ∂ an l × l filtration boundary matrix
Result: R = D · S with R totally reduced and S full rank upper triangular
R = D; S = Id;
for j = 1 to l do

while there exist s, i < j with PivIndRi = s and Rs,j ̸= 0 do
µ = −Rs,j/Rs,i;
Rj = Rj + µ ·Ri;
Sj = Sj + µ · Si;

return R,S
Algorithm 2: Exhaustive matrix reduction

In the context of persistence, the interest in apparent pairs stems from the following
observation [Bau21], which is immediate from the definitions.
Lemma 2.24. For any apparent pair (σ, τ) of an elementwise filtration, the column of
τ in the filtration boundary matrix is reduced, and (σ, τ) is a persistence pair.

Lexicographic Optimality We now introduce the lexicographic order on chains for a
based chain complex (C∗,Σ∗ = σ1 < · · · < σl) with an elementwise filtration, extending
the definitions in [CLV22]. For any chain c = ∑

i λiσi ∈ Cn, we define its support
suppΣ∗ c to be the set of basis elements σi ∈ Σn with λi ̸= 0. Note that this is not to be
confused with the supporting subcomplex.

Given a totally ordered set (X,≤), we consider the lexicographic order ⪯ on the
power set 2X given by identifying any subset A ⊆ X with its characteristic function and
considering the lexicographic order on the set of characteristic functions. Explicitly, for
A,B ⊆ X we have A ⪯ B if and only if A = B or the maximal element of the symmetric
difference (A \B) ∪ (B \A) is contained in B.
Definition 2.25. The lexicographic preorder ⊑ on the collection of chains Cn is given
by c1 ⊑ c2 if and only if suppΣ∗ c1 ⪯ suppΣ∗ c2 in the lexicographic order on subsets
of Σn. We write ⊏ for the corresponding strict preorder.

If we consider a simplicial chain complex with coefficients in Z/2Z, then this preorder
is a total order, and it coincides with the one considered in [CLV22, Definition 2.1].
Definition 2.26. We call a chain c ∈ Cn lexicographically minimal, or irreducible, if
there exists no strictly smaller homologous chain (c + ∂e) ⊏ c in the lexicographic
preorder, where e ∈ Cn+1. Otherwise, we call the chain c reducible.
Remark 2.27. It follows directly from Proposition 4.18 that each homology class of the
chain complex C∗ has a unique lexicographically minimal representative cycle, even for
coefficient fields different from Z/2Z.

2.3. Discrete Morse Theory

In this section, we recall some basic notions from combinatorial topology and discrete
Morse theory, which was introduced by Forman [For98; For02] and that is a central tool
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to study geometric complexes. It is also closely related to Whitehead’s simple homotopy
theory [Whi50; Coh73]. Some of the presented results have novel aspects, most notably
Propositions 2.34, 2.37, 2.43 and 2.55.

We use the following generalization of a discrete Morse function, originally due to
Forman [For98; BE17; Fre09].

Definition 2.28. Let K be a finite simplicial complex. A function f : K → R is a
generalized discrete Morse function if

• f is monotonic, i.e., for any σ, τ ∈ K with σ ⊆ τ we have f(σ) ≤ f(τ), and

• there exists a (unique) partition V̂ of K into intervals [ρ, ϕ] = {ψ ∈ K | ρ ⊆ ψ ⊆ ϕ}
in the face poset such that any pair of simplices σ ⊆ τ satisfies f(σ) = f(τ) if and
only if σ and τ belong to a common interval in the partition.

The collection of regular intervals, [ρ, ϕ] with ρ ̸= ϕ, is the discrete gradient V of f on K,
and any singleton interval [σ, σ] = {σ}, as well as the corresponding simplex σ, is critical.

If W is another discrete gradient on K, then we say that V is a refinement of W if each
interval in the gradient partition Ŵ is a disjoint union of intervals in V̂ . If the refinement
preserves the set of critical simplices, we call it a regular refinement. Moreover, if each
regular interval in V only consists of a pair of simplices, we simply call f a discrete
Morse function. We often refer to a discrete gradient without explicit mention of the
function f , noting that different functions can have the same gradient.

Recall that for a monotonic function g : K → R we write Sr(g) = g−1(−∞, r] ⊆ K
for the sublevel set and S<

r (g) = g−1(−∞, r) ⊆ K for the open sublevel set of g at
scale r ∈ R. By the following result from [BE17], the Čech as well as the Delaunay radius
function (Definition 2.3), for any finite subset of Rd in general position (Definition 2.4),
are both generalized discrete Morse functions.

Proposition 2.29 (Bauer, Edelsbrunner [BE17]). Let X ⊂ Rd be a finite subset in
general position. The Čech radius function r∅ : Čech(X) → R is a generalized discrete
Morse function with discrete gradient given by the regular intervals in

{[OnS, InclS] | σ ∈ Čech(X), S = S(σ, ∅)},

where S(σ, ∅) is the smallest enclosing sphere of σ. Moreover, the Delaunay radius
function rX : Del(X) → R is also a generalized discrete Morse function with discrete
gradient given by the regular intervals in

{[FrontS,OnS] | σ ∈ Del(X), S = S(σ,X)},

where S(σ,X) is the smallest empty circumsphere of σ. In both cases, the critical sim-
plices are the centered Delaunay simplices, i.e., the simplices σ such that the center of
the smallest empty circumsphere of σ is contained in the convex hull of σ.
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We show in Section 3.4.1 that for generic tree metrics, the diameter function, whose
sublevel sets correspond to the Vietoris–Rips complexes of the metric space, is also a
generalized discrete Morse function.

An elementary collapse K ↘ K \ {σ, τ} is the removal of a pair of simplices (σ, τ),
where σ is a free facet of τ , i.e., τ the unique proper coface of σ. A collapse K ↘ L onto
a subcomplex L is a finite sequence of elementary collapses starting in K and ending
in L; see Section 2.3.3 for an extension to infinite complexes. An elementary collapse
can be realized continuously by a strong deformation retraction and therefore collapses
preserve the homotopy type. A discrete gradient can induce a collapse.

Proposition 2.30 (Forman [For98]; see also [Koz20, Theorem 10.9]). Let K be a finite
simplicial complex and let L ⊆ K be a subcomplex. Assume that V is a discrete gradient
on K such that the complement K \ L is the union of intervals in V . Then there exists
a collapse K ↘ L. In particular, the inclusion |L| ↪→ |K| is a homotopy equivalence.

Example 2.31. Let K be a finite simplicial complex and let p /∈ VertK. The cone on K
with apex p is the simplicial complex

ConepK = K ∪ {τ ∪ {p} | τ ∈ K} ∪ {{p}}.

The monotonic function

f : ConepK → R, σ 7→ dim(σ ∪ {p})

is a discrete Morse function with discrete gradient V = {(τ, τ ∪ {p}) | τ ∈ K}. The only
critical simplex is {p} and thus, by Proposition 2.30, there exists a collapse ConepK ↘ {p}.

2.3.1. Discrete Morse Theory and Apparent Pairs

We explain the connection between discrete Morse theory and apparent pairs (Defini-
tion 2.23). Let f : K → R be a monotonic function defined on a finite simplicial complex,
and assume that the vertices of K are totally ordered. The f -lexicographic order is the
total order ≤f on K given by ordering the simplices

• by their value under f ,

• then by dimension,

• then by the lexicographic order induced by the total vertex order.

Note that the f -lexicographic order induces a simplexwise filtration of K, and, recalling
Remark 2.22, every simplexwise filtration of K induces a canonical elementwise filtration
of the simplicial chain complex C∗(K). A persistence pair (σ, τ) of this simplexwise
filtration is a zero persistence pair if f(σ) = f(τ). The definition of apparent pairs
(Definition 2.23) specializes to the simplicial setting as follows: an apparent pair of a
simplexwise filtration of K is a pair of simplices (σ, τ) in K, such that σ is the maximal
facet of τ and τ is the minimal cofacet of σ, with respect to the simplexwise filtration.
The following [Bau21, Lemma 3.5] is essentially a consequence of the definitions.
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Lemma 2.32. The collection of apparent pairs of a simplexwise filtration is a discrete
gradient, the apparent pairs gradient.

Remark 2.33. Variants of the observations from Example 2.31 are used in the proofs of
Theorems 3.14 and 3.16 and Theorem B. If the vertices of ConepK are totally ordered
such that p < v for every v ∈ VertK and g : ConepK → R is any monotonic function
with g(σ) = g(σ ∪ {p}), then the collection of zero persistence apparent pairs of the g-
lexicographic order on ConepK is precisely the discrete gradient V from Example 2.31.
In particular, if X is a finite metric space and for some parameters t > u > 0 there is a
point p ∈ X with d(p, x) ≤ u for every x ∈ X, then the apparent pairs gradient of the
diam-lexicographic order on the Vietoris–Rips complex Ripst(X) induces the collapses
Ripst(X) ↘ Ripsu(X) ↘ {p} if, for example, we choose a total order on X such that
x < y implies d(x, p) ≤ d(y, p).

There is a further connection between apparent pairs and discrete Morse functions:
Let f : K → R be a generalized discrete Morse function, defined on a finite simplicial
complex, with discrete gradient V : We can refine every regular interval [ρ, ϕ] ∈ V towards
an arbitrary vertex x ∈ ϕ\ρ by partitioning [ρ, ϕ] into the pairs (ψ \{x}, ψ∪{x}) for all
ψ ∈ [ρ, ϕ]. It is easy to see that this yields a discrete gradient, called a vertex refinement
of V , with the same set of critical simplices [BE17; Fre09], meaning that it is a regular
refinement of V . If the vertices are chosen minimally according to the total order on
VertK, we call the discrete gradient

Ṽ = {(ψ \ {v}, ψ ∪ {v}) | ψ ∈ [ρ, ϕ] ∈ V, v = min(ϕ \ ρ)}

the minimal vertex refinement of V .
By the following proposition, this regular refinement is induced by the apparent pairs

gradient for the simplexwise filtration determined by the f -lexicographic order. In par-
ticular, the zero persistence pairs of this simplexwise filtration are precisely the zero
persistence apparent pairs, and the V -critical simplices of K are precisely the simplices
that are either essential or contained in a non-zero persistence pair.

Proposition 2.34. The zero persistence apparent pairs with respect to the f -lexicographic
order are precisely the gradient pairs of the minimal vertex refinement Ṽ .

Proof. Let (σ, τ) be a zero persistence apparent pair. Then f(σ) = f(τ), and σ and
τ are contained in the same regular interval I = [ρ, ϕ] of V . Let v be the minimal
vertex in ϕ \ ρ. By assumption, σ is the maximal facet of τ , and τ is the minimal
cofacet of σ. Hence, σ is lexicographically maximal among all facets of τ in I, and τ
is lexicographically minimal under all cofacets of σ in I. By the assumption that (σ, τ)
forms an apparent pair, we cannot have v ∈ σ, as otherwise τ \ {v} would be a larger
facet of τ than σ. Similarly, we cannot have v /∈ τ , as otherwise σ ∪ {v} would be a
smaller cofacet of σ than τ . This means that τ = σ ∪ {v} and therefore (σ, τ) ∈ Ṽ .

Conversely, assume that (σ, τ) ∈ Ṽ holds. Consider the interval I = [ρ, ϕ] of V with
(σ, τ) ⊆ I and let v be the minimal vertex in ϕ \ ρ. By construction of Ṽ , σ = τ \ {v}
is the lexicographically maximal facet of τ in I and τ = σ ∪ {v} is the lexicographically
minimal cofacet of σ in I. Therefore, (σ, τ) is a zero persistence apparent pair.
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2.3.2. Descending Complexes and Gradient Refinements

Motivated by Proposition 2.34 and with a view towards Section 4, we extend the defi-
nition of the Wrap complex from [BE17] to an arbitrary subset C of the set of critical
simplices of a discrete gradient V on a finite simplicial complex K, and study its be-
havior under gradient refinements. Moreover, we also extend it to monotonic functions
g : K → R that are compatible with V , i.e., such that for any pair of simplices σ ⊆ τ
that belong to a common interval I ∈ V̂ we have g(σ) = g(τ) =: g(I) ∈ R.

The gradient partition V̂ has a canonical poset structure ≤V̂ given by the transitive
closure of the relation

I ∼ J if and only if there exists a face σ ∈ I of a simplex τ ∈ J.

The lower set of a subset A ⊆ V̂ is the set of intervals ↓ A = {I ∈ V̂ | ∃J ∈ A : I ≤V̂ J},
and for r ∈ R we denote the discrete gradient V restricted to the sublevel set Sr(g) by

Vr = {I ∈ V | g(I) ≤ r}.

Note that if I ≤V̂ J , then g(I) ≤ g(J), and hence for a subset A ⊆ V̂r ⊆ V̂ the lower sets
with respect to the canonical poset structure on V̂r and with respect to the canonical
poset structure on V̂ coincide.

Definition 2.35. Let V be a discrete gradient on a finite simplicial complex K. The
descending complex D(V ) is the subcomplex

D(V ) =
⋃
↓ {{σ} | σ ∈ K critical}

of K given by the union of intervals in the lower sets of the critical intervals. More
generally, if C is a subset of the set of critical simplices, the descending complex D(V,C)
is the subcomplex

D(V,C) =
⋃
↓ {{σ} | σ ∈ C}

of K. Moreover, for a monotonic function g : K → R that is compatible with V , the
descending complex Dr(V, g) at scale r ∈ R is the subcomplex

Dr(V, g) = D(Vr) = D(V,Critr(V, g)) =
⋃
↓ {{σ} | σ ∈ K critical, g(σ) ≤ r}

of Sr(g), where Critr(V, g) = {σ ∈ K critical | g(σ) ≤ r}. If V is the discrete gradient
of a generalized discrete Morse function f , we simply write Dr(f) for Dr(V, f).

See Fig. 8 and Example 2.36. The descending complex D(V ) in the context of dis-
crete Morse theory is motivated by the concept of a descending or stable manifold of
a critical point from smooth Morse theory, which is central in the original definition of
the Wrap complex [Ede03]. Note that the descending complex Dr(rX) ⊆ Delr(X) of
the Delaunay radius function rX (see Definition 2.3 and Proposition 2.29) is precisely
the Wrap complex, Wrapr(X), from [BE17]; see Fig. 2 for an illustration. Finally, it has
been shown that a variant of the Wrap complex can be used to reconstruct a submanifold
up to homotopy type or even homeomorphism by choosing a suitable subset of critical
simplices [Dey+05; RS07; Sad09], which also motivates our definition of D(V,C).
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Example 2.36. For a generic tree metric space X, as in Section 3.4.1, the diameter func-
tion diam: Cl(X) → R is a generalized discrete Morse function. The critical simplices
are the vertices X and the tree edges E. Thus, for any r ≥ 0, the descending complex
Dr(diam) is the subforest Tr with vertices X and all edges of E with length at most r.

We now study the behavior of the descending complex under gradient refinements.

Proposition 2.37. Let V be a discrete gradient on a finite simplicial complex K, let C
be a subset of V -critical simplices, and let W be a refinement of V . Then the descending
complex D(W,C) is a subcomplex of the descending complex D(V,C).

Proof. Note first that every V -critical simplex is also W -critical, as W is a refinement
of V . By the same reason, there exists a set map φ : Ŵ → V̂ between the gradient
partitions such that for every B ∈ Ŵ we have B ⊆ φ(B). It follows straightforwardly
from the definition of the canonical poset structures on Ŵ and V̂ that φ is a poset
map. Thus, for every W -critical simplex σ ∈ C and interval A ∈ Ŵ with A ≤Ŵ {σ},
we have φ(A) ≤V̂ φ({σ}) = {σ} ∈ V̂ , as σ is also V -critical. It now follows directly
from the construction of the descending complexes, that A ⊆ φ(A) ⊆ D(V,C) and
D(W,C) ⊆ D(V,C).

Remark 2.38. Let V be a discrete gradient on a finite simplicial complex K. Recall
from Proposition 2.30, that if L is a subcomplex of K, and the complement K \L is the
disjoint union of regular intervals in V , then V induces a collapse K ↘ L. It follows
directly from this and the construction of D(V ), that D(V ) is the smallest subcomplex
of K such that V induces a collapse K ↘ D(V ). Moreover, if W is a regular refinement
of V , which implies D(W ) ⊆ D(V ) by Proposition 2.37, the complement D(V )\D(W ) is
the disjoint union of regular intervals in W . Similar to before, it follows that W induces
a collapse D(V )↘ D(W ). In particular, the inclusion |D(W )| ↪→ |D(V )| is a homotopy
equivalence. See Fig. 8 for an example.

Figure 8: Left: Generalized discrete gradient (blue) with corresponding descending com-
plex (green). Right: lexicographic gradient refinement (blue) with correspond-
ing descending complex (green).

Recalling Definition 2.35, and as regular refinements preserve the set of critical sim-
plices, Proposition 2.37 directly implies the following.

Corollary 2.39. Let g : K → R be a monotonic function, defined on a finite simplicial
complex, that is compatible with the discrete gradients V and W on K, where V is a
regular refinement of W . Then for any r ∈ R the descending complex Dr(V, g) is a
subcomplex of the descending complex Dr(W, g).
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2.3.3. Discrete Morse Theory for Infinite Complexes

For the proofs of Theorems 3.14 and 3.16, which imply Theorem A, and Lemma 5.13,
which is used in the proof of Theorem 5.14, we use a variant of Proposition 2.30 for
infinite complexes that we describe now. For an extension to infinite cell complexes that
is similar to the results presented here, see [Bat02].

First, we extend the notion of a discrete gradient to infinite complexes. For finite
simplicial complexes, the following definitions are equivalent to the ones above that
are given in terms of (non-generalized) discrete Morse functions [For02]. Let K be a
(not necessarily finite) simplicial complex. By a discrete vector field on K we mean a
partition V̂ of K into singletons {σ}, σ is then called a critical simplex, and pairs (σ, τ)
with σ a facet of τ . Equivalently, a discrete vector field is given by a matching in the
Hasse diagram H(K) of the face poset of K, i.e., the directed graph whose nodes are the
simplices and whose arcs are the pairs (σ, τ) with σ a facet of τ . We call the collection
V of regular pairs, (σ, τ) ∈ V̂ with σ ̸= τ , a discrete gradient if the corresponding
matching in the Hasse diagram H(K) is acyclic, i.e., the directed graph H(K,V ), that
is obtained from H(K) by reversing all the arcs (σ, τ) for which (σ, τ) ∈ V , is acyclic.
Note that it suffices to check that there are no non-trivial closed gradient paths, also
called V -paths, i.e., that there are no undirected paths in H(K) that are of the form
σ0 → τ0 ← · · · → τn−1 ← σn with (σi, τi) ∈ V , σi ̸= σi+1 and σ0 = σn.

For any such discrete gradient V on a simplicial complexK, there is, as in Section 2.3.2,
a canonical poset structure on the gradient partition V̂ : For two elements A,B ∈ V̂ we
have A ≤V̂ B if and only if there exists a sequence A = C0, C1, . . . , Cn = B in V̂ such
that for every i there exist elements xi−1 ∈ Ci−1, xi ∈ Ci with xi−1 a face of xi.

Moreover, for any element A ∈ V̂ we define its height to be

ht(A) = sup{n ∈ N | ∃ A = B0 > · · · > Bn in V̂ }.

The following lemma is useful in practice.

Lemma 2.40. The height ht(A) is finite for every A ∈ V̂ if and only if for every simplex
σ ∈ K its V -path height

htV (σ) = sup{n ∈ N | ∃ V-path σ = σ0 → τ0 ← · · · → τn−1 ← σn}.

is finite.

Proof. Every V -path σ0 → τ0 ← · · · → τn−1 ← σn, with (σi, τi) ∈ V , induces a descend-
ing chain (σ0, τ0) > · · · > (σn−1, τn−1). Hence, if the height is finite for every A ∈ V̂ this
implies that the V -path height is finite for every simplex in K.

For the converse, we employ induction over the dimension dimA = dim minA of an
element A ∈ V̂ . If dimA = 0, then ht(A) = htV (minA) and this is finite by assumption.
For the induction step, consider the set Fmin A of all V -paths starting in minA. For such
a gradient path γ = σ0 → τ0 ← · · · → τn−1 ← σn write end γ = σn and length γ = n.
Then we can bound ht(A) from above as follows:

ht(A) ≤ max{length γ + 1 + ht(B) | γ ∈ Fmin A, σ ⊊ end γ, σ ∈ B ∈ V̂ }.
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To complete the induction step, note that for every B as above we have dimB < dimA
and hence ht(B) is finite by the induction assumption. Thus, it suffices to show that the
set Fmin A is finite. This can be seen as follows: Given a gradient path γ as above, then
the path ends in σi or there are dim τi = dim σ0 + 1 choices for σi+1 once σi is fixed.
Hence, the cardinality of Fmin A is bounded from above by (dim(minA)+2)htV (min A).

Remark 2.41. The last part of the proof of Lemma 2.40 shows that if the V -path height
of a simplex σ ∈ K is finite, then there are only finitely many gradient paths starting
in σ. In particular, if the V -path height of every simplex is finite, then there are only
finitely many gradient paths between any two simplices.
Remark 2.42. If the V -path height of a simplex σ ∈ K is finite, then there does not
exist an infinite gradient path starting in σ, i.e., there does not exist for every i ∈ N
a gradient pair (σi, τi) ∈ V such that for all n ∈ N those assemble to a gradient path
σ = σ0 → τ0 ← · · · → τn−1 ← σn. The converse is also true: We show the contraposition
of the statement, i.e., we show that if htV (σ) =∞, then there exists an infinite gradient
path starting in σ. First note that, given any gradient path σ0 → τ0 ← · · · → τn−1 ← σn,
then the path ends in σi or there are dim τi = dim σ0 +1 choices for σi+1 once σi is fixed.
As by assumption htV (σ) =∞, there exists a sequence (γk)k of gradient paths starting
in σ, such that the length of γk is at least k. Since there are only finitely many choices
in each step of any such γk, there exists, by a variant of the pigeonhole principle, for
every i ∈ N a gradient pair (σi, τi) ∈ V , with σ0 = σ, that assemble for every n ∈ N to a
gradient path σ = σ0 → τ0 ← · · · → τn−1 ← σn. Thus, there exists an infinite gradient
path starting in σ, proving the claim.

The essential ideas for the proof of the following proposition, which we provide further
below and that extends Proposition 2.30 to infinite complexes, can be found already in
the proof of [Bro92, Proposition 1], which predates Forman’s papers.

Proposition 2.43. Let L ⊆ K be a pair of simplicial complexes and let V be a discrete
gradient on K such that for every element A ∈ V its height ht(A) is finite. Moreover,
assume that K \ L is the union of pairs in V . Then the inclusion |L| ↪→ |K| is a
homotopy equivalence.

In light of Proposition 2.30, we extend the terminology to say that the discrete gradient
in Proposition 2.43 induces a collapse K ↘ L.
Remark 2.44. Note that the homotopy equivalence |L| ↪→ |K| is not necessarily induced
by a finite sequence of elementary collapses. However, a close inspection of the proof
shows that it is a (possibly infinite) concatenation of strong deformation retracts that
are obtained by simultaneously executing a family of elementary collapses induced by
the discrete gradient V . This justifies the extension of terminology above.
Remark 2.45. The finite height assumption in Proposition 2.43 is crucial. Consider the
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following infinite simplicial complex K with the indicated discrete gradient V :

•

•

•

•

•

•

•

•

•

•

· · · · · ·

Let L be the subcomplex consisting of the simplices indicated in blue, i.e., all horizontal
1-simplices and their vertices. The complement K \L is the union of pairs in V , but the
inclusion |L| ↪→ |K| is not a homotopy equivalence. Note that every gradient facet has
infinite V -path height, and thus, no element of V has finite height.

Before we prove Proposition 2.43 we need one small lemma.
Lemma 2.46. Let K be a simplicial complex and K0 ⊆ K1 ⊆ · · · ⊆ K a filtration of
subcomplexes whose union is K such that for all i ∈ N the inclusion |Ki| ↪→ |Ki+1| is a
homotopy equivalence. Then the inclusion |K0| ↪→ |K| is also a homotopy equivalence.
Proof. By Whitehead’s theorem [Hat02, Theorem 4.5], it suffices to show that for all n ∈
N the induced morphism on homotopy groups gn : πn(|K0|)→ πn(|K|) is an isomorphism.
For any map f : Sn → |K| its image is compact and hence contained in some |Ki|. As
|K0| → |Ki| is a homotopy equivalence, it follows that the homotopy class [f ] is in
the image of the composite πn(|K0|) → πn(|Ki|) → πn(|K|) and hence also in the
image of gn. This shows surjectivity. A similar argument applied to any homotopy
h : Sn × [0, 1]→ |K| shows that gn is injective. This proves the lemma.

Proof of Proposition 2.43. Without loss of generality, we can assume that L is the union
of critical simplices. Consider the filtration L = K0 ⊆ K1 ⊆ · · · ⊆ K of K, where Ki is
the subcomplex

Ki = L ∪
⋃

A∈V, ht(A)≤i

A.

We show that for every i ∈ N the inclusion |Ki| ↪→ |Ki+1| is a homotopy equivalence
and the proposition then follows from Lemma 2.46: Let (σ, τ) = A ∈ V be any element,
with σ a facet of τ , such that ht(A) = i + 1. Then, σ is a free facet of τ in Ki+1, as
otherwise there would exist a pair B ∈ V with ht(B) ≤ i + 1 and B > A. But this
cannot be true, because then the last property implies that the height of B satisfies
ht(B) ≥ ht(A) + 1 = i + 2, contradicting the construction. A similar argument shows
that τ is not properly contained in any simplex of Ki+1. Therefore, the complement
Ki+1 \Ki is partitioned by pairs in V of height i + 1 and the corresponding simplices
to different pairs can only possibly intersect in the subcomplex Ki. Thus, executing the
elementary collapses that are encoded by those pairs simultaneously induces a strong
deformation retract

|Ki+1| → |Ki+1 \
⋃

A∈V, ht(A)=i+1
A| = |Ki|

and hence the inclusion |Ki| ↪→ |Ki+1| is a homotopy equivalence.
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We now describe how to construct discrete gradients from others. The following propo-
sition follows directly from Kozlov [Koz20, Theorem 16.8]; variants of this proposition
also appear in Hersh [Her05, Lemma 4.1] and Johnsson [Jon08, Lemma 4.2].

Proposition 2.47. Let P be the face poset of a simplicial complex K, and let Q be any
poset. Let φ : P → Q be a map of posets, and for all q ∈ Q let Vq be an acyclic matching
in the Hasse diagram of φ−1(q). Then the union V = ⋃

q Vq of these matchings is itself
an acyclic matching in the Hasse diagram of P , i.e., a discrete gradient on K.

Remark 2.48. Recall that a (non-generalized) discrete Morse function f : K → R is
a poset map from the face poset of K to the poset of real numbers, such that every
fiber is isomorphic to a disjoint union of posets with one element, which are of the
form {0}, and posets with two elements, which are of the form {0 < 1}. Similarly,
every fiber of a generalized discrete Morse function is isomorphic to a disjoint union of
intervals in the face poset of K, and acyclic matchings in the Hasse diagrams of those
correspond to gradient refinements. Thus, in principle, we can think of the poset map
in Proposition 2.47 as being a vast generalization of a discrete Morse function.

2.3.4. Algebraic Morse Theory and Gradient Flows

We now recall some aspects of algebraic Morse theory [Skö06; JW09; Koz08], also called
algebraic discrete Morse theory, with a view towards its use in Section 4.1. Let (C∗,Σ∗)
be a based chain complex, as defined in Section 2.2.

Definition 2.49. A function f : Σ∗ → R is an algebraic Morse function if

• f is monotonic, i.e., for any facet σ ∈ Σn of τ ∈ Σn+1 we have f(σ) ≤ f(τ), and

• there exists a (unique) disjoint collection V of facet pairs such that every facet pair
(µ, η) satisfies f(µ) = f(η) if and only if (µ, η) ∈ V .

We call V the algebraic gradient of f on Σ∗, and we call a basis element critical if it is
not contained in any pair of V . Moreover, for (σ, τ) ∈ V we call σ a gradient facet and
τ a gradient cofacet.

We often refer to an algebraic gradient without explicit mention of the associated
algebraic Morse function.
Remark 2.50. The definitions of algebraic Morse function and algebraic gradient gener-
alize those from discrete Morse theory. Let f : K → R be a (non-generalized) discrete
Morse function, defined on a finite simplicial complex, with discrete gradient V . Recall
that the simplicial chain complex C∗(K) has a basis Σ∗ consisting of the simplices of K
with some chosen orientation. We can now interpret f as an algebraic Morse function
on this basis Σ∗ and the discrete gradient V as an algebraic gradient.
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Gradient Flows We now introduce the flow determined by an algebraic gradient,
and study its behavior under gradient containment. In Section 4 we then analyze its
relation to lexicographically minimal cycles (Proposition 4.16), as well as the descending
complex (Proposition 4.24). While Section 4 is mainly focused on cycles, in this section
we present results that hold more generally for chains. Moreover, in Section 4.1.4 we
demonstrate how the gradient flow on a cycle can be interpreted as a variant of Gaussian
elimination, tying it closely to the exhaustive reduction (Algorithm 2).

Let (C∗,Σ∗) be a based chain complex and V an algebraic gradient on Σ∗. The
following definition, originally for discrete gradients [For98], carries over naturally to the
algebraic setting.

Definition 2.51. The flow Φ: C∗ → C∗ determined by V is the chain map given by

Φ(c) = c+ ∂ F(c) + F(∂c),

where F: C∗ → C∗+1 is the unique linear map defined on the basis elements σ ∈ Σ∗ as

F(σ) =
{
− 1

⟨∂τ,σ⟩ · τ if σ is contained in a pair (σ, τ) ∈ V ,
0 otherwise.

Note that, by construction, the map F is a chain homotopy between the identity and
the flow Φ. In particular, if c is a cycle, then the flow reduces to Φ(c) = c+ ∂ F(c) and
therefore acts on each homology class of the chain complex by a change of representative
cycle. Moreover, if f : Σ∗ → R is an algebraic Morse function with algebraic gradient V ,
then, by construction, the associated flow Φ acts for any r ∈ R on the subcomplex of C∗
spanned by the sublevel set Sr(f) = f−1(−∞, r].

Forman [For98] proved that the sequence Φ,Φ2, . . . stabilizes in the case that the
chain complex is the cellular chain complex of a finite CW-complex. This generalizes
straightforwardly to our setting of finite chain complexes, and we denote the stabilized
flow by Φ∞ = Φr, where r is a large enough natural number:

Proposition 2.52. Let (C∗,Σ∗) be a based chain complex and V an algebraic gradient on
Σ∗ with associated flow Φ. There exists an r ∈ N such that for all s ≥ r we have Φs = Φr.

The proof of this proposition uses the following lemma, which is also a straightforward
generalization of the corresponding statement in [For98], and is of independent interest.

Lemma 2.53. Let σ ∈ Σn be critical. Then for all r ∈ N the iterated flow Φr+1(σ) is
given by

Φr+1(σ) = σ + w + Φ(w) + · · ·+ Φr(w),

where w = F(∂σ). Moreover, we have Φs(w) ∈ im F for all s ∈ N, and F(Φr+1(σ)) = 0.

Proof. We prove the first claim by induction over r ∈ N. To establish the base case, let
r = 0. As σ is critical, we have F(σ) = 0. By definition of the gradient flow, we thus
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have Φ(σ) = σ + F(∂σ) = σ + w, establishing the base case. For the induction step,
assume the claim holds for some r ∈ N, and we prove it for r + 1. Note that

Φr+2(σ) = Φ(Φr+1(σ)) = Φ(σ) + Φ(w) + Φ2(w) + · · ·+ Φr+1(w)
= σ + w + Φ(w) + · · ·+ Φr+1(w),

where we used the induction hypothesis and the base case. This proves the first claim.
We now show the second claim. By definition, we have F ◦F = 0, implying

Φ ◦ F = (1 + ∂ ◦ F + F ◦∂) ◦ F = F ◦(1 + ∂ ◦ F),

and therefore im(Φ ◦ F) ⊆ im F. As w = F(∂σ) ∈ im F, the claim Φs(w) ∈ im F now
follows directly from the previous observation. Thus, the chain Φr+1(σ) is the sum of the
critical basis element σ and elements in the image of F. Using F(σ) = 0 and F ◦F = 0,
this implies F(Φr+1(σ)) = 0 as claimed.

Proof of Proposition 2.52. Let f : Σ∗ → R be an algebraic Morse function with alge-
braic gradient V and associated flow Φ. Recall that the linear map F is such that
F(σ) = −⟨∂τ, σ⟩−1 · τ if (σ, τ) ∈ V and 0 on all other basis elements of Σ∗. Thus, if
(σ, τ) ∈ V , the unique basis element in the support of F(σ), namely τ , has the same
function value as σ. As Σ∗ is finite and hence the image of the map f is also finite, we can
therefore prove the statement inductively over the function values of the basis elements.

To establish the base case of the induction, let σ ∈ Σ∗ be a basis element with minimal
function value. Then, σ is necessarily a critical element contained in Σ0, and therefore,
we have Φ(σ) = σ, by definition of the gradient flow. This establishes the base case.

For the induction step, let σ ∈ Σ∗ be a basis element and assume the claim holds for all
other basis elements with strictly smaller function value than σ. If σ is a gradient facet,
or a gradient cofacet, then the support of Φ(σ) = σ+∂ F(σ)+F(∂σ) does not contain σ,
by definition of the flow Φ and the linear map F. Moreover, every element in the support
of Φ(σ) has strictly smaller function value than σ, by definition of the algebraic Morse
function f . Thus, the claim follows in this case from the induction assumption. If σ is
a critical element, by Lemma 2.53, it suffices to prove that Φr(w), where w = F(∂σ),
is equal to zero for large enough r. As Φs(w) ∈ im F for all s ∈ N, it thus suffices to
prove that for every chain c in the image of F, the flow Φ strictly decreases the maximal
function value of the basis elements in the support of c. As the image of f is finite, this
then implies the desired claim. So, let τ be any basis element in the support of the chain
c ∈ im F, meaning that τ is a gradient cofacet with respect to the algebraic gradient V .
Analogously to the first case above, the chain Φ(τ) = τ + F(∂τ) does not contain τ , by
definition of the flow Φ and the linear map F. Moreover, every element in the support
of Φ(τ) has strictly smaller function value than τ , by definition of the algebraic Morse
function f . Thus, the claim also follows in this case.

Based on the concept of discrete flow, Forman [For98] considered the subcomplex of
the cellular chain complex given by the flow invariant chains and proved the following
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proposition in this special case, which also generalizes to our setting. Consider the
subcomplex of C∗ consisting of the Φ-invariant chains,

CΦ
∗ = {c ∈ C∗ | Φ(c) = c}.

Proposition 2.54. The Φ-invariant chains are spanned by the image of the critical basis
elements under the stabilized flow CΦ

n = span{Φ∞(σ) | σ ∈ Σn critical}.

Proof. Let f : Σ∗ → R be an algebraic Morse function with algebraic gradient V and
associated flow Φ. Let c ∈ Cn be a Φ-invariant chain; it suffices to prove that c is a
linear combination of chains of the form Φ∞(σ) with σ ∈ Σn critical. Let σ ∈ Σn be
a basis element in the support of c with maximal function value. It follows, through
similar arguments as in the induction step in the proof of Proposition 2.52, that σ must
be a critical element. Then, the chain

c− ⟨c, σ⟩ · Φ∞(σ)

is also Φ-invariant, with one critical element less in its support than c. As there are only
finitely many critical elements in Σ∗, by repeating the argument above, there must exist
critical elements σ1, . . . , σk in Σn such that the chain

c− ⟨c, σ1⟩ · Φ∞(σ1)− · · · − ⟨c, σk⟩ · Φ∞(σk) (2.1)

is also Φ-invariant and that contains no critical elements in its support. Since, as before,
elements in the support of a Φ-invariant chain with maximal function value are always
critical, the chain in Eq. (2.1) must be zero, proving the claim.

We relate the flow invariant chains of an algebraic gradient to those of its subgradients.

Proposition 2.55. Let (C∗,Σ∗) be a based chain complex and W ⊆ V two algebraic gra-
dients on Σ∗. Consider the flows Ψ,Φ: C∗ → C∗ determined by W and V , respectively.
Then any Φ-invariant chain is also Ψ-invariant, i.e., we have CΦ

∗ ⊆ CΨ
∗ .

Proof. Let c ∈ Cn be a Φ-invariant chain. Recall from Definition 2.51 that Φ is given
by Φ(c) = c + ∂ F(c) + F(∂c), where F: C∗ → C∗+1 is the linear map with F(σ) =
−⟨∂τ, σ⟩−1 · τ if (σ, τ) ∈ V and 0 on all other basis elements of Σ∗. By Proposition 2.54
and linearity, we can assume without loss of generality that c is of the form Φ∞(η) for
a V -critical basis element η ∈ Σn. By definition, Φ∞ = Φr+1 for a large enough r ∈ N,
and by Lemma 2.53, the chain c = Φr+1(η) satisfies F(c) = F(Φr+1(η)) = 0. Hence, we
have

c = Φ(c) = c+ F(∂c) + ∂ F(c) = c+ F(∂c)

from which we conclude that F(∂c) = 0 holds. By construction of F, this implies that c
and ∂c are the sums of critical elements and gradient cofacets of V .

Similarly to before, Ψ is given by Ψ(c) = c+ ∂E(c) + E(∂c), where E : C∗ → C∗+1 is
the linear map with E(σ) = −⟨∂τ, σ⟩−1 ·τ if (σ, τ) ∈W and 0 on all other basis elements
of Σ∗. As W ⊆ V , it holds true that c and ∂c are the sums of critical elements and
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gradient cofacets of W , as well. By construction of E, this implies E(c) = E(∂c) = 0,
and hence

Ψ(c) = c+ ∂E(c) + E(∂c) = c+ 0 + 0 = c,

meaning that c is Ψ-invariant, proving the claim.

Note that the flow Φ can be written as a sum of flows

Φ =
∑

(a,b)∈V

Φ(a,b) − (cardV − 1) · id,

where Φ(a,b) is the flow determined by the algebraic gradient {(a, b)} on Σ∗. Together
with Proposition 2.55, this proves the following.

Corollary 2.56. Let V be an algebraic gradient on Σ∗ with associated flow Φ: C∗ → C∗.
Then a chain is Φ-invariant if and only if it is Φ(a,b)-invariant for every pair (a, b) ∈ V .

2.4. Abstract Homotopy Theory

To be able to prove functorial nerve theorems in Section 5, we now recall some notions
from homotopy theory, such as simplicial model categories. Most prominently, we will
make use of the bar construction, which is a standard model for the homotopy colimit:
like the colimit, the homotopy colimit can be defined via a universal property, but since
this universal property is phrased in terms of derived categories, it takes some work
to define it precisely. A full discussion of the homotopy colimit is beyond the scope
of this section (see [Dug08] for a nice introduction to the topic, or [Rie14, Part I] for
a more abstract approach). However, in order to explain the properties of the bar
construction that we will use, we will at least describe the problem that the homotopy
colimit addresses. So, in this section we will introduce a basic problem with the colimit of
a diagram of topological spaces, give an idea of how the homotopy colimit addresses this
problem, define the bar construction and explain some properties of the bar construction
that can be used to prove functorial nerve theorems in Section 5.

2.4.1. Homotopy Colimits and the Bar Construction

While colimits are used everywhere in topology to construct new spaces, the colimit
operation fails to respect homotopy equivalences, in the following sense. Take A to be
the category that looks like this:

• ← • → •

and consider the commutative diagram:

Dn Sn−1 Dn

∗ Sn−1 ∗

id
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Here, the top maps are the boundary inclusions. We think of the rows as A-shaped
diagrams, and the vertical maps define a natural transformation between these two
A-shaped diagrams. Every component of this natural transformation is a homotopy
equivalence, but the colimit of the top row is the sphere Sn, while the colimit of the
bottom row is a one-point space ∗, so the induced map between the colimits cannot be
a homotopy equivalence.

More generally, let C be a small category, and write TopC for the category of functors
C → Top. One says that a functor Ω: TopC → Top is homotopical if, given a natural
transformation λ : F ⇒ F ′ between C-shaped diagrams F and F ′ that is a pointwise
homotopy equivalence, the induced map Ω(F )→ Ω(F ′) is also a homotopy equivalence.
For any small category C, the colimit defines a functor colim: TopC → Top, and the
previous example shows that this functor is not homotopical in general.

A homotopy colimit is a homotopical functor hocolim: TopC → Top, together with
a natural transformation hocolim ⇒ colim that makes hocolim, in some sense, the
best possible homotopical approximation of the colimit functor. We now show how
to construct a particular model for the homotopy colimit, called the bar construction,
and we will see that it can be thought of as a “thickened” version of the colimit; see
Example 2.61 for an illustration.

We write ∆n for the standard topological n-simplex, and for 0 ≤ i ≤ n, we write
di : ∆n−1 ↪→ ∆n for the inclusion of the face opposite the ith vertex.

Definition 2.57. Let P be a poset, and let F : P → Top be a diagram of topological
spaces. The bar construction Bar(F ) of F is the quotient space

Bar(F ) =

 ⊔
σ=(v0<···<vn)

F (v0)×∆n

 / ∼

where the disjoint union is taken over all chains in P , and the equivalence relation ∼ is
generated as follows. For a chain σ = (v0 < · · · < vn) and 0 ≤ i ≤ n, we write

τi = (v0 < · · · < v̂i < · · · < vn) = (w0 < · · · < wn−1)

for the subchain with vi left out, noting that if i > 0, then w0 = v0, and if i = 0,
then w0 = v1. Now for any x ∈ F (v0) and α ∈ ∆n−1, we identify (x, di(α)) in the
copy of F (v0)×∆n indexed by σ with (F (v0 ≤ w0)(x), α) in the copy of F (w0)×∆n−1

indexed by τi.

Example 2.58. Let P = {0 < 1}. Then a diagram F : P → Top is just a map
F (0)→ F (1), and the bar construction Bar(F ) is the mapping cylinder of this map.

Recall the functor Pos: Simp → Po from Section 2.1 that takes a simplicial complex
to its poset of simplices (ordered by inclusion).

Definition 2.59. Let X be a topological space and U = (Ui)i∈I a cover of X. Writing
PU = Pos(Nrv(U))op, the nerve diagram of the cover U is the functor DU : PU → Top
with DU(J) = UJ .
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Remark 2.60. In many cases, the colimit of the diagram DU simply gives us back X: the
inclusions UJ ⊆ X induce a continuous map colimDU → X, which is in fact a bijection.
If U is an open cover, or if it is a closed cover that is locally finite (i.e., every point of X
has an open neighborhood that intersects only finitely many cover elements), then this
bijection is a homeomorphism.
Example 2.61. In Section 5, we will mainly consider bar constructions of diagrams asso-
ciated to a cover. For example, consider the following cover U of the circle S1:

Figure 9: A cover by three arcs (left) and the intersections of those (right).

If we label the three arcs {b, r, g}, the poset PU associated to this cover has the
following form:

{r}

{b, r} {r, g}

{b} {b, g} {g}

By definition, the bar construction Bar(DU) of the nerve diagram DU : PU → Top
associated to the cover U is built from pieces indexed by chains v0 < · · · < vn in PU and
are of the form DU(v0) ×∆n. More concretely, the bar construction in our example is
built from the following pieces:

Figure 10: Pieces indexed by chains in PU of length zero (left) and of length one (right).

After making all identifications, the bar construction Bar(DU) is the following “thick-
ened” version of colimDU

∼= S1:
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Figure 11: The bar construction of the nerve diagram.

By DiagPo(Top) we denote the category of diagrams over a poset: the objects in this
category are tuples (P, F ), where P is a poset and F : P → Top is a functor. A morphism
(g, λ) : (P, F )→ (R,G) consists of a poset map g : P → R and a natural transformation
λ : F ⇒ G ◦ g. Then the bar construction defines a functor Bar: DiagPo(Top)→ Top: a
morphism (g, λ) induces a continuous map Bar(F )→ Bar(G) defined by the maps

λ(v0)× |Flag(g)| : F (v0)×∆n → G(g(v0))×∆m ,

where |Flag(g)| : ∆n → ∆m is the affine map that sends the vertex vi to g(vi). Moreover,
the projection maps F (v0)×∆n → F (v0) define a natural map Bar(F )→ colimF .

There are analogues of this quotient space construction in other settings, which are
also called bar constructions. We will encounter some of these in Section 5.4. For a
very general discussion of the bar construction, including a proof that it is a model of
the homotopy colimit, see [Rie14, Chapters 4–5]. The bar construction for topological
spaces is homotopical (see [Koz08, Theorem 15.12] or [Hat02, Proposition 4G.1]):

Proposition 2.62. Let P be a poset, F,G : P → Top diagrams of topological spaces,
and let λ : F ⇒ G be a natural transformation. If the component λ(v) is a homotopy
equivalence for all v ∈ P , then so is the induced map Bar(F )→ Bar(G).

2.4.2. Simplicial Model Categories

In order to prove the unified nerve theorem (Theorem 5.25), we will need a generalization
of the bar construction (Definition 2.57) to other settings than the category of topolog-
ical spaces. To make sense of the homotopy invariance property (Proposition 2.62) in
other settings, we will need a general framework for studying analogues of homotopy
equivalences in other contexts. There are many choices for such frameworks: we will
work with model categories, which have been a standard tool of abstract homotopy the-
ory since they were introduced by Quillen in the 1960s. A thorough introduction to
model categories is beyond the scope of this section (see, e.g., [DS95] for a friendly in-
troduction), but we will briefly introduce the aspects of model categories that are most
relevant to Section 5. We first recall some notions from topology.

To avoid pathological behavior in the category Top of all topological spaces, results
in algebraic topology are often restricted to certain full subcategories that include all
the spaces of primary interest (such as CW complexes) and that have better categorical
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properties. For example, it is often convenient to work in a category of topological spaces
that is cartesian closed: roughly speaking, this means that for any spaces X and Y in the
category, we have a “mapping space” Y X in the category such that for a fixed space Z,
the set of maps Z → Y X is in bijection with the set of mapsX×Z → Y , and this bijection
is natural in Y and Z. Letting Z = ∗, we see that the points of Y X are in bijection
with continuous maps X → Y . Such mapping spaces play an important role in algebraic
topology, because they encode homotopy-theoretic information. For example, a path
γ : [0, 1] → Y X in the mapping space corresponds to a homotopy H : X × [0, 1] → Y .
There is more than one standard choice for a cartesian closed subcategory. We will
consider the following one.

Definition 2.63. A topological space X is weak Hausdorff if g(K) is closed in X for
every continuous map g : K → X with K compact Hausdorff. A subspace A of X is
compactly closed if g−1(A) is closed in K for every continuous map g : K → X with K
compact Hausdorff. A space X is a k-space if every compactly closed subspace of X is
closed. A space X is compactly generated if it is a weak Hausdorff k-space. The full
subcategory of Top of compactly generated spaces is denoted by CGSpc.

A note of warning: there is conflicting terminology in the literature surrounding com-
pactly generated spaces. See [May99, Chapter 5] or [Str09] for basic facts about these
spaces. For example, there exist inclusions and adjoint functors

CGSpc k-spaces Top,⊣ ⊣

where k-spaces is the full subcategory of Top consisting of k-spaces.
Example 2.64. Many spaces are compactly generated:

• Every closed subspace of a compactly generated space is compactly generated.

• Every CW-complex is compactly generated.

• Every locally compact Hausdorff space is compactly generated [Str09, Proposition
1.7]. In particular, Rd is compactly generated.

Finally, let us recall the homotopy extension property.

Definition 2.65. Let X be topological spaces and let A be a subset. We say that the
pair (X,A) satisfies the homotopy extension property if for every commutative diagram
of the following shape the dotted arrow exists

A X

A× [0, 1] X × [0, 1]

Y.

idA ×{0} idX ×{0} f

H

H̃
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In words, the pair (X,A) has the homotopy extension property if for any map f , every
homotopy H of f on A can be extended to a homotopy H̃ of f defined on all of X.

Remark 2.66. A large class of pairs has the homotopy extension property. For example,
if X is a CW-complex and A a subcomplex, then (X,A) satisfies the homotopy extension
property ([Hat02, Proposition 0.16] or [Koz08, Proposition 7.10]). We say more about
the homotopy extension property in Section 5.4.1.

Model Categories A model category is a category together with three distinguished
classes of morphisms, the weak equivalences, fibrations, and cofibrations, which are re-
quired to satisfy certain axioms. An admissible choice of these classes is called a model
structure on the underlying category. The distinguished classes of morphisms also deter-
mine two distinguished classes of objects: an object X is fibrant if the unique map from
X to the terminal object is a fibration, and it is cofibrant if the unique map from the
initial object is a cofibration. Before we give the axioms in Definition 2.69, it is useful
to have in mind some basic examples.
Example 2.67. There are several important model categories whose objects are topolog-
ical spaces. As discussed earlier in this section, in order to avoid pathological behavior,
one often considers some subcategory of Top; we choose the subcategory of compactly
generated spaces. There is a model structure on the category of compactly generated
spaces for which the weak equivalences are the homotopy equivalences and the cofi-
brations are the Hurewicz cofibrations, which are the maps i : A → X that satisfy the
homotopy extension property (see Definition 2.65, and replace the inclusion A ⊂ X
with i). This is called the Hurewicz model structure. It was originally shown to be a
model structure (on the category of all topological spaces) by Strøm [Str72]; see [MP12,
Theorem 17.1.1] for an account in the setting of compactly generated spaces. Every
space is both fibrant and cofibrant in the Hurewicz model structure, which is quite rare.

There is another model structure on the category of compactly generated spaces,
called the Quillen model structure, for which the weak equivalences are the weak ho-
motopy equivalences, i.e., the maps that induce a bijection on path components and an
isomorphism on homotopy groups for all choices of base point. This was first studied
by Quillen in his original work on model categories [Qui67]; see [MP12, Theorem 17.2.2]
for an account in our setting. Every space is fibrant in the Quillen model structure, and
every CW complex is cofibrant.
Example 2.68. Model categories can be used to study homological algebra. Let R be
a commutative ring. There is a model structure on the category of non-negatively
graded chain complexes of R-modules, for which the weak equivalences are the quasi-
isomorphisms, and the cofibrations are those monomorphisms that have a degreewise-
projective cokernel. In particular, the cofibrant objects are the degreewise-projective
chain complexes. This is another of the original examples from [Qui67].

Definition 2.69. A model category M is a category which is equipped with three sub-
categories of morphisms called weak equivalences, fibrations and cofibrations such that
the following axioms hold:
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1. The category M has all small limits and colimits.

2. (2-of-3) If f and g are maps of M such that g ◦ f is defined and two of the maps
f, g, g ◦ f are weak equivalences, then so is the third.

3. If f is a retract of g and g is a weak equivalence, fibration, or cofibration, then so
is f .

4. Given a commutative square
A X

B Y,

i

f

p

g

where i is a cofibration and p is a fibration, then there is a map h : B → X such
that f = h ◦ i and g = p ◦ h if either of i or p is a weak equivalence.

5. Any map f can be factored as (i) f = p ◦ i, where i is a cofibration and p is a
fibration and a weak equivalence, and (ii) f = p′ ◦ i′ where i′ is a cofibration and
a weak equivalence and p′ is a fibration.

Remark 2.70. The definition of model category has evolved since it was first introduced.
For example, we require all small limits and colimits, while Quillen originally required
only all finite limits and colimits. For a discussion, see [Hov99, Chapter 1]
Remark 2.71. In a model category the weak equivalences together with the fibrations or
the cofibrations determine the third subcategory; see, e.g., [Hov99, Lemma 1.1.10].

Many algebraic topologists prefer to work with certain kinds of combinatorial models
of spaces, rather than with topological spaces themselves. These combinatorial mod-
els are called simplicial sets, and they are somewhat similar to simplicial complexes.
While they may appear more complicated than simplicial complexes – for example, ev-
ery simplicial set has simplices in every dimension, even the simplicial set that models
the one-point space – they have better categorical properties. For example, there is a
geometric realization functor | − | from the category of simplicial sets to the category of
compactly generated topological spaces, and this functor preserves all small colimits and
all finite limits (we define this construction in Section 5.4.2). So, one can take limits and
colimits in the category of simplicial sets, and these will model the corresponding limits
and colimits of topological spaces. See [Fri12] for a friendly introduction to this topic.

Definition 2.72. The simplex category, denoted by ∆, has as objects the finite ordinals
{[n] = {0, 1, . . . , n} | n ≥ 0}, with the morphisms being the order preserving maps.

Definition 2.73. A simplicial set is a functor X : ∆op → Set, and a morphism of
simplicial sets is a natural transformation. The set Xn = X([n]) is the set of n-simplices
of X. The category of simplicial sets is denoted by sSet. More generally, if C is any
category, a simplicial object in C is a functor ∆op → C, and the category of simplicial
objects in C is denoted by s(C).
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Example 2.74. The Yoneda embedding Y : ∆ ↪→ sSet, [n] 7→ Hom∆(−, [n]) gives rise to a
simplicial set for each n ∈ N. We denote Y ([n]) by ∆n and call it the standard n-simplex.
Example 2.75. Let X be a topological space. The singular simplicial set of X is the
simplicial set Sing(X) with

Sing(X)([n]) = hom(|∆n|, X),

where |∆n| is the standard topological n-simplex, and hom(−,−) denotes the set of
continuous maps.

A fundamental fact about the relationship between simplicial sets and topological
spaces is that the functor Sing : CGSpc→ sSet is right adjoint to the geometric realization
|−| : sSet→ CGSpc mentioned above. This adjunction is what allows us to use simplicial
sets as a model for spaces; we say more about this below.
Example 2.76. Let C be a category. The (categorical) nerve of C is the simplicial set
N(C) such that

N(C)([n]) = {v0 → v1 → · · · → vn | string of composable morphisms in C}.

If A = (Ai)i∈I is a cover of a topological space, then the finite non-empty intersections
of cover elements form a category with morphisms given by inclusion AJ ↪→ AJ ′ if J ′ ⊆ J .
The nerve of this category and the nerve of the cover have homeomorphic geometric
realizations, explaining the common name for the two constructions.

We can now introduce two more examples of model categories, both of which play a
role in the proof of Theorem 5.25.
Example 2.77. The category of simplicial sets can be equipped with a model structure,
called the Quillen model structure, where the the cofibrations are the monomorphisms
and the weak equivalences are those maps that are mapped to weak homotopy equiva-
lences when applying the geometric realization functor; see, for example, [GJ09, Chap-
ter I]. From the definition of cofibration, it follows that every simplicial set is cofibrant.
Example 2.78. An alternative to the chain complexes of Example 2.68 is the category
of simplicial R-modules. Here, R is a commutative ring as before, and a simplicial
R-module is a simplicial object in the category R-Mod of R-modules, i.e., a functor
∆op → R-Mod. Denoting the category of simplicial R-modules by s(R-Mod), we let
R : sSet → s(R-Mod) denote the functor that is induced by the free R-module functor
R : Set→ R-Mod; the forgetful functor U : s(R-Mod)→ sSet is right adjoint to R. Then
there is a model structure on s(R-Mod) such that the weak equivalences and fibrations are
exactly those morphisms whose underlying map of simplicial sets is a weak equivalence
and fibration, respectively [GS07, Proposition 4.2]. Moreover, a continuous map X → Y
is an R-homology isomorphism if and only if the induced map R(Sing(X))→ R(Sing(Y ))
is a weak equivalence of simplicial R-modules [Wei94, Dold-Kan Theorem 8.4.1].

We have now encountered two important adjunctions connecting model categories:
the adjunction (| − |, Sing) relating spaces with simplicial sets, and (R, U) relating sim-
plicial sets with simplicial R-modules. In general, a Quillen adjunction between model
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categories is an adjunction such that the left adjoint preserves cofibrations and trivial
cofibrations, or equivalently, the right adjoint preserves fibrations and trivial fibrations.
These adjunctions are the main way to relate model categories; both of the adjunctions
just mentioned are Quillen adjunctions.

A Quillen adjunction (F,G), where the left adjoint F is a functor M→ N, is a Quillen
equivalence if, for all cofibrant X in M and all fibrant Y in D, a map FX → Y is a weak
equivalence in N if and only if the corresponding map X → GY is a weak equivalence
in M. The adjunction (| − |,Sing) is a Quillen equivalence when CGSpc is given the
Quillen model structure; see for example [Hov99, Theorem 2.4.25, Theorem 3.6.7]. This
simple definition has powerful consequences, and we now describe one that plays a role
in the proof of Theorem 5.25. Since (F,G) is an adjunction, there is a natural map
η : X → GFX called the unit, and another ε : FGY → Y called the counit. If (F,G)
is a Quillen equivalence, then these maps are weak equivalences, subject to additional
fibrancy and cofibrancy assumptions. See [Hov99, Proposition 1.3.13] for details. Once
we know that (| − |, Sing) is a Quillen equivalence, then it follows immediately that
the unit K → Sing(|K|) is a weak equivalence for every simplicial set K, and the
counit |Sing(Y )| → Y is a weak equivalence for every compactly-generated space Y .
The additional fibrancy and cofibrancy assumptions are vacuous in this case, as every
simplicial set is cofibrant and every space is fibrant.

Simplicial Model Categories At the beginning of this section, we discussed the
importance of mapping spaces. A simplicial model category M is a model category
equipped with additional structure that generalizes this feature of algebraic topology;
see [Rie14, Definition 11.4.4] for a precise definition. For any two objects X and Y
of a simplicial model category M, we have a simplicial set HomM(X,Y ) that encodes
homotopy-theoretic information about X and Y . Formally, one requires that the model
category M be enriched in simplicial sets, and tensored and cotensored. One then
imposes an additional axiom that relates this structure to the model structure. We will
omit the formal definitions, since we will not use most of the structure explicitly. Rather,
for the proof of the unified nerve theorem, we will need a few facts about simplicial model
categories, principally Proposition 5.42. However, we will use the tensoring explicitly in
order to define the bar construction in a simplicial model category (Definition 5.38), and
so we introduce it now. If M is a simplicial model category, then for any object X of M
and any simplicial set K there is an object X ⊗K of M, and this construction gives a
functor M× sSet→ M. Furthermore, for any X, the functor HomM(X,−) : M→ sSet
has a left adjoint given by X ⊗ − : sSet → M. This adjunction in particular yields an
isomorphism

homM(X ⊗K,Y ) ∼= homsSet (K,HomM(X,Y ))

for any X,Y in M and any simplicial set K. The motivation for the terminology “ten-
soring”, and the notation ⊗, comes from this adjunction, which is analogous to the
tensor-hom adjunction from linear algebra.
Example 2.79. The category CGSpc of compactly-generated spaces is enriched in simpli-
cial sets, and tensored and cotensored. This makes CGSpc a simplicial model category
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with either the Hurewicz or Quillen model structures. If X and Y are compactly gener-
ated spaces, Hom(X,Y ) is the simplicial set with

Hom(X,Y )n = hom(X × |∆n|, Y ).

So, the zero-simplices of Hom(X,Y ) are maps from X to Y , the one-simplices are
homotopies, the two-simplices are “homotopies between homotopies”, and so on. The
operation ⊗ is characterized by X ⊗∆n = X × |∆n|.
Example 2.80. The Quillen model structure on sSet gives a simplicial model category,
and the operation ⊗ is the cartesian product.
Example 2.81. The category s(R-Mod) is a simplicial model category, with the model
structure described in Example 2.78. If K is a simplicial set and M is a simplicial
R-module, then M ⊗K is the simplicial R-module with (M ⊗K)n = Mn ⊗R R(Kn).
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3. Vietoris–Rips Filtrations of Hyperbolic and
Almost Geodesic Spaces

In this section, we prove the main results summarized in Section 1.2, namely Theo-
rems A and B. More concretely, in Section 3.1, we establish some independent facts
about the hyperbolicity and the geodesic defect of metric spaces. In Section 3.2, we
slightly modify the proof strategy of the Contractibility Lemma from [LMO22], which
uses the injective hull of a metric space, to extend the result to non-geodesic spaces. In
Section 3.3, we provide an alternative proof strategy for the Contractibility Lemma for
non-geodesic spaces that is based on discrete Morse theory and that provides collapses
compatible with the Vietoris–Rips filtration. Finally, in Section 3.4, we argue that this
result has strong implications to the computation of persistent homology for tree-like
metric data, by showing that for tree metrics these collapses are induced by the ap-
parent pairs gradient (see also Remark 3.24), which is closely related to the persistence
computation (Lemma 2.24).

3.1. Hyperbolicity and Geodesic Defect of Metric Spaces

We establish some basic facts about the hyperbolicity and the geodesic defect of metric
spaces, such as their stability with respect to the Gromov–Hausdorff distance. The
results shown here are independent of the results in the following sections.

Recall the definitions from Section 1.2. IfX is δ-hyperbolic, then it is also δ′-hyperbolic
for every δ′ ≥ δ. With this in mind, it is natural to consider the infimum over all δ such
that X is δ-hyperbolic, which is called the hyperbolicity hyp(X) of X. It follows from
Eq. (1.1) that we have

hyp(X) = sup
w,x,y,z∈X

d(w, x) + d(y, z)−max{d(w, y) + d(x, z), d(w, z) + d(x, y)}
2 , (3.1)

and from this equivalent description of the hyperbolicity it can be seen that X is indeed
hyp(X)-hyperbolic. Moreover, note that every subspace of a δ-hyperbolic space is also
δ-hyperbolic and that if X is δ-hyperbolic with respect to some point p ∈ X, then X is
2δ-hyperbolic [Gro87, Corollary 1.1.B].

Similar spaces have similar hyperbolicity.

Proposition 3.1 (Mémoli et al. [MOW21]). Let X and Y be any metric spaces and
s = dGH(X,Y ). If X is δ-hyperbolic, then Y is (δ + 4s)-hyperbolic. Hence,

| hyp(X)− hyp(Y )| ≤ 4dGH(X,Y ).

Remark 3.2. By definition, if X is δ-hyperbolic it is also δ-hyperbolic with respect to
every point p ∈ X, and if X is δ-hyperbolic with respect to some point p ∈ X we just
stated that it is also 2δ-hyperbolic. Both implications are tight in the following sense.
If p ∈ X is a point such that for every other point q ∈ X there is an isometry of X
sending q to p, e.g., take the vertices of a square in the plane, then X is δ-hyperbolic
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with respect to q if and only if it is δ-hyperbolic with respect to p. In particular, X is
δ-hyperbolic if and only if it is δ-hyperbolic with respect to p. For the other implication,
consider the following graph with vertex set {a, b, c, d, e}, whose edges all have length
two:

a
b

c

d

e

For this graph metric, the smallest hyperbolicity constant with respect to a is equal to
1 and for every other point it is equal to 2. In particular, the hyperbolicity of this space
is 2 = 2 · 1.
Remark 3.3. In contrast, for the geodesic defect the relationship between the local and
the global quantities can differ arbitrarily. Note that if X is ν-almost geodesic with
respect to some point p ∈ X, then a straightforward estimate involving the triangle
inequality shows that for any q ∈ X it is also (ν+ 3

2d(q, p))-almost geodesic with respect
to q. However, the space X does not need to be ν-almost geodesic for any ν. For example,
consider the subspace X of the plane R2 given by the coordinate axes equipped with
the Euclidean metric. Then X is 0-almost geodesic with respect to the origin, but it is
not ν-almost geodesic for any ν: Let t > 0 be arbitrary and take x = (0, t), p = (t, 0),
and r = s =

√
2

2 t. A straightforward calculation yields the lower bound geod(X) ≥
geodp(X) ≥ (1−

√
2

2 )t, which directly implies the claim.
We now establish lower and upper bounds on the geodesic defect, relating it to other ge-

ometric quantities. For a metric space X consider its separation sep(X) = infx ̸=y d(x, y).

Proposition 3.4. For any metric space X we have geod(X) ≥ 1
2 sep(X).

Proof. If X is not ν-almost geodesic for any ν, then geod(X) =∞ and there is nothing
to prove. Thus, assume that X is ν-almost geodesic. Let ϵ > 0 be arbitrary and let
u,w ∈ X be any two points with u ̸= w and d(u,w)− ϵ ≤ I := infx ̸=y d(x, y). Then any
other point has distance at least d(u,w)−ϵ to u and w. As X is ν-almost geodesic, there
exists a point z ∈ X with d(u, z) ≤ 1

2d(u,w) + ν and d(w, z) ≤ 1
2d(u,w) + ν. If z = w,

then the first inequality implies 1
2I ≤

1
2d(u,w) ≤ ν and hence 1

2I ≤ geod(X), because
geod(X) is the infimum over all ν such that X is ν-almost geodesic. If z ̸= w, then

d(u,w)− ϵ ≤ I ≤ d(w, z) ≤ 1
2d(u,w) + ν

and therefore 1
2I − ϵ ≤

1
2d(u,w) − ϵ ≤ ν. Letting ϵ tend to zero implies 1

2I ≤ ν and
hence 1

2I ≤ geod(X), because geod(X) is the infimum over all ν such that X is ν-almost
geodesic.

A metric subset X ⊆ Y is r-dense if for every y ∈ Y there exists x ∈ X with
d(y, x) ≤ r. The following proposition proves an upper bound on the geodesic defect for
r-dense subsets of a geodesic space. A partial converse for δ-hyperbolic spaces is given
by Proposition 3.10.
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Proposition 3.5. Let X be an r-dense subset of a geodesic metric space Y . Then X
is r-almost geodesic. In particular, geod(X) ≤ r.

Proof. Let x, y ∈ X be any two points and let t, s ≥ 0 be with t + s = d(x, y). Choose
an isometric embedding γ : [0, d(x, y)] → Y with γ(0) = x and γ(d(x, y)) = y. As X is
r-dense, there exists a point z ∈ X with d(γ(t), z) ≤ r. By the triangle inequality, we
get d(x, z) ≤ d(γ(0), γ(t)) + d(γ(t), z) ≤ t+ r and similarly d(y, z) ≤ s+ r. This proves
that X is r-almost geodesic.

A 0-almost geodesic space is also called metrically convex [EK01]. If X is a geodesic
space, then its geodesic defect is zero, but the converse is not always true. In fact, for
any length space [BBI01], i.e., a metric space where the distance between two points is
the infimum of lengths of paths connecting them, the geodesic defect is zero. It is worth
noting that a complete metric space is a length space if and only if its geodesic defect is
zero, and it is a geodesic space if and only if it is 0-almost geodesic [BBI01, Section 2.4].
The punctured unit disk in R2 is an example for a space that has geodesic defect 0 but
that is not 0-almost geodesic. However, we have the following.

Proposition 3.6. Let X be a proper metric space, i.e., assume that every closed ball is
compact. Then X is geod(X)-almost geodesic.

Proof. Let x, y ∈ X be two points and r, s ≥ 0 with r + s = d(x, y). For every natural
number n ∈ N the space X is νn-almost geodesic, where νn = geod(X) + 1

n , and hence
there exists a point zn ∈ X with d(x, zn) ≤ r + νn and d(y, zn) ≤ s+ νn. This sequence
is contained in the closed ball of radius r+ geod(X) + 1 centered at x, which is compact
by assumption. Hence, there exists a convergent subsequence znk

→ z. The limit
point z ∈ X satisfies d(x, z) ≤ r + geod(X) and d(y, z) ≤ s + geod(X). Therefore, X
is geod(X)-almost geodesic.

We now show that the geodesic defect, like the hyperbolicity, is a Gromov–Hausdorff
stable quantity.

Proposition 3.7. Let X and Y be any metric spaces and s > dGH(X,Y ). If X is
ν-almost geodesic, then Y is (ν + 3s)-almost geodesic. Hence,

| geod(X)− geod(Y )| ≤ 3dGH(X,Y ).

Proof. Let C be a correspondence between X and Y with disC ≤ 2s. Furthermore,
let y, y′ ∈ Y be any two points, and let r, t ≥ 0 be such that r + t = d(y, y′). Choose
two corresponding points x, x′ ∈ X, with (x, y), (x′, y′) ∈ C. For u = r + disC/2 and
w = t+disC/2, we have u+w ≥ d(x, x′). As X is ν-almost geodesic, there exists a point
z ∈ X such that d(x, z) ≤ u + ν and d(x′, z) ≤ w + ν. We can choose a corresponding
point p ∈ Y , with (z, p) ∈ C. For this point, we get

d(y, p) ≤ d(x, z) + disC ≤ (u+ ν) + 2s = (r + disC/2) + ν + 2s ≤ r + ν + 3s

and similarly d(y′, p) ≤ t+ ν + 3s. Thus Y is (ν + 3s)-almost geodesic.
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If X is an r-dense subset of a geodesic space Y , then dGH(X,Y ) ≤ r, and the
above proposition implies that X is (3s)-almost geodesic for every s > r. In partic-
ular, geod(X) ≤ 3r. Note however that in this case Proposition 3.5 gives the stronger
bound geod(X) ≤ r.

For length spaces, it is known that all structure maps in the first persistent homology
of the Vietoris–Rips filtration are surjective [CSO14, Corollary 6.2]. This statement
generalizes to arbitrary metric spaces using the geodesic defect as follows.

Proposition 3.8. Let X be a ν-almost geodesic metric space. For every t > u > 2ν the
canonical map H1(Ripsu(X))→ H1(Ripst(X)) is surjective.

Proof. Let {x, y} ∈ Ripst(X) be an edge with length d(x, y) = t. As X is ν-almost
geodesic, there exists a point z ∈ X with d(x, z) ≤ 1

2 t + ν and d(y, z) ≤ 1
2 t + ν. By

assumption, we have 1
2 t+ ν = 1

2 t+ 1
2u− (1

2u− ν) < t− l, where l = (1
2u− ν). Hence, the

simplex {z, x, y} is contained in Ripst(X) and the simplicial chain [x, y] is homologous
to [z, y]− [z, x] ∈ C1(Ripst−l(X)). As every simplicial chain in C1(Ripst(X)) is a finite
sum of edges and l > 0 is a constant, it follows that finitely many reapplications of the
argument above yields that this chain is homologous to a chain in C1(Ripsu(X)), proving
the claim.

Remark 3.9. We briefly remark on how the hyperbolicity and geodesic defect can be
computed for a finite metric space X = {x1, . . . , xn} with n points. By an expression
similar to Eq. (3.1), the hyperbolicity of X with respect to some point p ∈ X can be
computed by brute force in Θ(n3) time. More efficiently [FIV15; Dua14]: The hyper-
bolicity of X with respect to p is given by the largest entry of the matrix A ⊙ A − A,
where A is the matrix with Ai,j equal to the Gromov product of xi and xj ,

Ai,j = 1
2(d(xi, p) + d(xj , p)− d(xi, xj)) = (xi, xj)p,

and A ⊙ A is the (max,min)-product given by (A ⊙ A)i,j = maxk min{Ai,k, Ak,j}. The
(max,min)-product can be computed in O(n(3+ω)/2) time [DP09] with ω such that two
arbitrary real m×m square matrices can be multiplied in O(mω) time, which is known
to be possible with 2 ≤ ω < 3.

We now describe a brute force way to compute the geodesic defect of X with respect
to some point p ∈ X. First, fix any point x ∈ X, let r, s ≥ 0 be any real numbers such
that r + s = d(x, p), and let ν ≥ 0 be arbitrary. If there exists a point z ∈ X such that
d(z, x) ≤ r + ν and d(z, p) ≤ s+ ν, then we have

max{d(z, x)− r, d(z, p)− d(x, p) + r} ≤ ν.

Thus, the optimal value for ν, such that a point z ∈ X as in the inequality above exists
for any r, s ≥ 0 with r + s = d(x, p), is given by

νx = max
r∈[0,d(x,p)]

min
z∈X

fx
z (r), (3.2)
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3.2. Rips’ Contractibility Lemma via the Injective Hull

where
fx

z (r) = max{d(z, x)− r, d(z, p)− d(x, p) + r} (3.3)

is a piecewise linear function R → R in the variable r. The function fx
z attains its

minimum at
rx

z = 1
2(d(z, x) + d(x, p)− d(z, p)),

which is the Gromov product (z, p)x. Note that minz∈X fx
z (r) is also a piecewise linear

function in the variable r. For any two points y, z ∈ X the corresponding functions fx
y

and fx
z , as in Eq. (3.3), can potentially intersect at

rx
y,z =1

2(d(y, x) + d(x, p)− d(z, p)),

or at rx
z,y. Thus, to compute the maximum of the function minz∈X fx

z , as in Eq. (3.2),
we discretize the interval [0, d(x, p)] by only taking the values

Dx = {rx
y,z | y, z ∈ X} ∩ [0, d(x, p)]

into account. For each discretization point l ∈ Dx, we iterate over all points in X, to ob-
tain the minimum Ml = minz∈X fx

z (l). The value νx is then given by νx = maxl∈Dx Ml,
and the geodesic defect of X with respect to p is given by geodp(X) = maxx∈X νx. We
remark that in each step it suffices to only take the points of X into account that are
contained in the lune of x and p, given by {y ∈ X | d(y, x) ≤ d(x, p), d(y, p) ≤ d(x, p)}.
Thus, the geodesic defect of X with respect to p can be computed in O(n4) time. To
the best of the author’s knowledge, the geodesic defect has not been study from a com-
putational point of view before. It remains an interesting open problem to find better
algorithms for computing the geodesic defect of a finite metric space.

3.2. Rips’ Contractibility Lemma via the Injective Hull

We adapt some known facts about embeddings of metric spaces into their injective hull
(see Section 2.1.2) using the geodesic defect, to prove a version of the Contractibility
Lemma for δ-hyperbolic ν-almost geodesic metric spaces, following [LMO22].

The following is essentially due to Lang [Lan13]. Originally, it has been stated for a
special case, but the proof applies verbatim to the below statement involving the geodesic
defect, which indeed provided the motivation for our definition. Note that the definition
of δ-hyperbolic used in [Lan13] differs from the one used here by a factor of 2.

Proposition 3.10 (Lang [Lan13, Proposition 1.3]). Let X be a δ-hyperbolic ν-almost
geodesic metric space. Then the injective hull E(X) is δ-hyperbolic, and every point in
E(X) has distance at most 2δ + ν to e(X).

This result yields a generalization of the Contractibility Lemma using the injective
hull analogously to the proof for geodesic spaces in [LMO22, Corollary 8.1].

Theorem 3.11. Let X be a δ-hyperbolic ν-almost geodesic metric space. Then the
complex |Rips<

t (X)| is contractible for every t > 0 with t > 4δ + 2ν.
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Proof. By Proposition 3.10, we know that the collection of open balls with radius t
2

centered at the points in e(X) covers E(X). The nerve of this cover is isomorphic to

Čech<
t
2
(e(X), E(X)).

Thus, Proposition 2.16, Propositions 2.15 and 2.17, and the nerve theorem (Theorem H)
imply

|Rips<
t (X)| = |Čech<

t
2
(e(X), E(X))| ≃ E(X) ≃ ∗.

Remark 3.12. Proposition 2.17 implies that for any cover of an injective metric Y by
closed balls, there exists a geodesic bicombing σ : Y × Y × [0, 1]→ Y that restricts to a
map as assumed in Remark 2.6. Thus, if the metric space X in Theorem 3.11 is finite,
then, in the proof of said statement, we can replace the nerve theorem (Theorem H) by
the nerve theorem in Remark 2.6, and conclude similarly that |Ripst(X)| is contractible
for every t > 0 with t ≥ 4δ + 2ν.

3.3. Filtered Collapsibility of Vietoris–Rips Complexes

We revisit the original proof of the Contractibility Lemma in [Gro87], adapted to dis-
crete Morse theory (see Section 2.3). We extend the statement beyond geodesic spaces
using the geodesic defect, strengthen the assertion of contractibility to collapsibility, and
further extend the result to become compatible with the Vietoris–Rips filtration.

We first establish a key fact that is essential in the construction of the discrete gradients
in the proofs of Theorems 3.14 and 3.16.

Lemma 3.13. Let X be a metric space that is δ-hyperbolic and ν-almost geodesic with
respect to some point p ∈ X. Then for any point x ∈ X with d(x, p) ≥ 2δ + ν there is a
point zx ∈ X such that

• d(zx, p) ≤ d(x, p)− 2δ and d(zx, x) ≤ 2δ + 2ν,

• for any t ≥ 4δ + 2ν and y ∈ X with d(y, p) ≤ d(x, p) and d(y, x) ≤ t, we
have d(y, zx) ≤ t,

• for any t > 4δ + 2ν and y ∈ X with d(y, p) ≤ d(x, p) and d(y, x) < t, we
have d(y, zx) < t.

Proof. For r = 2δ+ ν and s = d(x, p)− 2δ− ν we have r+ s = d(x, p), and therefore, by
the assumption that X is a ν-almost geodesic space with respect to p, there is a point
zx ∈ X with

d(zx, p) ≤ s+ ν = d(x, p)− 2δ,

and
d(zx, x) ≤ r + ν = 2δ + 2ν = (4δ + 2ν)− 2δ. (3.4)
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This proves the first claim. We illustrate the situation as follows:

•p • x

•
zx

≤ r + ν = 2δ + 2ν≤ s+ ν = d(x, p)− 2δ

r + s

We now prove the second and third claim. Note that if t ≥ 4δ + 2ν, then Eq. (3.4)
implies

d(zx, x) ≤ t− 2δ,

and if t > 4δ + 2ν, then Eq. (3.4) implies

d(zx, x) < t− 2δ.

By assumption, we have
d(y, p) ≤ d(x, p),

and we either have
d(y, x) ≤ t or d(y, x) < t.

Recall that the four-point condition (1.1) states

d(y, zx) ≤ max{d(y, x) + d(zx, p), d(y, p) + d(zx, x)}+ 2δ − d(x, p).

For the non-strict case, the four-point condition together with the previous inequalities
yields

d(y, zx) ≤ max{t+ (d(x, p)− 2δ), d(x, p) + (t− 2δ)}+ 2δ − d(x, p) = t,

which proves the second claim. We illustrate the situation as follows:

•p • x

•
y

•
zx

≤ d(x, p) ≤ t
≤ t

≤ t− 2δ≤ d(x, p)− 2δ

For the strict case, the four-point condition together with the previous inequalities yields

d(y, zx) ≤ max{d(y, x)︸ ︷︷ ︸
<t

+ d(zx, p)− d(x, p)︸ ︷︷ ︸
≤−2δ

, d(y, p)− d(x, p)︸ ︷︷ ︸
≤0

+ d(zx, x)︸ ︷︷ ︸
<t−2δ

}+ 2δ < t,

which proves the third claim.
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Let X be a metric space and p ∈ X a point. Consider the sublevel set filtration of
the distance function d(−, p) : X → R, which induces, for every t ≥ 0, a sublevel set
filtration of the Vietoris–Rips complex by the function

d̃p : Ripst(X)→ R, σ 7→ max
y∈σ

d(y, p).

Recall that we write Dr(p) = {y ∈ X | d(p, y) ≤ r} and Br(p) = {y ∈ X | d(p, y) < r}
for the closed metric ball and the open metric ball of radius r centered at p, respectively.

Theorem 3.14. Let X be a metric space that is δ-hyperbolic and ν-almost geodesic with
respect to some point p ∈ X. Then for every t > 2ν with t ≥ 4δ + 2ν there exists a
discrete gradient on the Vietoris–Rips complex Ripst(X)

• that is compatible with the sublevel set filtration of d̃p,

• whose only critical simplex is {p}, and

• such that every simplex has finite height.

In particular, the discrete gradient induces a collapse

Ripst(X)↘ {p},

and for every r > l ≥ 0, the collapses

Ripst(Dr(p))↘ Ripst(Br(p))↘ Ripst(Dl(p)).

Proof. Without loss of generality, assume that δ > 0; if X is 0-hyperbolic with respect
to p, then it is also δ-hyperbolic with respect to p for any δ > 0. As t > 2ν, we may
simply choose δ = t−2ν

4 , which still satisfies t ≥ 4δ + 2ν.
Extend the preorder on X induced by the sublevel set filtration of d(−, p) to a total

order <, so that x < y implies d(x, p) ≤ d(y, p). Every simplex σ ∈ Ripst(X) has a
maximal vertex with respect to this total order, max σ. For every point x ∈ X \ {p} we
construct a discrete gradient Vx that is compatible with the sublevel set filtration of d̃p

and induces a collapse K≤x ↘ K<x, where

K≤x = {σ ∈ Ripst(X) | max σ ≤ x} and K<x = {σ ∈ Ripst(X) | max σ < x}.

Note that the complement K≤x \K<x consists of all simplices of Ripst(X) that contain
x as the maximal vertex.

First assume d(x, p) < t. Then for any vertex z of K≤x we have d(z, p) ≤ d(x, p) < t,
so {z, p} is a 1-simplex in K≤x. This implies that for every simplex σ ∈ K≤x we also
have σ ∪ {p} ∈ K≤x, meaning that K≤x is a simplicial cone with apex p. Pairing the
simplices containing p with those not containing p, we obtain a discrete gradient inducing
a collapse K≤x ↘ K<x:

Vx = {(σ \ {p}, σ ∪ {p}) | σ ∈ K≤x \K<x}. (3.5)
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Now assume d(x, p) ≥ t ≥ 4δ + 2ν. By Lemma 3.13, there is a point zx ∈ X with
d(zx, p) ≤ d(x, p)− 2δ, implying zx < x. We show that for every simplex σ ∈ K≤x \K<x

the union σ∪{zx} is also a simplex in K≤x \K<x: Note first that for any y ∈ σ we have
y ≤ max σ = x and hence d(y, p) ≤ d(x, p) by construction of the total order on X. As
x ∈ σ by assumption, we also have d(y, x) ≤ diam σ ≤ t. Since t ≥ 4δ + 2ν, it therefore
follows from Lemma 3.13 that any vertex y of σ has distance d(y, zx) ≤ t to zx, showing
that σ∪{zx} is also a simplex in K≤x\K<x. Similarly to the above, pairing the simplices
containing zx with those not containing zx yields a discrete gradient inducing a collapse
K≤x ↘ K<x:

Vx = {(σ \ {zx}, σ ∪ {zx}) | σ ∈ K≤x \K<x}. (3.6)

By Proposition 2.47, the union V = ⋃
x Vx is a discrete gradient on Ripst(X) whose

only critical simplex is {p}. By Lemma 2.40 and Proposition 2.43, the discrete gradient
V induces the collapses in the statement of Theorem 3.14 if every simplex σ ∈ Ripst(X)
has finite V -path height, which we now show. Let

σ = σ0 → τ0 ← · · · → τn−1 ← σn

be any V -path in Ripst(X) with n ≥ 1, implying that σ ̸= {p}.
Before providing an upper bound on the length of the gradient path, we consider

a single step in the gradient path more closely. Assume first that σi is such that
d(max σi, p) < t. By construction of the discrete gradient in Eq. (3.5), we know that σi

is a gradient cofacet if p ∈ σi, and hence in this case the gradient path must end in σi,
implying n = i. If p /∈ σi, we must have that σi is paired with

τi = σi ∪ {p}

and the facet σi+1 of τi, which is different from σi, contains p. Hence, the simplex σi+1
is a gradient cofacet of Vx from Eq. (3.5), since d(max σi+1, p) ≤ d(max σi, p) < t and
p ∈ σi+1. Thus, the gradient path must end in σi+1, implying n = i+ 1.

Now assume that σi is such that d(max σi, p) ≥ t. Recall that zmax σi is the point from
Lemma 3.13 that satisfies d(zmax σi , p) ≤ d(max σi, p) − 2δ and zmax σi < max σi. By
construction of the discrete gradient in Eq. (3.6), we know that σi is a gradient cofacet
if zmax σi ∈ σi, and hence in this case the gradient path must end in σi, implying n = i.
If zmax σi /∈ σi, we must have that σi is paired with

τi = σi ∪ {zmax σi}.

Now, either the gradient path ends in σi+1, implying n = i + 1, or σi+1 is the unique
facet of τi different from σi that is paired with a gradient cofacet τi+1 in V , namely the
unique other facet not simultaneously containing zmax σi and max σi. It is given by

σi+1 = τi \ {max σi}.

In particular, as zmax σi < max σi and max σi /∈ σi+1, we get max σi+1 < max σi. This
paragraph can be summarized as follows: In each step of the gradient path, where σi is
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such that d(max σi, p) ≥ t, the furthest point to p, namely max σi, is replaced with the
point zmax σi that satisfies d(zmax σi , p) ≤ d(max σi, p)− 2δ.

We now provide an upper bound on the length of the gradient path. Assume without
loss of generality that n > cardσ. We know that d(max σi, p) ≥ t for all 0 ≤ i < n− 1,
as otherwise n ≤ i + 1 < n by the first case in the previous discussion. Note also
that for all y ∈ σ we have y ≤ max σ and hence d(y, p) ≤ d(max σ, p), or equivalently,
d(y, p) − 2δ ≤ d(max σ, p) − 2δ. It now follows from the second case in the previous
discussion, that after at most cardσ steps in the gradient path each element y ∈ σ with
d(y, p) > d(max σ, p)− 2δ got replaced with a point zy ∈ X such that

d(zy, p) ≤ d(y, p)− 2δ ≤ d(max σ, p)− 2δ.

In particular, this implies

0 ≤ d(max σcard σ, p) ≤ d(max σ, p)− 2δ. (3.7)

Moreover, for the largest natural number m with m · cardσ − 1 < n − 1 we get the
estimate

0 ≤ d(max σm·card σ, p) ≤ d(max σ(m−1)·card σ, p)− 2δ ≤ · · · ≤ d(max σ0, p)−m · 2δ,

where we used that cardσi = cardσ0 = cardσ for all i, and applied Eq. (3.7) to the
truncated gradient path σ(m−j)·card σ → τ(m−j)·card σ ← · · · → τn−1 ← σn for all j with
m ≥ j ≥ 1. Since σ0 = σ, we equivalently have

m ≤ d(max σ, p)
2δ ,

and thus we get the estimate

n− 1 ≤ (m+ 1) · cardσ − 1 ≤ (d(max σ, p)
2δ + 1) · cardσ − 1. (3.8)

This shows that the maximal length of a gradient path starting in σ is bounded from
above by a constant only dependent on σ and δ, implying that the V -path height of σ
is finite.

Remark 3.15. For a finite simplicial complex K, Barmak and Minian [BM12] define
a particular type of simplicial collapse, called elementary strong collapse, which is a
collapse from K to K \ StK(v) such that the link of the vertex v is a simplicial cone.
If X is finite, the proof of Theorem 3.14 also shows that for t ≥ 4δ + 2ν there exists a
sequence of elementary strong collapses from Ripst(X) to {∗}.

We now extend the proof strategy of Theorem 3.14 to obtain a filtration-compatible
strengthening of the Contractibility Lemma. Let X be a metric space and p ∈ X a
point. Consider the two-parameter sublevel set filtration induced by

(diam, d̃p) : Cl(X)→ R2, σ 7→ (diam σ,max
y∈σ

d(y, p))

on the full simplicial complex on X, where R2 = R×R carries the product partial order.
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Theorem 3.16. Let X be a metric space that is δ-hyperbolic and ν-almost geodesic with
respect to some point p ∈ X. Then for every s > 2ν with s ≥ 4δ + 2ν there exists a
discrete gradient on the full simplicial complex Cl(X)

• that is compatible with the two-parameter sublevel set filtration of (diam, d̃p),

• whose only critical simplices are Ripss(X), and

• such that every simplex has finite height.

In particular, the discrete gradient induces, for every t > u ≥ s, the collapses

Ripst(X)↘ Rips<
t (X)↘ Ripsu(X),

and, for every r > l ≥ 0, the collapses

Ripst(Dr(p))↘ Ripst(Br(p)) ∪ Ripss(Dr(p))↘ Ripst(Dl(p)) ∪ Ripss(Dr(p)).

Proof. Without loss of generality, assume that δ > 0; if X is 0-hyperbolic with respect
to p, then it is also δ-hyperbolic with respect to p for any δ > 0. As s > 2ν, we may
simply choose δ = s−2ν

4 , which still satisfies s ≥ 4δ + 2ν.
Extend the preorder on X induced by the sublevel set filtration of d(−, p) to a total

order <, so that x < y implies d(x, p) ≤ d(y, p). Every simplex σ ∈ Cl(X) has a maximal
vertex with respect to this total order, max σ. For every t > s, we construct a discrete
gradient Wt that is compatible with the sublevel set filtration of (diam, d̃p). Further,
we show that the union W = ⋃

s<tWt is a discrete gradient on Cl(X) that induces the
claimed collapses. To this end, for every point x ∈ X \ {p}, we construct a discrete
gradient V t

x on Kt
≤x that induces a collapse Kt

≤x ↘ Kt
<x, where

Kt
≤x = {σ ∈ Ripst(X) | max σ ≤ x} and Kt

<x = {σ ∈ Kt
≤x | diam σ < t or max σ < x}.

Note that Kt
≤x \Kt

<x consists of all simplices of Ripst(X) with diameter t that contain
x as the maximal vertex.

First assume d(x, p) < t. Let σ ∈ Kt
≤x \ Kt

<x. As x is the maximal vertex of σ,
we have d(v, p) ≤ d(x, p) < t for all v ∈ σ. Since σ has diameter t, this implies that
σ ∪ {p} also has diameter tand contains an edge e ⊆ σ \ {p} ⊆ σ not containing p with
diam e = t. Therefore, σ \ {p} also has diameter t. As p < x, both simplices σ \ {p} and
σ ∪ {p} contain x as the maximal vertex and are thus contained in Kt

≤x \Kt
<x. Pairing

the simplices containing p with those not containing p, we obtain a discrete gradient
inducing a collapse Kt

≤x ↘ Kt
<x:

V t
x = {(σ \ {p}, σ ∪ {p}) | σ ∈ Kt

≤x \Kt
<x}. (3.9)

Now assume d(x, p) ≥ t > s ≥ 4δ + 2ν. By Lemma 3.13, there is a point zx ∈ X with
d(zx, p) ≤ d(x, p)−2δ, implying zx < x. We show that for every simplex σ ∈ Kt

≤x \Kt
<x,

the simplices σ\{zx} and σ∪{zx} are also contained in Kt
≤x\Kt

<x: To this end, we show
first that any vertex y of σ has distance d(y, zx) ≤ t to zx. Note that for any y ∈ σ we
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have y ≤ max σ = x and hence d(y, p) ≤ d(x, p) by construction of the total order on X.
As x ∈ σ by assumption, we also have d(y, x) ≤ diam σ = t. Since t > s ≥ 4δ + 2ν, it
therefore follows from Lemma 3.13 that any vertex y of σ has distance d(y, zx) ≤ t to zx.
Moreover, it follows that if d(y, x) < t, then d(y, zx) < t. Hence, diam(σ∪{zx}) = t, and
diam σ = t implies diam σ \ {zx} = t, by an argument similar to the above in the case
that d(x, p) < t. As zx < x, both simplices σ\{zx} and σ∪{zx} contain x as the maximal
vertex and are thus contained in Kt

≤x \Kt
<x. Pairing the simplices containing zx with

those not containing zx, we obtain a discrete gradient inducing a collapse Kt
≤x ↘ Kt

<x:

V t
x = {(σ \ {zx}, σ ∪ {zx}) | σ ∈ Kt

≤x \Kt
<x}. (3.10)

By Proposition 2.47, for every t > s, the union Wt = ⋃
x V

t
x is a discrete gradient on

Ripst(X), and similarly, the union W = ⋃
s<tWt is a discrete gradient on Cl(X) whose

only critical simplices are Ripss(X). By Lemma 2.40 and Proposition 2.43, the discrete
gradient W induces the collapses in the statement of Theorem 3.16 if every simplex
σ ∈ Cl(X) has finite W -path height, which we now show. Let

σ = σ0 → τ0 ← · · · → τn−1 ← σn

be any W -path in Cl(X) with n ≥ 1, implying that diam σ > s.
We provide an upper bound on the length of the gradient path, by showing that it

decomposes into two gradient paths, each of which is a valid gradient path in the proof
of Theorem 3.14. For this, we make use of the fact that the gradients in Eqs. (3.5)
and (3.6) and Eqs. (3.9) and (3.10), respectively, are constructed in essentially the same
way. The lengths of these two gradient paths are bounded from above by

B := (d(max σ, p)
2δ + 1) · cardσ,

as in Eq. (3.8). This shows that n ≤ 2B and the maximal length of a W -path start-
ing in σ is bounded from above by a constant only dependent on σ and δ, implying
that the W -path height of σ is finite. Note first that along the W -path above the se-
quence of real numbers (diam σi)i is monotonously decreasing. If for all i < n we have
d(max σi, p) ≥ diam σi, then the entire gradient path is a valid gradient path in the proof
of Theorem 3.14, with t = diam σn−1, and we are done. Otherwise, let i < n be the
smallest integer such that d(max σi, p) < diam σi. We now decompose the gradient path
into two parts. The first part is the truncated gradient path

σ0 → τ0 ← · · · → τi ← σi+1,

where τi = σi ∪ {p}, p ∈ σi+1, and which is a valid gradient path in the proof of
Theorem 3.14 with t = diam σi. The second part is the truncated gradient path

σi+1 → · · · ← σn, (3.11)

which possibly only consists of a single simplex; we therefore assume without loss of
generality that i + 1 < n. We argue that this second gradient path is also valid. Note
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that we must have p ∈ σj for all j with i + 1 ≤ j ≤ n, by construction of the discrete
gradients in Eqs. (3.9) and (3.10). As i + 1 < n, we have d(max σi+1, p) ≥ diam σi+1,
since otherwise the simplex σi+1 is either critical or a gradient cofacet in V t

x ⊆ W from
Eq. (3.9), where t = diam σi+1 and x = max σi+1, which implies either way that the
gradient path must end in σi+1 and yields the contradiction n = i + 1 < n. Similar to
before, if for all i + 1 ≤ k ≤ n we have d(max σk, p) ≥ diam σk, then the gradient path
in Eq. (3.11) is a valid gradient path in the proof of Theorem 3.14, with t = diam σn−1,
and we are done. Otherwise, let i + 1 < k ≤ n be the smallest integer such that
d(max σk, p) < diam σk. As p ∈ σk, the simplex σk is either critical or a gradient cofacet
in V t

x ⊆W from Eq. (3.9), where t = diam σk and x = max σk. Either way, the gradient
path must end in σk, implying that n = k. In particular, the gradient path in Eq. (3.11)
is a valid gradient path in the proof of Theorem 3.14, with t = diam σn−1, proving the
claim.

Remark 3.17. We are not aware of an example of a space with positive hyperbolicity
showing that this bound is tight. However, it is tight for every finite tree metric, as can
be deduced from Example 1.6.

3.4. Collapsing Vietoris–Rips Complexes of Trees by Apparent Pairs

In this section, we analyze the Vietoris–Rips filtration of a tree metric space X for
a positively weighted finite tree T = (X,E), with the goal of proving the collapses
in Theorem B using the apparent pairs gradient (see Section 2.3.1). To this end, we
introduce two other discrete gradients: the canonical gradient, which is independent of
any choices, and the perturbed gradient, which coarsens the canonical gradient and can be
interpreted as a gradient that arises through a symbolic perturbation of the edge lengths.
We then show that the intervals in the perturbed gradient are refined by apparent pairs
of the lexicographically refined Vietoris–Rips filtration, with respect to a particular total
order on the vertices.

Recall that we write Dr(p) = {y ∈ X | d(p, y) ≤ r} and Sr(p) = {y ∈ X | d(p, y) = r}
for the closed metric ball and the sphere of radius r centered at p, respectively.

Lemma 3.18. Let x, y ∈ X be two distinct points at distance d(x, y) = r. Then we
have diamDr(x) ∩ Dr(y) = r. Furthermore, if a, b ∈ Dr(x) ∩ Dr(y) are points with
d(a, b) = r, then these points are contained in the union Sr(x) ∪ Sr(y).

Proof. We start by showing the first claim. Let a, b ∈ Dr(x)∩Dr(y) be any two points.
We show that d(a, b) ≤ r holds, implying diamDr(x) ∩ Dr(y) ≤ r. Because x, y ∈
Dr(x) ∩Dr(y) we also have diamDr(x) ∩Dr(y) ≥ r, proving equality.

Write [n] = {1, . . . , n} and let γ : ([n], {{i, i + 1} | i ∈ [n − 1]}) → T be the unique
shortest path x ⇝ y. Moreover, let Ψa and Ψb be the unique shortest paths x ⇝ a
and x ⇝ b, respectively. Consider the largest numbers ta, tb ∈ [n] with γ(ta) = Ψa(ta)
and γ(tb) = Ψb(tb) and assume without loss of generality ta ≤ tb. Note that the unique
shortest path a ⇝ b is then given by the concatenation a ⇝ γ(ta) ⇝ γ(tb) ⇝ b, where
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γ(ta)⇝ γ(tb) is the restricted path γ|[ta,tb]. By assumption, we have d(a, y) ≤ r and this
implies the inequality

d(a, γ(ta)) + d(γ(ta), y) = d(a, y) ≤ r = d(x, y) = d(x, γ(ta)) + d(γ(ta), y),

which is equivalent to d(a, γ(ta)) ≤ d(x, γ(ta)). Similarly, the assumption d(x, b) ≤ r
implies d(γ(tb), b) ≤ d(γ(tb), y). Thus, the distance d(a, b) satisfies

d(a, b) = d(a, γ(ta)) + d(γ(ta), γ(tb)) + d(γ(tb), b)
≤ d(x, γ(ta)) + d(γ(ta), γ(tb)) + d(γ(tb), y) = d(x, y) = r, (3.12)

which finishes the proof of the first claim.
We now show the second claim; assume d(a, b) = r. From the inequalities (3.12) and

d(a, γ(ta)) ≤ d(x, γ(ta)), d(γ(tb), b) ≤ d(γ(tb), y) together with the assumption d(a, b) =
r, we deduce the equalities d(a, γ(ta)) = d(x, γ(ta)) and d(γ(tb), b) = d(γ(tb), y). Hence,

d(a, y) = d(a, γ(ta)) + d(γ(ta), y) = d(x, γ(ta)) + d(γ(ta), y) = d(x, y) = r

and similarly d(x, b) = r, proving the second claim.

Lemma 3.19. Each edge e ∈ Cl(X) has a unique maximal coface ∆e with diam ∆e =
diam e. Moreover, ∆e = e if and only if e is a tree edge.

Proof. By definition, e corresponds to two points x, y ∈ X at distance d(x, y) = r. If e
is contained in the simplex ∆ ∈ Ripsr(X), then the points in ∆ lie in the intersection
Dr(x) ∩Dr(y), which has diameter r by Lemma 3.18. Hence, the maximal simplex ∆e

is spanned by all the points in Dr(x) ∩Dr(y).
If e is a tree edge of length r, then this intersection only contains x and y, and hence

∆e = e. Conversely, if e is not a tree edge, then this intersection contains at least one
vertex different from x and y that lies on the unique shortest path x⇝ y. This implies
e ⊊ ∆e.

3.4.1. Generic Tree Metrics

Before dealing with the general case, let us focus on the special case where the finite
tree metric space X is generic, meaning that the pairwise distances are distinct. In this
case, Lemma 3.19 has the following implication.

Corollary 3.20. If X is a finite and generic tree metric space, then the diameter func-
tion

diam: Cl(X)→ R, σ 7→ diam σ

is a generalized discrete Morse function, defined on the full simplicial complex on X,
with discrete gradient

{[e,∆e] | non-tree edge e ⊆ Cl(X)},

and the critical simplices are the vertices X and the tree edges E.

We call this gradient the generic diameter gradient.
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Example 3.21. Consider the following weighted tree with vertex set {a, b, c, d}:

a b
c

d

1
2

4

The generic diameter gradient is given by {[{a, c}, {a, b, c}], [{a, d}, {a, b, d}], [{c, d}, {a, b, c, d}]}.
These intervals are the preimages under the diameter function of the non-tree distances
3, 5, and 6, respectively.

Together with Proposition 2.30, this yields the following theorem.
Theorem 3.22. If X is a finite and generic tree metric space, then the generic diameter
gradient induces, for every r > 0, the collapses

Ripsr(X)↘ (Rips<
r (X) ∪ Tr)↘ Tr.

Moreover, it follows from Proposition 2.34 that for the Vietoris–Rips filtration, refined
lexicographically with respect to an arbitrary total order on the vertices, the zero per-
sistence apparent pairs refine the generic diameter gradient, and therefore also induce
the above collapses.
Theorem 3.23. If the finite tree metric space X is generic, then the apparent pairs
gradient induces, for every r > 0, the collapses

Ripsr(X)↘ (Rips<
r (X) ∪ Tr)↘ Tr.

Remark 3.24. There is a connection between the proof strategy of Theorem 3.16 and the
proof strategy of Theorem B, in the special case of a generic tree metric X with root
vertex p. As pointed out in Remark 1.7, the proof of Theorem 3.16 depends on a total
order on X such that x < y implies d(x, p) ≤ d(y, p). Moreover, the proof partitions
the points into two parts, near and far, and the simplices are then partitioned by their
farthest point, into simplices with only near points and simplices with some far point.
More precisely, the first part deals with the simplices σ such that with x = max σ and
r = diam σ we have d(x, p) < r. The discrete gradient in Eq. (3.9) consists of apparent
pairs with respect to the lexicographically refined Vietoris–Rips filtration, as discussed
in Remark 2.33. The second part deals with the simplices such that d(x, p) ≥ r. Assume
that e = {y, x} ∈ Ripsr(X) is the unique edge with diam e = r. Recalling the proof of
Lemma 3.13, we illustrate the situation as follows, where z ∈ X is constructed from the
fact that X is (1

2 maxe∈E l(e))-almost geodesic by Example 1.6 and the fact that the tree
metric space is δ-hyperbolic for any δ > 0:

•p • x

•
y

•
z

≤ d(x, p)
r

≤ r

≤ r − 2δ≤ d(x, p)− 2δ
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Note that δ > 0 and diam e = r imply that z is neither equal to y nor x and thus
d(z, y) < r. Therefore, z ∈ ∆e \ e, and the gradient in Eq. (3.10) is a vertex refinement
of the interval [e,∆e] in the generic diameter gradient towards the vertex z.

Conversely, if δ > 0 is chosen small enough (smaller than the discretization radius
discrad(X) = 1

2 inf{|a − b| | a, b ∈ DX , a ̸= b}, where DX = {d(x, y) | x, y ∈ X} is the
distance set), it is not too difficult to see that any z ∈ ∆e \ e satisfies the inequalities
above and can therefore be used in the proof of Theorem 3.16. In particular, the appar-
ent pairs gradient used in Theorem 3.23, which yields a minimal vertex refinement by
Proposition 2.34, is a possible choice for the gradient used in that proof.

3.4.2. Arbitrary Tree Metrics

We now turn to the general case, where Proposition 2.34 is not directly applicable any-
more, as the diameter function is not necessarily a generalized discrete Morse function.
Nevertheless, we show that Theorem 3.23 is still true without the genericity assumption,
if the vertices X are ordered in a compatible way. To this end, we consider for every
r > 0 the subcomplex

Kr := Rips<
r (X) ∪ Tr

of Ripsr(X) and show that the complement

Cr := Ripsr(X) \Kr

is the set of all cofaces of non-tree edges of length r. We further show that it is partitioned
into regular intervals in the face poset, and that this constitutes a discrete gradient.

Let ∆ ∈ Cr ⊆ Ripsr(X) =: Rr be a maximal simplex. We write

E∆ = {e ∈ Cr | dim e = 1, ∆e = ∆}

for the set of edges e ∈ Cr with ∆e = ∆, which is equivalently described as the set of
non-tree edges of length r contained in ∆.

Lemma 3.25. We have StRr (E∆) = Cr ∩ Cl(∆). In particular, Cr is the set of all
cofaces of non-tree edges of length r.

Proof. The inclusion StRr (E∆) ⊆ Cr ∩ Cl(∆) holds by definition of E∆. To show the
inclusion StRr (E∆) ⊇ Cr ∩ Cl(∆), let σ ∈ Cr ∩ Cl(∆) be any simplex. As the Vietoris–
Rips complex is a clique complex, there exists an edge e ⊆ σ ⊆ ∆ with diam e = r.
By Lemma 3.19, this edge can not be a tree edge, as otherwise ∆ = ∆e = e /∈ Cr

contradicting the assumption ∆ ∈ Cr, and hence e ∈ Cr. Therefore, by definition,
e ∈ E∆ and σ ∈ StRr (e) ⊆ StRr (E∆).

Lemma 3.26. If two distinct maximal simplices ∆,∆′ ∈ Cr = Ripsr(X) \Kr intersect
in a common face ∆ ∩∆′, then this face is contained in Kr.

Proof. Assume for a contradiction that ∅ ̸= ∆ ∩ ∆′ /∈ Kr, implying ∆ ∩ ∆′ ∈ Cr. By
Lemma 3.25, there exists an edge e ∈ E∆ ⊆ Cr with e ⊆ ∆ ∩∆′. By uniqueness of the
maximal simplex containing e (Lemma 3.19), this implies ∆ = ∆′ and contradicting the
assumption that ∆,∆′ are distinct.
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We denote by L∆ the set of all vertices of ∆ that are not contained in any edge in E∆.

Lemma 3.27. Let e = {u,w} ∈ E∆ be an edge. Then any point x ∈ X \ {u,w} on the
unique shortest path u ⇝ w of length r in T is contained in L∆. In particular, L∆ is
non-empty.

Proof. By assumption, we have d(u, x) < r, d(w, x) < r and d(u,w) = r. Therefore,
diam{u,w, x} = r and x ∈ {u,w, x} ⊆ ∆e = ∆. Assume for a contradiction that x is
contained in an edge in E∆. Then it follows from Lemma 3.18 that we have d(u, x) = r
or d(w, x) = r, contradicting the above. We conclude that x ∈ L∆.

The Canonical Gradient We now describe a discrete gradient that is compatible
with the diameter function and induces the same collapses as in Theorem 3.22 even if
the tree metric is not generic. This construction is canonical in the sense that it does
not depend on the choice of an order on the vertices, in contrast to the subsequent
constructions.

Lemma 3.28. For any two edges f, e ∈ E∆ and any vertex v ∈ f there exists a vertex
z ∈ e such that {v, z} ∈ E∆ is an edge in E∆.

Proof. Let f = {v, w}, e = {x, y}; note that d(v, w) = d(x, y) = r. Since f and e are
both contained in the maximal simplex ∆, we have v, w ∈ Dr(x) ∩Dr(y). Both {v, x}
and {v, y} are contained in {v, x, y} ⊆ ∆ and Lemma 3.18 implies that at least one of
these two edges has length r; call this edge ev. It follows from Lemma 3.19 that ev is
not a tree edge, and therefore ev ∈ E∆.

Lemma 3.29. The set StRr (E∆) = Cr ∩ Cl(∆) is partitioned by the intervals

W∆ = {[∪S, (∪S) ∪ L∆] | ∅ ≠ S ⊆ E∆}, (3.13)

and these form a discrete gradient on Cl(∆) inducing a collapse Cl(∆)↘ (Kr ∩Cl(∆)).

Proof. The intervals in W∆ are disjoint and contained in StRr (E∆) by construction.
They are regular, because L∆ is non-empty (by Lemma 3.27). By Proposition 2.30, it
remains to show that the intervals in W∆ partition StRr (E∆) = Cl(∆) \ (Kr ∩ Cl(∆))
and that W∆ is a discrete gradient.

To show the first claim, it suffices to prove that any simplex σ ∈ StRr (E∆) is contained
in a regular interval of W∆. Consider the simplex τ = σ \ L∆ ⊆ σ. As σ ∈ StRr (E∆),
there exists an edge e ∈ E∆ with e ⊆ σ. By the definition of L∆, we have e ⊆ σ\L∆ = τ .
Any other vertex v ∈ τ \ e is also contained in one of the edges E∆. By Lemma 3.28,
there exists an edge ev = {v, w} ∈ E∆, where w ∈ e. Then τ = e ∪

⋃
v∈τ\e ev and

σ ∈ [τ, τ ∪ L∆] ∈W∆.
The second claim now follows from the observation that the function

σ 7→
{

dim(σ ∪ L∆) σ ∈ StRr (E∆)
dim σ σ /∈ StRr (E∆)

is a generalized discrete Morse function with discrete gradient W∆.
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Example 3.30. Consider the following tree with vertex set X = {a, b, c, d}, whose edges
all have length one:

a b
c

d

The complex Rips2(X) is the full simplicial complex Cl(X) with maximal simplex
∆ = X. Clearly, the diameter function is not a generalized discrete Morse function, as
∆ has three different minimal faces of same diameter, E∆ = {{a, c}, {a, d}, {c, d}}. The
set L∆ only contains the vertex {b}. Therefore, we get

W∆ = {({a, c}, {a, b, c}), ({a, d}, {a, b, d}), ({c, d}, {b, c, d}), ({a, c, d}, {a, b, c, d})}.

We now consider the union Wr = ⋃
∆W∆, where ∆ runs over all maximal simplices

in Cr and W∆ is as in (3.13). We call W = ⋃
r Wr the canonical gradient.

Theorem 3.31. The canonical gradient is a discrete gradient on Cl(X). For every
r > 0, it induces the collapses

Ripsr(X)↘ Rips<
r (X) ∪ Tr ↘ Tr.

Proof. Let ∆ be a maximal simplex in ∆ ∈ Cr = Ripsr(X)\Kr, where Kr = Rips<
r (X)∪

Tr. It follows from Lemma 3.29 that the set W∆ is a discrete gradient on the full
subcomplex Cl(∆) ⊆ Ripsr(X) that partitions StRr (E∆) = Cl(∆) \ (Kr ∩ Cl(∆)) and
that induces a collapse Cl(∆)↘ (Kr ∩ Cl(∆)).

It follows directly from Lemma 3.26 and Proposition 2.47 that the union Wr = ⋃
∆W∆

is a discrete gradient on Ripsr(X). Again by Proposition 2.47, the union W = ⋃
r Wr is

a discrete gradient on Cl(X).
By construction of the W∆, the union Wr partitions the complement Ripsr(X) \Kr.

Hence, by Proposition 2.30, it induces a collapse Ripsr(X) ↘ Kr = Rips<
r (X) ∪ Tr.

Since only the vertices and the tree edges are critical for W , this also yields the collapse
to Tr.

The Perturbed Gradient Assume that X is totally ordered. We construct a coars-
ening of the canonical gradient to the perturbed gradient, such that under a specific total
order of X the perturbed gradient is refined by the zero persistence apparent pairs of
the diam-lexicographic order < on simplices.

Every simplex σ ∈ Cl(X) contains a unique maximal edge eσ ∈ Cl(X) with respect
to <, which satisfies diam eσ = diam σ. The following is an extension of Lemma 3.19.

Lemma 3.32. Each edge e ∈ Cl(X) has a unique maximal coface Σe with diam Σe =
diam e and eΣe = e, meaning that the maximal edge contained in Σe is equal to e.

Proof. Let r = diam e and consider the union Σe := ⋃
σ:eσ=e σ ⊆ Cl(X). By Lemma 3.19,

we have Σe ⊆ ∆e, implying that diam e = diam Σe = diam ∆e.
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It remains to show that the maximal edge contained in Σe is equal to e. To this
end, let ẽ ⊆ Σe be any edge with diam ẽ = r. Write e = {x, y} with x < y and
ẽ = {a, b} with a < b. By construction of Σe, there exist simplices σa, σb ⊆ Cl(X) with
a ∈ σa, b ∈ σb and eσa = eσb

= e. Note that {x, y, a} ⊆ σa and {x, y, b} ⊆ σb, as well as
diam σa = diam σb = r.

By Lemma 3.18, we have x, y ∈ Sr(a) ∪ Sr(b) and therefore d(a, y) = r (implying
a ̸= y) or d(b, y) = r (implying b ̸= y). As {a, y} ⊆ σa and {b, y} ⊆ σb, this implies
{a, y} ≤ eσa = e = {x, y} or {b, y} ≤ eσb

= e = {x, y}, respectively. In particular, we
have a ≤ x or a < b ≤ x, and if a = x, then ẽ = {a, b} ⊆ σb. In any case, ẽ ≤ e = eσb

as
claimed.

Consider a maximal simplex ∆ ∈ Cr, where r > 0. Note that all edges in E∆ have
length r and thus are ordered lexicographically. Enumerate them as e1 < · · · < eq. We
use the shorthand notation Σi = Σei .

Lemma 3.32 implies that N∆ = {[ei,Σi]}qi=1 is a collection of disjoint intervals. It
follows from Lemma 3.29 that for each j ∈ {1, . . . , q} the interval [ej ,Σj ] is the union

[ej ,Σj ] =
⋃
{[∪S, (∪S) ∪ L∆] | S ⊆ E∆, ej maximal element of Cl(∪S) ∩ E∆} (3.14)

and that N∆ partitions Cr ∩Cl(∆). Moreover, it is the discrete gradient of the function

f∆ : Cl(∆)→ R, σ 7→
{
i σ ∈ [ei,Σi]
dim σ − dim ∆ σ ∈ Kr

(3.15)

and the intervals are regular, because L∆ is non-empty (Lemma 3.27). By Proposi-
tion 2.30, N∆ induces a collapse Cl(∆) ↘ Kr ∩ Cl(∆). Therefore, the total order on
X induces a symbolic perturbation scheme on the edges, establishing the situation of a
generic tree metric as in Section 3.4.1.
Example 3.33. Recalling the tree metric from Example 3.30, we get

N∆ = {[{a, c}, {a, b, c}], [{a, d}, {a, b, d}], [{c, d}, {a, b, c, d}]}.

Note that this gradient is different from W∆.
Consider the union Nr = ⋃

∆N∆, where ∆ runs over all maximal simplices in Cr. We
call N = ⋃

r Nr the perturbed gradient. By (3.14), the perturbed gradient N coarsens
the canonical gradient W . Analogously to Theorem 3.31, we obtain the following result.

Theorem 3.34. The perturbed gradient is a discrete gradient on Cl(X). For every
r > 0, it induces the collapses

Ripsr(X)↘ Rips<
r (X) ∪ Tr ↘ Tr.

Remark 3.35. As the lower bounds of the intervals in the perturbed gradient are edges, it
follows from Theorem 3.34 that these collapses can be expressed as edge collapses [BP20],
a notion that is similar to the elementary strong collapses described in Remark 3.15.
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The Apparent Pairs Gradient Finally, we show that for a specific total order of
X, which we describe next, the perturbed gradient is refined by the zero persistence
apparent pairs of the diam-lexicographic order (see Section 2.3.1).

From now on, assume that the tree T = (X,E) is rooted at an arbitrary vertex and
orient every edge away from this point. Let ≤X be the partial order on X where u is
smaller than w if there exists an oriented path u⇝ w. In particular, we have the identity
path id : u⇝ u. Note that for any two vertices u,w ∈ X the unique shortest unoriented
path u↭ w can be written uniquely as a zig-zag u γ

⇝z
η
⇝ w, where z is the greatest

point with z ≤X u, z ≤X w, and γ, η are oriented paths in T that intersect only in z. If
w↭ p is another unique shortest unoriented path with the zig-zag w φ

⇝z′ µ
⇝ p, then

we can form the following diagram

z′′

z z′

u w p,

ξ λ

γ η φ µ

(3.16)

where z′′ is the greatest point with z′′ ≤X z, z′′ ≤X z′. Moreover, as T has no cycles, it
follows that either ξ or λ is the identity path and φ ◦ λ = η or η ◦ ξ = φ, respectively.
Remark 3.36. Note that in general the oriented paths z′′ ⇝ u and z′′ ⇝ p can intersect
in a point different from z′′. In particular, the zig-zag u ⇝z′′ ⇝ p is not necessarily a
decomposition of the unique shortest unoriented path u↭ p.

Extend the partial order≤X onX to a total order< and consider the diam-lexicographic
order on simplices. As this total order on the simplices extends < under the identification
v 7→ {v}, we will also denote it by <.

Consider a maximal simplex ∆ ∈ Cr. Recall that N∆ is the discrete gradient of the
function f∆ : Cl(∆) → R defined in (3.15), using the same vertex order as above. By
Proposition 2.34, the zero persistence apparent pairs with respect to the f∆-lexicographic
order <f∆ are precisely the gradient pairs of the minimal vertex refinement of N∆.

Lemma 3.37. Every apparent pair with respect to <f∆ of the form

(σ, τ = σ ∪ {v}) ⊆ [ei,Σi] ∈ N∆,

where v is the minimal vertex in Σi \ ei, is also an apparent pair with respect to <.

Proof. First, let σ ∪ {p} ∈ Cr be a cofacet of σ not equal to τ . We show that we must
have τ < σ∪{p}, proving that τ is the minimal cofacet of σ with respect to <: If p ∈ Σi,
then p ∈ Σi \ ei, as p /∈ σ ⊇ ei, and the statement is true by minimality of v in the
minimal vertex refinement. Now assume that p /∈ Σi and write ei = {u,w} with u < w.
By (3.14), we have L∆ ⊆ Σi and hence it follows that p /∈ L∆ and that the point p is
contained in an edge in E∆, by definition of L∆. It follows from Lemma 3.18 that p
together with at least one vertex of ei forms an edge in E∆. Call this edge g; if there are
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two such edges, consider the larger one, and call it g. From {u,w, p} ⊆ ∆ and p /∈ Σi

we get ei < g: The edge ei is not the maximal edge of the two simplex {u,w, p}, since
otherwise p would be contained in Σi. Hence, one of the two other edges is maximal, and
that edge is g by definition. Considering the two possible cases g = {u, p} and g = {w, p},
we must have u < p. We will argue that v < p holds, which proves τ = σ∪{v} < σ∪{p}.

Consider the diagram (3.16). If γ ̸= id, then it follows from the fact that ei = {u,w}
is not a tree edge that along the unique shortest path u↭ w there exists a vertex x
distinct from u and w with x < u < p. Then x ∈ L∆ ⊆ Σi \ ei by Lemma 3.27, and as v
is the minimal element in Σi \ ei, we get v ≤ x < p.

If γ = id, then u = z, and it follows from d(w, p) ≤ r and p /∈ ei = {u,w} that we
must have λ ̸= id and ξ = id: Otherwise λ = id and u = z lies on φ. Therefore, u lies on
the unique shortest path from w to p and d(w, p) = d(w, u) + d(u, p) = r + d(u, p) > r,
yielding a contradiction. Thus, the unique shortest path (u = z) ↭ p decomposes as
u ⇝ z′ ⇝ p, where u ⇝ z′ is contained in u ⇝ z′ ⇝ w. Note that u ̸= z′, because
λ ̸= id. Hence, as ei is not a tree edge, the immediate successor x of u on the path
u ⇝ w is distinct from u and w with x ≤ z′. This point satisfies x ≤ z′ ≤ p, and it
follows from Lemma 3.27 that we have x ∈ L∆ ⊆ Σi \ ei. Because p /∈ L∆ we even have
x < p. Therefore, as v is the minimal vertex in Σi \ ei, it follows that v ≤ x < p.

It remains to prove that σ is the maximal facet of τ with respect to <. We write
ei = {u,w} with u < w and τ = {b0, . . . , bdim τ} with b0 < · · · < bdim τ . As ei ⊆ τ , there
are indices k1 < k2 with u = bk1 < bk2 = w. If k1 > 0, then v = b0, so σ is of the form
{b1, . . . , bdim τ} and is the maximal facet of τ with respect to < as claimed. Now assume
k1 = 0. If τ contains no edges e ∈ E∆ other than ei, then the facets τ \ {u} and τ \ {w}
are both contained in Rips<

r (X), because they do not contain any edge of length r, and
the maximal facet of τ is τ \ {x} with x the minimal vertex in τ \ ei. By assumption,
we have x = v and hence τ \ {x} = τ \ {v} = σ. If τ contains other edges e ̸= ei

with e ∈ E∆, label them s1, . . . , sa. As ei ⊆ τ ⊆ Σi, it follows from Lemma 3.32 that
we have sb < ei for all b. Because of this and our assumption k1 = 0, i.e., u is the
minimal vertex of τ , we have sb = {u, xb} < {u,w} = ei with u < xb < w. Therefore,
the facet {b1, . . . , bdim τ} contains no edges in E∆ and hence it is contained in Rips<

r (X).
The facet {b0, b2, . . . , bdim τ} of τ contains ei, hence it is an element of Cr, and so it is
maximal among the facets containing b0, implying that it is the maximal facet of τ with
respect to <. Because b1 is the minimal vertex in τ \ ei and v ∈ τ \ ei, it follows from
the minimality of v ∈ Σi \ ei that we have b1 = v, implying {b0, b2, . . . , bdim τ} = σ.
Therefore, σ is the maximal facet of τ with respect to <.

The following proposition directly implies Theorem B.

Proposition 3.38. The intervals in the perturbed gradient N are refined by apparent
pairs with respect to <. For every r > 0, the apparent pairs gradient for the lexico-
graphically refined Vietoris–Rips filtration on the full simplicial complex Cl(X) induces
a collapse

Ripsr(X)↘ Rips<
r (X) ∪ Tr.

Proof. The first statement follows readily from the facts that by Proposition 2.34 every
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interval [ei,Σi] ∈ N∆ of the perturbed gradient is refined by the zero persistence appar-
ent pairs with respect to the f∆-lexicographic order <f∆ , and that by Lemma 3.37
those are also apparent pairs with respect to <. As the zero persistence apparent
pairs of <f∆ , taken over all maximal simplices ∆ ∈ Cr, yield a partition of Cr =
Ripsr(X) \ (Rips<

r (X) ∪ Tr), the same is then true for the apparent pairs of <. Thus,
by Proposition 2.30, the apparent pairs gradient of < induces a collapse Ripsr(X) ↘
Rips<

r (X) ∪ Tr.

Remark 3.39. The preceding Proposition 3.38 also implies Theorem A in the special case
of tree metrics: if t > u ≥ 2 geodp(X) = 2 geod(X) = maxe∈E l(e) are real numbers, then
Tu = T is the entire tree, and we obtain collapses Ripst(X) ↘ Ripsu(X) ↘ T ↘ {∗}.
If all edges of T have the same length, it turns out that the collapse T ↘ {∗} is also
induced by the apparent pairs gradient of the same order <.
Remark 3.40. For metrics other than tree metrics, the collapse Ripst(X) ↘ Ripsu(X)
from Theorem A is not always achieved by the apparent pairs gradient. Consider the
following weighted graph:

a
b

c
d e

1

1

5

5

10

For this graph metric, the hyperbolicity is hyp(X) = 1, and the geodesic defect is
geod(X) = 5; therefore, we have 4 hyp(X) + 2 geod(X) = 14. The maximal Vietoris–
Rips complex has 31 simplices in total. For the apparent pairs gradient only the sim-
plices {b, e} and {b, d, e} are critical, and both have diameter 15. Thus, the collapse
Rips15(X)↘ Rips14(X) is not induced by the apparent pairs gradient.
Example 3.41. Revisiting the tree metric from Example 3.30 once more, we see that the
apparent pairs of the lexicographically refined Vietoris–Rips filtration with diameter two
are

({a, c}, {a, b, c}), ({a, d}, {a, b, d}), ({c, d}, {a, c, d}), ({b, c, d}, {a, b, c, d}).

Note that together with Example 3.33 this shows that the canonical gradient, the per-
turbed gradient, and the apparent pairs gradient can all be different in general.
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4. Lexicographic Optimal Homologous Cycles in
Delaunay Filtrations

In this section, we prove the main results summarized in Section 1.3, namely Theorem C
and Corollary D. More concretely, in Section 4.1, we explain how persistence pairs form
an algebraic gradient and how the associated gradient flow (see Section 2.3.4) relates
to lexicographically minimal cycles (Definition 2.26). Together with results from Sec-
tions 2.3.2 and 2.3.4, which have some novel aspects, this is then used in Section 4.2
to relate lexicographically minimal cycles to the descending complexes of a generalized
discrete Morse function.

4.1. Algebraic Morse Theory and Persistence

We saw that the apparent pairs are closely related to persistent homology (Lemma 2.24)
and discrete Morse theory (Proposition 2.34). In this section, we show how all the
persistence pairs are related to algebraic Morse theory (see Section 2.3.4). We also show
how this approach connects to lexicographically minimal cycles, and to matrix reductions
used in the context of persistent homology (see Section 2.2).

4.1.1. Gradient Pairs from Persistence Pairs

We now explain how all persistence pairs determine an algebraic gradient that relates to
discrete Morse theory through apparent pairs (Lemma 2.24 and Proposition 2.34). This
establishes the framework for a key step in our proof of Theorem C.

Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an elementwise filtration,
and let R = D · S be a reduction of the filtration boundary matrix. For any chain
c ∈ Cn, we denote by PivotΣ∗ c = max suppΣ∗ c the maximal basis element in the basis
representation of c with respect to Σ∗. If v is the coordinate vector in Fl representing c,
we also write PivotΣ∗ v for PivotΣ∗ c = σPivInd v.

The direct sum decomposition of filtered chain complexes explained in Section 2.2
yields a straightforward interpretation of persistence pairs as an algebraic gradient,
which, however, is not suitable for our purposes as it neither relates directly to apparent
pairs nor lexicographically minimal cycles. For completeness of the exposition, we briefly
explain this approach, nevertheless. To this end, we equip the chain complex C∗ with
the new ordered basis E∗ = η1 < · · · < ηl given by

ηi =
{
Rj if there exists an index persistence pair (i, j),
Si if i is a death or essential index.

We call E∗ the decomposition basis, noting that it induces a decomposition of the filtered
chain complex as described in Section 2.2. Note also that with respect to the original
basis we have PivotΣ∗ ηi = σi for all i. By pairing the death columns Sj with their
boundaries Rj = D · Sj , we obtain a set of disjoint pairs that we call the decomposition
gradient of S:

{(Rj , Sj) | j is a death index}.
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Proposition 4.1. The decomposition gradient is an algebraic gradient on the basis E∗.

Proof. Consider the function f : E∗ → N with values f(Rj) = f(Sj) = j for every
death index j and f(Si) = i for every essential index i. Note first that for any death
index j, the basis element Rj is the only facet of Sj , and Rj has no facets as it is a
cycle. Similarly, for any essential index i, the basis element Si has no facets, as well.
Thus, it is immediate that f is a monotonic function whose algebraic gradient is the
decomposition gradient.

We now explain an alternative approach to how persistence pairs determine an alge-
braic gradient, which is used in the subsequent sections, and that utilizes the distinctness
of non-zero pivot elements in the reduced matrix R = D · S. To this end, we equip the
chain complex C∗ with the new ordered basis Ω∗ = τ1 < · · · < τl given by

τi =
{
σi if i is a birth or essential index,
Si if i is a death index.

We call this basis Ω∗ the reduction basis. Note that with respect to the original basis
we have PivotΣ∗ τi = σi for all i. Moreover, note that for every death index j and
Rj = D · Sj we have PivotΩ∗ Rj = PivotΣ∗ Rj . By pairing the death columns Sj with
the pivot elements PivotΩ∗ Rj of their boundaries Rj = D ·Sj , we obtain a set of disjoint
pairs, which we call the reduction gradient of S:

{(PivotΩ∗ Rj , Sj) | j is a death index}.

Proposition 4.2. The reduction gradient is an algebraic gradient on Ω∗.

Proof. Consider the function f : Ω∗ → N with values f(PivotΩ∗ Rj) = f(Sj) = PivIndRj

for every death index j and f(τi) = i for every essential index i. Note that, as S is a full
rank upper triangular matrix, the ordered basis Ω∗ = τ1 < · · · < τl is compatible with
the given elementwise filtration, in the sense that ↓ τj induces the same subcomplex of
C∗ as ↓ σj for every j. In particular, whenever τi is a facet of τj , we have i < j. The
function f assigns to any basis element of the form τj = Sj , for j a death index, the
index i = PivIndRj of its maximal facet PivotΩ∗ Rj = PivotΣ∗ Rj = τi ∈ Ω∗, and to all
other basis elements τi their index i. This implies that f is monotonic with algebraic
gradient the reduction gradient.

The reduction gradient is closely related to apparent pairs (Definition 2.23) in the
following sense. For any apparent pair (σi, σj) of the elementwise filtration, the column
of σj in the filtration boundary matrix D is already reduced (Lemma 2.24). Therefore,
we are led to make the following definition.

Definition 4.3. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration, and R = D · S a reduction of the filtration boundary matrix. We
call the reduction matrix S apparent pairs compatible if the column Sj contains only one
non-zero entry Sj,j = 1 for every apparent pair (σi, σj) of the elementwise filtration.
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Note that, in analogy to Lemma 2.32, the collection of apparent pairs of the element-
wise filtration forms an algebraic gradient on Σ∗ [Lam20, Lemma 2.2; Bau21, Lemma 3.5]
that we also call the apparent pairs gradient. The following is a direct consequence of
the definitions.

Lemma 4.4. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an elementwise
filtration, and R = D · S a reduction of the filtration boundary matrix. If the reduction
matrix S is apparent pairs compatible, then the apparent pairs gradient of the elementwise
filtration on Σ∗ is a subset of the reduction gradient of S on the reduction basis Ω∗.

Remark 4.5. Both reduction algorithms in Section 2.2 compute a reduction R = D ·S of
the filtration boundary matrix, noting explicitly that S is homogeneous. Furthermore,
Algorithm 1 computes a reduction matrix S that is also apparent pairs compatible.

4.1.2. Gradient Flows on Elementwise Filtered Chain Complexes

We now study the flow determined by an algebraic gradient (Definition 2.51) in the
context of based chain complexes with an elementwise filtration. Our main example is
the flow determined by the reduction gradient associated to a reduction of the filtration
boundary matrix, as explained in Section 4.1.1.

We first establish, in Proposition 4.8, a criterion for a cycle to be invariant under
the flow determined by an algebraic gradient, which comes in handy when relating
the gradient flow to lexicographically minimal cycles in Section 4.1.3. The following
statement is a direct consequence of the definitions.

Lemma 4.6. Let (C∗,Σ∗) be a based chain complex and let σ1 < · · · < σl be any total
order on the basis Σ∗ corresponding to an elementwise filtration that refines the sublevel
set filtration induced by an algebraic Morse function f . Then, with respect to this total
order, for any gradient pair (a, b) ∈ V of f the pivot of ∂b is equal to a, PivotΣ∗ ∂b = a.

For a based chain complex (C∗,Σ∗) and algebraic gradient V on Σ∗, we denote by

∂nV = {∂b | ∃ (a, b) ∈ V with a ∈ Σn}

the set of gradient cofacet boundaries in degree n. We say that two cycles z, z′ ∈ Zn are
V -homologous if there exists an element ∂e ∈ span ∂nV such that z − z′ = ∂e. Observe
that for any cycle z ∈ Zn, the cycle Φ(z) = z + ∂ F(z) is V -homologous to z.

Let Ln be the linear subspace of Cn spanned by the gradient facets of V and consider
the canonical linear projection πn : span ∂nV → Ln with respect to the basis Σn.

Lemma 4.7. The subset ∂nV ⊆ Cn is linearly independent, and the canonical linear
projection πn : span ∂nV → Ln is an isomorphism.

Proof. By Lemma 4.6, we can take a total order σ1 < · · · < σl on the basis Σ∗ such that
for any pair (a, b) ∈ V the pivot of ∂b is equal to a, PivotΣ∗ ∂b = a. As the pairs in
V are disjoint, we know that the pivots PivotΣ∗ ∂b = a for (a, b) ∈ V are distinct. In
particular, this implies that the subset ∂nV is linearly independent.
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4. Lexicographic Optimal Homologous Cycles in Delaunay Filtrations

To prove the second claim, note that, similarly to before, the pivots PivotΣ∗ πn(∂b) = a
for (a, b) ∈ V with a ∈ Σn are distinct. This implies that the linearly independent vectors
∂nV are sent to linearly independent vectors in Ln. As span ∂nV and Ln have the same
dimension card({(a, b) ∈ V | a ∈ Σn}), this shows that πn is an isomorphism.

Proposition 4.8. Let (C∗,Σ∗) be a based chain complex, and let V be an algebraic
gradient on Σ∗ with associated flow Φ: C∗ → C∗. Then a cycle z ∈ Zn is Φ-invariant if
and only if it contains no gradient facets of V . Moreover, if z′ ∈ Zn is any Φ-invariant
cycle that is V -homologous to z, then z = z′.

Proof. We start by proving the first claim. On the one hand, we know from Proposi-
tion 2.54 and Lemma 2.53, that a Φ-invariant chain contains no gradient facets of V .
On the other hand, if a cycle contains no gradient facets of V , then it is Φ(a,b)-invariant
for every pair (a, b) ∈ V , and it follows from Corollary 2.56 that it is also Φ-invariant.

To prove the second claim, let z′ ∈ Zn be any Φ-invariant cycle that is V -homologous
to z. Then by definition, there exists a ∂e ∈ span ∂nV with z − z′ = ∂e. Recall from
Lemma 4.7, that the projection πn : span ∂nV → Ln onto the subspace of Cn spanned
by the gradient facets of V is an isomorphism. By assumption, the difference z−z′ = ∂e
is Φ-invariant, and therefore it contains no gradient facets of V , by our first claim. Thus,
we have πn(∂e) = 0, implying z− z′ = ∂e = 0, and proving the second claim z = z′.

In order to relate the flow determined by the reduction gradient to the flow determined
by the zero persistence apparent pairs gradient, and therefore to discrete Morse theory
(Propositions 2.34 and 4.24), we make the following definition.

Definition 4.9. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration, and R = D · S a reduction of the filtration boundary matrix. We
call the reduction matrix S death-compatible if for every death index j and non-zero
entry Si,j ̸= 0 we also have that i is a death index.

Remark 4.10. Note that both of the algorithms in Section 2.2 compute a death-compatible
reduction matrix S.

The following is a direct consequence of Lemma 4.4 and the definitions.

Lemma 4.11. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an ele-
mentwise filtration, and R = D · S a reduction of the filtration boundary matrix. If the
reduction matrix S is apparent pairs and death-compatible, then the flows determined by
the apparent pairs gradient of the elementwise filtration as an algebraic gradient on Σ∗
and as an algebraic gradient on the reduction basis Ω∗, respectively, coincide.

We now make two definitions that come in handy when relating the gradient flow to
lexicographically minimal cycles in Section 4.1.3. Motivated by Lemma 4.6, we make
the following definition.

Definition 4.12. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration. We call an algebraic gradient V on Σ∗ reduced in degree n, or
n-reduced, if for all pairs (a, b) ∈ V with a ∈ Σn we have PivotΣ∗ ∂b = a. Moreover, we
call an algebraic gradient V on Σ∗ reduced if it is n-reduced for all n.
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Note that if an algebraic gradient V is reduced, then the matrix with columns ∂b for
(a, b) ∈ V , written in the basis Σ∗, is reduced. Motivated by the notion of two cycles
being V -homologous, and by Proposition 4.8, we make the following definition.

Definition 4.13. Let (C∗,Σ∗) be a based chain complex. We say that an algebraic
gradient V on Σ∗ generates the n-boundaries if the set of gradient cofacet boundaries
∂nV generates the entire subspace of boundaries Bn ⊆ Cn.

Remark 4.14. By construction, any reduction gradient is reduced in degree n and gen-
erates the n-boundaries for all n.

4.1.3. Relating the Gradient Flow and Lexicographically Minimal Cycles

We now relate the flow invariant cycles determined by a reduction gradient to lexico-
graphically minimal homologous cycles. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain
complex with an elementwise filtration, and let R = D · S be a reduction of the filtra-
tion boundary matrix. The following result [CLV22, Lemmas 3.3 and 3.5] provides an
equivalent condition for minimality.

Proposition 4.15. A cycle is lexicographically minimal with respect to the elementwise
filtration if and only if its support contains only death elements and essential elements.

We now provide another characterization in terms of the gradient flow determined
by the reduction gradient of S (defined on the reduction basis Ω∗), which we call the
reduction flow.

Proposition 4.16. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration, and let R = D ·S be a reduction of the filtration boundary matrix
by a death-compatible reduction matrix S. Then for a cycle z ∈ Zn the following are
equivalent:

• z is lexicographically minimal with respect to the ordered basis Σ∗;

• z is invariant under the reduction flow.

Remark 4.17. It is worth noting that the equivalence in Proposition 4.16 does not extend
to chains. Consider the example in Fig. 13, with the simplex τ removed and such that σ
has the function value 3. Then, the chain σ is not invariant under the reduction flow
determined by the reduction gradient associated to the induced simplexwise filtration,
but it is lexicographically minimal, since there are no 2-simplices.

Before proving Proposition 4.16, we state the following result that shows that the
minimizers are unique:

Proposition 4.18. Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an
elementwise filtration, and let z be lexicographically minimal cycle with respect to the
basis Σ∗. If c ∈ Zn is homologous to z and c ⊑ z with respect to Σ∗, then we necessarily
have that c = z.
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We now prove Propositions 4.16 and 4.18 through a sequence of general statements.
As we deal with two different bases in Proposition 4.16, we first introduce the n-reduction
gradient, which provides an intermediate between lexicographically minimal cycles with
respect to Σ∗ and the reduction gradient defined on the reduction basis Ω∗.

Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an elementwise filtration,
and let R = D · S be a reduction of the filtration boundary matrix. We equip the chain
complex C∗ with the new ordered basis Π∗ = τ1 < · · · < τl given by

τi =
{
Si if i is a death index and σi ∈ Cn+1,
σi otherwise.

We call Π∗ the n-reduction basis. Note that Σ∗ and Π∗ induce the same lexicographic
preorder on Cn. In particular, note that for every death index j with σj ∈ Cn+1 we have
PivotΠ∗ Rj = PivotΣ∗ Rj , where Rj = D ·Sj . Similarly to Proposition 4.2, the collection
of disjoint pairs

{(PivotΠ∗ Rj , Sj) | j is a death index and σj ∈ Cn+1}

is an algebraic gradient on Π∗, the n-reduction gradient of S. By construction, the
n-reduction gradient is n-reduced and generates the n-boundaries.

We now prove some general statements about algebraic gradients that are n-reduced
and generate the n-boundaries. Let (C∗,Π∗ = τ1 < · · · < τl) be any based chain complex
with an elementwise filtration.

Lemma 4.19. If V is an n-reduced algebraic gradient on Π∗ that generates the n-
boundaries, then a cycle z ∈ Zn is reducible if and only if its support in the basis Π∗
contains a gradient facet of V .

Proof. Assume that the cycle z is reducible. By definition, there exists a cycle z′ ⊏ z
and a chain e ∈ Cn+1 such that z − z′ = ∂e. As V generates the n-boundaries, the
boundary ∂e ∈ Bn = span ∂nV can be written as a linear combination ∂e = ∑

λi∂bi for
some (ai, bi) ∈ V with λi ̸= 0 and ai ∈ Πn. Since the chains ∂bi have distinct pivots,
as V is n-reduced and the pairs in V are disjoint, there exists a unique chain ∂bj with
PivotΠ∗ ∂e = PivotΠ∗ ∂bj = aj . As λj ̸= 0, the gradient facet aj must be contained in z,
as otherwise z ⊑ z′, contradicting the assumption.

For the converse, note that if the cycle z contains some gradient facet a with (a, b) ∈ V ,
then z′ = Φ(a,b)(z) = z+⟨z, a⟩ ·∂ F(a), where F(a) = −⟨∂b, a⟩−1 ·b, is a homologous cycle
with z′ ⊏ z, since PivotΠ∗ ∂b = a and a is contained in suppΠ∗ z but not in suppΠ∗ z

′.

Proposition 4.20. If V is an n-reduced algebraic gradient on a basis Π∗ that generates
the n-boundaries, then for a cycle z ∈ Zn the following are equivalent:

• z is lexicographically minimal with respect to the basis Π∗;

• z is invariant under the gradient flow Φ determined by V , i.e., it satisfies Φ(z) = z.
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Proof. Let z ∈ Zn be a Φ-invariant cycle. By Proposition 4.8, this is equivalent to z not
containing a gradient facet, and that, in turn is equivalent by Lemma 4.19 to z being
irreducible, which is the same as being lexicographically minimal.

In particular, note that Proposition 4.20 implies that every n-reduced algebraic gra-
dient on Π∗ that generates the n-boundaries has the same set of invariant cycles.

Proof of Proposition 4.16. By construction of the gradient flow and under the assump-
tion that S is death-compatible, the reduction flow agrees on cycles with the flow de-
termined by the n-reduction gradient on the n-reduction basis Π∗. Thus, together with
Proposition 4.20, this implies that the cycle z is invariant under the reduction flow if and
only if z is lexicographically minimal with respect to the ordered basis Π∗. As mentioned
before, the ordered bases Π∗ and Σ∗ induce the same lexicographic preorder on Cn, and
hence the claim follows.

Proof of Proposition 4.18. Let R = D · S be a reduction of the filtration boundary
matrix, and let V be the n-reduction gradient on the n-reduction basis Π∗. Recall that
V is n-reduced and generates the n-boundaries by construction. As mentioned before,
the ordered bases Π∗ and Σ∗ induce the same lexicographic preorder on Cn, and thus,
both cycles z and c are also lexicographically minimal with respect to the basis Π∗. By
Proposition 4.20, this implies that both cycles are invariant under the flow determined
by V . As V generates the n-boundaries, for z and c being homologous is the same as
being V -homologous, and hence Proposition 4.8 implies c = z.

Finally, we give a proof of Proposition 4.15 using these results.

Proof of Proposition 4.15. By Remark 4.10, we know that there exists a death-compatible
reduction matrix S. Thus, by Proposition 4.16, a cycle z is lexicographically minimal
with respect to the elementwise filtration if and only if z is invariant under the reduction
flow. As in the proof of Proposition 4.16, this is equivalent to z being invariant under the
flow of the n-reduction gradient. This in turn is, by Proposition 4.8, equivalent to z not
containing any gradient facets of the n-reduction gradient. Finally, by the construction
of the n-reduction gradient, this is equivalent to z not containing any (non-essential)
birth elements, meaning that it only contains death elements and essential elements.

4.1.4. Gradient flows as Matrix Reductions

We demonstrate how the gradient flow on a cycle can be interpreted as a variant of
Gaussian elimination, tying it closely to the exhaustive reduction from Section 2.2.

Let (C∗,Σ∗ = σ1 < · · · < σl) be a based chain complex with an elementwise filtration,
let V be an algebraic gradient on Σ∗, and denote the associated flow by Φ: C∗ → C∗.

Proposition 4.21. If V is n-reduced and c ∈ Zn is a cycle, then Algorithm 3 computes
the image of the cycle under the flow Φ, i.e., it computes Φ(c).

87



4. Lexicographic Optimal Homologous Cycles in Delaunay Filtrations

Input: D = ∂ the l × l filtration boundary matrix, c a cycle
for i = 1, . . . , l do

if ci ̸= 0 and (σi, σj) ∈ V a gradient pair then
µ = −ci/Di,j ;
c = c+ µ ·Dj ;

return c
Algorithm 3: Gradient flow reduction

Proof. By definition, for any cycle c the gradient flow is given by Φ(c) = c + ∂ F(c).
We denote by L the set of pairs (i, j) with ci ̸= 0 and (σi, σj) ∈ V . Recall from
Definition 2.51 that F: C∗ → C∗+1 is the linear map with F(σi) = −⟨∂σj , σi⟩−1 · σj if
(σi, σj) ∈ V and 0 on all other basis elements. Note that ∂σj is represented by the
column Dj and ⟨∂σj , σi⟩ = Di,j . Thus, we have

∂ F(c) =
∑

(i,j)∈L

ci · ∂ F(σi) =
∑

(i,j)∈L

(−ci⟨∂σj , σi⟩−1) · ∂σj =
∑

(i,j)∈L

(−ci/Di,j) ·Dj .

By assumption of V being n-reduced, these columns Dj have distinct pivots and thus,
traversing and updating the cycle c from small to large index has the same effect as
adding a summand from the sum above to the cycle c one after the other. Hence,
Algorithm 3 computes Φ(c).

To compute the image of a cycle under the stabilized flow, one can use Algorithm 4,
which resembles the exhaustive reduction from Section 2.2, and that does not require
any additional specific choices besides the algebraic gradient, in contrast to Algorithm 3.

Input: D = ∂ the filtration boundary matrix, c a cycle
while there exists i with ci ̸= 0 and (σi, σj) ∈ V a gradient pair do

µ = −ci/Di,j ;
c = c+ µ ·Dj ;

return c
Algorithm 4: Stabilized flow reduction

Proposition 4.22. For any cycle c ∈ Zn, Algorithm 4 computes the image of the cycle
under the stabilized flow Φ∞, i.e., it computes Φ∞(c).

Proof. Note that we can choose a different elementwise filtration by the σi without
affecting Algorithm 4. Therefore, by Lemma 4.6, we can assume that V is n-reduced.
Hence, Algorithm 4 is essentially the same as Algorithm 2, implying that it terminates.
Now note that Algorithm 4 computes a V -homologous cycle c′ of c that contains no
gradient facets, and thus it is Φ-invariant by Proposition 4.8. By definition, the stabilized
cycle Φ∞(c) is also Φ-invariant and V -homologous to c. Therefore, both c′ and Φ∞(c) are
Φ-invariant cycles that are V -homologous. Proposition 4.8 now implies c′ = Φ∞(c).
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Figure 12: Discrete gradient (blue) with corresponding descending complex (green).
Left: Cycle c (red). Right: Stabilized cycle Φ(c) = Φ∞(c) (red), supported
on the descending complex (green).

4.2. Relating Algebraic Reduction Gradients and Discrete Gradients

We are now ready to relate our results for the gradient flow determined by the reduction
gradient to discrete Morse theory. We show that for a generalized discrete Morse func-
tion f : K → R, defined on a finite simplicial complex, the lexicographically minimal
cycles with respect to the f -lexicographic order on the simplices are supported on the
descending complexes of f . In particular, this is true for the columns of the totally re-
duced filtration boundary matrix, considered as cycles in the sublevel set corresponding
to the pivot index. We further show that the reduction chains, given as the columns of
a suitable reduction matrix, are also supported on the descending complexes of f . This
summarizes the relations between reductions of the filtration boundary matrix and the
descending complexes of f . Recall from Section 2.3.4 that a discrete gradient V on a
finite simplicial complex K gives rise to a flow Φ: C∗(K)→ C∗(K).

Lemma 4.23. The flow Φ restricts to a chain map on the descending complex D(V ) ⊆ K,
i.e., for c ∈ C∗(D(V )) we also have Φ(c) ∈ C∗(D(V )).

Proof. Recall from Definition 2.51 that Φ is given by Φ(c) = c + ∂ F(c) + F(∂c), where
F: C∗(K) → C∗+1(K) is the linear map with F(σ) = −⟨∂τ, σ⟩−1 · τ if (σ, τ) ∈ V
and 0 on all other simplices. Thus, if η ∈ D(V ) is any simplex, then ∂η and F(η) are
both contained in C∗(D(V )), by definition of the descending complex. Therefore, if
c ∈ C∗(D(V )) is any chain, then the chains ∂c,F(c), and F(∂c) are also contained in
C∗(D(V )). This shows that the chain Φ(c) = c+∂ F(c)+F(∂c) is contained in C∗(D(V )),
proving the claim.

The Φ-invariant chains are supported on the descending complex, as illustrated in Fig. 12.

Proposition 4.24. The Φ-invariant chains of C∗(K) are supported on the descending
complex D(V ), i.e., we have CΦ

∗ (K) ⊆ C∗(D(V )).

Proof. Let c ∈ CΦ
∗ (K) be any Φ-invariant chain; we show that c is contained in C∗(D(V )).

By Proposition 2.54, we can assume without loss of generality that c is of the form Φ∞(σ)
for a critical simplex σ. By definition, Φ∞ = Φr for a large enough r, and by Lemma 2.53,
Φr(σ) is given by Φr(σ) = σ + w + Φ(w) + · · ·+ Φr−1(w), where w = F(∂σ). It follows
directly from the definition of the descending complex (Definition 2.35) that σ, ∂σ, and
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w = F(∂σ) are contained in C∗(D(V )). By Lemma 4.23, we have Φk(w) ∈ C∗(D(V ))
for every k, and therefore

c = Φr(σ) = σ + w + Φ(w) + · · ·+ Φr−1(w) ∈ C∗(D(V )),

proving the claim.

The following, together with Proposition 2.29, directly implies Theorem C.

Theorem 4.25. Let f be a generalized discrete Morse function defined on a finite sim-
plicial complex, let r ∈ R be a real number, and let h ∈ H∗(Sr(f)) be a homology class
of the sublevel set Sr(f). Then the lexicographically minimal cycle of h, with respect to
the f -lexicographic order, is supported on the descending complex Dr(f).

Proof. Let V be the discrete gradient of f , and let W be the zero persistence apparent
pairs gradient induced by the f -lexicographic order, which is a regular refinement of V
by Proposition 2.34. Note that f is compatible with W .

Recall from Remarks 4.5 and 4.10 that Algorithm 1 computes a reduction R =
D · S of the filtration boundary matrix, corresponding to the simplexwise filtration
of Sr(f) induced by the f -lexicographic order, such that the reduction matrix S is
apparent pairs compatible and also death-compatible. Consider the corresponding re-
duction gradient on the corresponding reduction basis Ω∗ with associated reduction flow
Ψ: C∗(Sr(f))→ C∗(Sr(f)).

The lexicographically minimal cycle z ∈ Z∗(Sr(f)) of h is, by Proposition 4.16, a
Ψ-invariant cycle. We show that z is contained in C∗(Dr(f)), which proves the claim:
As S is apparent pairs compatible, it follows from Lemma 4.4 and Proposition 2.55 that
z is also invariant under the gradient flow determined by the zero persistence appar-
ent pairs gradient Wr on Ω∗. Lemma 4.11 implies that this flow coincides with the
gradient flow Φ: C∗(Sr(f)) → C∗(Sr(f)) determined by the zero persistence apparent
pairs gradient Wr on the standard basis given by the simplices of Sr(f). It now fol-
lows from Proposition 4.24, the definition of descending complex (Definition 2.35), and
Corollary 2.39 that z is contained in

CΦ
∗ (Sr(f)) ⊆ C∗(D(Wr)) = C∗(Dr(W, f)) ⊆ C∗(Dr(V, f)) = C∗(Dr(f)).

Let D be the filtration boundary matrix of the simplexwise filtration of K induced by
the f -lexicographic order, and let R = D · S be a totally reduced reduction of D. The
following, together with Proposition 2.29, directly implies Corollary D.

Corollary 4.26. Let f be a generalized discrete Morse function defined on a finite sim-
plicial complex, and let (σ, τ) be a non-zero persistence pair of the simplexwise filtration
induced by the f -lexicographic order. Let r = f(σ) and s = f(τ) be the function values
of σ and of τ , respectively. Then the lexicographically minimal cycle of [∂τ ] in the open
sublevel set S<

s (f), given as the column Rτ of the totally reduced filtration boundary
matrix, is supported on the descending complex Dr(f).
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Proof. As (σ, τ) is a non-zero persistence pair, we know that f(σ) < f(τ) = s and
that τ is a critical simplex. As R is a reduction of D, this implies that Rτ and ∂τ are
homologous cycles in S<

s (f). Since R is totally reduced, the cycle Rτ does not contain a
(non-essential) birth simplex of the (smaller) simplexwise filtration of S<

s (f) induced by
the f -lexicographic order. Thus, Proposition 4.15 implies that Rτ is the lexicographically
minimal cycle of [∂τ ] in S<

s (f). As r = f(σ) and R is a reduction of D, the cycle Rτ is
supported on the subcomplex Sr(f) of S<

s (f), implying that it is also a lexicographically
minimal cycle in Sr(f). It now follows from Theorem 4.25 that the cycle Rτ is supported
on the descending complex Dr(f).

Reduction Chains and Descending Complexes For a generalized discrete Morse
function f : K → R, defined on a finite simplicial complex, we know from Corollary 4.26
that the columns of the totally reduced filtration boundary matrix corresponding to
non-zero persistence pairs are supported on the descending complex. We now show
that the reduction chains, i.e., the chains given as the columns of the reduction matrix,
that correspond to essential and non-zero persistence pairs are also supported on the
descending complexes.

Let D be the filtration boundary matrix of the simplexwise filtration of K induced
by the f -lexicographic order, and let S be a death-compatible reduction matrix with
R = D · S totally reduced.

Proposition 4.27. Let f : K → R be a generalized discrete Morse function defined on
a finite simplicial complex, and let τ ∈ K be a critical simplex, i.e., a simplex that is
either essential or contained in a non-zero persistence pair of the simplexwise filtration
induced by the f -lexicographic order. Let r = f(τ) be the function value of τ . Then
the chain given as the column Sτ of the reduction matrix is supported on the descending
complex Dr(f).

Proof. Note that if τ is an essential simplex or a birth simplex contained in a non-zero
persistence pair, then it is an essential simplex of the (smaller) simplexwise filtration of
Sr(f) induced by the f -lexicographic order. Let Wr be the zero persistence apparent
pairs gradient of this simplexwise filtration and denote by Φ: C∗(Sr(f)) → C∗(Sr(f)),
with Φ(c) = c+ F(∂c) + ∂ F(c), the associated flow.

Assume first that τ is an essential simplex of the simplexwise filtration of Sr(f).
Then, the chain c given as the column Sτ of the reduction matrix is a cycle, i.e., ∂c = 0.
Moreover, since S is death-compatible, we also have F(c) = 0. Hence, we get

Φ(c) = c+ F(∂c) + ∂ F(c) = c+ 0 + 0 = c

and the chain c is Φ-invariant. Analogously as in the proof of Theorem 4.25, we conclude
that c is supported on the descending complex Dr(f).

Now assume that τ is a death simplex of the simplexwise filtration of Sr(f) that is
contained in a non-zero persistence pair (σ, τ), implying that τ is not contained in a zero-
persistence apparent pair. By Definition 2.23, and as the matrix R is totally reduced,
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the column Rτ = D ·Sτ does not contain any apparent facet of the simplexwise filtration.
Therefore, the chain c given as the column Sτ of the reduction matrix satisfies F(∂c) = 0.
As before, since S is death-compatible, we also have F(c) = 0. Hence, we get

Φ(c) = c+ F(∂c) + ∂ F(c) = c+ 0 + 0 = c

and the chain c is Φ-invariant. Analogously to before, we conclude that c is supported
on the descending complex Dr(f), proving the claim.

Remark 4.28. Note that the assumption in Corollary 4.26 and Proposition 4.27 on the
pair (σ, τ) to be a non-zero persistence pair can not be dropped. Consider, for example,
the simplicial complex in Fig. 13 and the discrete Morse function f : K → R that assigns
to the simplices σ and τ the value 3 and to all other simplices the value as indicated. Then
the pair (σ, τ) is a zero persistence apparent pair, but neither Sτ = τ nor Sσ = Rτ = ∂τ
is supported on the descending complex D3(f), which only consists of the orange vertex
with function value 0.

Figure 13: Discrete gradient (blue) together with the unique critical simplex (orange).
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5. Functorial Nerve Theorems
In this section, we prove the functorial nerve theorems summarized in Section 1.4, namely
Theorems E to H. More concretely, in Section 5.1, we argue that the blowup complex
and the bar construction can be used interchangeably to prove functorial nerve theorems.
In Section 5.2, we prove functorial nerve theorems for closed convex covers, and in
Section 5.3, we prove (functorial) nerve theorems for simplicial and semi-algebraic covers.
In Section 5.4, we prove the unified nerve theorem and discuss some counterexamples
that illustrate the necessity of some of its assumptions. Finally, in Section 5.5, we give
more direct proofs of results from work of Dugger and Isaksen [DI04] that we use.

5.1. Functorial Nerve Theorems via the Bar Construction

Theorems E, G, and H use the blowup complex of a cover U as an intermediate object to
relate the nerve of U with the covered space. In this section, we define the blowup
complex and its natural maps to the covered space and the nerve. The construction is
not difficult, but there is an important point here: the blowup complex is closely related
to the bar construction (Definition 2.57), and because of this, properties of the bar
construction are used in many proofs of the nerve theorem, including Theorems E and H.

We first explain how the bar construction can be used to prove functorial nerve theo-
rems. For any poset P , if we write ∗P for the diagram P → Top with constant value the
one-point space ∗, there is a canonical identification Bar(∗P ) ∼= |Flag(P )|. In particular,
if PU is the poset associated to a cover U, we have Bar(∗PU) ∼= |Flag(PU)| = | Sd Nrv(U)|.

A morphism of covered spaces (f, φ) : (X,U)→ (Y,V) induces a poset map g : PU → PV

between the posets associated to the covers (Definition 2.59), and a natural transfor-
mation λ : DU ⇒ DV ◦ g. Thus, by definition of the category DiagPo(Top) in Sec-
tion 2.4.1 and the discussion there, the operation (X,U) 7→ Bar(DU) defines a functor
Cov → DiagPo(Top) → Top. Moreover, the unique natural transformation DU ⇒ ∗PU

induces a natural map

πSd N : Bar(DU)→ Bar(∗PU) ∼= | Sd Nrv(U)| .

If every non-empty finite intersection of cover elements happens to be contractible, then
this map is a homotopy equivalence by Proposition 2.62. Using also the natural map
from the bar construction to the colimit as mentioned at the end of Section 2.4.1, we
get a diagram that is natural in morphisms of covered spaces:

X ← colimDU ← Bar(DU)→ |Sd Nrv(U)| .

In Section 5.2 and Section 5.4, we will use this diagram to prove functorial nerve
theorems by finding various sets of assumptions that make these natural maps equiva-
lences of various kinds. This strategy – also employed in the well-known proof of the
nerve theorem for open covers in Hatcher’s textbook [Hat02, Section 4.G] – relies on the
well-known good properties of the bar construction. We exploit this established theory
repeatedly in Section 5.4, where we use the fact that the bar construction is homotopi-
cal in several contexts, including homological algebra. In Section 5.3, we will prove a
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functorial nerve theorem using a bar construction constructed in the category of posets,
rather than the topological construction.

However, for purposes of computational topology, we want a nerve theorem to relate
the space X directly with the nerve of U, not the much larger subdivision of the nerve.
In order to obtain a functorial nerve theorem that works for morphisms of covered spaces
as we have defined them, in which the map of indexed covers need not be an inclusion,
we cannot simply apply the usual homeomorphism αK : |Sd(K)| → |K| defined for any
simplicial complexK (see Section 2), as this map is natural only in inclusions of simplicial
complexes. In the case of diagrams DU associated to a cover, the blowup complex is an
efficient way to build a space homeomorphic to the bar construction, which comes with
a natural map to |Nrv(U)| rather than |Sd Nrv(U)|. In the definition, for a non-empty
finite set J , we write |J | for the geometric realization of the full simplicial complex
generated by J , which is homeomorphic to the standard topological simplex ∆|J |−1.

Definition 5.1. Let U = (Ui)i∈I be a cover of a topological space X. The blowup
complex Blowup(U) is the quotient space

Blowup(U) =

 ⊔
J∈Nrv(U)

UJ × |J |

 / ∼,

where the disjoint union is taken over all simplices J ∈ Nrv(U), and the equivalence
relation ∼ identifies, for all J ⊆ J ′, the spaces UJ × |J | and UJ ′ × |J ′| along their
common subspace UJ ′ × |J |.

Remark 5.2. For a finite cover U = (Ui)i∈[n] the blowup complex can be defined as a
subspace of the product X×∆n, as mentioned in Section 1.4. This is the approach used
by Zomorodian and Carlsson [ZC08, Definition 3].

As before, the operation (X,U) 7→ Blowup(U) defines a functor Cov → Top, and the
projection maps UJ×|J | → UJ define a natural map Blowup(U)→ colimDU, which gives
us a natural map ρS : Blowup(U) → X. But now the projection maps UJ × |J | → |J |
assemble to define a natural map ρN : Blowup(U)→ |Nrv(U)|.
Example 5.3. As in Example 2.61, we consider the cover of the circle by three arcs.

Figure 14: The bar construction (left) and the blowup complex (right).

Note that the blowup complex is combinatorially simpler.
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We can use the homeomorphism αK : |Sd(K)| → |K| defined for any simplicial com-
plex K to construct a homeomorphism Bar(DU) → Blowup(U). For any simplex
J ∈ Nrv(U), any flag J ⊃ J1 ⊃ · · · ⊃ Jn in PU indexes a piece UJ ×∆n in Bar(DU). The
flags of this form glue together to give a copy of UJ ×|Sd J | inside Bar(DU), where Sd J
is the subdivision of the simplicial complex generated by J . Now for all J ∈ Nrv(U) we
have a map

UJ × | Sd J | αJ ×id−−−−→ UJ × |J | ⊂ Blowup(U) ,

and assembling these maps gives the homeomorphism Bar(DU)→ Blowup(U).
This homeomorphism is not natural in arbitrary morphisms of covered spaces, but it

does fit into the following commutative diagram, where the solid arrows are natural in
morphisms of covered spaces:

X Bar(DU) | Sd Nrv(U)|

X Blowup(U) |Nrv(U)|

πS πSd N

∼= ∼=

ρS ρN

(5.1)

The somewhat subtle point here is that, even though the homeomorphism Bar(DU) →
Blowup(U) is not natural in arbitrary morphisms of covered spaces, we can use this
homeomorphism and the good properties of the bar construction to prove functorial
nerve theorems for the blowup complex: if some set of assumptions on the covered
space (X,U) imply that the top maps from Bar(DU) are equivalences of some kind, then
the commutativity of the diagram 5.1 implies that the bottom maps from Blowup(U)
are equivalences of the same kind.

5.2. Functorial Nerve Theorems for Closed Convex Covers

Now, we will discuss two ways of turning the result in Theorem 2.5 into a functorial nerve
theorem. We start by giving a version that follows the strategy explained in Section 5.1.
After this, we will give a version that is functorial on the nose but needs to use the
concept of pointed covers.

The essential ideas of the following proof, which we include for completeness of the
exposition, already appeared in the author’s master’s thesis [Rol20].

Theorem 5.4. If X ⊂ Rd, and C = (Ci)i∈[n] is a cover of X by closed convex subsets,
then the natural maps ρS : Blowup(C)→ X and ρN : Blowup(C)→ |Nrv(C)|, introduced
in Section 5.1, are homotopy equivalences.

Proof. As explained at the end of Section 5.1, it suffices to consider the (not necessarily
commutative) diagram

Bar(DC)

X |Sd Nrv(C)|,Γ

πSd NπS
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where Γ is as in Theorem 2.5, and show that πS and πSd N are homotopy equivalences.
By Proposition 2.62 and the fact that convex sets are contractible, we know that

πSd N is a homotopy equivalence. Every point p ∈ Bar(DC) can be described as a pair
p = (x, α), where α is a point in |σ|, for some σ = (Jn ⊂ · · · ⊂ J0) ∈ Sd Nrv(C), and x ∈
CJ0 . By construction, we have Γ(πSd N (p)) = Γ(α) ∈ CJn and πS(p) = x ∈ CJ0 ⊆ CJn .
Therefore, a straight line homotopy shows that the maps Γ ◦ πSd N ≃ πS are homotopic.
As Γ and πSd N are homotopy equivalences the same is true for πS .

We will now describe the second way of obtaining a functorial nerve theorem. Recall
from Definition 1.14 and the paragraphs afterwards the definition of Cov∗ and its sub-
category ClConv∗. Before stating the functorial nerve theorem let us consider one more
important example of a pointed covered space.
Example 5.5. Let K be a simplicial complex. The cover (bst(v))v∈Vert K of |K| by the
closed barycentric stars is pointed by the vertices (|w|)w∈Vert Sd K .

Let (X,A∗) ∈ ClConv∗ be a pointed covered space. Recall that the construction
of Γ in Section 2.1.1 requires many choices. Those choices can be made such that Γ
is a morphism of pointed covered spaces, where the nerve is a pointed covered space
as described in Example 5.5, and such that it is affine linear on each simplex of the
barycentric subdivision of the nerve.

Theorem 5.6. The homotopy equivalence Γ: |Sd Nrv(A)| → X is natural with respect
to the morphisms in ClConv∗.

Proof. To show naturality, let (f, φ) : (X,A∗)→ (Y,C∗) be a morphism in ClConv∗. Then
we need to prove that the diagram

X Y

|Sd Nrv(A)| | Sd Nrv(C)|

f

| Sd φ∗|

commutes. Both compositions are maps |Sd Nrv(A)| → Y that are affine linear on each
simplex of the barycentric subdivision. Hence, they are completely determined by their
values on the vertices, where both compositions coincide by construction.

5.3. Nerve Theorems for Simplicial and Semi-Algebraic Covers

One can prove a nerve theorem for simplicial complexes as a corollary of Quillen’s The-
orem A for posets. In this section, we use combinatorial arguments to prove a functorial
version of this result. Using a well-known triangulation theorem for semi-algebraic sets,
this functorial nerve theorem for simplicial complexes implies such a theorem for finite,
closed, semi-algebraic covers of compact semi-algebraic sets. Finally, we use the same
combinatorial methods to prove a functorial version of a nerve theorem of Björner.
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Posets and Homotopy Theory We begin by reviewing some basic facts about
posets, following Quillen [Qui78].

Recall that the flag complex Flag(P ) of a poset P is the simplicial complex whose
vertices are the elements of P and whose n-simplices are the chains x0 < · · · < xn of
elements of P . We will sometimes say that a poset has a certain topological property if
its flag complex has that property. For example, we say that a poset P is contractible
if |Flag(P )| is contractible, and we say a map f : P → Q of posets is a homotopy
equivalence if the induced map |Flag(P )| → |Flag(Q)| is a homotopy equivalence. If P
and Q are posets, then there is a canonical homeomorphism

|Flag(P ×Q)|
∼=−→ |Flag(P )| × |Flag(Q)| (5.2)

induced by the projection maps. As explained in [Qui78], the product must be taken in
the category of compactly generated spaces, Definition 2.63. However, if one of P or Q
is finite, then this agrees with the usual product. It follows that if f, g : P → Q are maps
of posets such that f(x) ≤ g(x) for all x ∈ P , then |Flag(f)|, |Flag(g)| : |Flag(P )| →
|Flag(Q)| are homotopic. To see this, observe that the relation f ≤ g determines a map
of posets H : P × {0 < 1} → Q, and |Flag({0 < 1})| is an interval.

The main result about posets that we need is Quillen’s Theorem A [Qui73]. Given a
map f : P → Q of posets and y ∈ Q, define the subposet of P : f/y = {x ∈ P | f(x) ≤ y}.

Theorem 5.7 (Quillen’s Theorem A). If f : P → Q is a map of posets, and f/y is
contractible for all y ∈ Q, then f is a homotopy equivalence.

It should be said that Quillen’s theorem is more general than this result, but this
is what we will use. For a nice proof at this level of generality, see [Wal81] or [Bar11],
where it is shown that for finite posets the map f is even a simple homotopy equivalence.
We now use Quillen’s Theorem A to give a simple proof of the nerve theorem for covers
of a simplicial complex by subcomplexes; this is similar to [Bjö81, Lemma 1.1], [Bjö03,
Theorem 6], and [Bar11, Theorem 4.3].

Proposition 5.8. Let K be a simplicial complex and let A = (Ki ⊆ K)i∈I be a locally
finite good cover of K by subcomplexes. Then |K| is homotopy equivalent to |Nrv(A)|.

Proof. Define a map of posets f : Pos(K)→ Pos(Nrv(A))op by

f(σ) = {i ∈ I | σ ∈ Ki} .

As A is locally finite, f(σ) is finite for all σ ∈ K. We will show that f is a homotopy
equivalence. As usual, for J ⊆ I, we write KJ = ∩i∈JKi. By Quillen’s Theorem A, it
suffices to show that, for all elements J of Pos(Nrv(A))op, the poset f/J is contractible.
Unwinding the definition, f/J is the subposet of Pos(K) with elements σ ∈ Pos(K)
such that J ⊆ f(σ). By definition, J ⊆ f(σ) if and only if σ ∈ KJ . So, f/J =
Pos(KJ). As the intersection KJ is non-empty, it is contractible by assumption, and
so |Flag(Pos(KJ))| ∼= |KJ | is contractible. Thus, f is a homotopy equivalence. The
homotopy equivalence of the proposition is the composition:

|K| ∼= |Sd(K)| f∗−→ | Sd(Nrv(A))| ∼= |Nrv(A)| .
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5.3.1. A Functorial Nerve Theorem for Simplicial Covers

In order to prove a functorial version of Proposition 5.8, we now introduce a poset
PoBar that is intermediate between the posets Pos(K) and Pos(Nrv(A))op that appeared
in the proof. We use the notation PoBar because this construction can be seen as a
bar construction taken in the category of posets, as we explain in Example 5.41. An
additional benefit of using this intermediate object is that it allows one to remove the
assumption that the cover is locally finite. This is similar to the strategy of Björner
[Bjö81, Lemma 1.1], which he attributes to Quillen.

Definition 5.9. If K is a simplicial complex and A = (Ki ⊆ K)i∈I is a cover of K by
subcomplexes, let PoBar(A) be the poset with the underlying set

PoBar(A) = {(σ, J) | J ⊆ I finite, σ ∈ KJ}

where (σ, J) ≤ (σ′, J ′) if and only if σ ⊆ σ′ and J ⊇ J ′.

Since PoBar(A) is a subposet of the product Pos(K)× Pos(Nrv(A))op, it comes with
projection maps λS : PoBar(A) → Pos(K) and λN : PoBar(A) → Pos(Nrv(A))op. In
the next lemma, f denotes the poset map defined in the proof of Proposition 5.8.

Proposition 5.10. Let K be a simplicial complex and let A = (Ki ⊆ K)i∈I be a cover
of K by subcomplexes. Then, the map λS is a homotopy equivalence and if A is good,
then λN is a homotopy equivalence, as well. Moreover, if A is locally finite, the map
f is defined and the following diagram of posets commutes up to homotopy after taking
flag complexes:

PoBar(A)

Pos(K) Pos(Nrv(A))op

λS λN

f

Proof. We begin by showing that λS is a homotopy equivalence. Since a map of posets
P → Q is a homotopy equivalence if and only if the induced map on opposite posets
P op → Qop is a homotopy equivalence, it suffices, by Quillen’s Theorem A, to show that
for any σ ∈ Pos(K) the subposet σ\λS = {(τ, J) | σ ⊆ λS(τ, J) = τ} ⊆ PoBar(A) is
contractible: Consider the fiber λ−1

S (σ) = {(σ, J) | σ ∈ KJ} ⊆ PoBar(A), and define the
poset map µ : σ\λS → λ−1

S (σ) by µ(τ, J) = (σ, J). The map µ is a homotopy inverse
to the inclusion of λ−1

S (σ) into σ\λS , as, for any (τ, J) ∈ σ\λS we have the relation
µ(τ, J) ≤ (τ, J) in σ\λS . The fiber λ−1

S (σ) is contractible, as it is isomorphic to the
opposite face poset of a full simplicial complex. We conclude that σ\λS is contractible
and thus λS is a homotopy equivalence.

Now, assume that A is good. We show that λN is a homotopy equivalence, using
Quillen’s Theorem A. So, we take J ∈ Pos(Nrv(A))op, and we must check that λN/J
is contractible. Consider the fiber λ−1

N (J) = {(σ, J) | σ ∈ KJ} ⊆ PoBar(A), and define
the poset map ν : λN/J → λ−1

N (J) by ν(σ, J̃) = (σ, J). The map ν is a homotopy
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inverse to the inclusion of λ−1
N (J) into λN/J , as, for any (σ, J̃) ∈ λN/J we have the

relation ν(σ, J̃) ≥ (σ, J̃) in λN/J . The fiber λ−1
N (J) is contractible, as it is isomorphic

to Pos(KJ), which is contractible as A is good. We conclude that λN/J is contractible
and thus Quillen’s Theorem A implies that λN is a homotopy equivalence.

Finally, assume A is locally finite, so that f is defined. If (σ, J) is in PoBar(A), then
λN (σ, J) = J ⊆ f(σ) = (f ◦ λS)(σ, J). So, we have (f ◦ λS)(σ, J) ≤ λN (σ, J), which
implies that |Flag(f)| ◦ |Flag(λS)| and |Flag(λN )| are homotopic.

The strategy now is to use what we have proved about the PoBar construction to
show that the natural maps from the blowup complex to |K| and |Nrv(A)| (defined in
Section 5.1) are homotopy equivalences.

To do this, we will identify a subcomplex T(A) ⊆ Flag(PoBar(A)) that is homeomor-
phic to the blowup complex after realization; we then show, using discrete Morse theory,
that the inclusion |T(A)| ↪→ |Flag(PoBar(A))| is a homotopy equivalence. In particular,
it follows that the blowup complex is homotopy equivalent to |Flag(PoBar(A))|.
Definition 5.11. Let K be a simplicial complex, and let A = (Ki ⊆ K)i∈I be a cover
of K by subcomplexes. Let T(A) be the subcomplex of Flag(PoBar(A)) consisting of
the simplices (σ0, J0) < · · · < (σm, Jm) such that σm ∈ KJ0 .

The letter T stands for “triangulation”, since T(A) turns out to be a triangulation of
the blowup complex.
Lemma 5.12. Let K be a simplicial complex, and let A = (Ki ⊆ K)i∈I be a cover
of K by subcomplexes; write |A| = (|Ki| ⊆ |K|)i∈I . Then there is a homeomorphism
φ : Blowup(|A|)→ |T(A)| such that the following diagram commutes:

|Flag(PoBar(A))|

|Sd(K)| |T(A)| | Sd(Nrv(A))|

|K| Blowup(|A|) |Nrv(A)|

λNλS

∼=

ρN

φ

ρS

∼=

(5.3)

Here, the vertical maps on the left and right are the standard homeomorphisms.
Proof. The blowup complex Blowup(|A|) is defined by glueing together pieces of the form
|KJ | × |J | for J ∈ Nrv(A). We abuse notation and write J also for the full simplicial
complex on J . For any such piece, define φ by the composition

|KJ | × |J | ∼= | SdKJ | × | Sd J |
= |Flag(Pos(KJ))| × |Flag(Pos(J))|
∼= |Flag(Pos(KJ))| × |Flag(Pos(J)op)|
∼= |Flag(Pos(KJ)× Pos(J)op)| ⊆ |T(A)|

where the last homeomorphism is an instance of 5.2. As these maps respect the equiva-
lence relation from the definition of the blowup complex, together they define a contin-
uous map φ : Blowup(|A|)→ |T(A)|. By construction, the diagram 5.3 commutes.
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To see that φ is a homeomorphism, we can construct its inverse. As J varies, the
subcomplexes Flag(Pos(KJ) × Pos(J)op) cover T(A). For each J , we can reverse the
homeomorphisms in the definition of φ to define φ−1 on |Flag(Pos(KJ) × Pos(J)op)|.
Since these maps agree on intersections, they glue together to define the inverse of φ,
φ−1 : |T(A)| → Blowup(|A|).

Lemma 5.13. Let K be a simplicial complex, and let A = (Ki ⊆ K)i∈I be a cover of K
by subcomplexes. Then there exists a collapse Flag(PoBar(A)) ↘ T(A). In particular,
the inclusion |T(A)| ↪→ |Flag(PoBar(A))| is a homotopy equivalence.

Proof. We construct a discrete gradient V on Flag(PoBar(A)) such that the set of critical
simplices is T(A). Then we will argue that it follow from Proposition 2.43 that the
inclusion |T(A)| ↪→ |Flag(PoBar(A))| is a homotopy equivalence.

To this end, let L = Flag(PoBar(A))\T(A) and consider the function f : L→ N∪{∞}
that assigns to a simplex τ = ((σ0, J0) < · · · < (σm, Jm)) the value

f(τ) = min{i ∈ {0, . . . ,m− 1} | σi < σi+1, Ji < Ji+1}

with f(τ) =∞ if no such i exists. Moreover, we consider the function g : L→ N ∪ {∞}
that assigns to a simplex τ = ((σ0, J0) < · · · < (σm, Jm)) the value

g(τ) = min{i ∈ {0, . . . ,m− 2} | σi = σi+1 < σi+2, Ji < Ji+1 = Ji+2}

with g(τ) = ∞ if no such i exists. As τ ∈ L we have σm /∈ KJ0 , by definition of T(A),
and hence we get that if f(τ) = ∞ then g(τ) < ∞, as otherwise σm ∈ KJ0 . This and
the definitions of the function f and g imply that either f(τ) < g(τ) or f(τ) > g(τ) + 1.

We now define the discrete vector field V̂ on Flag(PoBar(A)) that partitions L into
pairs of simplices and where we let every simplex in T(A) be critical. Take any simplex τ
in L = Flag(PoBar(A)) \T(A), i.e., a chain (σ0, J0) < · · · < (σm, Jm) in PoBar(A) such
that σm /∈ KJ0 . If i = f(τ) < g(τ), consider the chain

(σ0, J0) < · · · < (σi, Ji) < (σi, Ji+1) < (σi+1, Ji+1) < · · · < (σm, Jm)

and pair the corresponding simplex µ in L with τ ; note that f(µ) > f(τ) + 1 = g(µ) + 1.
We verify that V is a discrete vector field that partitions L: For any simplex µ =
((σ̃0, J̃0) < · · · < (σ̃m, J̃m)) ∈ L with f(µ) > g(µ) + 1 = j consider the facet τ of µ that
skips the element (σ̃j , J̃j); note that f(τ) = g(µ) < g(τ). It is straightforward to see
that the sets {τ ∈ L | f(τ) < g(τ)} and {τ ∈ L | f(τ) > g(τ) + 1} partition L and that
the above constructions yield mutually inverse bijections between those sets, implying
that V̂ is a discrete vector field that partitions L into pairs of simplices.

We prove that the collection of regular pairs V in V̂ is a discrete gradient by showing
that there are no non-trivial closed V -paths: Consider any V -path

τ0 → µ0 ← · · · → µr ← τr+1

with (τi, µi) ∈ V and τi ̸= τi+1 for all i. To show that it is not closed, i.e., τr+1 ̸= τ0,
consider first any chain ((σ, J) < (σ̃, J̃)) ∈ L of length 2 and the set

S = {τ ∈ L | min τ = (σ, J), max τ = (σ̃, J̃)}.
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Note that V̂ restricts to a partition of S. If R ̸= S is another such set of chains with
τ0 ∈ S and τi ∈ R for some i, then τj /∈ S for all j ≥ i as at least one of the inequalities
min τ0 ≤ min τj and max τj ≤ max τ0 is strict. Therefore the V -path cannot be closed.
Moreover, as S is finite, there are only finitely many possible other such R. Therefore, it
is enough to show that for any such S there is no non-trivial closed V -path with τi ∈ S
for all i.

To this end, we construct a lexicographic partial order on the set of chains S. First,
we consider the product inclusion order on pairs of simplices of K and subsets of I,
given by (σ, J) ⊆ (σ̃, J̃) if and only if σ ⊆ σ̃ and J ⊆ J̃ . Now, we extend this partial
order to a partial order on S: For any two chains τ = ((σ0, J0) < · · · < (σm, Jm)) and
µ = ((σ̃0, J̃0) < · · · < (σ̃m, J̃m)) in S of equal length, we let τ ≤lex µ if τ = µ or if for the
smallest index j with (σj , Jj) ̸= (σ̃j , J̃j) we have (σj , Jj) ⊆ (σ̃j , J̃j). We show that for
any two gradient pairs (τ, µ), (τ̃ , µ̃) ∈ V with τ̃ a facet of µ, we have µ >lex µ̃, proving
that the V -path above cannot be closed. We have

µ = (σ0, J0) < · · · < (σi, Ji) < (σi, Ji+1) < (σi+1, Ji+1) < · · · < (σm, Jm)

with i = f(τ), and τ̃ is a facet of µ that skips some element (σj , Jj) with 0 < j < m.
Note that j cannot be greater than i + 1, as otherwise g(τ̃) = i < f(τ̃), contradicting
the assumption that τ̃ is a gradient facet of µ̃ and therefore f(τ̃) < g(τ̃). Moreover, if
j ≤ i then f(τ̃) = j − 1, and if j = i + 1 then f(τ̃) = j. In any case, µ̃ is obtained
by adding the element (σj−1, Jj+1) to τ̃ . Now σj−1 ⊆ σj and Jj ⊇ Jj+1, and thus
(σj−1, Jj+1) ⊆ (σj , Jj) and µ̃ ≤lex µ. As τ̃ ̸= τ , we must have µ̃ ̸= µ and thus µ̃ <lex µ.

The reasoning above also implies that for every simplex in Flag(PoBar(A)) its V -path
height is finite and hence it follows from Lemma 2.40 and Proposition 2.43 that the
inclusion |T(A)| ↪→ |Flag(PoBar(A))| is a homotopy equivalence.

Theorem 5.14. Let K be a simplicial complex and let A = (Ki ⊆ K)i∈I be a good
cover of K by subcomplexes. Then, the natural maps ρS : Blowup(|A|) → |K| and
ρN : Blowup(|A|)→ |Nrv(A)| are homotopy equivalences.

Proof. Consider Diagram 5.3. By Proposition 5.10 the maps λS and λN are homotopy
equivalences. By Lemma 5.13, the inclusion |T(A)| ↪→ |Flag(PoBar(A))| is a homotopy
equivalence, and by Lemma 5.12, φ is a homeomorphism. It follows that ρS and ρN are
homotopy equivalences.

5.3.2. A Functorial Nerve Theorem for Semi-Algebraic Covers

As a corollary of Theorem 5.14, we get a functorial nerve theorem for finite, closed,
semi-algebraic covers of compact semi-algebraic sets. For this, we need a well known
theorem on the existence of triangulations of semi-algebraic sets [BCR98, Theorem 9.2.1],
which we now state. For K a simplicial complex and σ a simplex of K, we write
int |σ| = |σ| \ |∂σ| ⊂ |K| for the open simplex.
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Lemma 5.15. Let S ⊂ Rn be a compact semi-algebraic set, and let (Si)q
i=0 be a finite

family of semi-algebraic subsets of S. There is a finite simplicial complex K = {σj}pj=0
and a homeomorphism h : |K| → S, such that every Si is the union of some images of
simplices h(int |σj |).

Theorem 5.16. Let S ⊂ Rn be a compact semi-algebraic set, and let A = (Si)q
i=0 be

a finite good cover of S such that each Si is semi-algebraic and closed in S. Then,
the natural maps ρS : Blowup(A) → S and ρN : Blowup(A) → |Nrv(A)| are homotopy
equivalences.

Proof. By Lemma 5.15, there is a simplicial complex K, a homeomorphism h : |K| → S,
and a cover of K by subcomplexes B = (Ki ⊆ K)q

i=0 such that h|Ki is a homeomorphism
between Ki and Si. Then, h induces a homeomorphism Blowup(|B|)→ Blowup(A) such
that the following diagram commutes:

|K| Blowup(|B|) |Nrv(B)|

S Blowup(A) |Nrv(A)|
h

ρNρS

ρNρS

By Theorem 5.14 the top horizontal maps are homotopy equivalences, and the corollary
follows.

5.3.3. A Functorial Version of Björner’s Nerve Theorem

If K is a simplicial complex, and A is a locally finite cover of K by subcomplexes, then
we have a comparison map |K| → |Nrv(A)| induced by the map of posets defined in
the proof of Proposition 5.8, f : Pos(K) → Pos(Nrv(A))op. In [Bjö03], Björner gives
a detailed analysis of how the connectivity of this map is affected by the connectivity
of the finite intersections of cover elements. For the final result of this section, we will
use the PoBar construction and the blowup complex to prove a functorial version of
Björner’s theorem.

Definition 5.17. Let k ≥ 0. A topological spaceX is k-connected if, for every 0 ≤ r ≤ k,
every map of the r-sphere into X is homotopic to a constant map.

Proposition 5.18 (Björner [Bjö03, Theorem 6]). Let K be a simplicial complex, let
A be a locally finite cover of K by subcomplexes, and let k ≥ 0. Assume that every
non-empty intersection Ki1 ∩ · · · ∩Kit is (k − t + 1)-connected, for all t ≥ 1. Then f
induces a bijection

π0(K) ∼= π0(Nrv(A)),

and for all 1 ≤ j ≤ k, and for all x ∈ |K|, f induces an isomorphism

πj(|K|, x) ∼= πj(|Nrv(A)|, f∗(x)).
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In fact, the theorem of Björner deals with regular CW complexes, rather than sim-
plicial complexes. The assumption that A is locally finite is omitted from the original
statement, but it is used in the proof. For convenience, Björner assumes that K is con-
nected: Proposition 5.18 follows from Björner’s theorem and the following lemma, which
is easily proved.

Lemma 5.19. Let K be a simplicial complex, and let A = (Ki)i∈I be a locally finite
cover of K by subcomplexes such that Ki is non-empty and connected for all i ∈ I.
Then f induces a bijection π0(K) ∼= π0(Nrv(A)).

Using the PoBar construction and the blowup complex as before, we obtain the fol-
lowing functorial version of Björner’s theorem.

Theorem 5.20. Let k ≥ 0, let K be a simplicial complex, and let A = (Ki)i∈I be a locally
finite cover of K by subcomplexes. Assume that every non-empty intersection Ki1 ∩· · ·∩
Kit is (k − t+ 1)-connected, for all t ≥ 1. The natural map ρS : Blowup(|A|) → |K| is
a homotopy equivalence, and the natural map ρN : Blowup(|A|) → |Nrv(A)| induces a
bijection in path components, and for all 1 ≤ j ≤ k, and for all x ∈ Blowup(|A|), ρN

induces an isomorphism πj(Blowup(|A|), x) ∼= πj(|Nrv(A)|, ρN (x)).

Proof. Note that the proof of Proposition 5.10 shows that the poset map λS is a ho-
motopy equivalence, and that the triangle commutes up to homotopy, without the as-
sumption that A is good. So, by Björner’s Proposition 5.18, λN : |Flag(PoBar(A))| →
| Sd(Nrv(A))| induces a bijection in path components, and for all 1 ≤ j ≤ k, and
for all x ∈ |Flag(PoBar(A))|, λN induces an isomorphism πj(|Flag(PoBar(A))|, x) ∼=
πj(|Nrv(A)|, λN (x)). The result follows from commutativity of Diagram 5.3.

5.4. A Unified Nerve Theorem

We now prove the unified nerve theorem (Theorem H in Section 1.4), which subsumes
Theorems 5.4 and 5.16 as special cases, and which implies Theorem 5.14 with the ad-
ditional assumption that the cover by subcomplexes is locally finite and locally finite
dimensional. Like in Theorem 5.4, we use the connection between the blowup complex
and the bar construction (explained in Section 5.1) to deduce statements about the
blowup complex from the corresponding statements about the bar construction. Since
the bar construction is a standard tool in homotopy theory, we can use well-known re-
sults to prove the requisite properties. We begin by introducing the remaining notions
from topology we need to state the unified nerve theorem; see also Section 2.4.2.

A simplicial complex K is sometimes said to be locally finite dimensional if every
vertex v of K has a finite dimensional star, i.e., sup{dim σ | v ∈ σ} <∞. Following this
usage, we say that a cover of a topological space is locally finite dimensional if the nerve
of the cover is so. More explicitly, we have the following:

Definition 5.21. If X is a topological space, and A = (Ai)i∈I is a cover, then A is
locally finite dimensional if for each cover element Ai there exists ki ∈ N such that for
any J ⊆ I with AJ ̸= ∅ and i ∈ J , we have |J | ≤ ki.
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Definition 5.22. Let R be a commutative ring. We say that a continuous map f
between topological spaces is an R-homology isomorphism if Hn(f,R) is an isomorphisms
for all n ≥ 0. We say that a cover A = (Ai)i∈I is homologically good with respect to R
if, for all non-empty J ⊆ I such that AJ ̸= ∅, the map to the one point space AJ → ∗ is
an R-homology isomorphism.
Definition 5.23. We say that a cover A = (Ai)i∈I is weakly good if, for all non-empty
J ⊆ I such that AJ ̸= ∅, the map AJ → ∗ is a weak homotopy equivalence, where ∗ is
the one point space.

Definition 5.24. Let X be a topological space, and let A = (Ai)i∈I be a cover. For
T ∈ Nrv(A), the latching space is the subset

L(T ) :=
⋃

T⊊J⊆I

AJ ⊆ AT .

We can now state the unified version of the Nerve Theorem.
Theorem 5.25 (Unified Nerve Theorem). Let X be a topological space and let A =
(Ai)i∈I be a cover of X.

1. Consider the natural map ρS : Blowup(A)→ X.
a) If A is an open cover, then ρS is a weak homotopy equivalence. If furthermore

X is a paracompact Hausdorff space, or, more generally, if A is numerable,
then ρS is a homotopy equivalence.

b) Assume that X is compactly generated and that A is a closed cover that is
locally finite and locally finite dimensional. If for any T ∈ Nrv(A) the latching
space L(T ) ⊆ AT is a closed subset and the pair (AT , L(T )) satisfies the
homotopy extension property, then ρS is a homotopy equivalence.

2. Consider the natural map ρN : Blowup(A)→ |Nrv(A)|.
a) If A is (weakly) good, then ρN is a (weak) homotopy equivalence.
b) If for all J ∈ Nrv(A) the space AJ is compactly generated and A is homo-

logically good with respect to a coefficient ring R, then ρN is an R-homology
isomorphism.

We prove Theorem 5.25 in Section 5.4.2.
Remark 5.26. The compactly generated assumption in 2(b) is satisfied for example if X
is a locally compact Hausdorff space and A is an open cover. The assumption also holds
if X is compactly generated and A is a closed cover; this also includes the case of a cover
of a CW-complex by subcomplexes. See Example 2.64.
Remark 5.27. If X is a regular CW-complex and A is a cover of subcomplexes, then
2(b) can also be proven using spectral sequence techniques [Bro94, Chapter VII, Sec-
tion 4]. Note that in this reference, the total complex of the double complex associated
to the cover is isomorphic to the cellular chain complex of Blowup(A). Moreover, these
techniques can also be used to prove an analogous statement to Proposition 5.18 for
homology groups [Mes01, Theorem 2.1].
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Remark 5.28. To illustrate the role of the technical assumptions in the unified nerve
theorem, we now discuss some counterexamples when these assumptions are violated.

• The classical nerve theorem for a good open cover of a paracompact Hausdorff
space is proven using 1(a) and 2(a). We will now give an example that shows that
this paracompactness Hausdorff assumption, which ensures that the open cover
is numerable, cannot be omitted in order to establish a homotopy equivalence
between space and nerve. Consider the long ray L, which is constructed as follows:
Take the first uncountable ordinal ω1, which is a well-ordered set and its elements
are all countable ordinals, and insert a unit interval (0, 1) between each countable
ordinal α and its successor α + 1, yielding a totally ordered set. The topology
on L is given by the order topology. The long ray is a standard example for
a non-paracompact Hausdorff space that is also not contractible [SS95; Jos83].
However, L is weakly contractible and for any point p ∈ L the open set L<p =
{t ∈ L | t < p} ⊂ L is homeomorphic to the interval [0, 1). Thus, the open
cover A = (L<p)p∈ω1 is a good cover of L and it follows from 1(a) and 2(a) that
the nerve |NrvA| is weakly contractible and hence contractible by Whitehead’s
theorem [Hat02, Theorem 4.5]. This implies that the space L and the nerve |NrvA|
are not homotopy equivalent.
Note that the Hausdorff assumption cannot be dropped either; there exist non-
Hausdorff paracompact spaces with good open covers that are not homotopy equiv-
alent to the nerve of the cover. Specifically, any finite simplicial complex K is
weakly homotopy equivalent to a finite topological space X whose points corre-
spond to the simplices and whose open sets are upsets in the face poset [McC66].
The open sets corresponding to vertex stars form a good open cover of X whose
nerve is isomorphic to K. However, it is straightforward to verify that every map
X → |K| is locally constant, and therefore |K| and X are not homotopy equivalent
in general.

• The finiteness conditions in 1(b) control the size of the cover. If A is the cover
of the circle S1 by its points, then all conditions in 1(b) and 2(a) are satisfied
except the locally finiteness assumption. As the nerve |NrvA| is a disjoint union
of points, it is not homotopy equivalent to S1.

• Even if we are only interested in finite good and closed covers, the covered space
does not need to be homotopy equivalent to the nerve of the cover. Consider
the double comb space C and denote the two combs by A1 and A2 (see Fig. 15).
Then, the nerve |NrvA| of the finite good and closed cover A = {A1, A2} of C is
contractible. Hence, it can not be homotopy equivalent to C, because the latter is
not contractible. In this example, the pairs (A1, A1∩A2) and (A2, A1∩A2) do not
satisfy the homotopy extension property. This shows that the conditions on the
latching spaces are crucial, as all other assumptions in 1(b) and 2(a) are satisfied.

• If A is any homologically good open cover of a locally compact Hausdorff space X,
then it follows from 1(a) and 2(b) that the space X and the nerve NrvA have
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isomorphic homology groups. This conclusion does not hold if one replaces the
open cover by a closed cover. Consider the Warsaw circle W ⊆ S2 that separates
the sphere into two connected components U1 and U2 (see Fig. 15). The closed sets
A1 = U1 ∪W and A2 = U2 ∪W cover the sphere and are contractible. Moreover,
the intersection A1∩A2 = W is acyclic and hence A = {A1, A2} is a homologically
good closed cover of S2. Nevertheless, the space S2 and the nerve NrvA do not
have isomorphic homology groups, as H2(S2) ∼= Z and H2(NrvA) ∼= 0. Hence, the
conditions on the latching spaces are crucial, as all other assumptions in 1(b) and
2(b) are satisfied. This counterexample also shows that the nerve of a weakly good
closed cover is not necessarily weakly equivalent to the space it covers.

Figure 15: The double comb space C (left) and the Warsaw circle W (right).

5.4.1. Applications of the Unified Nerve Theorem

The assumptions on the latching spaces in 1(b) of Theorem 5.25 might not be easy to
check in all situations. We now give a reformulation, and a union theorem for pairs that
satisfy the homotopy extension property, which help to verify these assumptions. We
also show in this subsection that Theorem 5.25 implies the functorial nerve theorems
Theorem 5.4 and Theorem 5.14.

To study pairs that satisfy the homotopy extension property it suffices to consider
neighborhood deformation retracts.

Definition 5.29. A pair of topological spaces (X,A) is called an NDR-pair if there
exist continuous maps u : X → [0, 1] and h : X × [0, 1]→ X such that

(i) A = u−1(0)

(ii) h(−, 0) = idX

(iii) h(a,−) = a for all a ∈ A

(iv) h(x, 1) ∈ A for all x ∈ X with u(x) < 1.

Proposition 5.30 ([Koz08, Proposition 7.7]). Let A be a closed subspace of X. Then
(X,A) is an NDR-pair if and only if (X,A) satisfies the homotopy extension property.

The following union theorem is due to Lillig [Lil73].
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Proposition 5.31. Let A0, . . . , An ⊆ X be closed subsets and assume that for all J ⊆ [n]
the pair (X,AJ) satisfies the homotopy extension property. Then the pair (X,⋃n

i=0Ai)
also satisfies the homotopy extension property.

This proposition, together with 1(b) in Theorem 5.25, implies the following corollary,
which does not involve the latching spaces.

Corollary 5.32. Let X be a compactly generated topological space and A = (Ai)i∈[n]
a finite closed cover. Assume that for all I ⊆ J ⊆ [n] the pair (AI , AJ) satisfies the
homotopy extension property. Then ρS : Blowup(A)→ X is a homotopy equivalence.

We will now illustrate how these statements can be used to deduce the functorial
nerve theorem for closed convex sets in Rd (Theorem 5.4) from the unified nerve theorem
(Theorem 5.25). The proof of the following lemma is elementary and left to the reader.

Lemma 5.33. Let K ⊆ Rd be compact and convex. Assume that aff K = Rd, where
aff K is the affine hull of K. Then intK is convex and intK = K.

Proposition 5.34. Let K and K ′ be compact and convex sets in Rd with K ⊆ K ′. Then
the pair (K ′,K) satisfies the homotopy extension property.

Proof. Without loss of generality, we can assume that aff K ′ = Rd holds.
First of all, let us assume that K is the intersection of K ′ with an affine subspace.

Now, choose a point x in K. By Lemma 5.33 and the proof of [Mun84, Lemma 1.1], we
see that there exists a homeomorphism φ : Rd → Rd such that φ(K ′) = B1(0), φ(x) = 0
and φ(K) = B1(0) ∩ Rl × {0}d−l, with l = dim aff K. The pair

(φ(K ′), φ(K)) = (B1(0),B1(0) ∩ Rl × {0}d−l)

is a CW-pair and hence satisfies the homotopy extension property (Remark 2.66).
Now let K ⊆ K ′ be such that aff K = aff K ′ = Rd. As before, choose a point x ∈ K

and let φ : Rd → Rd be a homeomorphism with φ(K) = B1(0), φ(x) = 0 and φ(K ′)
star-shaped with respect to 0. It is easy to see that (φ(K ′), φ(K)) is an NDR-pair.
Hence, it follows from Proposition 5.30 that the pair (K ′,K) satisfies the homotopy
extension property.

Finally, for arbitrary compact convex sets K ⊆ K ′ we factor the inclusion as K ↪→
aff K ∩ K ′ ↪→ K ′. The claim now follows from the previous two cases together with
transitivity of the homotopy extension property: if two pairs (X,Y ) and (Y,Z) satisfy
the homotopy extension property, then so does the pair (X,Z).

Using a truncation argument, we extend this result to any pair of closed convex sets.

Proposition 5.35. Let K and K ′ be closed and convex sets in Rd with K ⊆ K ′. Then
the pair (K ′,K) satisfies the homotopy extension property.

Proof. We verify Definition 2.65: Let f : K ′ → Y be any continuous map and H : K ×
[0, 1]→ Y be any homotopy with H(−, 0) = f |K . We inductively construct an extension
H̃ : K ′ × [0, 1] → Y of H with H̃(−, 0) = f . To this end, consider for every n ∈ N the
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compact convex sets Kn = Dn(0) ∩K ⊆ K and K ′
n = Dn(0) ∩K ′ ⊆ K ′, where Dn(0)

is the closed ball of radius n centered at the origin. Denote by fn : K ′
n → Y and

Hn : Kn × [0, 1]→ Y the restrictions of f and H, respectively.
By Proposition 5.34, the pair (K ′

1,K1) satisfies the homotopy extension property.
Hence, there exists an extension H̃1 : K ′

1× [0, 1]→ Y of H1 that satisfies H̃1(−, 0) = f1.
Let n ∈ N be arbitrary and consider the following diagram of inclusions:

K ′
n K ′

n+1

K ′
n ∪Kn+1

Kn Kn+1

By Proposition 5.31 and Proposition 5.34, the pair (K ′
n+1,K

′
n ∪ Kn+1) satisfies the

homotopy extension property. Hence, we can extend the homotopy onK ′
n∪Kn+1 induced

by (H̃n, Hn+1) to a homotopy H̃n+1 : K ′
n+1× [0, 1]→ Y that satisfies H̃n+1(−, 0) = fn+1.

Taking to the colimit over all n yields the desired extension H̃.

Let X ⊂ Rd be a subset and let B = (Ci)i∈[n] be a finite cover of X by closed convex
sets. The previous corollary shows, together with the fact that any closed subset of Rd is
compactly generated (Example 2.64), that the assumptions in Corollary 5.32 are satisfied
and hence, the map ρS : Blowup(B) → X is a homotopy equivalence. As any cover by
convex sets is good, it follows from 2(a) in Theorem 5.25 that the map ρN : Blowup(B)→
|Nrv(B)| is a homotopy equivalence as well. This proves Theorem 5.4.

If in the functorial nerve theorem for covers by subcomplexes (Theorem 5.14) we
additionally assume that the cover is locally finite dimensional, then this theorem also
follows readily from the unified nerve theorem (Theorem 5.25): the realization of a
simplicial complex is compactly generated (Example 2.64); moreover, the latching spaces
are subcomplexes and thus satisfy the homotopy extension properties (Remark 2.66).

5.4.2. Proof of the Unified Nerve Theorem

We now define the bar construction in the setting of a simplicial model category (see
Section 2.4.2), generalizing Definition 2.57.

Definition 5.36. Let P be a poset and let M be a simplicial model category. The
simplicial bar construction of a functor F : P →M is the simplicial object

Bar•(F ) : ∆op →M

whose n-simplices Barn(F ) are defined by the coproduct

Barn(F ) =
∐

v0≤v1≤···≤vn

F (v0).

Equivalently, the coproduct is indexed by functors of the form γ : [n]→ P . For any map
θ : [m] → [n] in ∆, θ∗ : Barn(F ) → Barm(F ) takes the summand indexed by γ to the
summand indexed by γ ◦ θ, via the map F (γ(0))→ F (γ(θ(0))).
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The identifications that were used to define the bar construction for topological spaces
are achieved in this setting by the categorical notion of a coend:

Definition 5.37. Let C be a small category, E any category, and H : Cop × C → E a
functor. The coend

∫ CH, sometimes denoted
∫ c∈CH(c, c), is an object of E equipped

with arrows H(c, c) →
∫ CH for each c ∈ C that are collectively universal with the

property that the diagram
H(c′, c) H(c′, c′)

H(c, c)
∫ CH

f∗

f∗

commutes for each f : c→ c′ in C.

We can use this notion to define the geometric realization functor |− | : sSet→ CGSpc
mentioned in Section 2.4.2. Writing ∆ for the simplex category as before, there is a
functor ∆ → CGSpc that takes [n] to the standard n-simplex. If X : ∆op → Set is a
simplicial set, |X| is the coend of the functor ∆op ×∆→ CGSpc that takes ([n], [m]) to
Xn × |∆m|, where Xn has the discrete topology. This is written

|X| =
∫ [n]∈∆

Xn × |∆n| .

We now apply the same idea to the simplicial bar construction:

Definition 5.38. Let P be a poset and let M be a simplicial model category. The bar
construction of a functor F : P →M is the coend

Bar(F ) =
∫ [n]∈∆

Barn(F )⊗∆n.

Note that there are canonical maps Barn(F )⊗∆n → Barn(F )→ colimF for all n ≥ 0,
which induce a map Bar(F )→ colimF by the universal property of the coend.
Remark 5.39. Let F : P → CGSpc be a functor valued in the category CGSpc of com-
pactly generated spaces. Since CGSpc is a simplicial model category (with either the
Hurewicz or Quillen model structures), we can consider the bar construction Bar(F ).
However, if one thinks of F as a functor valued in Top, forgetting that F (p) is com-
pactly generated for each p ∈ P , then one could instead consider the bar construction
of Definition 2.57; one could also mimic the construction of Definition 5.38, but taking
the various limits and colimits in Top rather than in CGSpc. Fortunately, all of these
constructions coincide, as we will now explain.

Let F : P → Top be a functor valued in the category of all topological spaces. Just in
this remark, let Bar∗(F ) be the coend

Bar∗(F ) =
∫ [n]∈∆

Barn(F )× |∆n|

in Top, where Bar•(F ) : ∆op → Top is defined as in Definition 5.36.
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Following Dugger–Isaksen [DI04, Appendix A], we can compute Bar∗(F ) as a sequen-
tial colimit of pushouts in Top, as follows. For k = 0, we define Bar(F )(0) = ∐

v∈P F (p),
and for k > 0 we inductively define Bar(F )(k) as the pushout∐

v0<···<vk

F (v0)× |∂∆k| Bar(F )(k − 1)

∐
v0<···<vk

F (v0)× |∆k| Bar(F )(k)

⌜ fk−1 (5.4)

where the top horizontal map is defined using the face maps Bark(F ) → Bark−1(F ).
Then we have an isomorphism Bar∗(P ) ∼= colimk Bar(F )(k).

Now, say F is valued in compactly generated spaces. We will use this characteriza-
tion of Bar∗(F ) to show that it coincides with the bar construction computed in CGSpc.
The key fact we need is that, for any diagram in CGSpc, if its (co)limit computed in
Top happens to be compactly generated, then this is also the (co)limit in CGSpc. This
follows from the existence of the pair of adjunctions relating CGSpc and Top, mentioned
right below Definition 2.63: because of these adjunctions, CGSpc is a reflective subcat-
egory of k-spaces, and k-spaces is a coreflective subcategory of Top [Rie16, Definition
4.5.12]. As the disjoint union of compactly generated spaces is compactly generated,
and because |∂∆n| as well as |∆n| are locally compact Hausdorff, it follows from [Str09,
Proposition 2.6. and Corollary 2.16] that the spaces on the left hand side of diagram 5.4
and Bar(F )(0) are compactly generated. Moreover, because the pushout of compactly
generated spaces along a closed inclusion is again compactly generated [May99, p.40],
it follows that the spaces Bar(F )(k) are compactly generated. By [Str09, Proposition
2.35], the maps fk are closed inclusions. Finally, it follows again from [May99, p.40]
that Bar∗(F ) ∼= colimk Bar(F )(k) is compactly generated. Thus, Bar∗(F ) agrees with
the bar construction Bar(F ) computed in CGSpc.

Furthermore, one can use this method for building the bar construction as a sequential
colimit of pushouts to check that, given F : P → Top, the bar construction we just
discussed is naturally homeomorphic to the bar construction of Definition 2.57, which
justifies using the same notation in both places.
Remark 5.40. The coend construction used to define Bar(F ) in Definition 5.38 is an
example of the geometric realization of a simplicial space. We note that the blowup
complex of Definition 5.1 can also be seen as the geometric realization of a simplicial
space, the ordered Čech complex of [DI04, Section 2.5].

The map πSd N : Bar(DU) → | Sd Nrv(U)| is the geometric realization of a map of
simplicial spaces Bar•(DU) → Bar•(∗PU), and the map πS : Bar(DU) → X is also the
geometric realization of a map of simplicial spaces Bar•(DU) → X•, where Xn = X for
all n. Analogously, the maps ρN : Blowup(U) → |Nrv(U)| and ρS : Blowup(U) → X
can be seen as geometric realizations of maps of simplicial spaces.
Example 5.41. If we leave aside the requirement that we work in a simplicial model
category, the PoBar construction from Section 5.3 is a bar construction. In more de-
tail, let K be a simplicial complex, and let A = (Ki)i∈I be a cover by subcomplexes.
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Let DA : PA → Po be the functor with DA(J) = Pos(∩i∈JKi). There is a simplicial
object Bar•(DA) in Po defined as in Definition 5.36, and the inclusion ∆ ⊂ Po defines a
cosimplicial object, i.e., a functor ∆→ Po. Then

PoBar(A) =
∫ [n]

Barn(DA)× [n].

Given a sufficiently well-behaved diagram F : P →M in a simplicial model category M,
the bar construction of F computes the homotopy colimit of F . This appears as [Rie14,
Corollary 5.1.3]. In the proof of Theorem 5.25, we will use two statements closely related
to this result. The first one says that the bar construction is homotopical for pointwise
cofibrant diagrams (see [Rie14, Corollary 5.2.5]):

Proposition 5.42. Let M be a simplicial model category, let P be a poset, and let
F,G : P →M be pointwise cofibrant diagrams. For a natural transformation F ⇒ G that
is a pointwise weak equivalence, the induced map Bar(F )→ Bar(G) is a weak equivalence.

Recall that in Proposition 2.62 we already saw a similar statement for topological
spaces, saying that the bar construction respects pointwise homotopy equivalences,
without any pointwise cofibrancy or compactly-generated assumptions. There is an
analogous result for weak homotopy equivalences, which follows from work of Dugger–
Isaksen [DI04]:

Proposition 5.43. Let P be a poset, and let F,G : P → Top be diagrams of topolog-
ical spaces. For a natural transformation F ⇒ G that is a pointwise weak homotopy
equivalence, the induced map Bar(F )→ Bar(G) is a weak homotopy equivalence.

Proof. The natural transformation F ⇒ G induces a map Bar•(F )→ Bar•(G) such that
Barn(F )→ Barn(G) is a weak homotopy equivalence for all n ≥ 0. It is straightforward
to check that the simplicial bar construction has free degeneracies in the sense of [DI04,
Definition A.4], and therefore the induced map Bar(F ) → Bar(G) is a weak homotopy
equivalence by Remark 5.40 together with [DI04, Corollary A.6].

We will soon use this last result to prove the “weak” version of Theorem 5.25 2(a).
If we did not know this result, and applied only Proposition 5.42, we would need the
additional assumption that the intersection AJ is cofibrant in the Quillen model structure
on CGSpc for all J ∈ Nrv(A).

For the proof of Theorem 5.25, we will also need a second result related to the general
fact that the bar construction computes the homotopy colimit. This is similar to [WZŽ99,
Lemma 4.5], for example. Recall that DA : PA → Top denotes the nerve diagram of the
cover A of a topological space X.

Proposition 5.44. Let X be a compactly generated space, and let A be a closed cover
that is locally finite and locally finite dimensional. If for all T ∈ Nrv(A) the latching
space L(T ) ⊆ AT is closed and the pair (AT , L(T )) satisfies the homotopy extension
property, then the natural map Bar(DA)→ colimDA

∼= X is a homotopy equivalence.
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Only in this proof, we will make use of model structures on functor categories, in
particular, the projective and Reedy model structures, which we do not introduce in this
thesis. For the interested reader, we refer to [Dug08, Section 13] and [Hir03, Chapter 15].

Proof. A closed subspace of a compactly generated space is also compactly generated,
so DA : PA → Top takes values in the subcategory CGSpc of compactly generated spaces.
Hence, we can take the bar construction of DA, as discussed in Remark 5.39.

As A is locally finite dimensional, the poset PA is an upwards-directed Reedy cate-
gory, with deg(J) = sup{(|J ′| − |J |) | J ′ ∈ Nrv(A) with J ⊆ J ′}. Working with the
Hurewicz model structure on CGSpc, the Reedy model structure on the functor category
Fun(PA,CGSpc) coincides with the projective model structure as PA is upwards-directed.
This is immediate from the definition of the Reedy model structure; see [Dug08, Proposi-
tion 13.12] for a clear discussion of the relationship with the projective model structure.

The condition on the latching spaces implies that all inclusions L(T ) ⊆ AT are
Hurewicz cofibrations, so that DA is Reedy cofibrant and thus projective cofibrant. As
the bar construction Bar(DA) computes the homotopy colimit of DA [Rie14, Corollary
5.1.3], the natural map Bar(DA)→ colimDA is a homotopy equivalence. As the cover is
locally finite and X is compactly generated, it follows from [Str09, Corollary 2.23] that
the colimit calculated in CGSpc coincides with the one in Top, and by Remark 2.60 this
is naturally homeomorphic to X.

We are now ready to prove the unified nerve theorem.

Proof of Theorem 5.25. In Section 5.1, we explained how one can prove that the natural
maps ρS and ρN from the blowup complex are equivalences by proving that the natural
maps πS and πSd N from the bar construction are equivalences (see Diagram 5.1). So,
we work with the bar construction in this proof.

The first part of 1(a) follows from work of Dugger and Isaksen [DI04, Theorem 2.1
and Proposition 2.7]; in Section 5.5 we give a short proof using their ideas. The second
part of 1(a) is essentially the content of [Hat02, Proposition 4G.2]; note that the author
uses the convention that paracompact spaces are assumed to be Hausdorff. Statement
1(b) is the content of Proposition 5.44.

We now prove 2(a). By assumption, the unique natural transformation DA ⇒ ∗PA

from the nerve diagram of the cover A to the constant diagram on the one-point space is
a pointwise (weak) homotopy equivalence. The results now follow from Proposition 2.62
and Proposition 5.43, respectively. Alternatively, see Section 5.5 for a short proof of the
fact that ρN is a weak homotopy equivalence whenever A is a weakly good cover.

We now prove 2(b). For every compactly generated space Z, there is a natural weak
homotopy equivalence | Sing(Z)| → Z, given by the counit of the adjunction (| − |,Sing)
as explained in Section 2.4.2. So, there is a pointwise weak homotopy equivalence

| − | ◦ Sing ◦DA ⇒ DA,

that induces, by Proposition 5.43, a weak homotopy equivalence

Bar(| − | ◦ Sing ◦DA)→ Bar(DA). (5.5)
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We work with the model structure on the category s(R-Mod) of simplicial R-modules
described in Example 2.78; recall that a map X → Y of compactly-generated spaces is
an R-homology isomorphism if and only if the induced map R(Sing(X)) → R(Sing(Y ))
is a weak equivalence of simplicial R-modules. By our assumption that the natural
transformation DA ⇒ ∗PA is a pointwise R-homology isomorphism, the natural trans-
formation R ◦ Sing ◦DA ⇒ R ◦ Sing ◦ ∗PA is a pointwise weak equivalence of simplicial
R-modules. As R preserves cofibrant objects (since it is the left adjoint of a Quillen
adjunction), and every simplicial set is cofibrant, both diagrams are pointwise cofibrant.
So, by Proposition 5.42, the induced map Bar(R ◦ Sing ◦DA) → Bar(R ◦ Sing ◦ ∗PA) is
a weak equivalence. Furthermore, for any poset P and any functor F : P → sSet, there
is a natural isomorphism Bar(R ◦ F ) ∼= R(Bar(F )), using the definition of the tensor
structure on s(R-Mod) and the fact that R preserves colimits (as it is a left adjoint). So
we have a commutative diagram:

Bar(R ◦ Sing ◦DA) R(Bar(Sing ◦DA))

Bar(R ◦ Sing ◦ ∗PA) R(Bar(Sing ◦ ∗PA))

∼=

≃
∼=

and hence, the morphism on the right is a weak equivalence by 2-of-3.
For any simplicial set K, the unit map K → Sing(|K|) is a natural weak equivalence,

as explained in Section 2.4.2. The functor R preserves all weak equivalences, as every
simplicial set is cofibrant [Hov99, Lemma 1.1.12 (Ken Brown’s lemma)]. So we have a
commutative square, in which the indicated maps are weak equivalences:

R(Bar(Sing ◦DA)) R(Sing(|Bar(Sing ◦DA)|))

R(Bar(Sing ◦ ∗PA)) R(Sing(|Bar(Sing ◦ ∗PA)|))

≃

≃

≃

It follows, by 2-of-3, that the fourth map in the square is a weak equivalence as well,
and so |Bar(Sing ◦DA)| → |Bar(Sing ◦ ∗PA)| is an R-homology isomorphism.

For any poset P and any functor F : P → sSet, there is a natural isomorphism
Bar(| − | ◦ F ) ∼= |Bar(F )|, again using the definitions and the fact that geometric real-
ization preserves colimits, being a left adjoint. So we have the following commutative
diagram:

|Bar(Sing ◦DA)| |Bar(Sing ◦ ∗PA)|

Bar(| − | ◦ Sing ◦DA) Bar(| − | ◦ Sing ◦ ∗PA)

Bar(DA)

∼=

∼R

∼=

Recall that the map Bar(| − | ◦ Sing ◦DA) → Bar(DA) from line 5.5 is a weak equiv-
alence. Together with the fact that weak homotopy equivalences are also R-homology
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isomorphisms [Hat02, Proposition 4.21], we get that the canonical map

πSd N : Bar(DA)→ |Sd Nrv(A)| ∼= Bar(∗PA) ∼= Bar(| − | ◦ Sing ◦ ∗PA)

is, once more by 2-of-3, an R-homology isomorphism as well.

5.5. The Blowup Complex for Open Covers

The parts of 1(a) and 2(a) in Theorem 5.25 that establish weak homotopy equivalences
follow from work of Dugger and Isaksen [DI04]. In this section, we adapt their proof
strategy to give a more direct proof of the fact that the natural map ρS : Blowup(A)→ X
is a weak homotopy equivalence whenever A is an open cover of X. Moreover, we use
the same ideas to give a short proof of the fact that ρN : Blowup(A) → |Nrv(A)| is a
weak homotopy equivalence whenever A is a weakly good cover.

By the following lemma, a map is a weak homotopy equivalence if it is so locally.

Lemma 5.45 ([Gra75, Lemma 16.24]; [Die08, Theorem 6.7.11]). Let f : Y → X be a
continuous map and let A = (Ai)i∈I be an open cover of X. If for every σ ∈ Nrv(A) the
restricted map f−1(Aσ)→ Aσ is a weak homotopy equivalence, then so is f .

In order to apply this lemma to ρS , we need to determine the preimages of the finite
intersections of cover elements in A = (Ai)i∈I . Recall from Definition 5.1 that the blowup
complex is defined as

Blowup(A) =

 ⊔
J∈Nrv(A)

AJ × |J |

 / ∼

and ρS is induced by the projections of the products AJ × |J | onto the first coordinate.
For any σ ∈ Nrv(A) the preimage is the subspace

ρ−1
S (Aσ) =

 ⊔
J∈StNrv(A)(σ)

AJ × |J |

 / ∼ ,

where StNrv(A)(σ) = {J ∈ Nrv(A) | σ ⊆ J} is the star of σ in Nrv(A). This can be seen
as follows: Whenever AJ ∩ Aσ = AJ∪σ is non-empty for some J , the union J ∪ σ is a
simplex in StNrv(A)(σ) and so

(AJ ∩Aσ)× |J | ⊆ AJ∪σ × |J ∪ σ|

is contained in the right hand side of the equality above. Conversely, AJ ⊆ Aσ for
every J ∈ StNrv(A)(σ), and so the above equality holds.

Proposition 5.46. Let A = (Ai)i∈I be an open cover of the topological space X. Then
the natural map ρS : Blowup(A)→ X is a weak homotopy equivalence.
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Proof. By Lemma 5.45 it suffices to prove that for every σ ∈ Nrv(A) the restricted map
ρ−1

S (Aσ) → Aσ is a weak homotopy equivalence. We show that this map is in fact a
homotopy equivalence.

Choose any point z ∈ |σ| and consider the following subspace

Aσ × {z} ↪→ Aσ × |σ| ↪→ ρ−1
S (Aσ).

Note that the space |StNrv(A)(σ)| is star-shaped with respect to z and hence it defor-
mation retracts onto this point. As Aτ ⊆ Aσ for every τ ∈ StNrv(A)(σ), this lifts to
a deformation retraction of ρ−1

S (Aσ) onto Aσ × {z}. Therefore, we get the following
commutative diagram, where the horizontal maps are homotopy equivalences:

Aσ × {z} ρ−1
S (Aσ)

Aσ Aσ

≃

π1 ρS

=

Obviously, π1 is a homotopy equivalence and hence so is the map on the right. This
proves that ρS : Blowup(A)→ X is weak homotopy equivalence.

Recall now that ρN is induced by the projections of the products AJ × |J | onto the
second coordinate. To apply Lemma 5.45 to ρN , we cover |Nrv(A)| by the open simplex
stars (Sσ)σ∈Nrv(A), where

Sσ =
⋃
{int |J | | J ∈ StNrv(A)(σ)}.

Note that this cover is closed under finite intersections. Hence, it suffices to consider for
any σ ∈ Nrv(A) the preimage

ρ−1
N (Sσ) =

 ⊔
J∈StNrv(A)(σ)

AJ × int |J |

 / ∼ .

Proposition 5.47. Let A = (Ai)i∈I be a weakly good cover of the topological space X.
Then the natural map ρN : Blowup(A)→ |Nrv(A)| is a weak homotopy equivalence.

Proof. By Lemma 5.45 it suffices to prove that for every σ ∈ Nrv(A) the restricted map
ρ−1

N (Sσ)→ Sσ is a weak homotopy equivalence.
Similarly to the the proof of Proposition 5.46, we get the following commutative dia-

gram, where z ∈ int |σ| is any point and the horizontal maps are homotopy equivalences:

Aσ × {z} ρ−1
N (Sσ)

{z} Sσ

≃

π2 ρN

≃

As A is a weakly good cover, the map π2 is a weak homotopy equivalence and hence
so is the map on the right. This proves that ρN : Blowup(A) → |Nrv(A)| is a weak
homotopy equivalence.
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A. Nerve Theorem for Closed Convex Covers
We prove Theorem 2.5 using some key ideas that already appeared in the author’s
master’s thesis [Rol20], where the theorem was proven under the additional assumption
on the cover elements to be compact. While the key ideas are essentially the same,
the exposition below is more streamlined. We include the material here for the sake of
readability and completeness.

Let C = (Ci)i∈[n] be a collection of closed convex subsets of Rd, and let X be their
union. We briefly recall the construction of the continuous map Γ: | Sd Nrv(C)| → X
that is claimed to establish the homotopy equivalence in Theorem 2.5: Each vertex
J ∈ Sd Nrv(C) represents a simplex in the nerve Nrv(C), and hence we can choose a
point pJ from the non-empty intersection CJ = ⋂

j∈J Cj . By convexity of the cover
elements in C, this choice extends uniquely to a map Γ: |Sd Nrv(C)| → X that is affine
linear on each simplex of the barycentric subdivision; see Fig. 6 for an illustration.

We construct a homotopy inverse Ψ to Γ. For this construction, we work with an
open cover and a subordinate partition of unity, as in the familiar proof of the nerve
theorem for open covers [Hat02, Proposition 4G.2]. To this end, we thicken the subsets
Ci slightly so that the nerve remains unchanged. If the Ci are compact, it is possible
to choose an ε such that the open ε-neighborhoods of the Ci have this desired property.
More generally, we can choose such neighborhoods according to the following lemma.

Lemma A.1. Let C = (Ci)i∈[n] be a collection of closed and convex subsets of Rd. Then
there exists a collection of open sets G = (Ui ⊇ Ci)i∈[n] satisfying Nrv(C) = Nrv(Gε).

Proof. Since Rd is a normal space, every disjoint pair of closed sets Ci, Cj admits dis-
joint open neighborhoods Vi,j ⊇ Ci, Vj,i ⊇ Cj . Taking the finite intersection Ui =⋂

j:Ci∩Cj=∅ Vi,j for every i yields the desired open cover (Ui)i∈[n].

We choose G according to Lemma A.1. For each i ∈ [n], there exists a Urysohn
function φi : Rd → [0, 1] that takes on the value 0 outside of Ui and the value 1 on Ci.
For example, we may take

x 7→ d(x,Rd \ Ui)
d(x,Ci) + d(x,Rd \ Ui)

.

Normalizing these functions φi yields a partition of unity on X subordinate to the cover
(Ui ∩X)i∈[n] of X: ψi = φi/

∑n
j=0 φj : X → [0, 1]. We define the map Φ: X → |Nrv(C)|

in barycentric coordinates for |Nrv(C)| as

Φ: x 7→
n∑

i=0
ψi(x) · |vi|, (A.1)

where vi = {i} is the vertex in Nrv(C) corresponding to i and |vi| is the correspond-
ing point in the geometric realization. The map Ψ: X → |Sd Nrv(C)| is then given
as the composite αNrv(C) ◦ Φ, where αNrv(C) : |Nrv(C)| → | Sd Nrv(C)| is the standard
homeomorphism from the nerve to its barycentric subdivision.
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In order to show that Ψ is a homotopy inverse to Γ, we analyze more closely how these
maps are related combinatorially. To this end, we use the following construction.

Definition A.2. For every vertex v of a simplicial complex K, define the closed barycen-
tric star as the subspace

bst v = |Cl StSd K v| ⊆ | SdK|,

where Cl StSd K v = {σ ∈ SdK | σ ∪ {v} ∈ SdK} is the closure of the star of v in the
barycentric subdivision of K.

We now state two lemmas about the closed barycentric stars, deferring the proofs to
the end of this section.

Lemma A.3. Let K be a simplicial complex and let σ ∈ K be a simplex. Then the
intersection

⋂
v∈σ bst v is contractible. In particular, the collection of closed barycentric

stars forms a good cover of |K|.

It is not hard to see that the nerve of this cover is isomorphic to K. The following
statement describes the closed barycentric stars in terms of barycentric coordinates.

Lemma A.4. Let K be a simplicial complex and let v be a vertex of K. The closed
barycentric star bst v consists of all points x ∈ |K| that satisfy

bv(x) ≥ bw(x) for all w ∈ VertK, (A.2)

where bv denotes the barycentric coordinate with respect to the vertex v.

The following propositions use the language established in Definition 1.11.

Proposition A.5. The pair of maps (Ψ, id[n]) constitutes a morphism of covered spaces

(X,C = (Ci)i∈[n])→ (|Sd Nrv(C)|, (bst vi)i∈[n]).

Proof. Recall that Ψ = αNrv(C) ◦ Φ, where αNrv(C) is the isomorphism |Nrv(C)| ∼=
| Sd Nrv(C)| and Φ: X → |Nrv(C)|, x 7→ ∑n

i=0 ψi(x) · |vi|. Note that if x ∈ Ci, then
ϕi(x) = 1 and thus ψi(x) is maximal among the ψj(x). Hence, by Lemma A.4 we know
that Ψ(x) ∈ bst(vi) and the claim follows.

Proposition A.6. The pair of maps (Γ, id[n]) constitutes a morphism of covered spaces

(|Sd Nrv(C)|, (bst vi)i∈[n])→ (X,C = (Ci)i∈[n]).

Proof. By definition, the map Γ sends the vertices of a geometric simplex σ in bst vi

to Ci. As the cover element Ci is convex and Γ is affine linear on σ, it follows that Γ(σ)
is also contained in Ci. This shows Γ(bst vi) ⊆ Ci, proving the claim.

We will now show that Ψ is a homotopy inverse to Γ, which implies |Nrv(C)| ∼=
| Sd Nrv(C)| ≃ X.
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Proof of Theorem 2.5. It follows from Proposition A.6 and Proposition A.5 that the pair
of maps (Γ ◦Ψ, id[n]) constitutes a morphism of covered spaces. Hence, Γ ◦Ψ is carried
by the identity on C and thus it is homotopic to the identity idX by a straight line
homotopy: for every x ∈ Ci, we have Γ ◦ Ψ(x) ∈ Ci, and since the Ci are convex, the
line segment joining x and Γ ◦Ψ(x) lies in Ci. Similarly, the pair of maps (Ψ ◦ Γ, id[n])
constitutes a morphism of covered spaces. That the composition Ψ ◦ Γ is homotopic to
id| Sd Nrv(C)| now follows from Lemma A.3 and the following Proposition A.7.

Recall that any two maps into a contractible space are homotopic (to a constant map).
The following statement generalizes this fact to good covers, where contractibility is only
guaranteed locally.

Proposition A.7. Let K be a finite simplicial complex and let Y be a topological space.
Assume we have two morphisms of covered spaces

(f, φ), (g, φ) : (|K|, (|Li|)i∈[n])→ (Y, (Vj)j∈J),

with the same map of index sets φ : [n]→ J , where (|Li|)i∈[n] is a cover by subcomplexes
and (Vj)j∈J is a good cover. Then f is homotopic to g.

Proof. Let I = [0, 1] denote the unit interval. We inductively construct homotopies
Hm : | skmK| × I → Y between f || skm K| and g|| skm K| such that Hm is carried by the
map of indexed covers φ : (| skm Li| × I)i∈[n] → (Vj)j∈J induced by the given map of
index sets φ : [n] → J . If m = dimK is the dimension of the simplicial complex, the
map H = Hm is the desired homotopy between f and g.

To establish the base case m = 0, let p be any vertex of K and let i0, . . . , ik ∈ [n] be
those indices i with |p| ∈ |Li|. By the assumption that f and g are carried by φ, we
know that both f(|p|) and g(|p|) are contained in S := ⋂k

l=0 Vφ(il), which is contractible
by assumption, and thus we can choose a path in S that connects these two points.
This defines the desired homotopy H0. To see that the map H0 is carried by P 0, let
(|p|, t) ∈ |p| × I be a point. If (|p|, t) ∈ |Li| × I, then i = il is one of the indices above.
Thus, by construction, H0((|p|, t)) ∈ S ⊆ Vφ(il) = Vφ(i), and the claim is proven.

For the induction step from (m− 1) to m, let Hm−1 satisfy the induction hypothesis.
Let σ be an m-simplex in skmK. Furthermore, let i0, . . . , ik ∈ [n] be those indices i with
σ ∈ Li. By the induction hypothesis, we have

Hm−1(|∂σ| × I) ⊆W :=
k⋂

l=0
Vφ(il).

By the assumption that (Vj) is good, the space W is contractible, and so we can extend
the homotopy Hm−1||∂σ|×I to a homotopy Hm||σ|×I from f ||σ| to g||σ|:

(|∂σ| × I) ∪ (|σ| × {0, 1}) ∼= Sm W ⊆ Y

|σ| × I ∼= Bm+1
Hm||σ|×I

(Hm−1,(f,g))
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Because the m-simplex σ was arbitrary, we can extend Hm−1 : | skm−1K| × I → Y to
Hm : | skmK| × I → Y .

By construction, this map is carried by φ : (| skm Li| × I)i∈[n] → (Vj)j∈J . To see this,
we verify that for any i, every point (x, t) ∈ | skm Li| × I is mapped to Hm(x, t) ∈ Vφ(i).
By induction, this is true whenever x ∈ | skm−1 Li|, so it remains to show the claim for x
in the interior of some m-simplex σ ∈ Li. Now i = il is one of the indices above, and by
construction of Hm, we have

Hm(x, t) ∈ Hm(|σ| × I) ⊆W ⊆ Vφ(il) = Vφ(i),

proving the claim.

We now prove Lemma A.3 and Lemma A.4. To this end, we use some auxiliary lemmas
about geometric simplicial complexes.

Lemma A.8. Let σ = {v0, . . . , vk} ∈ K be a simplex and consider the subcomplex
L = {τ0 ⊂ · · · ⊂ τm | σ ⊆ τ0} ⊆ SdK. Then

⋂k
i=0 bst vi = |L|.

Proof of Lemma A.8. First, let ϕ = (τ0 ⊂ · · · ⊂ τm) ∈ L be a simplex. By definition,
ϕ is contained in the simplex σ ⊆ τ0 ⊂ · · · ⊂ τm of SdK. Thus, the realization of ϕ is
contained in bst vi for all i, and so we have |L| ⊆ ⋂k

i=0 bst vi.
Now, let |ϕ = (τ0 ⊂ · · · ⊂ τm)| ⊆ ⋂k

i=0 bst vi. Since for all i we have |τ0 ⊂ · · · ⊂ τm| ⊆
bst vi, we know that vi ∈ τ0. Thus, the simplex σ is also contained in τ0. Therefore,
ϕ ∈ L and so we have ⋂k

i=0 bst vi ⊆ |L|.

Proof of Lemma A.3. By Lemma A.8, every (geometric) simplex in ⋂
v∈σ bst v ⊆ |SdK|

has a coface in this intersection with z(|σ|) as a vertex, where z(|σ|) is the barycenter of
|σ|. Thus, ⋂

v∈σ bst v is star-shaped with respect to z(|σ|) and hence contractible.

The following two lemmas are straightforward calculations (compare [ES52, p.62]).

Lemma A.9. Let K be a simplicial complex and let x ∈ |K|. Write x in barycentric
coordinates of K as

x =
m∑

j=0
νj · |wj |

with wi ∈ VertK, νi > 0 and
m∑

j=0
νj = 1 as well as ν0 ≥ ν1 ≥ · · · ≥ νm. Then, using the

(geometric) simplices

|τi| = conv{|w0|, . . . , |wi|} for all i ∈ {0, . . . ,m} (A.3)

in the realization |K| and by writing z(|τi|) for the barycenter of |τi|, we have x ∈
conv{z(|τ0|), . . . , z(|τm|)}. Specifically, writing x in barycentric coordinates of SdK as
x = ∑m

j=0 µjz(|τj |), we have

µi = (i+ 1)
(
νi(x)− νi+1(x)

)
for i = 0, . . . ,m− 1

µm = (m+ 1)νm(x).
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Lemma A.10. Let x ∈ |SdK|, written in barycentric coordinates as x = ∑m
j=0 µjz(|τj |)

for some flag of simplices τ0 ⊂ · · · ⊂ τm in K, where

|τi| = conv{|w0|, . . . , |wi|} for all i ∈ {1, . . . ,m}

and wi ∈ VertK. Then we have x ∈ |τm| = conv{|w0|, . . . , |wm|}. Specifically, the
barycentric coordinates νi of x in K with respect to |w0|, . . . , |wm| take the form

νi =
m∑

j=i

1
j + 1µj . (A.4)

Proof of Lemma A.4. Let x ∈ |K| be a point satisfying Eq. (A.2). It suffices to show
that x is contained in a simplex of |SdK| having |v| as a vertex. Let v0, . . . , vm be
the vertices in K with bvi(x) > 0 in descending order of barycentric coordinates. By
Eq. (A.2) we may choose v0 = v. Now, by Lemma A.9, we know that the point x is
contained in conv{|v| = z(|τ0|), . . . , z(|τm|)} for the simplices |τi| ⊆ |K| specified as in
Eq. (A.3). Hence, by definition the point x is contained in bst v.

Conversely, let x ∈ bst v for some vertex v ∈ VertK. Then there exists a simplex
τ ∈ SdK with v as a vertex such that x ∈ |τ | and that τ corresponds to a flag v = τ0 ⊂
· · · ⊂ τm of simplices in K. From Lemma A.10, or more specifically Eq. (A.4), we deduce
that the barycentric coordinate ν0 = bv(x) of x in K with respect to v is maximal.
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