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Abstract

Thermoacoustic combustion instabilities (TCI) are a major concern in the development of gas
turbine combustion systems. These instabilities lead to a growth of acoustic and heat release
fluctuations, which eventually form a limit-cycle (LC) oscillation. Depending on the LC ampli-
tude, TCI may impair the operational range or even cause structural damage to the combustor.
Most modern gas turbines are equipped with annular or can-annular combustion systems, which
comprise multiple identical sectors arranged equidistantly around the engine circumference.
Due to their size and complexity, the numerical and experimental prediction of LC oscillations
in these multi-burner configurations is particularly challenging.

This thesis exploits the symmetry of (can-)annular configurations to develop two types of mod-
els, which allow efficient prediction of LC oscillations. Both model types are hybrid in nature,
resolving only one burner/flame zone using large-eddy simulation (LES). The remaining parts
of the combustion system are represented as a low-order model (LOM). The first model di-
rectly exploits the particular eigenmode structure of systems with discrete rotational symmetry
that follows from Bloch-wave theory. The computational domain is limited to one sector, and
a symmetry condition accounts for the remaining parts of the system. The model can predict
LC oscillations of an isolated mode order. To overcome the limitations of the assumed Bloch-
symmetry, the second model explicitly resolves the remaining sectors in the LOM. The required
LOMs of nonlinear flame dynamics are adapted during the simulation of the self-excited sys-
tem to match the dynamics observed in the LES. This avoids the costly a priori identification of
nonlinear flame models. Both model types are validated using a generic can-annular system and
an annular test-rig and can predict LC oscillations with reasonable accuracy and at significantly
reduced computational cost compared to established modeling frameworks.

The idea of limiting the computational domain to one single sector by employing symmetry
conditions is also transferred to experimental single-can test-rigs. Based on Bloch-wave theory,
this thesis proposes a strategy to tune the acoustic terminations of a single-can test-rig to experi-
mentally investigate thermoacoustic properties of individual azimuthal mode orders of an entire
can-annular combustion system. The developed strategy avoids the high experimental effort
associated with using pressurized full can-annular test-rigs for thermoacoustic investigations.

Lastly, this thesis extends an existing method for calibrating global chemical reaction mecha-
nisms based on the production rates of the major species in a detailed mechanism. The calibra-
tion focuses on correctly predicting flame dynamics. Calibrating global reaction mechanisms
becomes increasingly important due to the growing use of fuel blends, for which reduced or
global mechanisms are unavailable. This method lays the foundation for limiting the compu-
tational effort in predicting LC oscillations with the numerical tools developed by providing
computationally efficient reaction mechanisms.
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Kurzfassung

Thermoakustische Verbrennungsinstabilitäten (TCI) sind eine wesentliche Herausforderung bei
der Entwicklung von Gasturbinenbrennkammern. Diese Instabilitäten führen zu einem Anwach-
sen von akustischen Fluktuationen und Wärmefreisetzungsschwankungen, die schließlich eine
Grenzzyklusschwingung (LC) entwickeln. Abhängig von der LC-Amplitude können TCI den
Betriebsbereich beeinträchtigen oder sogar strukturelle Schäden an der Brennkammer verur-
sachen. Die meisten modernen Gasturbinen sind mit annularen oder Can-annularen Verbren-
nungssystemen ausgestattet, welche eine Zahl an identischen Sektoren umfassen, die gleichver-
teilt um den Umfang der Gasturbine angeordnet sind. Aufgrund ihrer Größe und Komplexität
ist die numerische und experimentelle Vorhersage von LC-Schwingungen in diesen Mehrbren-
nerkonfigurationen eine besondere Herausforderung.

In dieser Arbeit wird die Symmetrie dieser Systeme ausgenutzt, um zwei Arten von Model-
len zu entwickeln, die eine effiziente Vorhersage von LC-Schwingungen ermöglichen. Beide
Modelltypen lösen nur eine Brenner-/Flammenzone mittels Large-Eddy-Simulation (LES) auf
und sind damit hybrider Natur. Die übrigen Teile des Verbrennungssystems werden als Modell
niedriger Ordnung (LOM) dargestellt. Das erste Modell nutzt direkt die spezielle Eigenmo-
denstruktur von Systemen mit diskreter Rotationssymmetrie, die sich aus der Bloch-Wellen
Theorie ergibt. Der Rechenbereich ist auf einen einzigen Sektor beschränkt und eine Sym-
metriebedingung berücksichtigt die übrigen Teile des Systems. Das entwickelte Modell kann
LC-Schwingungen einer isolierten Modenordnung vorhersagen. Um die Einschränkungen der
angenommenen Bloch-Symmetrie zu überwinden, löst das zweite Modell die verbleibenden
Sektoren explizit im LOM auf. Die erforderlichen LOMs der nichtlinearen Flammendynamik
werden während der Simulation des selbsterregten Systems so angepasst, dass sie die in der
LES beobachtete Dynamik bestmöglich abbilden. Dies vermeidet die kostspielige a priori Iden-
tifikation von nichtlinearen Flammenmodellen. Beide Modelltypen werden anhand eines gene-
rischen Can-annularen Systems und eines annularen Prüfstands validiert und sind in der Lage,
LC-Schwingungen mit angemessener Genauigkeit und mit deutlich geringeren Rechenkosten
vorherzusagen, als dies bei etablierten Modellierungsansätzen der Fall ist.

Der Ansatz den Rechenbereich durch Symmetriebedingungen auf einen einzigen Sektor zu
beschränken, wird auch auf experimentelle Can-annulare Testrigs übertragen. Basierend auf
der Bloch-Wellen Theorie wird in dieser Arbeit eine Strategie zur Anpassung der akustischen
Randbedingungen eines Einzel-Can-Prüfstandes vorgeschlagen, um die thermoakustischen Ei-
genschaften einzelner azimutaler Modenordnungen eines kompletten Can-annularen Brenn-
kammersystems experimentell zu untersuchen. Die entwickelte Strategie vermeidet den hohen
experimentellen Aufwand, der mit der Verwendung eines druckbeaufschlagten, vollen Can-
annularen Prüfstandes für thermoakustische Untersuchungen verbunden ist.
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Kurzfassung

Schließlich erweitert diese Arbeit eine bestehende Methode zur Kalibrierung globaler chemi-
scher Reaktionsmechanismen basierend auf den Produktionsraten der wichtigsten Spezies in ei-
nem detaillierten Mechanismus. Ein wesentliches Ziel der Kalibrierung ist die korrekte Vorher-
sage der Flammendynamik. Die Kalibrierung globaler Reaktionsmechanismen wird aufgrund
der zunehmenden Verwendung von Brennstoffmischungen, für die keine reduzierten oder glo-
balen Mechanismen verfügbar sind, immer wichtiger. Durch die Bereitstellung recheneffizienter
Reaktionsmechanismen legt diese Methode den Grundstein für die Begrenzung des Rechenauf-
wands bei der Vorhersage von LC-Schwingungen mit den entwickelten numerischen Werkzeu-
gen.
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1 Introduction

According to the “Paris Agreement”, the members of the United Nations aim at “holding the
increase in the global average temperature to well below 2◦C above pre-industrial levels and
pursuing efforts to limit the temperature increase to 1.5◦C above pre-industrial levels” [1].
Achieving this goal requires a fundamental transformation of our lifestyle, the economy, and
especially how we satisfy our energy demands. Within subsequent decades, renewable sources
such as wind and solar energy must substitute essentially all fossil power plants. Due to their
fluctuating nature, these renewable sources must be supplemented with long-term and large-
scale energy storage systems, which, however, are not expected to be available in time with the
required capacities. Due to their quick-start ability, wide operational range, and their - relative
to other fossil power plants - low specific CO2 emissions, gas turbine power plants may serve as
an interim solution to compensate for the fluctuating supply from renewable sources [2]. In the
long run, energy storage by “Power-to-Gas” technologies necessitates gas turbine power plants
to convert chemically stored energy to electrical energy [3, 4].

Modern land-based gas turbines are typically equipped with lean premixed combustors [5–7].
These lean systems feature very low NOx emission levels, which comply with strict regulations
but are prone to thermoacoustic combustion instabilities (TCI) [8]. These instabilities emerge
from constructive feedback of unsteady heat release and the acoustics of the combustion system
and result in a growth of acoustic and heat release fluctuations. Eventually, nonlinear phenom-
ena of flame dynamics saturate this growth and lead to the formation of a limit cycle (LC)
oscillation. Depending on the amplitudes, these LC oscillations may impair combustion per-
formance or even cause structural damage to the combustor. To assess the impact of TCI, it is
desirable to predict the stability and LC amplitude already in the design phase of a combustor.

Most combustion systems for land-based and aircraft gas turbines are of annular or can-annular
type. The high practical relevance of these combustor types leads to growing interest in the sci-
entific community, reflected by an increasing number of multi-can [9–16] and annular [17–22]
test-rigs. The characteristic feature of these systems is that they comprise multiple individ-
ual burners, which are arranged equidistantly around the circumference of the engine and are
coupled acoustically [23–25]. Therefore, the individual burners can interact, and the complete
configuration gives rise to azimuthal modes extending over all burners around the circumfer-
ence [10, 26, 27]. Due to the coupling of the individual sectors in (can-)annular configurations,
it is not possible to model TCI by considering only one sector without further means [28–30].

Modeling TCI in (can-)annular configurations is particularly challenging because of their com-
plexity and sheer size. Hitherto, several methods have been developed to predict stability prop-
erties and LC amplitudes of such systems. They range from simplified (semi-)analytical treat-
ment [31–33] and acoustic network models [34–36] over linearized conservation equations
as the inhomogeneous Helmholtz equation [37] to high fidelity LES simulations solving the
complete set of nonlinear governing equations [38–42]. The latter inherently include nonlin-
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Introduction

ear flame-flow interaction and nonlinear flame dynamics, thus accounting for the formation of
LC oscillations. However, the computational cost to simulate a complete applied configuration
using high fidelity LES is tremendous [39], which inhibits its widespread use in the industrial
development process.

In contrast, (semi-)analytical and reduced-order methods are crucial to gain fundamental under-
standing but can often not represent the complexity of real systems. To predict LC oscillations,
these methods typically rely on data-driven models of the nonlinear flame dynamics, which
are costly to determine or even not available at all [43]. A common approach to model non-
linear flame dynamics is the flame describing function (FDF) [44, 45], which is an amplitude-
dependent extension of the linear flame transfer function (FTF). However, the FDF is costly to
determine for practical configurations [46], and its “weakly nonlinear” approach lacks essen-
tial nonlinear features, such as mode interaction and the generation of higher harmonics [47].
Artificial Neural Networks (ANN) recently showed promising results in reproducing nonlin-
ear flame dynamics [43, 48–50]. However, training ANNs requires relatively long time series,
which are costly to produce. Additionally, these models suffer from poor predictive capability
if used outside the range of training data [50].

Hybrid models offer a powerful alternative to the above-mentioned modeling strategies. These
model types combine two or more sub-models, typically with differing levels of fidelity. They
are particularly efficient for multi-scale and multi-physics problems such as TCI. The principal
idea is to employ high-fidelity models only where necessary and represent the remaining system
by computationally efficient models of lower fidelity. In the context of TCI, a high-fidelity CFD
simulation may resolve the small turbulent and chemical scales relevant in the vicinity of the
flame. The CFD may be coupled to a (low-order) acoustic model, solving for the large acoustic
scales in the entire combustion system. Numerous implementations of said strategy are found
in the literature [51–58].

Recent studies [59, 60] employ Bloch-wave theory [61] to exploit the symmetry properties of
the considered annular and can-annular multi-burner systems to efficiently model TCI by lim-
iting the computational domain to one single sector of the complete configuration. However,
these models rely on (possibly nonlinear) data-driven flame models with the drawbacks men-
tioned above. The present thesis brings together hybrid modeling and symmetry considerations
to combine the advantages of both approaches.

Three publications constitute the core of this cumulative thesis: In PAPER_BLOCH [29] (repro-
duced in App. .1), we combine the hybrid modeling framework developed by Jaensch et al. [58]
with the Bloch-wave approach to form hybrid nonlinear time domain models of (can-)annular
combustors. Based on the same symmetry considerations, in PAPER_TESTRIG [30] (repro-
duced in App. .3), we propose a strategy to utilize single-can test-rigs for representing thermoa-
coustics of a full can-annular combustor. Although very powerful, the Bloch-wave approach is
subject to severe restrictions, which are not always met in practice. The third publication PA-
PER_ROLEX [62] (reproduced in App. .2) proposes a more generally applicable hybrid model
for (can-)annular combustors: a CFD simulation (LES) of one burner segment or flame zone is
coupled to a low-order model (LOM) of the remaining system. By exploiting the system’s sym-
metry, the coupled low-order nonlinear flame models are adapted on the fly, based on the flame
dynamics observed in the CFD simulation. Figure 1.1 illustrates the gist of the two numerical
modeling approaches developed within the thesis.
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Figure 1.1: Hybrid models developed within this thesis: a) CFD simulation (LES) of one
burner/flame zone coupled to a LOM of the remaining system. Nonlinear flame
models are adapted on the fly according to the dynamics observed in LES. b) LES
of one burner/flame zone coupled to a LOM including symmetry conditions.

The fourth publication PAPER_MECH [63] included in App. .4 extends a method for calibrating
global chemical reaction mechanisms with particular attention to a correct representation of
flame dynamics. The method presented there provides a crucial ingredient for an accurate and
efficient reactive LES and thus lays the foundation for the application of the numerical models
developed in PAPER_BLOCH and PAPER_ROLEX.

The remainder of this thesis guides through these four publications and aims to link their de-
velopments to each other and to the existing literature (see Chpt. 6). After presenting the fun-
damental governing equations in Chpt. 2, the characteristics of (can)-annular systems and the
theory behind the hybrid modeling of these configurations is reviewed in Chpt. 3. This chap-
ter also introduces the basic concepts of the hybrid modeling strategies developed. Chapter 4
discusses the method employed for calibrating global reaction mechanisms. Chapter 5 presents
unpublished results of applying the hybrid models developed to a can-annular and an annular
test-rig.
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2 Governing Equations

2.1 Reactive Flow Equations

The compressible reactive flow equations are the basic governing equations in thermoacoustics.
They comprise conservation of mass (2.1), momentum (2.2), energy (2.3), and species (2.4),
which describe the change of fluid composition due to chemical reactions [64]. The ideal gas
law (2.5) links pressure p with temperature T and density ρ via the specific gas constant R =
R/M , where R = 8.314J/molK is the universal gas constant and M is the molar mass of the gas
mixture.

∂ρ

∂t
+∇· (ρu) = 0 (2.1)

∂(ρu)

∂t
+∇· (ρuu) =−∇p +∇·

(
µ

[
∇u + (∇u)T − 2

3
(∇·u)I

])
(2.2)

∂
(
ρh

)
∂t

+∇· (ρuh
)= ∂p

∂t
+∇· (α∇h)+ωq (2.3)

∂
(
ρYi

)
∂t

+∇· (ρuYi
)=∇· (Di∇Yi )+ωi (2.4)

p = ρRT, (2.5)

Equations (2.1)-(2.4) assume Fick’s and Fourier’s law for mass and heat diffusion and Newton’s
law of viscosity. Species transport due to temperature gradients (Soret effect) is neglected. The
energy equation (2.3) neglects contributions from mechanical work and the heat flux resulting
from diffusion of species with different enthalpy. ωq is the only volumetric heat source consid-
ered and results from chemical reactions. u is the velocity vector, h the specific enthalpy, t is
time, µ is the dynamic viscosity, α is the thermal diffusivity, I is the identity tensor. Yi is the
mass fraction and Di the diffusion coefficient of species i in the mixture. The production rate ωi

of species i is obtained from solving a chemical reaction mechanism. Details about the reaction
mechanisms employed are found in Chpt. 4, in Sec. 5.1, and the PAPER_MECH reproduced in
App. .4.

Equations (2.1)-(2.5) inherently include the generation and propagation of acoustic waves. This
complicates their numerical solution. In case acoustic waves are not of interest and the Mach
number is sufficiently small (Ma < 0.3, which is typically fulfilled in gas turbine combustors),
the set of equations (2.1)-(2.3) can be simplified. In the low-Mach number formulation [65], the
pressure p is split into a dynamic pd and a thermodynamic pt part. The spatial variation of pt

is negligible for small Mach numbers. Assuming constant ambient pressure pt ,∞ = const., the
thermodynamic part of the pressure is uniform in space ∇pt ≈ 0 and constant in time ∂pt /∂t = 0
in the entire domain. Only the thermodynamic part is relevant in the energy equation and the
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Governing Equations

ideal gas law. The governing equations in low-Mach formulation write

∂ρ

∂t
+∇· (ρu) = 0 (2.6)

∂(ρu)

∂t
+∇· (ρuu) =−∇pd +∇·

(
µ

[
∇u + (∇u)T − 2

3
(∇·u)I

])
(2.7)

∂
(
ρh

)
∂t

+∇· (ρuh
)=∇· (α∇h)+ωq (2.8)

∂
(
ρYi

)
∂t

+∇· (ρuYi
)=∇· (Di∇Yi )+ωi (2.9)

pt = ρRT. (2.10)

Note that in equations (2.6)-(2.10) the density still depends on the non-constant temperature,
and thus, the material derivative of density is generally Dρ

Dt 6= 0.

The low-Mach formulation generally permits a much larger time step ∆t for the numerical
solution. The Courant number Co = |u|∆t/∆x, which governs the time step, is related to the flow
velocity. In the compressibe formulation (2.1)-(2.5) the Courant number Co = (c +|u|)∆t/∆x is
related to the speed of sound c, which is usually one order of magnitude larger than |u| [65].
Additionally, the low-Mach formulation avoids the use of sophisticated boundary conditions,
which are necessary for the correct treatment of acoustic waves [66] (see Sec. 3.3.2). However,
the low-Mach formulation alone can not represent TCI, as it misses the acoustic feedback.

2.2 Linear Acoustics

The considerations below follow the representation in [67] and are intended to give a brief
overview. A detailed introduction into acoustics is found, e.g., in [68]. The acoustic governing
equations are derived starting from the compressible conservation equations of mass (2.1), mo-
mentum (2.2), and energy (2.3) of a fluid with fixed composition (no species equations, ωq = 0).
Linear acoustics describe small perturbations q ′ of flow quantities q = q̄+q ′ around a reference
value q̄ . Acoustic perturbations are assumed to be isentropic, which eliminates the diffusive
terms in the energy and momentum equation. Inserting the ansatz q = q̄ +q ′ into the governing
equations and neglecting higher order terms as well as gradients in the mean flow yields for
mass and inviscid momentum conservation:

∂ρ′

∂t
+ ū ·∇ρ′+ ρ̄∇·u′ = 0 (2.11)

ρ̄

(
∂u′

∂t
+ ū · (∇·u′))+∇p ′ = 0. (2.12)

With the assumption of isentropic fluctuations, the pressure and density fluctuation are linked

p ′ = ∂p

∂ρ

∣∣∣∣
s
ρ′ = c2ρ′ (2.13)

via the speed of sound c =
√
γRT̄ , where γ= cp /cv denotes the ratio of isobaric and isochoric

heat capacity.
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Combining Eqs. (2.11),(2.12), and (2.13) yields the acoustic wave equation(
∂

∂t
+ ū ·∇

)2

p ′− c2∇2p ′ = 0. (2.14)

Assuming planar one-dimensional wave propagation, the acoustic Riemann invariants

f = 1

2

(
p ′

ρ̄c
+u′

)
(2.15)

g = 1

2

(
p ′

ρ̄c
−u′

)
(2.16)

are a solution of the wave equation (2.14). They describe characteristic waves traveling upstream
and downstream with a propagation speed c±u, respectively. The acoustic pressure and velocity
fluctuations are retrieved from reverting Eqs. (2.15),(2.16):

p ′

ρ̄c
= f + g (2.17)

u′ = f − g . (2.18)

Acoustic boundary conditions can be characterized by a complex-valued, frequency-dependent
reflection coefficient R (s). It relates the amplitude and phase of the reflected wave to the incident
wave. The reflection coefficient at the upstream Ru and downstream Rd side is defined as

Ru (s) = f̂

ĝ
(2.19)

Rd (s) = ĝ

f̂
, (2.20)

where (̂·) denotes the Laplace transform and s =σ+ iω is the Laplace variable with the growth-
rate σ and the angular frequency ω.
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3 Hybrid CFD/LOM Modeling of
(Can-)Annular Configurations

3.1 On the Need for a Symmetry-Enhanced Hybrid Model

The prohibitive computational cost of compressible reactive LES simulations of typical ther-
moacoustic systems promotes the use of reduced-order (ROM) or low-order models (LOM)1.
A wide variety of LOMs are commonly employed: On one side of the spectrum are network
models, which combine and interconnect analytical [31, 32, 69, 70] or numerical [71, 72] solu-
tions of simple elements to represent the actual system in idealized form. On the other side are
3D acoustic solvers, based on the acoustic Helmholtz-Equation [37, 73] or the linearized Euler
(LEE) [74] or Navier-Stokes Equations (LNSE) [75–77]. All these models are based on sim-
plifications of the governing equations Eqs. (2.1)-(2.5) and thus contain unclosed terms. These
terms arise, most importantly, from the heat release fluctuation resulting from flow-flame-flow
feedback (“flame dynamics”), but possibly also from other phenomena such as the generation
and dissipation of acoustic energy from acoustic-hydrodynamic interaction. The closure models
employed range from simple analytical or empirical relations (common for acoustic losses [78])
to separate more or less complex sub-models.

As flame dynamics are decisive for the thermoacoustic characteristics of a system, the flame re-
quires a more sophisticated treatment by a separate sub-model to achieve quantitative accuracy.
Coupling a sub-model of flame dynamics with an acoustic LOM constitutes a hybrid thermoa-
coustic model. A wide variety of flame models are used, depending on the objective of the
specific study (see Sec. 6.1.1 for an overview).

The most sophisticated nonlinear flame model is a reactive LES simulation because it relies
on the least model assumptions. If well set up, the LES simulation of the flame region is ex-
pected to closely resemble the “true” flame dynamics. No other flame model available shows the
same level of accuracy, generality, and robustness (see Sec. 6.1.1). From this perspective, it is
straightforward to directly couple an LES simulation of the flame region with a LOM represent-
ing the acoustics of the system considered. This thesis implements the two coupling strategies
developed by Jaensch et al. [58]. Details about the two methods are found in Sec. 3.3. Both
strategies proved to predict thermoacoustic limit-cycle (LC) oscillations at comparable accu-
racy to a compressible reactive LES of the entire combustion system. As the LES domain of
the hybrid approaches is limited to the immediate vicinity of the flame, this accuracy can be
achieved at drastically reduced computational cost compared to the full LES.

Even when applying the hybrid approach of Jaensch et al. [58], the computational cost of sim-

1A LOM is built based on first principals, but with fewer degrees of freedom compared to a high fidelity model,
whereas a ROM is generated by model order reduction of a high fidelity model
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Figure 3.1: Dimensions of an applied can-annular combustor. The image on the left shows the
assembly of the individual cans (adopted from [10]. The image on the right shows a
cut-plane through one can, illustrating the relevant flame and acoustic length scales
(adopted from [79]).

ulating LC oscillations of an entire annular or can-annular combustion system of applied rele-
vance is tremendous. Firstly, this is because of the large volume of one burner/flame zone. In a
large-size can-annular combustion system [6], the volume of one can is in the order of 0.1 m3.
At the same time, the computational grid of the LES has to be sufficiently fine to resolve the thin
reaction layer and the main turbulent structures. Depending on the operating condition, a cell
edge length of less than 1mm may be required in the flame region, resulting in up to 100 million
computational cells for one single burner/flame. Secondly, a (can)-annular combustion system
comprises multiple burners, typically between 12 and 30. Figure 3.1 illustrates the dimensions
and the relevant thermoacoustic length scales for an applied can-annular system. Directly using
the approach of Jaensch et al. [58] would mean resolving all cans by reactive LES and coupling
them to an acoustic LOM of the remaining parts of the combustion system. Even though only
the immediate burner/flame region has to be resolved in LES, the cell count would be in the
order of billions. Such a simulation would be feasible (at least in the near future) but is consid-
ered not practicable in the design phase of a new combustor, which is characterized by small
evolutionary changes in geometry and boundary conditions and thus requires frequent adaption
of the simulation setup.

Can-annular and annular combustors comprise several nominally identical sectors. Due to the
interactions between these sectors (see Sec. 3.2), it is impossible to model thermoacoustics
of the entire configuration by considering only one sector/can without further means. Never-
theless, nominally identical sectors imply nominally identical flames and identical (nonlinear)
dynamics. Although this does not always imply identical in-output behavior of each flame (see
Sec. 3.2 for a detailed discussion), this symmetry property can be exploited to create more effi-
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plenum
annular
gap plenum chamber

a) b)
Figure 3.2: Sketch of a can-annular (left) and annular configuration (right). The blue box indi-

cates one sector of the respective configuration.

cient hybrid models of (can)-annular combustors, where the LES domain is limited to one single
burner/flame zone.

The following sections illustrate the specific thermoacoustic characteristics of annular and can-
annular combustors and their implications on the hybrid, symmetry-enhanced modeling strate-
gies developed within this thesis. The employed coupling strategies between LES and LOM are
discussed, and all variants of the hybrid modeling framework for (can-)annular configurations
developed within this thesis are presented. Finally, the individual steps necessary to simulate
LC oscillations following the proposed strategies are summarized.

3.2 Thermoacoustics of (Can-)Annular Combustors

3.2.1 General Characteristics

Can-annular combustors are widely used in large-scale land-based gas turbines for power pro-
duction. Almost any recent aero-engine gas turbine is equipped with an annular combustor.
Both annular and can-annular combustors are multi-burner configurations, which comprise sev-
eral nominally identical sectors - each containing one burner/flame zone - arranged around the
circumference of an engine. Figure 3.2 schematically illustrates those two setups.

In annular configurations (see Fig. 3.2b)), the compressor outlet plenum feeds the individual
injector tubes. The individual flames are located in one single chamber of annular shape termi-
nated by the vanes of the first turbine stage. In real gas turbines, the flow through the vanes of
the first turbine stage is choked or close to choked, depending on the operating point. Acous-
tically, this termination can be reasonably well approximated by a real-valued reflection co-
efficient R . 1 close to one [80]. In the scope of this thesis, any acoustic losses through the
turbine are neglected, and an ideal closed-end acoustic boundary condition at the turbine inlet
is assumed [81]. Due to the common chamber, the individual flames experience strong acoustic
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Figure 3.3: Acoustic pressure field for the first order azimuthal chamber mode of the annular
test-rig considered within this thesis. Right side: cut-plane through center of the
configuration (A. Ghani, personal communication, January 17th, 2019).

coupling. Additionally, coupling through the plenum may also be relevant. The difference in
speed of sound in plenum (“cold” fresh gases) and chamber (hot burnt products) and possibly
different radii leads to a separation in “plenum modes” and “chamber modes”, where most of
the acoustic activity is found in the plenum or chamber, respectively, as well as “mixed modes”,
where both participate equivalently [32].

The relatively large axial and radial dimension of the chamber results in a generally three-
dimensional acoustic field. Formally, this is expressed by the acoustic Helmholtz number

He = ωL

c
, (3.1)

where L is a characteristic length. If He ¿ 1, a distance L is considered acoustically compact for
the frequency ω, i.e., any gradient of the acoustic variables can be neglected across the distance
L and the acoustic travel time is negligible. The axial and radial extent of a typical annular com-
bustion chamber is in general not acoustically compact for all frequencies of interest2, meaning
that the radial and axial component of the acoustic field can generally not be neglected by the
acoustic model employed. However, given the characteristic dimensions of annular combustors,
the most relevant low-frequency modes can be well approximated by pure axial or azimuthal
modes, reducing the complexity of the required acoustic model [32, 34, 37]. Figure 3.3 exempli-
fies such an approximately one-dimensional acoustic pressure field of the first-order azimuthal
mode in the chamber of the annular test-rig considered in Sec. 5.3.

As the flames are not separated from each other by a solid structure, flame-flame interaction is
possible [19, 82]. Moreover, the flames may react not only to axial velocity fluctuations u′ in the
injector tube but also to the transverse velocity fluctuation v ′ of the azimuthal component of the
acoustic field in the chamber. Several studies (e.g., see [83, 84]) suggest that the contribution of
transverse excitation to the overall heat release rate fluctuation is negligibly small. The leading
term of the response of an axis-symmetric flame to v ′ is of second order, causing frequency

2The focus is on low to medium frequency TCI
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0.8

Figure 3.4: Acoustic pressure field for the first order azimuthal mode of the can-annular config-
uration considered in PAPER_TESTRIG. Left side: Mid cut-plane through can and
plenum. Right side: Cut-plane through can in the vicinity of the annular gap (note
the different limits of the color map).

doubling. However, unfavorable resonance conditions can lead to coupling with higher order
modes and may result in significant amplitudes despite the overall weak flame response to
v ′ [85]. In the scope of this thesis, transverse forcing is neglected but can be integrated into the
modeling framework developed without essential difficulties.

In contrast to annular combustors, the individual flames in can-annular configurations are well
separated, making any direct flame-flame interaction or transverse forcing impossible, at least
for the considered low to intermediate frequency range. Nevertheless, the individual flames are
coupled acoustically via the common compressor exit plenum feeding all cans and via a small
cross-talk area in front of the turbine inlet, called annular gap. Typically, the vast area ratio be-
tween plenum and can inlet essentially decouples plenum and cans [6], resulting in secondary
importance of can-can coupling via the plenum [30]. Though stronger than the coupling via
the plenum, can-can coupling via the small annular gap is much weaker than the acoustic cou-
pling of the individual flames in an annular combustor. This weak coupling, however, gives rise
to azimuthal modes extending over the entire circumference and involving all cans simultane-
ously [26].

The cans are typically relatively long and narrow compared to the acoustic wavelengths in the
frequency range considered. Formally, the acoustic Helmholtz number is very small He ¿ 1 if
the can diameter is considered as characteristic length L. This is typically not the case if the
length of the can is considered as characteristic length. As seen in Fig. 3.4, the acoustic field
within the cans is essentially one-dimensional and planar and similar to that of an isolated single
can. In the vicinity of the annular gap, however, can-can coupling manifests itself by a generally
3-dimensional acoustic field with a dominant azimuthal component. These 2D/3D effects at the
annular gap are commonly lumped into a Rayleigh conductivity [86] or a characteristic length
of the annular gap [87] to represent them in a 1D acoustic model.

The relatively weak can-can coupling leads to a phenomenon called “mode-clustering” [28, 88]:
From the perspective of a single can, the coupling with the neighboring cans via plenum and
annular gap slightly affects the acoustic boundary conditions compared to an isolated single
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can. The modes of various azimuthal orders introduced by this weak coupling have closely
spaced frequencies and growth rates. They are generally close to the respective axial mode
of an isolated single can. Mode clustering increases the likelihood of nonlinear interactions,
such as synchronization between the modes of one cluster. Another result of the weak cou-
pling is the phenomenon of mode localization, which means that a slight perturbation of the
symmetry of the configuration may drastically affect the symmetry of the thermoacoustic mode
shapes [89–91]. Both must be accounted for when developing a hybrid model for can-annular
configurations.

Despite their differences, both annular and can-annular systems share the same topology and
symmetry. In both systems, several individual burners/flames are coupled by a ring-shaped com-
mon connection at the upstream and downstream sides. Disregarding small geometrical features
such as igniters or diagnostic systems, which are usually mounted only in specific sectors/cans,
both systems feature a discrete rotational and possibly also reflectional symmetry. The latter
may be broken in annular configurations in the presence of a significant mean flow in azimuthal
direction [92, 93]. Effects of nonlinear flame dynamics may break both reflectional and ro-
tational symmetry at high oscillation amplitudes [94–96]. The implications of symmetry and
symmetry breaking on the modeling strategy proposed are discussed in detail in Sec. 3.2.2
and 3.5.

3.2.2 Consequences of Symmetry on Thermoacoustic Mode Structure

3.2.2.1 Bloch-Wave Theory

The discrete rotational symmetry of (can)-annular systems emerges from the number N of iden-
tical sectors - in the following denoted unit cell - which are arranged equidistantly around the
circumference of the engine. In an annular combustor, the unit cell comprises one burner/flame
and the respective sector of the chamber and plenum (see Fig. 3.2b)). In a can-annular combus-
tor, the unit cell comprises one can and the respective sector of the compressor exit plenum and
the annular gap (see Fig. 3.2a)).

The (thermo-)acoustic eigenmodes of systems exhibiting such symmetry have a special struc-
ture. Applying the Bloch-wave theorem [61], the acoustic pressure associated to the eigenmodes
can be written as [59]

p̂ (x) =Ψ (x)e i mφ, with m =


−N

2 +1, . . . ,0, . . . , N
2 N even

− (N−1)
2 , . . . ,0, . . . , N−1

2 , N odd.
(3.2)

Here p̂ is the acoustic pressure in frequency domain, and x = (
r,φ, z

)
is the position vector com-

prised of the radial, circumferential, and axial coordinate. Ψ is a function that is identical in all
N unit cells, m is called the Bloch-wave number. Up to mode order N /2, the absolute value |m|
of the Bloch-wave number is identical to the azimuthal mode order. All higher azimuthal mode
orders |m| > N /2 can be readily expressed with the given set m =−(N /2−1), . . . ,−1,0,1, . . . , N /2
of Bloch-wave numbers and are thus included in Eq. (3.2). For example, the azimuthal mode
order N /2+ 1 is represented by the Bloch-wave number m = N /2− 1, mode order N /2+ 2
by m = N /2− 2, and mode order N by m = 0. Equation (3.2) thus includes all eigenmodes.
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Depending on m, the modes can be classified into axial modes (m = 0), so-called push-pull
modes (m = N /2)3, which feature a pressure field of alternating sign in adjacent unit cells, and
modes of Bloch-wave number m = ±1, . . . ,±(N /2−1), which designate modes spinning in the
(anti-)clockwise direction [28].

Equation (3.2) has important implications on modeling: once the function Ψ (x) is known in the
unit cell, the eigenmodes can be directly computed from Eq. (3.2) by inserting the respective
m. Thus, the eigenmodes of the respective m can be computed based on only one unit cell by
imposing pseudo-periodic “Bloch boundary conditions” (BBC) [29, 59]

p̂
(
r,φ=φ0 + π

N
, z

)
= p̂

(
r,φ=φ0 − π

N
, z

)
e i m 2π

N (3.3)

for the acoustic variables at the azimuthal interfaces. The solution in the entire configuration can
be extrapolated from the computed solution in the unit cell according to Eq. (3.2). The Bloch-
wave approach is originally employed in frequency domain to efficiently compute eigenmodes
and the associated eigenfrequencies [59] or - combined with an FDF modeling nonlinear flame
dynamics - LC amplitudes [60] of systems featuring discrete rotational symmetry.

If the azimuthal mean flow is negligible, the discrete rotational symmetry also induces reflec-
tional symmetry. This assumption is often justified, in particular for can-annular configurations.
As a result, modes of Bloch-wave number ±m of spinning modes m 6= 0∧m 6= N /2 merely
differ by their direction of rotation. They describe two linearly independent eigenmodes, which
share a common eigenvalue of algebraic multiplicity 2 and are thus degenerate. In this case,
it is sufficient to consider only positive m = 0, . . . , N /2 for linear stability analysis. If such a
degenerate mode pair is linearly unstable, linear theory alone cannot predict the acoustic wave
structure emerging [33]. The time domain pressure field resulting for a degenerated mode pair
with Bloch-wave number m writes

p (x, t ) = Re
{
Ψ (x)e iωt

(
a1e i mφ+a2e−i mφ

)}
, (3.4)

where the coefficients a1 and a2 are the respective amplitudes of the anticlockwise and clock-
wise spinning waves. If the counter-rotating modes have identical amplitudes a1 = a2, they
result in an azimuthally standing wave with a nodal line at a fixed azimuthal position. In case
the growth of either of the modes suppresses its counterpart (a1 = 0 or a2 = 0) the result is a
rotating wave whose nodal line is azimuthally spinning with the speed of sound c. Everything
in between is also possible and observed in practice: from a mixed wave pattern, where both
modes have non-zero but different amplitudes at the same time, to periodic switching of the
rotation direction [22, 94, 95]. In contrast, axial (m = 0) and push-pull modes (m = N /2) do
not come in pairs and thus feature a unique characteristic wave structure, even in the nonlinear
regime.

If the considered system comprises only elements with linear dynamics, it does not matter
whether the degenerate mode pair results in a standing, spinning, or mixed wave pattern. All
patterns have the same frequency and growth rate, and the dynamics of linear elements do not
depend on amplitude. Flames, however, feature nonlinear dynamics in the relevant amplitude
range. If an azimuthally standing wave (a1 = a2) emerges from a degenerate mode pair, some

3Only existing in configurations with an even number N of unit cells
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Figure 3.5: Equivalent reflection coefficient of the can-annular system considered in [30]. Left
side shows the downstream part of a can, including the respective section of the
annular gap, as well as the reference location of Rm,d . Right side shows the phase
of Rm,d .

flames are subjected to higher oscillation amplitudes than others. This leads to different nonlin-
ear saturation of the flame response around the circumference and ultimately breaks the symme-
try of the system. The type of symmetry break, in turn, decides together with stochastic forcing
from turbulent combustion noise the standing or spinning wave pattern emerging [94, 95, 97].
Therefore, at finite amplitudes, the Bloch-wave approach in Eq. (3.2) can only describe az-
imuthally spinning waves (a1 = 0 or a2 = 0) or axial m = 0 and push-pull modes (m = N /2),
which maintain symmetry.

3.2.2.2 Equivalent Reflection Coefficient

Equation (3.3) describes the acoustic boundary conditions on the cutting interfaces of the unit
cell. They may be imposed not only for computing eigenmodes but also for deriving equiva-
lent reflection coefficients Rm for annular and especially can-annular systems [28, 87, 88]. The
reflection coefficient defined at the in- or outlet of a can represents the cumulative acoustic re-
sponse of all remaining cans of the system. The equivalent reflection coefficient Rm depends
on the acoustics of the coupling interfaces and the Bloch-wave number m. By that, it assumes
a synchronization pattern of order m according to Eq. (3.2) throughout the system. Although
Rm lumps the response of all remaining cans, it does not depend on the can acoustics and the
generally unknown flame response, making it very attractive for hybrid modeling. Figure 3.5
exemplifies the equivalent reflection coefficient of the N = 16 can-annular system considered
in PAPER_TESTRIG. The phase of Rm,d is plotted over He = ωd/c, where d is the azimuthal
distance of neighboring cans. It shows a characteristic pattern, similarly found in different con-
figurations [28, 87, 88]. The gain is trivially given as 1 for the considered Rtur b = 1.

This thesis introduces a direct coupling between CFD simulation and equivalent reflection co-
efficient, thereby developing a time domain formulation of BBC [29]. This modeling strategy
is further discussed in Sec. 3.4.1 and in PAPER_BLOCH reproduced in App. .1 Additionally, a
framework to employ Bloch-wave theory, and in particular the equivalent reflection coefficient
Rm , to single-can testing was developed. Details about the developed strategy and results of a
numerical validation case are found in PAPER_TESTRIG reproduced in App. .3.
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Figure 3.6: Strategies employed in this study to couple CFD and LOM. CBSBC illustrated at
the top, low-Mach v ′−Q ′ coupling at the bottom. The inputs fex , gex and uex allow
external forcing of the system.

3.3 Strategies to Couple CFD and LOM

The coupling between LES and LOM is a crucial ingredient of the hybrid models developed.
Within this thesis, the two approaches used in [58] - “Characteristic-Based State-Space Bound-
ary Conditions” (CBSBC) [98] and low-Mach v ′−Q ′ coupling [53] - are employed and imple-
mented in the open-source software package OpenFOAM [99]. The two approaches are illus-
trated in Fig. 3.6. In both frameworks, the acoustic LOM is represented as a state-space model
(see Sec. 3.3.1). CBSBC, described in Sec. 3.3.2, couple a fully compressible CFD simulation
with an acoustic LOM of the remaining system. The low-Mach v ′−Q ′ framework described in
Sec. 3.3.3 couples a low-Mach CFD simulation with an acoustic LOM of the entire system. Both
approaches have their advantages and limits of applicability, which are discussed in Sec. 3.3.4.

3.3.1 State-Space Modeling of Acoustic Systems

Any linear time-invariant system can be represented as a state-space model of the following
form:

ẋ (t ) =Ax (t )+Bu (t ) (3.5)
y (t ) =C x (t )+Du (t ) (3.6)

Here, x is the state vector, describing the system’s state at time t , u are the inputs of the system,
and y are its outputs. The system matrix A governs the system’s internal dynamics. Its eigen-
values determine the free/unforced evolution of the system state and, in particular, the stability
of the system. B represents the impact of external inputs on the system state. The system output
is linked to the state vector with the output (or measurement) matrix C . D accounts for possible
direct feed-through from in- to output.

The state-vector x of a given system may represent physical quantities (such as the acoustic
wave amplitude at a given location), but it does not necessarily have to. The state-space formu-
lation of a system is not unique. In fact, there are infinitely many representations, which can be
transformed into each other by x = Tz, where T is a non-singular square matrix and z is the new
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state vector. The system dynamics are solely governed by the eigenvalues of the system matrix
A and are invariant to state transformations [100].

Various in- and outputs can be defined for the same system, measuring different quantities
of interest without changing the system dynamics. Let the state-space matrix A describe the
dynamics of a given acoustic system: By properly choosing the in- and output matrices B and
C , the model may represent the reflection coefficient of the acoustic system considered at a given
location. By adjusting the in- and output matrices B and C , the state-space model with the same
system matrix A may, for example, represent the reflection coefficient of the same system at a
different location or model the system’s response to an external input. The following sections
describe three popular ways to obtain a state-space representation of an acoustic system.

3.3.1.1 Relation to Linear ODE

A linear time-invariant system can be represented by the general ordinary differential equation
(ODE)

dn y (t )

dt n
+ . . .+a1

dy (t )

dt
+a0 y (t ) = dq u (t )

dt q
+ . . .+b1

du (t )

dt
+b0u (t ) (3.7)

with a given set of initial conditions for y and its time derivatives. For simplicity, we only
consider systems with a single input u and output y , but the considerations can be readily
extended to multiple in- and outputs. After defining a state vector x with components xn =
dn−1 y(t )

dt n−1 we can re-write Eq. (3.7) and arrive at the state-space representation Eq. (3.5) and (3.6),
where the system matrices are given by [100]

A =


0 1 0 . . . 0
0 0 1 . . . 0
...

...
... . . .

0 0 0 . . . 1
−a0 −a1 −a2 . . . −an−1

 , B =


0
0
...
0
1


C =[

b0 −bn a0, b1 −bn a1, . . . , bn−1 −bn an−1
]

, D = bn

(3.8)

if q = n. In case q < n, C and D simplify to

C = [
b0 b1 . . . bq 0 . . . 0

]
, D = 0. (3.9)

Note that the above system can be transformed into a new state representation of arbitrary form.
In turn, every state-space representation can be brought to the above form and equivalently be
represented as an n-th order ODE, where n is the dimension of the state-vector x. To summarize,
any acoustic system described by a general linear ODE in Eq. (3.7) can easily be converted into
a state-space system.

3.3.1.2 Relation to Transfer Function

A given state-space system can be represented as a transfer function in frequency domain [100].
Equivalently, a measured (or modeled) transfer function or a rational fit of a system’s frequency
response can be represented as a state-space model in the form of Eqs. (3.5),(3.6).
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Assume a system described by a transfer function (or frequency response model) of the follow-
ing form

G (s) = bq sq +bq−1sq−1 + . . .+b1s +b0

an sn +an−1sn−1 + . . .+a1s +a0
, (3.10)

where s is the Laplace variable s =σ+iω. This transfer function follows from the Laplace trans-
formation of Eq. (3.7) and is thus the frequency domain representation of the system governed
by this ODE. Therefore, the state-space representation in Eqs. (3.8) still holds.

In turn, given a state-space model in the form of Eq. (3.5) and (3.6), the corresponding transfer
function writes

G (s) =C (sI − A)−1 B +D. (3.11)

Note that the denominator of the transfer function G (s) is the characteristic polynomial of the
system matrix A, i.e., the eigenvalues of the A-matrix show up as poles of the transfer func-
tion. Regarding in-output behavior, the transfer function and state-space representation of a
linear time-invariant system are completely equivalent. In a transfer function formulation, an
unfortunate choice of the in- and outputs may cause pole-zero cancellations, which hide inter-
nal dynamics, while the eigenvalues are always visible in the state-space formulation. In the
state-space representation, various in-output relations (and thus transfer functions) of the same
system can be easily obtained by modifying the matrices B and C . In that sense, the state-space
representation is a more complete description of the system dynamics, while a transfer function
only shows a particular in-/output behavior of a system.

To summarize, every transfer function or frequency domain model given in the rational form
Eq. (3.10) can be easily written as a state-space model. In case the considered transfer function
has a different form or if, for example, only measured frequency response data are available, a
rational function of the form Eq. (3.10) can be fitted to the data and converted to a state-space
model.

3.3.1.3 Relation to Discretized PDE

The spatial discretization of linearized partial differential equations (PDE) can be translated to
a state-space representation similar to Eq. (3.5) and Eq. (3.6). Depending on the discretization
scheme, the time derivative of the state vector ẋ may have to be multiplied by a so-called mass
matrix E [101]. This, however, does not affect the above-mentioned general framework.

The acoustics of complex geometries may be modeled using 1D, 2D, or 3D codes implementing
linearized governing equations (Helmholtz, LEE, LNSE). Spatial discretization of the PDE, for
example, through the finite volume or the finite element method, yields a system of linear ODEs,
which can be re-arranged into state-space form as shown in Sec. 3.3.1.1.

Commercial and Open Source tools, which are frequently used to implement linearized acous-
tic equations, either directly support the export of the state-space matrices A,B ,C ,D,E (e.g.,
Comsol Multiphysics) [101] or allow the implementation of this feature (e.g., FEniCS). The
(thermo-) acoustic network model taX [72]4, which is used in this thesis, is based on the inter-

4code available at https://gitlab.lrz.de/tfd/tax
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Figure 3.7: Subsonic in- and outlet boundary with characteristic waves traveling normal to
boundaries. Reproduced from [66].

connection of individual elements represented as state-space models and supports their direct
export [72, 101].

3.3.2 Theory of Characteristic-Based State-Space Boundary Conditions

Characteristic-Based State-Space Boundary Conditions (CBSBC) [98] are based on the Navier-
Stokes Characteristic Boundary Conditions (NSCBC) proposed by Poinsot et al. [66], and in
particular on the fully non-reflective version of the Locally One-Dimensional Inviscid (LODI)
boundary conditions proposed by Polifke et al. [102]. In this section, the theory behind CBSBC
is briefly reviewed.

3.3.2.1 Navier-Stokes Characteristic Boundary Conditions

In incompressible flows, mass, momentum, energy, and species are transported only by mean
flow and dissipative processes. Fully compressible flows, however, additionally feature transport
by acoustic waves. Thus, numerical boundary conditions (BC) for compressible flows have
to account not only for the mean flow but also for the acoustic characteristics of the domain
boundaries. In particular, the numerical BC must represent the reflection and transmission of
acoustic waves at the boundaries of the configuration considered.

To address this, Poinsot et al. [66] proposed the NSCBC, which relies on a characteristic de-
composition of the governing equations Eqs (2.1)-(2.3) at the domain boundaries. Figure 3.7
shows an exemplary computational domain with an in- and outlet normal to x1 located at x1 = 0
and x1 = L, respectively. The characteristic decomposition of the Navier-Stokes equations leads
to five characteristic waves L1, . . . ,L5 traveling normal to (and through) the boundaries.
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The characteristic waves L1, . . . ,L5 are related to the primitive flow variables like

L1 = (u1 − c)

(
∂p

∂x1
−ρc

∂u1

∂x1

)
=−2ρc

∂g

∂t
(3.12)

L2 =u1

(
c2 ∂ρ

∂x1
− ∂p

∂x1

)
(3.13)

L3 =u1
∂u2

∂x1
(3.14)

L4 =u1
∂u3

∂x1
(3.15)

L5 = (u1 + c)

(
∂p

∂x1
+ρc

∂u1

∂x1

)
=−2ρc

∂ f

∂t
. (3.16)

L1 and L5 are related to the upstream and downstream traveling acoustic waves and linked with
the acoustic Riemann invariants f and g as shown in Eq. (3.12) and (3.16). L2 is the entropy
wave convected with the mean flow velocity u1. L3 and L4 represent transversal velocity fluc-
tuations transported with the mean flow, i.e., these waves account for the transport of vorticity.
For subsonic flow speeds u1 < c, as assumed in Fig. 3.7, four waves are entering the domain at
the inlet, while one wave (the upstream traveling acoustic wave L1) is leaving the domain. Four
waves are leaving the domain at the outlet, while L1 is entering the domain.

A well-posed BC has to prescribe all waves entering the domain at the boundary considered,
while all waves leaving the domain are solely governed by the flow inside the domain. The
general strategy to set a physical BC (such as an arbitrary condition for pressure, velocity, etc.)
in the NSCBC framework is to determine the incoming waves Li that lead to the physical
condition prescribed. The outwards traveling waves are computed from the solution inside the
domain. Afterward, the full set of characteristic waves can be used to determine conditions for
all remaining primitive physical variables. This strategy leads to consistent conditions for all
flow variables and, most importantly, makes acoustic (and entropy and vorticity) waves directly
accessible.

3.3.2.2 Locally One-Dimensional Inviscid Relations

Using the full Navier-Stokes Equations, it is generally impossible to determine the characteristic
waves Li that correspond to arbitrary physical conditions. Assuming the flow at the boundary
to be locally one-dimensional and inviscid leads to the LODI-relations. Now, the characteristic
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waves are directly connected to the temporal variations of the primitive variables:

∂ρ

∂t
+ 1

c2

[
L2 + 1

2
(L5 +L1)

]
=0 (3.17)

∂p

∂t
+ 1

2
(L5 +L1) =0 (3.18)

∂u1

∂t
+ 1

2ρc
(L5 −L1) =0 (3.19)

∂u2

∂t
+L3 =0 (3.20)

∂u3

∂t
+L4 =0. (3.21)

These relations can be used to determine the incoming waves from physical conditions, while
the outgoing wave is calculated from the flow inside. After determining the characteristic waves,
they are substituted into the NSCBC relations (see [66]) to determine all remaining primitive
variables, which are not directly set by the physical condition.

Assuming that viscous and multi-dimensional effects are negligible directly at the boundary
(this assumption is valid if the boundary is sufficiently far away from regions with strong vor-
ticity [66]), the LODI-relations (3.17)- (3.21) can be used directly to evaluate primitive variables
at the boundary from given characteristic waves. This is particularly useful for setting specific
acoustic BCs, i.e., for prescribing certain L1 or L5. Note, however, that the LODI framework
can also be used to prescribe entropy or vorticity conditions.

Acoustically non-reflecting boundary conditions are of particular interest, e.g., for system iden-
tification purposes [103]. Theoretically, a non-reflective condition enforces an incoming wave
of L1 = 0 (outlet) or L5 = 0 (inlet). This, however, leads to an under-determined system because
the outlet pressure in Eq. (3.18) or the inlet velocity in Eq. (3.19) is solely governed by the out-
going wave, i.e., only dependent on the flow inside the domain with no value prescribed from
outside. This results in a drift of the mean value caused by turbulent fluctuations or even by
numerical inaccuracies.

A solution to that problem is to add a relaxation term to the incoming wave [66]

L1 =σ
(
p −pT

)
(3.22)

L5 =σ (u −uT ) , (3.23)

which ensures that the inlet velocity and/or the outlet pressure exponentially approaches the tar-
get value uT and pT . This formulation is no longer fully non-reflective. As shown by Polifke et
al. [102], the BC is even fully reflective for frequencies approaching zero. This issue can be
resolved by subtracting the pressure or velocity fluctuation caused by (plane) acoustic waves
from the relaxation term (“plane-wave-masking”). An acoustically non-reflective formulation
is thus [102]

L1 =σ
(
p −ρc

(
f + g

)−pT
)

(3.24)
L5 =σ

(
u − (

f − g
)−uT

)
. (3.25)

To apply relations (3.24) and (3.25), the (plane) acoustic waves f and g traveling outwards the
domain have to be measured. This is achieved with a characteristic based filter [102], illustrated
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Figure 3.8: Characteristic-based filtering to obtain the acoustic waves leaving the domain.

in Fig. 3.8. The acoustic pressure pa and velocity ua fluctuations are computed by averaging
pressure and velocity fluctuations over cut-planes parallel to the boundary plane. As the travel-
ing speed of the acoustic waves is known and is different from the convection speed of turbulent
fluctuations, multiple parallel planes can be considered for the averaging (see Fig. 3.8), which
effectively cancels out the influence of turbulent fluctuations.

Finally, the LODI-relations with plane-wave masking can impose arbitrary acoustic excitation
from outside the domain on a fully non-reflective BC. Following Eq. (3.12) and (3.16), adding
external acoustic forcing fbc and gbc at a non-reflective boundary condition results in incoming
waves given by

L1 =σ
(
p −ρc

(
f + gbc

)−pT
)−2ρc

∂gbc

∂t
(3.26)

L5 =σ
(
u − (

fbc − g
)−uT

)−2ρc
∂ fbc

∂t
. (3.27)

Note that at this stage, the boundary is still fully non-reflective. The incoming acoustic wave is
not linked to the outgoing wave but is given by (independent) external forcing.

3.3.2.3 Characteristic-Based State-Space Boundary Conditions

Based on the non-reflective LODI relations with external excitation Eq. (3.26) and (3.27), arbi-
trary reflection coefficients Ri n and Rout (or equivalently impedances Zi n and Zout ) are imposed
at the inlet and outlet by linking the yet external acoustic waves fbc and gbc with the outwards
traveling waves

f̂bc =ĝ Ri n = ĝ
Zi n +1

Zi n −1
(3.28)

ĝbc = f̂ Rout = f̂
Zout −1

Zout +1
. (3.29)

Assuming that the prescribed reflection coefficients R (s) are a linear time-invariant system, they
can be represented as a state-space model (see Sec. 3.3.1). This leads to the CBSBC proposed
by Jaensch et al. [98].

In summary, the CBSBC is a fully non-reflective LODI-BC (using plane-wave-masking), for
which the incoming acoustic wave (or external forcing in the LODI framework) is linked to the
outwards traveling wave by a state-space model. This is illustrated in Fig. 3.9 for an exemplary
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Figure 3.9: CBSBC for an outlet boundary. The state-space model in the green box represents
the imposed reflection coefficient.

outlet BC. The f wave leaving the CFD domain servers as input for the state-space model,
together with a possible additional external forcing gex . Consequently, for a CBSBC outlet the
in- and outputs of the state-space system in Eqs. (3.5),(3.6) are

u = [
fout , gex

]
y = [

gout
]

.
(3.30)

The in- and outputs of a CBSBC inlet are defined accordingly. Note that further external inputs
can easily be appended to the input vector of the state-space model. Solving the state-space
system yields the inwards traveling wave gout at the outlet, which is imposed on the CFD
simulation by the LODI relation (3.26).

In some configurations, the acoustic systems coupled at the in- and outlet may not be separated
but may be one monolithic system. This is, for example, the case in can-annular combustors,
when can-can coupling via both annular gap and plenum is considered. In this case, the in- and
output equations of the coupled state-space system contain the characteristic waves from both
the inlet and outlet:

u = [
fout , gex , gi n , fex

]
y = [

gout , fi n
]

.
(3.31)

3.3.3 Low-Mach v’-Q’ Coupling

The coupling of a low-Mach CFD simulation solving Eqs. (2.6)-(2.10) to an acoustic LOM is
conceptually much simpler than the compressible coupling described in Sec. 3.3.2. There are
no acoustic waves in the low-Mach CFD, which have to be treated consistently by the boundary
conditions, and the coupling relies on primitive physical variables only. At first glance, it seems
counter-intuitive that a low-Mach simulation, which lacks the description of acoustic waves,
can simulate the flame response to acoustic excitation. However, flames of gaseous fuels are
insensitive to pressure fluctuations, and acoustic waves only interact via the velocity fluctuations
they induce [104]. Such types of flames are denoted as “velocity-sensitive” in the following.
If the velocity-sensitive flame considered is acoustically compact with He ¿ 1 (characteristic
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length being the flame length), the flame response to acoustic waves can be well approximated
by the response to inlet velocity fluctuations in a low-Mach simulation. The imposed velocity
fluctuations are equivalent to the velocity fluctuations that the acoustic waves would induce in
a fully compressible medium [105].

As illustrated in Fig. 3.6 bottom, the coupled state-space model is fed with the recorded heat-
release rate fluctuation Q̇ ′. The LOM incorporates Rankine-Hugonoit jump conditions for
pressure and velocity across the flame to convert the heat release rate fluctuation to sound
waves [106]. The output of the state-space model is the velocity fluctuation v ′ and is imposed
at the inlet of the CFD:

u = [
Q̇ ′,uex

]
y = [

v ′] .
(3.32)

Again, further external inputs uex can easily be appended to the input vector of the state-space
model. Unlike in the CBSBC coupling, the coupled LOM has to account for the acoustics of the
entire system, including the CFD domain.

3.3.4 Selection of the Coupling Framework

CBSBC, and particularly the underlying LODI framework, are generally limited to plane acous-
tic waves traveling perpendicular to the coupling interfaces. Note, however, that this restriction
does not apply within the domain of the LOM, as the coupled state-space model Eqs. (3.5),(3.6)
may as well represent a 3D acoustic field. The low-Mach v ′−Q ′ coupling is limited to acousti-
cally compact CFD domains with He ¿ 1 because acoustic waves are not resolved in the CFD.
In turn, it is not restricted to plane waves at the interface of CFD and LOM, as the imposed
velocity fluctuations can have an arbitrary non-uniform spatial distribution.

For annular configurations, which typically do not feature plane waves at the domain interfaces
(see Fig. 3.2 b), the low-Mach approach is thus better suited, also because the burner/flame
zone is comparatively short and thus acoustically compact even for high frequencies. In turn,
the cans in typical can-annular setups are relatively long and, thus, not acoustically compact in
the relevant frequency range. Coupling via CBSBC is thus preferred because the restriction on
plane waves at the coupling interface is not a severe limitation in can-annular setups. If both
approaches are applicable, the low-Mach coupling is preferred because the numerical setup of
a low-Mach number CFD simulation is less demanding.

3.4 Hybrid Model Architectures

3.4.1 Time domain Bloch-Wave Approach

Section 3.2.2 introduced the equivalence reflection coefficient Rm , which is a direct conse-
quence of the Bloch-wave structure of thermoacoustic modes in (can-)annular configurations
with discrete rotational symmetry. In PAPER_BLOCH, we propose a straightforward way to ex-
ploit this symmetry in hybrid models of (can-)annular combustors. A LOM including BBC is
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Figure 3.10: Developed time domain BBC model setups. a) coupling via CBSBC, b) low-Mach
v ′−Q ′ coupling. Though illustrated for a can-annular configuration, those setups
are, in principle, also applicable to annular configurations.

lumped into an equivalent reflection coefficient Rm and coupled to a CFD simulation of one
single burner/flame zone using the coupling frameworks described in Sec. 3.3. Figure 3.10 dis-
plays the model architecture for both compressible (a) and low-Mach CFD simulation (b). This
yields a nonlinear time domain model of an isolated azimuthal mode order m of a (can-)annular
configuration. If the inherent assumptions of the Bloch-wave theorem are fulfilled, this strategy
is a direct approach to exploit the symmetry of the systems studied. It allows computing LC
oscillations by resolving only one single burner/flame zone or one can. Further details about the
derivation and the implementation of the method, as well as a validation case study, are found
in PAPER_BLOCH reproduced in App. .1.

While the developed time domain Bloch-wave approach yields very accurate results if its inher-
ent assumptions are fulfilled [29, 62], the limits of applicability are quite strict:

• discrete rotational symmetry of the configuration considered, which is maintained even
during large amplitude LC oscillations

• no interaction of modes of different azimuthal orders, as solely the azimuthal mode order
|m| considered is present in the simulation

• multiple simulations/experiments are necessary to assess the stability and to model the
LC of all mode orders
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Figure 3.11: Developed ROLEX model setup. a) coupling via CBSBC, b) low-Mach v ′−Q ′

coupling. Though illustrated for a can-annular configuration, those setups are also
applicable to annular configurations.

However, these assumptions are not always justified. Even if the geometry and the mean flow
of the configuration studied feature a discrete rotational symmetry, this symmetry may break
during large amplitude LC oscillations as explained in Sec. 3.2.2. In this case, the time domain
Bloch-wave approach still yields an estimation of the LC oscillation of the configuration stud-
ied. However, the Bloch-wave approach fails to predict the occurrence of symmetry breaking. It
cannot capture the effect of symmetry breaking and possible nonlinear interactions of individual
azimuthal mode orders. Instead, the result will be that of an isolated azimuthal mode order in a
perfectly symmetrical configuration.

3.4.2 ROLEX Model

To overcome the limitations of the time domain Bloch-wave approach, in PAPER_ROLEX we
developed a more general hybrid model, which does not rely on the Bloch symmetry. The model
explicitly resolves all burners/flames or cans. This comes with the advantage that all azimuthal
mode orders are present in one model, but at the cost that nonlinear flame models are required
to represent the dynamics of the flames, which the CFD does not resolve. Details of the hybrid
model developed and a numerical validation case are discussed in depth in PAPER_ROLEX re-
produced in App. .2. In the following, the gist of the method is outlined.

Figure 3.11 illustrates two versions of the hybrid modeling strategy developed, which differ in
their coupling strategy. In Fig. 3.11a), CFD and LOM are coupled via CBSBC, in Fig. 3.11b)
via the low-Mach v ′−Q ′ framework. In both versions, only one burner/flame zone or one can
is resolved by CFD. The remaining parts of the combustion system, including all remaining
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flames, are represented as LOM. This type of model is in the following denoted as ROLEX5.
As detailed in Sec. 3.3, the acoustics are represented as a linear state-space model. The nonlin-
ear flame models are coupled to the linear acoustic LOM similarly to the CFD simulation. A
costly a priori identification of a generally valid, quantitatively accurate nonlinear flame model
would shatter the efficiency of the entire approach. Instead, by exploiting the symmetry of the
configuration, the flame models are adapted on the fly, based on the flame dynamics observed
in the CFD simulation. The resulting flame models will, in general, only be valid in the vicin-
ity of the simulated trajectory of the self-excited system, and the proposed approach will not
yield a general nonlinear flame model, which is valid for all frequencies, amplitudes, and oper-
ating conditions. However, this is not the goal of the proposed strategy, as the focus here is on
predicting the stable LC of the system considered.

The online adaption routine of the flame models employed is described in Sec. 3.5 and in greater
detail in PAPER_ROLEX. Up to now, the only restriction on the type of nonlinear flame model
is that it must represent the correct linear flame dynamics in the limit of zero amplitude. This
ensures that the complete configuration features the correct linear stability properties. The linear
flame model must thus be identified prior to the simulation of the self-excited system. Note that
the computational resources needed for identifying a linear flame model are orders of magnitude
smaller than for a generally valid nonlinear flame model.

Without loss of generality, the nonlinear flame models are assumed to be parameterized by a
set of coefficients stored in the vector s. The online identification of the parameters s is based
on a “clone model”. It has the same structure as the other flame models and is solved with the
input being the reference velocity v ′

1 recorded in the CFD simulation. This indirect route via the
“clone model” is necessary because, in general, the acoustic state in the individual burners or
cans differ from each other. Even in the case of perfect Bloch-symmetry, the individual sectors
are phase-shifted by e i mφ, according to Eq. (3.2). If symmetry is broken (for example due to
azimuthally standing waves), even the amplitude levels at the individual flames differ, leading
to different nonlinear saturation. This prevents a direct identification of the individual flame
models based on the CFD observation. By comparing the heat release output of “clone model”
and CFD, the nonlinear model parameters s are identified and subsequently applied to all flame
models.

The model structures shown in Fig. 3.11 suffer from one flaw: they introduce (artificial) asym-
metry into the modeled system. As the flame models will not perfectly represent the actual flame
dynamics, the one can or burner/flame resolved by CFD will differ from the modeled burners
or cans. In unfortunate circumstances, this symmetry break may strongly impact the predicted
LC oscillations. As stated in Sec. 3.2.1, can-annular configurations are susceptible to pertur-
bations of their symmetry. For example, the artificial asymmetry introduced may lead to mode
localization, which may not be present in the actual configuration.

An alternative, symmetry-preserving setup illustrated in Fig. 3.12 was developed to address this
issue. Here, the “clone model” and CFD switch places, and the CFD is fed with the input(s)
recorded at the respective position(s) in the LOM. The CFD simulation now solely serves the
purpose of providing reference data for the parameter identification. The output of the CFD is
not coupled back into the LOM. Instead, the self-excited system is now solely represented by

5acronym of “Reduced-Order LES model of self-EXcited combustion instabilities in (can-)annular systems”
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Figure 3.12: Developed symmetry preserving ROLEX model setup. a) coupling via
CBSBC, b) low-Mach v ′ −Q ′ coupling. Compared to the setup published in
PAPER_ROLEX and shown in Fig. 3.11, “Clone model” and CFD switch places.

the LOM, which ensures the correct symmetry properties of the modeled system.

Generally, the model structure shown in Fig. 3.12 is superior because it maintains the correct
symmetry properties. If applicable (see Sec. 3.3), the low-Mach, symmetry preserving setup
in Fig. 3.12b) is recommended. The compressible symmetry-preserving setup suffers from the
fact that the CFD domain on its own exhibits internal thermoacoustic dynamics. For example,
the uncoupled CFD domain may be thermoacoustically unstable due to an unstable intrinsic
thermoacoustic (ITA) mode [107, 108]. In this case, the compressible symmetry-preserving
setup can not be used because the system trajectory simulated in the CFD quickly deviates from
that of the remaining burners or cans represented by the LOM. If the compressible setup must
be used (in case of a non-compact flame), the original setup in Fig. 3.11a) is recommended
unless it has been ensured that the CFD domain itself is thermoacoustically stable.

3.5 Flame Modeling

All models developed that do not rely on Bloch-symmetry (see Fig. 3.11 and Fig. 3.12) require
a nonlinear flame model to represent the dynamics of the flames not resolved by the CFD. The
flame models are intended to be updated on the fly during the simulation of the self-excited
system. This poses specific requirements on the models and their integration in the LOM cou-
pled to the CFD, which will be reviewed in the following. Further details are found in PA-
PER_ROLEX reproduced in App. .2. A broader overview of common nonlinear flame models
and their identification and a comparison with the model employed here follows in Sec. 6.1.1.
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3.5.1 Coupling Nonlinear Flame Models and Acoustic LOM

The approaches presented in Sec. 3.3 couple a linear (thermo-)acoustic state-space model to a
compressible or low-Mach CFD simulation. Such a linear state-space model could seamlessly
incorporate a linear flame model. There are various common state-space representations of a
(linear) FTF [109], which can be interconnected with the remaining system like any other linear
building block. In the present context, however, the coupled LOM needs to be nonlinear because
it has to include the nonlinear dynamics of the flames that the LES does not resolve.

Without modifying the gist of the coupling strategies, nonlinear flame models can be included
in the LOM by appending the in- and outputs of the coupled state-space models in Eq. (3.30)
or in Eq. (3.32), similar to the treatment of external inputs. In the case of a CBSBC inlet, for
example, the in- and outputs not only contain the acoustic waves crossing the interface and
possibly some external forcing fex but are appended by the in- and outputs of the individual
flame models:

u = [
gi n , fex ,Q̇ ′

1, . . . ,Q̇ ′
n

]
y = [

fi n , v ′
1, . . . , v ′

n

]
.

(3.33)

Here, the outputs of flame model “1” to “n”, the modeled heat release rates Q̇ ′
1, . . . ,Q̇ ′

n , are
appended to the inputs of the acoustic state-space model. The inputs of the flame models, the
velocity fluctuations at the respective flame reference positions v ′

1, . . . , v ′
n , are appended to the

outputs of the acoustic model. In this way, the nonlinear flame models are connected to the
linear acoustic model, but their in- and outputs are directly accessible.

3.5.2 Model Structure and Online Parameter Identification

Up to this point, the structure of the employed flame models has not yet been determined. In
fact, by appending the in- and outputs of the linear acoustic model as shown in Eq. (3.33), it can
be combined with any conceivable flame model that yields the integrated heat release rate and
is formulated in time domain. However, the specific requirements of the present purpose limit
the models that can be considered. They must

• feature nonlinear dynamics, particularly saturation of gain (and possibly change in phase)
for high input amplitudes. Other nonlinear effects, such as the generation of higher har-
monics and cross-frequency coupling, are desired but less important.

• accurately represent linear dynamics (in the limit of zero input amplitude) for a wide
frequency range. This ensures the correct stability properties of the system considered.

• depend only on a few free parameters because the amount of training data available during
online identification is limited.

• allow training of the free model parameters without heavy computations, as this would
slow down the entire simulation.
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Figure 3.13: Wiener-type flame model comprising a linear time-invariant dynamic part (FTF)
and a static nonlinear function correcting the linear model output Q̃ ′.

Out of the wide variety of possible flame models (see Sec. 6.1.1 and Fig. 6.1 for an overview),
a Wiener-type block structured model [110–112] best fits the requirements above. The Wiener
model structure adapted to the present context is illustrated in Fig. 3.13. It comprises a linear
dynamic model, here a FTF represented as a linear state-space model, followed by a static
(algebraic) nonlinear function, which corrects the linear model output.

The FTF F (ω) = ˆ̃Q/v̂ , constitutes the linear dynamic model part and describes the linearized
flame response Q̃ over the relevant frequency range. It is provided in advance and not modified
during the simulation of the self-excited system. This ensures that the linear stability properties
of the configuration considered are correctly represented. The FTF can either be computed
in advance by employing the CFD/SI technique [103], measured in an experimental test-rig,
or modeled [65]. The coefficients of the nonlinear algebraic function h

(
Q̃ ′, ˙̃Q ′, s

)
are stored

in the parameter vector s. They are repeatedly updated based on comparing the deterministic
model output Q ′ and the CFD observation during the simulation of the self-excited system. This
continuously improves the prediction quality of the nonlinear flame models.

The nonlinear algebraic function h
(
Q̃ ′, ˙̃Q ′, s

)
may take various forms. As it is the only nonlinear

part of the flame model, it determines its nonlinear features such as saturation at high ampli-
tudes, interaction of different frequencies, and scattering to higher harmonics. For the cases
considered in the scope of this thesis, the function

Q ′ = h
(
Q̃ ′, ˙̃Q ′, s

)
= 2

s1π
arctan

( s1π

2
Q̃ ′

)
+ s2Q̃ ′ ˙̃Q ′ (3.34)

performed well. It converts the linear model output Q̃ ′ and its time derivative ˙̃Q ′ := dQ̃ ′/dt
into the non-linear flame model output Q ′. The time derivative of the linear model output ˙̃Q ′

is directly accessible from the state-space model representation of the FTF. The first term in
Eq. (3.34) accounts for nonlinear saturation and generation of odd harmonics. The second term
creates second harmonics and creates a sawtooth-shaped signal (see Fig. 3.14), like it is often
observed in high-amplitude LC oscillations (see e.g. [113]). This term was first proposed by
Purwar et al. [85] in the context of nonlinear flame response to transverse excitation.

The deterministic nonlinear model output Q ′ is superposed with a stochastic Q ′
noi se , which

models turbulent combustion noise. Q ′
noi se is computed by solving a noise model with uniform

white noise as input [114]. If no noise model is provided, Q ′
noi se = 0.

In its current form in Eq. (3.34), the static nonlinear function can not modify the phase of the
linear model output. This may cause problems for certain configurations where the phase of
the flame response is strongly amplitude-dependent. A variant of Eq. (3.34), which introduces
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Figure 3.14: Output of static non-linear function Eq. (3.34) (red) with exemplary s = [1,−0.4]
and sinusoidal input signal (black). Blue curve shows the saturation term only.

a constant phase-shift depending on s3, writes

Q ′ = h
(
Q̃ ′, ˙̃Q ′, s

)
= 2

s1π
arctan

 s1π
(
Q̃ ′+ s3

˙̃Q ′
)

2
√

1+ s2
3

+ s2

(
Q̃ ′+ s3

˙̃Q ′
)(

˙̃Q ′− s3Q̃ ′
)

1+ s2
3

(3.35)

Different ways of introducing a phase shift are conceivable. If necessary, higher-order terms can
introduce further higher harmonics.

The output of the static nonlinear function is controlled by the tuning parameters s1 and s2 (and
possibly additional parameters). These parameters are identified by solving the nonlinear least
squares problem

s = argmin
(
h

(
Q̃ ′∣∣

0→ t , ˙̃Q ′
∣∣∣
0→ t

, s
)
− QC F D |0→ t

)2
. (3.36)

Here, Q̃ ′∣∣
0→ t ,

˙̃Q ′
∣∣∣
0→ t

and QC F D |0→ t denote the time-series of linear “clone model” output,
its time derivative, and the observation from CFD recorded from initial time zero to current
time t (c.f. Figs. 3.11,3.12). Note that no dynamic model has to be solved during the optimiza-
tion step. The cost function solely involves evaluating an algebraic function with stored inputs.
The least-squares problem in Eq. (3.36) is solved repeatedly after a prescribed update period τ.
This constantly improves the estimation of the model parameters s1 and s2 as the amplitude in
the CFD changes and affects the dynamics of the flame. After identifying the “clone model”
parameters, s1 and s2 are applied to all flame models.

The performance of the flame model employed is assessed by comparing the outputs of the
(tuned) “clone model” and the CFD for all inputs encountered in the simulation of the self-
excited system. A good model must accurately predict nonlinear saturation of the fundamental
frequency component, as this governs the LC amplitude. Depending on the focus of the par-
ticular study, another quality criterion may be the correct representation of the first few higher
harmonics. For all cases considered within this thesis, a flame model employing the static non-
linear function in Eq. (3.34) was sufficient for the present purpose.
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Figure 3.15: Individual steps necessary to set up and simulate LC of (can-)annular configura-
tions with the proposed ROLEX model.

3.6 Application of the Proposed Hybrid Models

Two types of symmetry-enhanced hybrid models have been presented in this chapter: The
time domain Bloch-wave approach (see Fig. 3.10) and the ROLEX model (see Fig. 3.11
and Fig. 3.12). Both model types are, in principle, capable of predicting LC oscillations of
(can-)annular configurations but are subject to different restrictions and have a different focus.
The present section summarizes the steps necessary to apply the hybrid models to predict LC
oscillations of a real (can-)annular configuration. Afterward, the limitations of each model are
discussed.

Figure 3.15 visualizes the steps necessary to apply the ROLEX model proposed. The steps
include pre-processing to provide all required model ingredients and the actual simulation of
the self-excited hybrid model. They are:

1. Cut the full (can-)annular configuration considered at appropriate locations to obtain the
CFD domain of the hybrid model. Generally, the CFD domain has to include one flame
in its entirety, even when exposed to high pulsation amplitudes. If compressible coupling
is used, the acoustic field must be plane at the cutting interfaces. In the case of the low-
Mach setup, the cut-free domain has to be acoustically compact. Set up the CFD (LES)
and validate the predicted mean flow (if possible).

2. Construct a linear acoustic state-space representation of the configuration considered (see
Sec. 3.3). The flames are considered as passive temperature jumps. The heat release rates
and the velocity at the reference positions of the individual flames are selected as in- and
outputs to couple the nonlinear flame models. Additional in- and outputs are the variables
that couple the CFD domain ( f and g waves in the compressible and v ′ and Q ′ in the
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Figure 3.16: Individual steps necessary to set up and simulate LC of (can-)annular configura-
tions with the proposed time domain Bloch-wave approach.

low-Mach case).

3. Identify the FTF, which serves as the linear part of the flame model employed (see
Fig. 3.13). The FTF can be computed using the CFD/SI technique by broadband forc-
ing of the CFD domain cut free in step 1. Alternatively, an experimentally measured or
modeled FTF can be used.

4. Combine all model ingredients and simulate the hybrid model of the self-excited system.

Figure 3.16 visualizes the steps necessary to apply the time domain Bloch-wave approach. They
are:

1. Set up the single-flame CFD simulation. Same as for the ROLEX approach.

2. Construct a linear acoustic state-space representation of one sector of the configuration
considered (see Sec. 3.3). Depending on the type of coupling (CBSBC or low-Mach v ′−
Q ′), the acoustic model represents the parts of the sector that are not resolved by CFD
or the entire sector with the flame considered as passive temperature jump. Select the
azimuthal mode order m and apply the corresponding BBC from Eq. (3.3). The in- and
outputs of the LOM are the variables that couple the CFD domain ( f and g waves in the
compressible and v ′ and Q ′ in the low-Mach case).

3. Combine LOM and CFD and simulate the hybrid model of the self-excited system.

4. Repeat from 2. for all azimuthal mode orders of interest
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The ROLEX model includes all modes of the system considered in one simulation and does
not assume a certain symmetry of the modes. It can, in principle, account for nonlinear phe-
nomena such as mode interaction, symmetry breaking, and mode localization, and it can predict
the wave structure emerging from degenerate modes (standing/spinning). However, preparing
the hybrid model involves multiple steps, most notably identifying a linear flame model, which
requires some computational resources prior to the actual simulation. Additionally, the model
heavily relies on the nonlinear flame model employed. Although the flame LOMs are continu-
ously adapted to match the real flame dynamics, they are restricted by their pre-defined model
structure. For example, the block-structured models employed here rely on the separability of
a linear dynamic and a nonlinear static part, which is not always justified. Using more sophis-
ticated models is possible but may come at the cost of a more complex or less robust online
adaption. In general, whether the model employed can correctly represent all important nonlin-
ear features of the investigated system cannot be assessed in advance. Only a thorough posterior
comparison of CFD and flame model output will hint at whether the flame model employed is
appropriate.

In contrast, the time domain Bloch approach requires less preparation, as it does not need the
knowledge of linear flame dynamics. A high-fidelity CFD simulation directly resolves the only
flame present in the hybrid model. Flame dynamics are thus represented in the best possible
way. However, a single simulation run only covers one azimuthal mode order m. If the stability
and the LC amplitudes of each mode order shall be investigated, multiple simulation runs are
necessary. Nonlinear phenomena involving multiple mode orders cannot be captured. Symmetry
breaks, as well as their effects, are not predictable using this approach.
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4 Calibrating Global Reaction
Mechanisms

A chemical reaction mechanism is required to close the energy and species source terms in
Eqs. (2.3),(2.4). Detailed chemical reaction mechanisms (DM) are very accurate but involve
dozens to hundreds of species and hundreds to thousands of reactions. Additionally, the produc-
tion rates of individual species differ by several orders of magnitude, which makes the resulting
system of equations very stiff. The use of DM in LES is thus considered impractical. One way
of reducing the computational effort is to use global chemical reaction mechanisms (GM). A
GM is an empirical reaction scheme that represents only the formation and consumption of ma-
jor species based on only a few reactions. The reactions involved are calibrated to best represent
the production rate of the considered major species and to match global flame properties such as
the laminar flame speed sL and flame thickness δL. This calibration, however, is typically only
valid for one specific fuel composition and a narrow range of operating conditions.

The turbulent validation case considered in Sec. 5.3 is operated with a CH4-H2- mixture, for
which, to the author’s knowledge, no GM is available. This section outlines the basic principles
of the calibration method used to obtain a GM for a given operating condition. A more detailed
description, including a thorough analysis of the performance of the resulting GM, is found in
PAPER_MECH reproduced in App. .4.

The proposed approach improves a method developed by Polifke et al. [115]. A chemical mech-
anism is a set of reactions with reaction rates rl , with l = 1, . . . ,L, where L is the number of
reactions of the mechanism. These reactions generate or consume species Ci , with i = 1, . . . , N ,
where N is the number of species of the mechanism. The sum of reactions that convert individ-
ual species into each other and constitute the chemical mechanism write

N∑
i=1

ν′i lCi ↔
N∑

i=1
ν′′i lCi ; l = 1, . . . ,L, (4.1)

where ν′i l and ν′′i l are the forward and backward stoichiometric coefficients of species Ci in
reaction l .

With the above definitions, the net rate of production of species Ci , denoted ωi , is the sum of
the production rate of species Ci in each reaction

ωi =
L∑

l=1
νi l rl , (4.2)

where νi l = ν′′i l −ν′i l follows from the stoichiometric coefficients in the reaction scheme. The
volumetric heat release rate ωq of the chemical reactions writes

ωq =−
L∑

l=1
hl rl , (4.3)
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where hl is the standard enthalpy of reaction. Note that for an exothermic reaction hl < 0 and
the corresponding ωq > 0.

Equations (4.2) and 4.3 can be written in matrix form

p = Mr, (4.4)

where the species production rates and the heat release rate are collected to form the production
rate vector

p = [
ω1, . . . ;ωN ,ωq

]
. (4.5)

The matrix M is of size (N +1)×L and its coefficients are given by νi l and hl .

The goal of the following considerations is to reduce a detailed mechanism, which comprises
a large number of species and reactions, to a global mechanism, comprising only a few reac-
tions Lg and species Ng , with Lg ¿ L and Ng ¿ N . This involves finding a (reduced) set of
reaction rates r̃l with l = 1, . . . ,Lg , which yields production rates pi with i = 1, . . . , Ng +1 of the
species in the global mechanism that match the production rates of these species in the detailed
mechanism.

Directly obtaining reaction rates r̃l from a given set of production rates pi would require the
inversion of the reaction scheme in Eq. (4.4). This is generally impossible because the matrix
M is not quadratic. A DM usually has more reactions than species, while for a GM, it is the
opposite. The system of Eqs. (4.4) is thus overdetermined for a GM. Polifke et al. [115] address
this issue by selecting only a sub-set of Lg so-called principal species, from which the reaction
rates r̃l are obtained.

In PAPER_MECH, we generalize this approach by solving Eq. (4.4) for the unknown target
reaction rates r̃l of the global mechanism by employing the weighted least squares method

r̃ = (
MT WM

)−1
MT Wp, (4.6)

where W is a diagonal matrix containing user-defined weights. In case a number Lg of selected
production rates are weighted with wi = 1, while the weighting of all other production rates is
wi = 0, the method reduces to the original approach by Polifke et al. [115]. The weighting is
especially useful for normalizing the production rate vector p, which is otherwise dominated by
the comparably large value of the heat release rate ωq . Additionally, species of special interest
for the case considered can be weighted higher to improve the accuracy of their prediction.
Lastly, carefully choosing the weighting helps smoothing the resulting target reaction rates r̃l

such that they can be easily fitted with the chosen ansatz.

Now that the target reaction rates r̃l are defined, the last step is to match these rates by tuning
the coefficients of a presumed functional form of the reaction rates r̂l of the GM. A usual ansatz
for this functional form is the rate law

r̂l = k f l

N∏
i=1

[Ci ]ν̃
′
i l −kr l

N∏
i=1

[Ci ]ν̃
′′
i l , (4.7)

where the reaction rate depends on the molar species concentrations [Ci ]. An Arrhenius tem-
perature dependence is used for the forward rate coefficients k f l

k f l = Al T bl exp

(
−E A,l

RT

)
, (4.8)
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where Al is the pre-exponential factor, bl is the temperature exponent, and E A,l is the activation
energy of reaction l . If the reaction considered is reversible, the thermodynamic equilibrium
constant Keq,l links the forward and backward rate coefficient

Keq,l =
k f l

kr l
. (4.9)

Otherwise, the backward rate coefficient in (4.7) is k f l = 0. In a DM, the species concentration
exponents ν̃nl in Eq. (4.7) are the stoichiometric coefficients νi l of the elementary reactions.
For the GM, these exponents are additional tuning parameters. To summarize, ν̃i l , Al ,bl ,E A,l

are the free parameters that have to be calibrated to match the target reaction rates r̃l obtained
from Eq. (4.6). To find the free coefficients, the cost function fl

fl =
〈∣∣∣∣ln(∣∣∣∣ r̂l (n)

r̃l (n)

∣∣∣∣)∣∣∣∣ ∣∣∣∣ r̃l (n)

max(r̃l )

∣∣∣∣η〉 , (4.10)

which represents the deviation of the Arrhenius-based reaction rate r̂l from the target reaction
rate r̃l on a logarithmic scale, is minimized. n represents the grid point on which the target
reaction rates r̃l are computed and 〈. . .〉 is the average carried out over all grid points n.

According to Polifke et al. [115], the production rate vector p in Eq. (4.6) used to compute the
target reaction rates r̃l (n) for Eq. (4.10) is obtained by solving a freely propagating laminar 1D
flame with a DM at a specific operating condition (pressure, temperature of educts, equivalence
ratio). This yields the target reaction rates r̃l (n) over all grid points of the 1D flame solution.
This approach is also used in the present work. However, the production rates can, in principle,
also be obtained from different flame-type solutions with the DM or for multiple operating
conditions. These production rates may be appended to the production rates p1D obtained from
the freely propagating flame

p = [
p1D,ps ,ph , . . .

]
, (4.11)

to get a more general result for the reaction rates. The grid points n now also involve other
operating conditions and/or other flame solutions such as, for example, flames with strain ps

and/or heat loss ph .
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5 Investigated Validation Cases

The hybrid models presented in Sec. 3 were developed and validated based on a generic laminar
4-can burner called “Rohrbrennkammer 4” (RBK4). The models developed were also applied
to an experimental annular combustion test-rig operated at NTNU (the “Intermediate Pressure
Annular Combustor” [116]), for which experimental measurements of LC oscillations are avail-
able [113]. The results of the time domain Bloch-wave approach applied to the RBK4 combus-
tor are published in PAPER_BLOCH. The application of the compressible ROLEX model from
Fig. 3.11a) to the RBK4 combustor is presented in PAPER_ROLEX.

This section presents the unpublished results of applying the hybrid models developed to ad-
ditional cases. First, the solver and the numerical setups of the considered cases are outlined.
Afterward, the results of the low-Mach, symmetry-preserving ROLEX model (see Fig. 3.12b))
applied to the RBK4 combustor are presented. The section concludes with applying the low-
Mach, symmetry-preserving ROLEX model and the time domain Bloch-wave approach to the
NTNU annular rig.

5.1 Numerical Setup

5.1.1 Solver and Setup for Laminar Cases

The CFD simulations of the laminar RBK4 cases employ a modified version of the solver
rhoReactingFoam from the open-source finite-volume toolbox OpenFoam1 [99]. Depend-
ing on the version, the solver implements either the compressible governing equations (2.1)-
(2.5) or the low-Mach formulation (2.6)-(2.10). The solver was developed and validated by
Stefan Jaensch within a previous research project [117]. The main difference to the standard
rhoReactingFoam solver is the modeling of the species diffusion coefficients Di , which is here
based on species-specific Schmidt numbers Di = ν/Sci , whereas the standard solver assumes
equal Sc-Numbers for all species.

The dynamic viscosity µ and the heat diffusivity α are computed from Sutherland’s law. The
chemical source terms ωi and ωq are obtained by solving the global two-step BFER reaction
mechanism for methane-air combustion [118].

The PIMPLE algorithm is employed to solve the pressure-velocity coupling for the compress-
ible cases, and the PISO [119] algorithm is used for low-Mach cases. A second-order implicit
time integration scheme is used. The time step is fixed at ∆t = 5 ·10−7 s, which yields a hydro-
dynamic CFL number of less than 0.1. Spatial discretization is done by blending a second-order

1Version 4.x, available at https://github.com/OpenFOAM/OpenFOAM-4.x
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central difference and an upwind scheme using a Sweby limiter [119].

5.1.2 LES Solver and Numerical Setup

The turbulent reactive flow solver employed is a modified version of reactingFoam from Open-
Foam [99]. The solver and the turbulence-chemistry interaction model were mainly developed
and implemented by Alp Albayrak within a previous research project [65]. The LES solver
implements the filtered low-Mach governing equations

∂ρ̃

∂t
+∇· (ρ̃ũ) = 0 (5.1)

∂(ρ̃ũ)

∂t
+∇· (ρ̃ũũ) =−∇p̃d +∇·

([
µ+µT

][
∇ũ + (∇ũ)T − 2

3
(∇· ũ)I

])
(5.2)

∂(ρ̃h̃)

∂t
+∇· (ρ̃ũh̃) =∇· ([FEα+ (1−S )αT ]∇h̃

)+ E

F
ωq (5.3)

∂(ρ̃Ỹi )

∂t
+∇· (ρ̃ũỸi ) =∇·

([
FE

µ

Sci
+ (1−S )

µT

ScT

]
∇Ỹi

)
+ E

F
ωi (5.4)

pt = ρ̃RT̃ , (5.5)

where (̃·) is the filtering operator. µT and αT denote the turbulent viscosity and thermal diffusiv-
ity resulting from sub-grid scale fluctuations. The WALE turbulence model [120] is employed
to compute µT based on the resolved fields (see [65] for further details on the turbulence mod-
eling). Turbulent thermal and mass diffusivity αT and DT are modeled by assuming a constant
turbulent Prandtl PrT = µT

ραT
= 0.6 and Schmidt number ScT = µT

ρDT
= 0.6 for each species. As

in the laminar solver, individual but constant laminar Schmidt numbers Sci are provided for
each species i . The same solution algorithm and numerical schemes as in the laminar case are
employed. The time step is fixed at ∆t = 2.5 · 10−7 s, ensuring a hydrodynamic CFL number
below 0.3. Reactions are modeled using the 3-step global mechanism from PAPER_MECH cal-
ibrated to the present operating point. Table 5.1 shows the resulting mechanism parameters
(c.f. Eq. (4.8) and Eq. (4.1)).

Table 5.1: Parameters of the global 3-step mechanism calibrated for the operating point of the
NTNU annular rig. SI units.

A b Ta ν′C H4
ν′H2

ν′O2

R1 1.56 ·108 0.003 10861 0.63 − 0.52

R2 5.26 ·108 0.006 11618 − − 0.5

R3 1.14 ·109 0.005 9088 − 1.0 0.5

An extended version of the dynamic thickened flame model [121, 122] models turbulent com-
bustion. The laminar flame thickness δL is artificially thickened by the factor F introduced in
Eqs. (5.4)and (5.3). The thickened flame cannot account for the effects of turbulent flame wrin-
kling caused by eddies smaller than the thickened flame width. This is corrected by introducing
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the efficiency function E . The dynamic thickened flame model aims to modify the governing
equations only in the immediate vicinity of the reaction zone. This is achieved by introducing a
sensor function S . The thickening factor and efficiency function read

F = 1+
(
n
∆x

δL
−1

)
tanh

(
β1
Ω

Ω0

)
︸ ︷︷ ︸

S

, (5.6)

E =
[

1+min

(
F ,Γ

u′
∆

sL

)]β3

, (5.7)

where Γ is a function depending on the resolved velocity field, u′
∆ represents the flame filtered

sub-grid scale rms velocity (see [122]) and ∆x is the LES filter width. A prescribed number of
n = 7 cells resolve the thickened flame front. An Arrhenius-like function Ω is used to track the
flame region and is defined as

Ω= Y nF
F Y nO

O exp

(
−β2

Ta

T

)
(5.8)

where Ta is the activation temperature and Ω0 denotes the maximum of the Arrhenius-like
function across the laminar flame front. The model constants β2 and β1 control the activation
threshold and the width around the reaction zone, where the sensor S is active. β3 controls
the efficiency function E and thus directly acts on the propagation speed of the thickened flame
front. As β3 is in the exponential of Eq. (5.7), it weakly influences E for reasonably small val-
ues of F . However, if F is large (if the flame is resolved on a coarse grid), the influence of
β3 also becomes large. Charlette et al. [123] proposes a dynamic adjustment of β3, depending
on resolved fields. This dynamic formulation is not implemented, but the information provided
in [123] is used to set a constant (but case dependent) β3. In the present case, the model coeffi-
cients are β1 = 200, β2 = 0.6, and β3 = 0.5.

5.2 Generic Laminar 4-Burner System

5.2.1 Case Setup

The generic laminar can-combustor RBK4 depicted in Fig. 3.2 comprises four cans coupled via
an upstream plenum. The burner/flame zone in the individual cans was investigated in numerous
previous studies, although in a different context, e.g., see [47, 58, 124]. A fixed pressure is
imposed at the downstream termination of the cans, which yields a fully reflecting Rd = −1
boundary condition. A fixed velocity is imposed at the plenum’s upstream termination, which
yields a fully reflecting R = 1 boundary condition. The computational domain is pseudo-2D.
The plenum is “closed” using periodic boundary conditions.

The can-can coupling and the acoustic characteristics of the downstream termination of the cans
are quite different compared to applied can-annular combustors (see Sec. 3.2.1). This specific
choice is because the CFD setup of the entire configuration is relatively simple for this partic-
ular setup, allowing standard Dirichlet boundary conditions at the in- and outlet. However, the
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d

Figure 5.1: Sketch of the RBK4 configuration used to develop and validate the proposed hybrid
strategies. The dashed box indicates the CFD domain of the hybrid model.

Table 5.2: Geometrical measures of RBK4.

li (m) lo (m) lp (m) d (m)

0.05 0.1 0.1 0.005

RBK4 system still yields the same symmetry properties and Bloch-symmetric thermoacous-
tic modes as a real can-annular combustor, which qualifies it as a first validation case for the
hybrid models developed. The dimensions of the RBK4 configuration are tuned to yield a ther-
moacoustically unstable system with realistic modal growth rates and non-trivial mode shapes.
Table 5.2 summarizes the geometrical measures of the RBK4 configuration.

The entire RBK4 configuration is resolved in a fully compressible CFD simulation to generate
reference data to validate the proposed hybrid approaches. The structured grid contains 596K
hex-cells. In the region of burner-plate and flame, the mesh is uniform with a cell size of 25µm,
corresponding to an average of 18 cells within the reaction zone (similar to the mesh used
by [58] and [125]). The mesh is significantly coarser in the remaining parts of the domain, where
mainly acoustic wave propagation has to be modeled. A fixed velocity boundary condition at
the inlet and fixed pressure boundary condition of 1 atm at the outlet are used. Adiabatic slip
conditions are imposed at the walls, except at the burner plate, for which a no-slip condition
with a fixed temperature of 373 K is set.
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Figure 5.2: Normalized heat release rate fluctuation in the individual cans. Left: compressible
CFD of full configuration. Right: low-Mach symmetry preserving ROLEX model.
Black line shows the heat release rate fluctuation recorded in the CFD domain,
serving as “clone model”.

5.2.2 Hybrid Model Results

The RBK4 configuration is investigated using four different model setups:

1. Compressible CFD of entire configuration as reference (see PAPER_BLOCH and
PAPER_ROLEX)

2. Compressible time domain Bloch-wave approach (see PAPER_BLOCH)

3. Compressible ROLEX model (see PAPER_ROLEX)

4. Low-Mach, symmetry preserving ROLEX model (see present section)

Using the compressible, symmetry-preserving setup in the present configuration is impossible,
as the burner/flame studied exhibits an unstable ITA mode [126]. Therefore, the original com-
pressible setup of Fig. 3.11a) was used in PAPER_ROLEX.

The low-Mach, symmetry-preserving setup results are compared with the monolithic CFD re-
sults in the following. The RBK4 configuration exhibits an unstable “push-pull” mode of ITA
origin. Such a mode is characterized by fluctuations of opposite sign in adjacent cans (see
Sec. 3.2.2). Figure 5.2 shows the normalized heat release fluctuations in the individual cans
for the monolithic CFD (left) and the low-Mach, symmetry-preserving ROLEX model on the
right. The amplitude and signal shape of the heat release rates, as well as the “push-pull” mode
structure predicted by the LOM, agree reasonably well with the results of the full CFD. The
CFD part of the hybrid model plotted in black shows a slightly different signal shape, which the
Wiener-type flame models can not entirely reproduce. Note that in this model setup, the CFD
domain is not part of the self-excited system but only serves as a “clone model” for identifying
the flame model parameters.

Figure 5.3 analyses the results in frequency domain. Here, the frequency F is normalized by
the first “pure” plenum eigenfrequency defined as f = c/U , where c denotes the speed of sound
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Figure 5.3: LC spectrum of heat release rate (top) and reference velocity (middle). Hybrid ap-
proach in red, monolithic CFD in blue. Result of linear stability analysis (bottom)
shows eigenmodes of azimuthal order m = 0 (blue circles), m = 1 (red triangles),
and m = 2 (orange squares).

in the fresh gas, and U is the circumference of the plenum. The top plot and the middle plot
of 5.3 show the amplitude spectrum of heat release rate and velocity fluctuation at the flame
reference position exemplary for one can. Due to the symmetry of the present “push-pull” mode,
the amplitude spectra of the other cans are identical and thus not shown. The results from
the monolithic CFD are plotted in blue. Those from the hybrid model are plotted in red. For
reference, the bottom plot shows the eigenfrequencies of the configuration obtained from linear
stability analysis (see PAPER_BLOCH).

The hybrid model captures the amplitude and frequency of the fundamental unstable mode
very well. Also, the acoustic resonance of a higher harmonic with the axial mode at F≈ 0.7 is
captured, although with lower amplitude. Due to the limitations of the nonlinear flame model
employed, further higher harmonics are not resolved properly, which is not considered relevant
for applied configurations. Overall, the hybrid model and the monolithic CFD agree well, val-
idating the proposed approach. At the same time, the computational cost of the hybrid model
is about ten times smaller than that of full CFD. In realistic setups, which typically have much
more than four cans, the reduction of computational cost will be significantly higher.
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Figure 5.4: Intermediate pressure annular combustor operated at NTNU. Reproduced
from [113].

5.3 NTNU Annular Rig

5.3.1 Case Setup

The intermediate pressure annular test-rig [113, 116] operated at NTNU was selected as an
annular validation case for the hybrid models developed. Figure 5.4 gives an overview of the
design of the test-rig.

The test-rig comprises 12 swirl-stabilized flames in a common annular chamber. The chamber is
terminated with a choked nozzle at the downstream side, allowing the rig to operate at pressures
up to 3.5 bar. The chamber is fed by 12 injector tubes, each containing the swirler and a bluff
body to avoid flame flashback. The injector tubes are fed by a large plenum, which is acousti-
cally separated by a sinter plate. A H2 −CH4 fuel/air mixture is supplied at the plenum inlet.
Due to the long residence time in the plenum, perfectly premixed conditions can be assumed
at the flame. The metal walls of the chamber are water-cooled, and their steady-state tempera-
ture was determined experimentally. The flames are optically accessible through a quartz-glass
window in the lower part of the outer chamber wall. Five injector tubes contain two pressure
conductors each, which can be used to reconstruct the acoustic field within the injector tubes
and the chamber.

For the present purpose, an operating point that exhibits an intermediate amplitude LC of a
strongly spinning first-order azimuthal mode in the experiment was chosen. For this operating
point, the chamber pressure is p = 2.16bar, and the rig is fueled with a volume ratio of 57%CH4

and 43% H2 at an equivalence ratio of φ = 0.8. The total mass flow rate through the rig is
ṁ = 97g/s. For further details on this operating point, in particular the measured LC oscillations,
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Figure 5.5: Cut through the single-sector CFD domain of the NTNU annular rig (right). Mesh
in the swirler and flame anchoring region is shown on the left.

the reader is referred to [113]2.

According to Fig. 3.15 and Fig. 3.16, the first step in the proposed modeling strategies is to
set up the single-flame LES. Here, the LES domain comprises one injector tube, cut shortly
upstream of the swirler and a sector of the chamber, cut at approximately twice the steady flame
height. The domain and the mesh are visualized in Fig. 5.5. The domain is discretized with a
hex-dominant mesh of approx. 10M cells.

The mesh cells have an edge length of 0.15 mm in the swirler region and at the walls and a
uniform edge length of 0.3 mm in the flame region. Resolving the flame with n = 7 grid points
leads to a maximum thickening factor F < 10. As the configuration is perfectly premixed, the
laminar flame properties sL = 0.2882 m/s, δL = 0.244 mm and Ω0 = 9.07 ·10−6 needed as input
for the thickened flame model, have to be provided for one single equivalence ratio φ = 0.8
only. The velocity is fixed at the inlet and the pressure at the outlet. No-slip conditions with the
experimentally obtained temperatures are imposed on the walls. A periodic condition is set at
the azimuthal cutting interfaces of the chamber.

5.3.2 Results

5.3.2.1 Single-Sector LES

The test-rig is thermoacoustically unstable for the operating point considered. Therefore, no
mean flame images or other mean-field measurements, which could be used to validate the
single-sector LES results, are available for this operating point. Instead, phase-averaged flame
images recorded during the LC oscillation serve as reference data. In order to compare the LES
results with the experimental LC measurements, the LES is externally forced by imposing the
LC velocity fluctuation at the inlet. The velocity fluctuation is reconstructed from the pressure
measurements in one of the injector tubes using the two-microphone method.

The resulting heat release field in the LES is phase-averaged at the same phase angles as in
the experiment and line-of-sight integrated to reproduce the images obtained experimentally.

2In [113], the considered operating point is denoted “ṁa = 91.87 gs−1, PH = 0.2, Φ= 0.8”
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Figure 5.6: Phase-averaged line-of-sight integrated heat release distribution during LC oscilla-
tion. LES results in respective left plots, experimental measurements in right plots.

Unfortunately, the resulting flame shapes show some deviation w.r.t. the experiment, and flame
anchoring is mispredicted. Instead of the V-flame shape observed in the experiment, the flame
in the LES simulation also burns in the outer shear layer, forming an M-like flame shape.

Discrepancies of measured and actual wall temperatures in the experiment were identified as a
possible reason for this mismatch. The temperatures of the diabatic walls were reduced to 300K
to test this hypothesis. The resulting phase averaged, and line-of-sight integrated heat release
rates are compared to the experimental OH∗ chemiluminescence measurements in Fig. 5.6. De-
spite the reduced wall temperatures, the LES shows noticeable deviations from the experiment.
While the flame height and the flame center of gravity are approximately correct for all phase
instants, the reaction rate in the outer shear layer is still over-predicted in the LES.

The most probable reason for the discrepancies is a misprediction of wall heat fluxes. Fully
resolving the turbulent boundary layer is not feasible. The employed WALE turbulence
model [120] is designed to adopt the turbulent viscosity - and by assuming a constant PrT = 0.6
also the thermal diffusivity - in the wall region. Wall functions thus should not be used [65].
However, it is yet unclear how well the WALE model with the present grid resolution at the
wall represents the turbulent thermal boundary layer. Additionally, the thickened flame model
alters the diffusion coefficients in the vicinity of the flame. According to Eq. (5.3), in the region
where the sensor is active S = 1, turbulent heat diffusion is disabled, and the laminar heat dif-
fusion is augmented by the factor F . This may increase or decrease the overall wall heat flux
in this region. The effects on burner-anchored flames such as the considered ones, where the
anchoring strongly depends on the wall heat fluxes, need further investigation. However, this is
not the focus of this thesis and will be continued in a follow-up study. Here, the setup of the
hybrid models was continued according to Figs. 3.16 and 3.15, though the single-sector LES
leaves room for improvement. Due to the better agreement with the experimental flame shape,
the cold-wall LES was employed in the following steps.
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Figure 5.7: a) Cross section of the experimental test-rig (adopted from [113]). Microphone
positions “M” and “L” marked with red ellipses. b) One sector of the 1D network
model. c) Result of linear stability analysis of the 1D network model. The four
plots at the bottom show the distribution of acoustic pressure and velocity for the
dominant m = 1 mode shown in the pole map at the top.

5.3.2.2 Low-Order Model

The considered annular test-rig features a large plenum and chamber and thus is, at first glance,
not representable with 1D network modeling tools. However, modeling the considered rig with
an acoustic Helmholtz solver reveals that the relevant first-order azimuthal chamber mode,
which is unstable in the experiment, features an essentially 1D acoustic field within the cham-
ber and the injector tubes (see Fig. 3.3). Due to the sinter-plate at the injector tube inlets, the
plenum is acoustically almost decoupled and plays a minor role.

This suggests that at least the relevant azimuthal modes can be represented in a quasi-1D net-
work model using the in-house code taX [72]. The advantage of this modeling approach com-
pared to, e.g., an acoustic Helmholtz solver is the drastically reduced number of states in the
exported acoustic state-space model (3.5), making the overall hybrid model more efficient. Fig-
ure 5.7 illustrates one sector of the network model representing the annular rig. The duct lengths
and area ratios of the injector are directly taken from the 3D configuration. The length of the
ducts representing the plenum and the chamber is the azimuthal distance between two burners
taken at the area-weighted center line of the chamber circumference. The area ratio between
the injector and the plenum/chamber is the ratio of the injector cross-section to the azimuthal
cross-section of the plenum/chamber, respectively. The measured acoustic characteristics of the
sinter-plate and the swirler are included in the network model. The FTF representing linear
flame dynamics was determined numerically (see Sec. 5.3.2.3). Note that the network model
does not represent the axial extent of the chamber and plenum and can thus not correctly model
axial modes m = 0 and higher-order azimuthal modes, which feature a non-uniform axial dis-
tribution in the chamber.
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Linear stability analysis reveals a dominant unstable mode of order m = 1. The predicted fre-
quency of fl i n = 1620Hz is reasonably close to the LC frequency of fexp = 1588Hz measured in
the experiment. The acoustic pressure associated with this mode well agrees with the result of
the Helmholtz-solver shown in Fig. 3.3. Both points suggest that the presented network model
can well represent the relevant acoustic characteristics of the annular rig.

5.3.2.3 Identification of Linear Flame Dynamics

The proposed ROLEX model requires a linear flame model (e.g., a FTF) as input. To compute
the FTF according to the CFD/SI methodology [103], the single-flame LES was forced with a
broadband velocity fluctuation at the inlet. The imposed broadband signal has a uniform power
spectral density up to a frequency of ≈ 4000 Hz, a maximal amplitude of 10 % of the mean flow
velocity, and a signal length of 150 ms.

The linear flame model structure employed has to include a noise model to correctly represent
the effect of turbulent combustion noise [114]. The Autoregressive Exogenous Model (ARX) is
the most simple rational polynomial model providing a noise model. It reads

Q̇ ′ (t ,Θ) = B
(
q,Θ

)
A

(
q,Θ

)u′ (t )+ 1

A
(
q,Θ

)e (t ) , (5.9)

where q−i u′ (t ) = u′ (t − i∆t ) is the time shift operator,

A
(
q,Θ

)= 1+a1q−1 +a2q−2 . . . ana q−na

B
(
q,Θ

)= 1+b1q−1 +b2q−2 . . .bnb q−nb
(5.10)

are polynomial filters, Θ contains the model parameters ai ,bi , and e (t ) is a white noise term. It
requires fewer model parameters than the more general Box-Jenkins model type. Consequently,
the required time series length is shorter, at the cost that the identified noise model is not inde-
pendent of the deterministic model part, as seen in Eq. (5.9) [114]. For the present purpose, the
ARX model is the best compromise between accuracy and computational effort.

Figure 5.8 shows the gain and phase of the deterministic model part (the FTF) on the left side
and the gain and phase of the identified noise model on the right side. The order of the polyno-
mial filters shown in Eq. (5.10) is na = 20 and nb = 90 at a sample time step of ∆t = 5 ·10−5 s.
Note that the present linear flame model relies on a fairly large number of coefficients and
a small sampling time step. This is related to the relatively high LC frequency f ≈ 1600 Hz,

which has to be properly resolved, and the length of the impulse response ∆T
!< nb∆t , which

has to be covered by the polynomial filter.

5.3.2.4 Hybrid Model Results

The NTNU annular rig is investigated using two different hybrid model setups:

1. Low-Mach, symmetry-preserving ROLEX model
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Figure 5.8: Gain and phase of the FTF on the left, gain and phase of the noise model on the
right side. The dashed lines mark the 95 % confidence interval.

2. Low-Mach time domain Bloch-wave approach

The results are compared to the experimental measurements of Indlekofer et al. [113]. The
chosen operating point showing a strongly spinning m = 1 mode at moderate LC amplitudes is
considered a realistic yet challenging test case for the developed hybrid models. The focus of
the comparison between the hybrid model and experiment is on LC amplitudes and frequencies,
as well as on the emerging wave pattern. Due to the symmetry-preserving nature of the observed
LC wave pattern, the time domain Bloch-wave approach is applicable.

Unfortunately, the time-resolved integrated heat release rate fluctuation, which is easily acces-
sible from the LES, was not measured during the LC oscillations. Nevertheless, the heat release
fluctuations Q̇ ′ computed by the ROLEX model reveal the predicted wave pattern and mode
symmetry. Figure 5.9 shows Q̇ ′

n of all N = 12 flames computed with the ROLEX model, to-
gether with Q̇ ′

C F D on which the online adaption of the flame model relies. The ROLEX model
predicts a stable LC oscillation evolving from a noisy initial state. While the amplitudes are still
growing (see Zoom 1 in Fig. 5.9), the oscillation pattern is rather erratic, with some flames being
in sync while others oscillating at different amplitude and phase. Once a stable LC is reached
(see Zoom 2 in Fig. 5.9), the individual flames oscillate at identical amplitudes and with a phase
shift of π/6 relative to the neighboring flame, a pattern characteristic for a spinning m = 1
mode. Once formed, this pattern is stable for the entire simulation time. This demonstrates that
the ROLEX model can correctly predict the emerging wave pattern of a degenerate mode, even
if the initial state is different. The stable LC oscillation in Zoom 2 of Fig. 5.9 also shows an un-
derlying modulation of lower frequency, the cause of which is yet unclear. The flame resolved
by LES serves as “clone model”. Its response is shown with a black line in Fig. 5.9. Its ampli-
tude matches that of the flame LOM fed with the same input, while the signal shape differs. This
can be attributed to an incomplete representation of higher harmonics due to the limitations of
the flame LOM employed.

In comparison, Fig 5.10 shows Q̇ ′ predicted by the Bloch-wave approach. Here, only the heat
release rate in the LES is shown. The Q̇ ′

n in the remaining sectors have equal amplitude and are
phase-shifted according to

ˆ̇Q ′
n (t ) = ˆ̇Q ′

C F D (t )e i mn 2π
N , (5.11)
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Figure 5.9: Normalized heat release rate fluctuation of the individual flames in the ROLEX
model. Black line shows the heat release rate fluctuation recorded in the CFD do-
main, serving as “clone model”. The dashed line shows the flame model fed with
the same input as the CFD. The zooms each show approx. two oscillation periods.

with m = 1 in the present case. The Bloch-wave approach also predicts a stable LC oscillation
evolving from a noisy initial state. Compared to the ROLEX model prediction, the amplitude
grows faster and saturates at a slightly lower level. Overall, the signal is more noisy, indicating
that the noise model employed in the ROLEX model may underpredict the noise level. The
faster growth can be addressed to the symmetry assumption of the Bloch approach. The noisy
initial state is assumed to be perfectly synchronized in an m = 1 pattern. Consequently, the
m = 1 mode starts at a non-zero initial amplitude in the Bloch approach. In contrast, in the
ROLEX model, the individual sectors only synchronize noticeably at an intermediate amplitude
level (see Zoom 1 in Fig. 5.9).

Figure 5.10: Normalized heat release rate fluctuation computed with the time domain Bloch-
wave approach. The zooms each show approx. two oscillation periods.

The hybrid model results are compared to the experimental measurements of the LC pressure
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Figure 5.11: Sound pressure level measured in experiment vs. computed by ROLEX model.
Left side shows microphone position “L”, right side position “M”. Top row shows
injector 1, bottom row injector 2.

oscillations at the two microphone positions “M” and “L” (see Fig. 5.7) at two neighboring
injectors. Note that the microphone positions are outside the CFD domain. The pressure oscil-
lations predicted by the hybrid models are reconstructed from the state-vector x of the coupled
acoustic state-space model. Figure 5.11 shows the sound pressure level (SPL) from the exper-
iment and the ROLEX model at the four positions considered. The SPL is computed from the
power spectrum Pxx

(
f
)

of the recorded pressure fluctuations according to

SPL
(

f
)= 10log10

(
Pxx

(
f
)

P0

)
, (5.12)

where the reference sound power is set to the common value P0 =
(
2 ·10−5 Pa

)23. The ROLEX
model accurately predicts the measured LC frequency but overestimates the amplitudes. For
microphone position “L”, a SPL ≈ 142 dB is measured, compared to SPL ≈ 160 dB predicted
by the ROLEX model. In the ROLEX model, the second and third harmonics clearly stand
out against the background noise level. In the experiment, only the second harmonic is clearly
differentiable. This indicates that the flame model employed does not accurately predict all
higher harmonics, as already discussed with Fig. 5.9. According to a spinning m = 1 mode
structure, both the measured and computed SPL are almost identical in both injectors. The SPL
at microphone position “M” and “L” are also almost identical in the experiment. In contrast, the
ROLEX model predicts a significantly lower SPL at position “L”. This indicates a misprediction
of the mode shape inside the injector.

Figure 5.12 shows the SPL predicted by the Bloch-approach. Only injector 1 is shown, as the
3Strictly speaking, P0 is the reference signal power, not the reference sound power, as Pa2 is not the correct unit

of sound power
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Figure 5.12: Sound pressure level measured in experiment vs. computed by Bloch-wave ap-
proach. Left side shows microphone position “L”, right side position “M”.

Bloch-wave approach assumes equal amplitudes in every sector. The predicted LC frequency is
close to the experimental observation and the prediction of the ROLEX model. The amplitude
at microphone position “L” SPL ≈ 152 dB is lower than in the ROLEX model but still much
larger than the SPL ≈ 140dB measured in the experiment. The second harmonic observed in the
experimental spectrum is well captured. Like in the experiment, no further harmonics can be
differentiated from the noise background. Similar to the ROLEX model, the predicted SPL at
microphone position “M” is much larger, which is not observed in the experiment.

Figure 5.13 shows the magnitude and phase of the dominant frequency component at f =
1602 Hz (ROLEX) resp. f = 1612 Hz (Bloch) along the injector, reconstructed from the state
vector x of the acoustic LOM. Both approaches employ the same acoustic model and thus pre-
dict a very similar mode shape, although the amplitudes in the ROLEX model are much higher.
Due to an unfortunate coincidence, the pressure measurements are positioned in a minimum
(“L”) and a maximum (“M”) of the pressure magnitude. This explains the large difference in
predicted SPL for the two microphone positions. In the experiment, the mode shape seems to
be shifted, resulting in almost equal amplitudes at “L” and “M”. The different mode shapes in
the experiment and the simulations can be addressed to deficiencies of the acoustic model em-
ployed. Possible sources of error are the (measured) scattering matrices of the swirler and the
sinter-plate and the transition from injector to chamber, characterized by a very large area ratio
combined with the temperature jump caused by the flame. The 0D jump conditions employed
in the acoustic network model may be overly simplifying.

Overall, the two hybrid models capture important characteristics of the experimental measure-
ments but show quantitative differences in amplitudes, which can be addressed to the deficien-
cies of the LES sector model employed (see 5.3.2.1) and the simple acoustic model. The results
are expected to improve if these two crucial model ingredients are improved. The ROLEX
model and the Bloch approach yield very similar results, thereby cross-validating each other.
The slight differences in the results are addressed to the limitations of the flame LOMs em-
ployed in the ROLEX model.
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Figure 5.13: Magnitude (top) and phase (bottom) of the dominant frequency component of p̂.
ROLEX model shown in blue, Bloch approach in black. The dashed lines indicate
from left to right: sinter plate, microphone positions “L” and “M”, and chamber
back plate.
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6 Contextualization and Discussion of
Publications

The present section discusses and contextualizes the four publications attached in the ap-
pendix. The papers Time Domain Bloch Boundary Conditions for Efficient Simulation of
Thermoacoustic Limit-Cycles in (Can-)Annular Combustors (PAPER_BLOCH) and Hybrid
CFD/low-order modeling of thermoacoustic limit cycle oscillations in can-annular configu-
rations (PAPER_ROLEX) develop and demonstrate nonlinear time domain models for LC pre-
diction in (can-)annular combustors. The paper A Strategy to Tune Acoustic Terminations of
Single-Can Test-Rigs to Mimic Thermoacoustic Behavior of a Full Engine (PAPER_TESTRIG)
adapts the numerical model developed in PAPER_BLOCH to apply it to experimental LC pre-
diction utilizing single-can test-rigs. Finally, the paper Large eddy simulation of the dynamics
of lean premixed flames using global reaction mechanisms calibrated for CH4-H2 fuel blends
(PAPER_MECH) demonstrates the calibration of a global reaction mechanism needed to simu-
late the validation case of the proposed hybrid models.

In the following, the connections between the papers and the relevant literature are discussed,
starting with an overview of nonlinear thermoacoustic models focusing on LC prediction of
(can-)annular configurations. Afterward, the link to single-can testing is discussed. This chapter
concludes with a discussion of the global chemical mechanisms calibrated using the method of
PAPER_MECH.

6.1 Numerical Limit Cycle Prediction in (Can-)Annular
Configurations

The flame is the most essential element with nonlinear characteristics in thermoacoustic sys-
tems. Other elements that may also feature nonlinear dynamics in the relevant amplitude range,
for example, damping devices [127], are less central and not considered here. The remain-
ing elements constituting a thermoacoustic system can be well represented by linear dynamics
in the relevant amplitude range. Thus, the overview of nonlinear thermoacoustic models of
(can-)annular combustors essentially boils down to discussing the available nonlinear flame
model types and their arrangement within the global thermoacoustic model.

6.1.1 Overview of Nonlinear Flame Models

Here, the focus is on models that aim for quantitative accuracy. Simplified analytical models,
which are typically employed for fundamental investigations, are excluded from the following
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Oscillator Model [128]

Volterra Series[129]

Block-structured [111, 112]FDF [44, 45]

xFDF [47]

Spatially resolved ANN [50]

CFD [58, 62]

Frequency Domain Time Domain

Lumped Distributed

Artificial Neural Network [48]

G-Equation [130]

Figure 6.1: Common types of nonlinear flame models with exemplary references. The
turquoise color indicates physics-based, and the ocher color indicates data-driven
modeling. Lumped models yield the integral heat release rate fluctuation, while
distributed models resolve its spatial distribution.

discussion. Figure 6.1 gives an overview of common types of nonlinear flame models and aims
to classify them based on various aspects. Overall, the models’ predictive capability, accuracy,
and generality increase from top left to bottom right. The opposite is true for the computational
effort to identify and/or solve the model. However, this is only the general trend. In detail, the
computational effort and the achievable accuracy depend, among other aspects, on the degrees
of freedom of the particular model. For the data-driven models highlighted in ocher in Fig. 6.1,
the vast majority of the computational effort is required to identify the model parameters prior to
the actual simulation of the self-excited system. Physics-based models highlighted in turquoise
in Fig. 6.1 do not require this identification step, but instead, the simulation of the self-excited
system is costly.

Starting with the left column in Fig. 6.1, the only commonly used frequency domain models are
the Flame Describing Function (FDF) [44, 45] and its variant, the extended FDF (xFDF) [47].
Both model types are “weakly nonlinear”, meaning they are essentially an amplitude-dependent
version of the linear FTF. Their gain and phase depend on the input amplitude. The xFDF ad-
ditionally accounts for the generation of higher harmonics. Other typical nonlinear phenomena,
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such as the interaction of multiple frequencies, are neglected, which limits the predictive capa-
bilities and the generality. The numerical identification of an (x)FDF involves harmonic forcing
of the considered flame at many frequencies and amplitudes and, therefore, means a consider-
able computational effort. Orchini and Juniper [131] attempted to relax some of the assumptions
of the FDF by defining multi-input describing functions. However, their advantages generally
do not seem to justify the drastically increased computational effort. Heckl et al. [132, 133]
and Gopinathan et al. [134] provided time domain formulations of an FDF based on amplitude-
dependent distributed time-lag models. However, the main drawback of these formulations is
their explicit dependence on the instantaneous amplitude, which is difficult to obtain in dur-
ing simulation time of the self-excited system [135]. In spite of their limitations, the (x)FDF
is widely used, and several studies (see e.g. [45, 47, 60, 136–138]) demonstrate their capabili-
ties in predicting LC amplitudes and also hysteresis behavior for both single- and multi-burner
configurations.

Time domain models are principally better suited to describe nonlinear dynamics and are more
numerous. The middle column of Fig. 6.1 shows “lumped” time domain models. As the (x)FDF
discussed previously, these models output the global (or integral) heat release rate fluctuation,
distinguishing them from the spatially resolved models in the right column. Block-structured
models [111, 112] are the simplest dynamic nonlinear time domain models. They assume a sep-
arability of linear dynamic and nonlinear static model parts. Various arrangements of linear and
nonlinear blocks are common: the most popular types are the Wiener-type (nonlinear block at
the output), the Hammerstein-type (nonlinear block at the input), as well as numerous combi-
nations of the aforementioned, including more than one linear or nonlinear element [111]. The
separation of linear dynamics and nonlinearity eases the identification of the individual building
blocks because all intermediate in- and outputs are directly accessible, and the individual blocks
can be computed separately. However, this separation is not generally justified if not based on
actual system characteristics. This limits the generality of these models and their applicability
as a nonlinear flame model valid for a wide range of amplitudes and frequencies. Attempts in
these directions are not overall convincing [112]. For the model proposed in PAPER_ROLEX,
this model structure is advantageous. It allows the use of a pre-identified FTF, which ensures the
correct linear stability and enables the separate identification of the nonlinear model parameters.
The main drawback of Block-structured models, their limited generality, is of minor importance
in the ROLEX approach since the flame models have to reproduce the correct dynamics only
near the system states encountered.

The Volterra Series is located on the other side of the spectrum of lumped time domain models.
Comprising an infinite number of terms, the Volterra Series completely describes any nonlinear
time-invariant system, similar to the Impulse Response for linear systems. In fact, the kernels
of the Volterra Series are the n-th order impulse responses. The data-driven identification of the
kernels of a truncated Volterra Series is difficult because the individual terms are not orthogonal.
In the context of nonlinear flame modeling, it is exclusively used for deductive purposes [85,
129, 139].

In the last decade, Artificial Neural Networks (ANN) have gained increasing interest as general
nonlinear flame model [43, 48, 49, 140]. The predictive capabilities of these models have sig-
nificantly improved since their first use in the context of nonlinear flame modeling [43]. Recent
studies [49, 140] demonstrate that ANN can be trained with high-amplitude broadband forcing
flame response data of reasonable signal length and can well match the transfer behavior of
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an FDF, although yet demonstrated for laminar flames only. However, as the ANN is a purely
data-driven black-box model, it performs poorly outside the range of training data. This may
lead to unexpected results when simulating LC oscillations in a self-excited context [43].

The Oscillator Model in Fig. 6.1 completes the collection of lumped time domain models.
Doehner et al. [128] proposed this set of parsimonious nonlinear ODEs to bridge the gap be-
tween the common “weakly nonlinear” frequency domain models and the very sophisticated
ANNs. The ODEs constituting the model can be interpreted as a system of coupled nonlinear
oscillators, where the positions of the point masses and the force acting on them represent the
model in- and output. Compared to an ANN, the Oscillator Model relies on much fewer param-
eters and can be identified from broadband forcing data with a smaller signal length. On the
other hand, the predefined model structure limits the achievable accuracy. Though promising,
this model type has yet to be applied in a self-excited system.

The right column in Fig. 6.1 shows the class of time domain models with spatial distribution.
In contrast to the aforementioned models, they yield the spatial distribution of the local heat
release rate at each time instant, making them more versatile and applicable for non-compact
flames. The global heat release rate fluctuation can be easily obtained by integrating the local
heat release rate. Traditionally, this has been the domain of physics-based models relying on
fundamental governing equations. However, the recent progress in ANNs makes this domain
also accessible to data-driven model types [50], denoted as “Spatially resolved ANN” in Fig. 6.1.

The G-Equation, or Level-Set Method, is a kinematic description of a (flame) front that is con-
vected by a background flow and propagates normal to itself at a given (flame) speed. The
G-Equation can accurately track the flame motion but requires a velocity model, which governs
the background flow field [130]. Commonly employed model formulations neglect important
mechanisms such as flame flow feedback, which play a crucial role in flame movement. Instead,
they rely on ad-hoc models for convective velocity perturbations, whose parameters must be ad-
justed to yield the correct behavior [141]. The G-Equation is mainly used for phenomenological
studies (e.g., see [90] in the context of can-annular combustors). Yu et al. demonstrate that the
G-Equation may achieve quantitative prediction accuracy by learning the model parameters
based on a parallel CFD simulation [142, 143] or an experiment [144].

A fully compressible, reactive CFD simulation directly solves Eqs. (2.1)-(2.5) and is thus the
most general flame model available. As the governing equations include every relevant phys-
ical mechanism, the model is, in principle, capable of exactly representing the actual flame
dynamics. In the case of acoustically compact velocity-sensitive flames, a low-Mach CFD
simulation describes nonlinear flame dynamics equally well [105]. The CFD simulation often
serves as a reference on which the identification of the aforementioned models is based. Al-
ternatively, a monolithic, fully compressible CFD can be used to resolve the entire self-excited
system [38, 40, 42]. Lastly, the CFD can also be coupled with an acoustic solver as proposed
by Jaensch et al. [58] to study a self-excited system.

6.1.2 Discussion of Available Thermoacoustic Model Setups

Except for the fully compressible, reactive CFD simulation, which inherently accounts for all
relevant mechanisms, all thermoacoustic models implementing one of the flame models dis-
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Table 6.1: Assessment of different classes of nonlinear thermoacoustic models.

Model Type
Achievable
Accuracy

Generality/
Reliability

Comp. Cost
Identification

Comp. Cost
Self-excited system

1
Lumped Flame+
Acoustic Model −−− / 0 −−− −−− +++

2 (Hybrid) CFD +++ +++ +++
(no Identification) −−−

3
Time domain

Bloch approach +++ −−− +++
(no Identification) 0

4
ROLEX
Model 0 +++ 0 0

cussed in Sec. 6.1.1 are hybrid in nature. A separate model part accounts for acoustics (and pos-
sibly other relevant phenomena such as propagation of entropy and mixture fraction waves), and
the flame model is coupled via jump conditions. Essentially all acoustic solvers ranging from 1D
network models [31, 32, 69–72] to 3D Helmholtz [37, 73] and LEE/LNSE solvers [74, 77] can
be combined with the flame models above. The individual choice depends on the complexity of
the system considered and the required accuracy. Following the approach of Jaensch et al. [58],
these acoustic solvers can also be combined with a compressible or low-Mach CFD simulation
resolving flame dynamics.

The model setup of the time domain Bloch approach proposed in PAPER_BLOCH is very similar
to the hybrid CFD/LOM model developed by Jaensch et al. [58]. The distinguishing feature is
the use of Bloch-BC in the acoustic solver, which reduces the symmetric multi-burner setup to
a single-burner system for a given mode order.

The ROLEX model proposed in PAPER_ROLEX implements data-driven, lumped flame models
coupled to an acoustic solver (Block-structured Wiener-type flame models coupled to a network
model in the present case). Here, the feature distinguishing from existing models in literature
is the online identification of the flame model parameters based on the CFD simulation solved
parallel to the self-excited system. The principal idea of identifying flame model parameters
from a parallel high-fidelity simulation is similarly found in Yu et al. [142, 143]. However, the
objectives and the employed method differ significantly. Yu et al. applies combined state and
parameter estimation to match the flame dynamics observed in a CFD simulation with a parallel
G-Equation solver of the same flame. In PAPER_ROLEX, the nonlinear flame models represent
identical flames but not the same flame as the parallel CFD simulation. The state of the flame
resolved with CFD generally differs from the states of the flames represented by the nonlinear
LOMs. Consequently, in PAPER_ROLEX we apply parameter estimation only. The identified
parameters are transferred to the remaining flame models of the (can-)annular system, which do
not have a parallel CFD simulation.

All mentioned combinations of flame model and acoustic solver are, in principle, capable of pre-
dicting LC oscillations in (can-)annular configurations. The approaches differ by the achievable
accuracy, robustness/reliability, and computational cost. Table 6.1 assesses the different model
classes based on these categories. The models of category 1 in Tbl. 6.1, which implement data-
driven, lumped flame models, are very efficient in solving the self-excited system. However,
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depending on the exact model used, the identification step may be very costly, while the achiev-
able accuracy is moderate (again heavily dependent on the exact model used). As these model
types are not based on physical principles, they do not perform well outside the training data
range and are thus not overall reliable. The opposite is true for category 2, the hybrid CFD
model structure proposed by Jaensch et al. [58]. No prior identification step is necessary; in-
stead, the simulation of the self-excited system is very costly, as all flames have to be explicitly
resolved in CFD. The time domain Bloch approach proposed in PAPER_BLOCH can achieve
comparable accuracy at a lower computational cost due to the symmetry condition employed.
This comes at the expense of reduced reliability and generality because the model can neither
predict the occurrence nor the effects of symmetry breaking. The ROLEX model proposed in
PAPER_ROLEX does not explicitly rely on symmetry and is thus more general. However, the
achievable accuracy is limited by the data-driven flame models employed, even though they are
being updated to best fit the CFD results. The computational cost of simulating the self-excited
system is comparable to that of the time domain Bloch approach. Nevertheless, the ROLEX
model additionally requires the prior identification of an FTF.

According to the discussion above, no favorite model structure is the best choice under all
circumstances. Models of category 1 in Tbl. 6.1 are preferable if the costly identification step is
not a major factor and if limited accuracy is tolerable. This is, for example, the case when a large
number of (acoustic) setups with the same flame are investigated. In this case, the identification
step is necessary only once, and the low computational cost of simulating the self-excited system
comes into play. The category 2 models in Tbl. 6.1 are preferable if accuracy and reliability are
the paramount goals. However, one has to keep in mind that applying this approach to a realistic
(can-)annular configuration means tremendous computational cost, as discussed in Sec. 3.1.

The two symmetry-enhanced models proposed in PAPER_BLOCH and PAPER_ROLEX are
preferable in all remaining circumstances. Again, the focus of the particular study decides which
of the two modeling approaches should be selected. If the operability of a specific configura-
tion is the focus of the investigation, the Bloch approach is the model of choice, as it requires
less preparation than the ROLEX model. Often, only one or a few azimuthal mode orders are
expected to be dominant in a specific system (often known from practical or experimental ex-
perience with the system). The Bloch approach can be run for only those mode orders. Suppose
the model predicts a high amplitude LC oscillation for only one mode order. This rules out the
considered design and/or operating point, regardless of whether the other mode orders are sta-
ble. In contrast, if the focus is on a detailed analysis of the system, for example, on the effect
of small damping devices that break the symmetry or on the azimuthal orientation of the nodal
line of a degenerate mode pair, then the ROLEX approach is the method of choice. The ROLEX
approach is also preferable for getting a global overview of a system without previous knowl-
edge of dominant mode orders. Lastly, the ROLEX approach not only predicts LC oscillations
but also yields a nonlinear flame LOM, which - although only valid in the vicinity of the ob-
served amplitudes and frequencies - can be re-used for further studies. For example, the effect
of small modifications of the acoustic properties can be quickly estimated without rerunning a
CFD simulation.

Finally, the strengths of both approaches can be combined. Running the ROLEX model will
yield a good overview of the system, although not the best possible accuracy of the predicted LC
amplitudes due to the limitations of the employed flame LOMs. The result of the ROLEX model
will reveal the system’s dominant mode order and whether the Bloch approach is applicable. If
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symmetry is maintained, the ROLEX results can be backed up with the Bloch approach run at
the obtained dominant mode order. Due to its accurate representation of flame dynamics, this
will yield the best possible accuracy.

6.2 Thermoacoustic Tuning of Single-Can Test-Rigs

In PAPER_BLOCH we developed a numerical tool to predict LC oscillation in an entire can-
annular configuration based on a single-can (or single-flame) simulation. The principal idea be-
hind this model is highly relevant also for experimental test facilities. As explained in Sec. 3.2.1,
thermoacoustics of an entire can-annular configuration can not be represented by one single
can without further measures. Nevertheless, gas turbine manufacturers strive to use their exist-
ing single-can test-rigs (which are mainly built for investigating emissions and flame stability
against blow-off and flashback) for thermoacoustic characterization of the full engine by adapt-
ing the single-can acoustics with passive devices to mimic the influence of the remaining parts
of the engine [6, 145, 146]. Hitherto, this adaption of single-can test-rigs lacked a solid theo-
retical foundation. In PAPER_TESTRIG we develop a strategy to tune single-can test-rigs based
on the Bloch-wave theorem. First, equivalent reflection coefficients Rm at the upstream and
downstream termination of a single can are computed for the given engine configuration. In
a second step, passive acoustic elements, here Helmholtz-resonators, are installed at the up-
stream and downstream termination of the can and are tuned to mimic the equivalent reflection
coefficients.

The use of equivalent reflection coefficients Rm closely connects this approach to the nu-
merical model from PAPER_BLOCH. These reflection coefficients are also employed in re-
lated numerical studies [28, 87, 88]. To the author’s knowledge, the strategy developed in PA-
PER_TESTRIG is the first time that the equivalent reflection coefficient Rm is used in an exper-
imental context. The main difference to the Bloch approach from PAPER_BLOCH is, that Rm

can not be imposed exactly in an experimental test-rig but must be emulated with passive acous-
tic elements. In principal, active control methods [147–149] could be used to approximate Rm

at the can terminations. However, this approach seems difficult to implement in high-pressure
single-can test-rigs of applied can-annular combustors because of generally limited access and
the hot gas environment.

The strategy developed in PAPER_TESTRIG offers a theoretically sound approach for studying
thermoacoustic properties of a full can-annular combustion system based on a single-can test
rig. As the alternative to this strategy is to build and run a pressurized full can-annular test
combustor, the developed strategy has the potential to greatly reduce experimental efforts in the
design phase of can-annular combustors.

6.3 Calibrating Global Reaction Mechanisms

The global energy transition necessitates the use of renewable fuels such as hydrogen. Gas tur-
bines with state-of-the-art combustor technologies are often not ready for a complete replace-
ment of natural gas with hydrogen. Therefore, the deployment of hydrogen / natural gas fuel
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blends becomes increasingly important [7]. This poses a challenge for the numerical simulation
of these combustors. Detailed reaction mechanisms (DM) are capable of handling fuel blends
if they include all fuel species. However, due to their large number of species and reactions,
using DM would drastically increase the computational cost of the numerical methods devel-
oped in PAPER_BLOCH and PAPER_ROLEX. In contrast, global reaction mechanisms (GM) are
computationally efficient but are usually calibrated for a relatively narrow operating window.
Their accuracy deteriorates if used at off-design points. Most of the readily available GM are
developed for pure natural gas or pure hydrogen [150]. As they typically do not include one or
the other fuel species, they cannot be used for a hydrogen / natural gas fuel blend.

In PAPER_MECH we extend the method proposed by Polifke et al. [115] to calibrate global
reaction mechanisms focusing on the correct representation of flame dynamics. The accurate
prediction of flame dynamics by the CFD simulation employed is the foundation of the numer-
ical methods developed in PAPER_BLOCH and PAPER_ROLEX. When applying the ROLEX
model or the Bloch approach at an operating point for which no global reaction mechanism is
available, a necessary step in the setup of the single-sector LES is the calibration of a suitable
reaction mechanism following the approach from PAPER_MECH. This step was also essential
for the simulation of the NTNU annular rig discussed in Sec. 5.3, which is operated with a
volume ratio of 57% CH4 and 43% H2.
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7 Summary of Papers

This chapter summarizes the four publications that constitute this thesis. For each publication,
the original abstract and the individual contributions of each author are presented. Note that the
individual publications are ordered thematically, not chronologically.

During this PhD project, the present author additionally contributed to eight peer-reviewed pub-
lications, one of them as the first author. These publications do not directly contribute to the
framework developed within this thesis but are nevertheless thematically more or less closely
linked. These publications are briefly summarized below.

The paper [47] (first author) proposes the xFDF (see 6.1.1), which extends the FDF by includ-
ing the flame response at higher harmonics of the input. The xFDF yields more accurate LC
predictions than the classical FDF, particularly in configurations where higher harmonics play
a significant role. In [151], we investigate various Machine Learning algorithms to interpolate
and extrapolate an FDF. The algorithms studied allow for a reduction in the number of data
points required for identifying an FDF. The paper [88] uses the equivalent reflection coeffi-
cient to explain the clustering of intrinsic thermoacoustic (ITA) modes in annular combustors.
This study contributes to understanding the various types of thermoacoustic modes found in
an annular combustor setup. In [85], we analyze the response of a symmetrical flame to trans-
verse excitation, for example, caused by azimuthal modes in an annular combustion chamber.
We demonstrate that the flame primarily responds at twice the forcing frequency, which can
trigger higher-order modes and may lead to modal coupling. The paper [152] studies the inter-
play of clustered ITA and acoustic modes in can-annular combustors. It demonstrates how an
exceptional point shapes the eigenvalue spectrum of a can-annular configuration and in which
circumstances modes drift away from their original cluster. In [128], we propose the Oscillator
Flame Model (see 6.1.1). This new type of nonlinear flame model aims to fill the gap between
frequency domain models such as the FDF and sophisticated, data-driven models like ANN.
In [105], we compare the fully compressible and low-Mach CFD formulation for identifying
the FTF. We demonstrate that the dynamics of acoustically compact, velocity-sensitive flames
are equally well described by the low-Mach formulation, which is preferable due to the simpler
numerical setup. The paper [153] addresses model order reduction for complex moving fronts,
which are transported by advection or a reaction-diffusion process. It proposes a new approach
similar to autoencoder ANNs but with additional insights into the system, which can be used
for efficient reduced-order models.

65



Summary of Papers

7.1 Time Domain Bloch Boundary Conditions for Effi-
cient Simulation of Thermoacoustic Limit-Cycles in
(Can-)Annular Combustors

This paper presents and validates the time domain Bloch-wave approach, which directly exploits
the symmetry of (can-)annular configurations. If the inherent assumptions about the mode sym-
metry are fulfilled, the proposed approach proves to be very efficient and accurate.

Original Abstract: Thermo-acoustic eigenmodes of annular or can-annular combustion cham-
bers, which typically feature a discrete rotational symmetry, may be computed in an efficient
manner by utilizing the Bloch-wave theory. Unfortunately, the application of the Bloch-wave
theory to combustion dynamics has hitherto been limited to the frequency domain. In this study
we present a time domain formulation of Bloch boundary conditions (BBC), which allows to
employ them in time domain simulations, e.g. CFD simulations. The BBCs are expressed as
acoustic scattering matrices and translated to complex-valued state-space systems. In a hybrid
approach an unsteady, compressible CFD simulation of the burner-flame zone is coupled via
characteristic-based state-space boundary-conditions to a reduced order model of the combus-
tor acoustics that includes BBCs. The acoustic model with BBC accounts for cross-can acoustic
coupling and the discrete rotational symmetry of the configuration, while the CFD simulation
accounts for the nonlinear flow-flame-acoustic interactions. This approach makes it possible
to model limit cycle oscillations of (can-)annular combustors at drastically reduced computa-
tional cost compared to CFD simulations of the full configuration, and without the limitations
of weakly nonlinear approaches that utilize a flame describing function. In the current study the
suggested approach is applied to a generic multi-can combustor. Results agree well with a fully
compressible CFD simulation of the complete configuration.

Contribution according to Contributor Role Taxonomy scheme (CRediT):

Contribution Author
Conceptualization M. Haeringer
Methodology M. Haeringer
Software M. Haeringer
Validation M. Haeringer
Formal analysis M. Haeringer, W. Polifke
Data Curation M. Haeringer
Writing - Original Draft M. Haeringer
Writing - Review Editing M. Haeringer, W. Polifke
Visualization M. Haeringer
Supervision W. Polifke

Status: Published in Journal of Engineering for Gas Turbines and Power.
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Engineering for Gas Turbines and Power, 141(12):121005, 2019. doi: 10.1115/1.4044869
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7.2 Hybrid CFD/Low-Order Modeling of Thermoacoustic
Limit Cycle Oscillations in Can-Annular Configurations

This paper presents and validates the ROLEX model. Though slightly less accurate and efficient
than the time domain Bloch-wave approach, the ROLEX model is generally applicable and does
not rely on assumptions about mode symmetry.

Original Abstract: We propose a hybrid strategy for modeling non-linear thermoacoustic phe-
nomena, e.g. limit-cycle (LC) oscillations, in can-annular combustion systems. The suggested
model structure comprises a compressible CFD simulation limited to the burner/flame zone of
one single can, coupled to a low-order model (LOM) representing the remaining combustor. In
order to employ the suggested strategy for modeling non-linear phenomena such as LC oscil-
lations, the LOM must capture non-linear flame dynamics in the cans, which are not resolved
by CFD. Instead of identifying such non-linear flame models in preliminary simulations, we
aim at learning the non-linear dynamics “on-the-fly”, while simulating the self-excited system
under consideration. Based on the observation of flame dynamics in the CFD domain, the pa-
rameters of the employed non-linear models are estimated during run time. The present study
reveals that block-oriented models, which comprise a linear dynamic part followed by a static
non-linear function, are well suited for this purpose. The proposed hybrid model is applied to
a laminar can-annular combustor. Results agree well with the monolithic CFD simulation of
the entire combustor, while the computational cost is drastically reduced. The employed flame
models, whose parameters are identified during the simulation of the self-excited LC oscillation,
represent well the relevant non-linear dynamics of the considered flame.
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14(1-2): 143–152, 2022. doi: 10.1177/17568277221085953.
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7.3 A Strategy to Tune Acoustic Terminations of Single-Can
Test-Rigs to Mimic Thermoacoustic Behavior of a Full
Engine

In this paper, the consequences of the Bloch-wave theorem are used to gain insight into the
transferability of results obtained with a single-can test-rig to the entire engine. It transfers
knowledge gained from the development of numerical models to experimental test-rigs.

Original Abstract: Thermoacoustic properties of can-annular combustors are commonly inves-
tigated by means of single-can test-rigs. To obtain representative results, it is crucial to mimic
can-can coupling present in the full engine. However, current approaches either lack a solid the-
oretical foundation or are not practicable for high-pressure rigs. In the present study we employ
Bloch-wave theory to derive reflection coefficients that correctly represent can-can coupling.
We propose a strategy to impose such reflection coefficients at the acoustic terminations of a
single-can test-rig by installing passive acoustic elements, namely straight ducts or Helmholtz
resonators. In an iterative process, these elements are adapted to match the reflection coefficients
for the dominant frequencies of the full engine. The strategy is demonstrated with a network
model of a generic can-annular combustor and a 3D model of a realistic can-annular combus-
tor configuration. For the latter we show that can-can coupling via the compressor exit plenum
is negligible for frequencies sufficiently far away from plenum eigenfrequencies. Without uti-
lizing previous knowledge of relevant frequencies or flame dynamics, the test-rig models are
adapted within a few iterations and match the full engine with good accuracy. Using Helmholtz
resonators for test-rig adaption turns out to be more viable than using straight ducts.
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Full Engine. Journal of Engineering for Gas Turbines and Power, 143(7):710029, 2021. doi:
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7.4 Large Eddy Simulation of the Dynamics of Lean Pre-
mixed Flames Using Global Reaction Mechanisms Cal-
ibrated for CH4-H2 Fuel Blends

This paper extends an existing method to calibrate a global reaction mechanism. The focus of
the calibration is the correct prediction of flame dynamics. This is particularly relevant due to
the increased use of fuel blends, for which no global mechanisms are available in the literature.

Original Abstract: The effects of hydrogen addition on the flame dynamics of a bluff-body
stabilized methane–hydrogen turbulent flame are studied with large eddy simulation (LES). The
LES is carried out with the thickened flame model and global kinetic mechanisms calibrated for
the methane–hydrogen mixtures. Conjugate heat transfer is included in the LES to consider a
proper wall temperature while the flame shape changes with hydrogen addition. A data-based
calibration of the global mechanisms is done with a methodology based on reproducing the
net species production rates computed with a detailed kinetic mechanism. An improvement in
this methodology is proposed to increase its accuracy and reliability. The calibrated mechanisms
accurately describe the variation of the laminar flame speed and the thermal flame thickness with
hydrogen addition and equivalence ratio in a freely propagating premixed flame. The variations
of the consumption speed and the thermal flame thickness with the strain rate in a symmetric
counterflow premixed flame are also well predicted. The numerical simulations reproduce the
transition from V- to M-shape flame induced by hydrogen addition, and the axial distribution
of the heat release agrees with the experimental measurements of OH chemiluminescence. The
unit impulse response and the flame transfer function are computed from the LES data using
system identification (SysID). The flame transfer functions show a remarkable agreement with
the experimental data, demonstrating that the LES-SysID approach using properly calibrated
global mechanisms can predict the response of turbulent methane–hydrogen flames to velocity
fluctuations. A comparison of the unit impulse response for the various hydrogen additions is
presented, and the effect of hydrogen in the flow–flame interaction of the burner evaluated is
discussed.
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8 Conclusion and Outlook

Within this thesis, two hybrid, symmetry-enhanced modeling strategies for annular and can-
annular combustion systems were developed: the time domain Bloch-wave approach and the
ROLEX model. The Bloch approach relies on relatively strict assumptions about mode sym-
metry and includes only one azimuthal mode order at a time. However, it is simple to set up
and if its assumptions are met, the achievable accuracy is comparable with that of a monolithic
compressible large-eddy simulation (LES) of the entire system. The ROLEX model, on the
other hand, includes more model ingredients, particularly a Flame Transfer Function (FTF) that
must be identified in a prior simulation. The flame model limits its achievable accuracy, which
is thus generally lower than that of the Bloch approach. However, the ROLEX model yields a
complete picture of the system considered, including all mode orders, possible interactions of
individual mode orders, and the occurrence and effects of symmetry breaking. In a way, the two
modeling frameworks are complementary to each other. The ROLEX model can indicate which
azimuthal mode orders are relevant and whether the Bloch approach is applicable. The Bloch
approach may then be used to obtain highly accurate results of the relevant mode order.

Both model types come at significantly lower computational cost than a monolithic compress-
ible LES of the entire configuration because their LES domains are limited to one single
burner/flame zone. At the same time, both models can represent rich nonlinear dynamics, in
contrast to the widely used “weakly nonlinear” frequency domain models that rely on the Flame
Describing Function (FDF). Also, a tedious identification of a nonlinear model for a wide range
of frequencies and amplitudes is not required. These features qualify the two models devel-
oped for use in the design process of a new combustion system. Their moderate computational
cost allows repeated application to design iterations, and their accuracy is sufficient for reliable
predictions.

The accuracy of the models proposed within this thesis crucially depends on their ingredients:
the single-flame LES, the acoustic low-order model (LOM), and, in the case of the ROLEX
approach, the flame model. The reaction mechanism is a decisive factor for the accuracy and
efficiency of the LES. Within this thesis, a tool to calibrate a global reaction mechanism for
an arbitrary fuel and operating point was developed. Due to the widespread introduction of
new fuels such as ammonia, fuel blends, particularly mixtures of fossil fuels and hydrogen, and
dilution of the reactants with steam or exhaust gas, for which no global mechanisms are readily
available, such a tool becomes increasingly important.

Within this thesis, the underlying idea of the Bloch approach, the representation of the entire
system as a single sector plus symmetry condition, was transferred to experimental single-can
test-rigs. The strategy developed enables the use of single-can test-rigs for thermoacoustic in-
vestigations of an entire can-annular combustion system. It may thus reduce the need for testing
on full can-annular rigs, which are very complex and expensive facilities.

71



Conclusion and Outlook

Future work may focus on extending the numerical models developed within this thesis. Cur-
rently, the ROLEX model employs a Wiener-type flame model, which is relatively simple and
relies only on a few parameters, making the identification process very efficient. However, its
prediction capabilities are limited, though sufficient for the application cases studied in this
thesis. Using a parsimonious set of nonlinear ordinary differential equations (see [128]) or a G-
equation solver with online parameter identification (see [142]) could be a promising alternative
to Wiener-type models. Furthermore, additional physical mechanisms of the flame response
can be implemented without requiring major changes to the model structure. Only velocity-
sensitive, premixed flames responding to axial velocity perturbations are currently considered.
Models representing the response to equivalence ratio fluctuations or transverse velocity pertur-
bations can be included without essential difficulty. Moreover, the coupling of acoustic LOM
and LES can be generalized. Right now, only acoustic waves are passed through the interface.
However, the present framework can be easily extended to other wave types, such as entropy
and mixture fraction waves.
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Time-Domain Bloch Boundary
Conditions for Efficient
Simulation of Thermoacoustic
Limit Cycles in (Can-)Annular
Combustors
Thermo-acoustic eigenmodes of annular or can-annular combustion chambers, which
typically feature a discrete rotational symmetry, may be computed in an efficient manner
by utilizing the Bloch-wave theory. Unfortunately, the application of the Bloch-wave
theory to combustion dynamics has hitherto been limited to the frequency domain. In this
study, we present a time-domain formulation of Bloch boundary conditions (BBC), which
allows to employ them in time domain simulations, e.g., computational fluid dynamics
(CFD) simulations. The BBCs are expressed as acoustic scattering matrices and trans-
lated to complex-valued state-space systems. In a hybrid approach an unsteady, com-
pressible CFD simulation of the burner-flame zone is coupled via characteristic-based
state-space boundary conditions to a reduced order model of the combustor acoustics
that includes BBCs. The acoustic model with BBC accounts for cross-can acoustic cou-
pling and the discrete rotational symmetry of the configuration, while the CFD simulation
accounts for the nonlinear flow–flame acoustic interactions. This approach makes it pos-
sible to model limit cycle oscillations of (can-)annular combustors at drastically reduced
computational cost compared to CFD simulations of the full configuration and without
the limitations of weakly nonlinear approaches that utilize a flame describing function. In
this study, the suggested approach is applied to a generic multican combustor. Results
agree well with a fully compressible CFD simulation of the complete configuration.
[DOI: 10.1115/1.4044869]

Introduction

With the introduction of low-emission, lean-premixed gas tur-
bine combustion systems, thermo-acoustic combustion instabil-
ities (TCI) have become a major concern in the development of
new combustors. Arising from constructive feedback between
flame dynamics and acoustics, TCIs can lead to large-scale pres-
sure oscillations, which significantly limit the operational range
and may even cause structural damage [1].

Nowadays, the majority of gas turbine combustion systems are
of annular or can-annular type. Although the basic configuration
of these two types differs in some respects, they have two impor-
tant things in common. First, both types typically feature a dis-
crete rotational symmetry, i.e., they comprise a number of N
identical sectors—in the following denoted as “unit cells”—
arranged equidistantly around the circumference of the engine.
Second, the individual unit cells—each containing a burner—are
coupled acoustically [2] and therefore interact with each other.
This gives rise to azimuthal modes, which extend over all burners
around the circumference. Such azimuthal modes, which differ
fundamentally from axial modes in isolated burners, are often the
dominant unstable modes in real engines [1].

In order predict the occurrence of TCIs in such systems, the
model used has to account for the interaction of individual burn-
ers. In principle, a large eddy simulation of the whole combustion
system including all unit cells captures the relevant physics [3–5].
As this approach directly solves the nonlinear governing equa-
tions, it inherently accounts for nonlinear effects such as nonlinear
saturation of the flame response. However, the tremendous com-
putational effort of this approach has prevented its application in

the industrial development process. Alternatives with reduced lev-
els of accuracy and computational effort are frequency domain
methods, based on simplified analytical models [6–8], network
model approaches [9–11], or linearized conservation equations as
the inhomogeneous Helmholtz equation [12].

Mensah et al. [13] utilized the Bloch-wave theory [14] in com-
bination with the Helmholtz equation to determine thermo-
acoustic eigenmodes of an annular combustor. For discrete sym-
metric systems, the Bloch-wave theory allows to consider just one
unit cell by imposing special periodic boundary conditions—also
called Bloch-boundary conditions (BBC). This drastically reduces
computational cost. While the Bloch-wave theory is well estab-
lished in aero-acoustics (e.g., see Refs. [15] and [16]), there are
just a few pertinent studies in the field of thermo-acoustics. Ghir-
ardo et al. [17] applied the Bloch-wave theory to compute eigenm-
odes of a generic can-annular combustor. Mensah et al. [18]
assessed the effects of asymmetry by combining the Bloch-wave
theory with an adjoint-based perturbation method. Important in
the context of this work is the study of Mensah and Moeck [19]
who combined the Bloch-wave approach with the weakly nonlin-
ear flame describing function framework [20] to compute limit
cycles of azimuthally spinning modes in annular combustors.

All of these studies cited apply the Bloch-wave theory in com-
bination with frequency domain methods. These methods rely on
the availability of an accurate model for the flame dynamics. This
is especially the case, if nonlinear phenomena such as limit cycle
oscillations are considered. The required nonlinear flame model,
e.g., a flame describing function, is costly to determine or even
not available. In contrast, time-domain methods like large eddy
simulations inherently include nonlinear flame dynamics and are
therefore better suited to account for nonlinear phenomena.

However, in other fields of physics the application of Bloch-
wave theory with time-domain methods is already established
(see, e.g., Refs. [21] and [22]). This study is intended to fill this
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gap in the field of thermo-acoustics. It presents a time-domain for-
mulation of BBC, which may be coupled to other time-domain
models, e.g., a CFD simulation, in a straightforward manner. The
proposed approach follows the hybrid strategy suggested by
Jaensch et al. [23], who coupled a compressible CFD simulation
of the burner-flame zone, which represents nonlinear flame–flow
interactions, to a reduced order model of the system acoustics. In
this study, the reduced order acoustic model includes a BBC,
which accounts for discrete rotational symmetry of the considered
system. The proposed approach therefore combines the advan-
tages of time-domain models—in particular the incorporation of
nonlinear effects—with a significant reduction in computational
cost that is offered by Bloch-wave theory.

The paper is structured as follows: In the Bloch-Wave Theory
section, Bloch-wave theory and its application to the calculation
of thermo-acoustic eigenmodes of discrete rotational systems are
recapitulated. The Time-Domain State-Space Representation
section introduces the formulation of BBCs as acoustic scattering
matrices, their translation into complex-valued time-domain state-
space models, and the interconnection with other acoustic ele-
ments. This section also presents the hybrid approach, which cou-
ples the state-space model including the time-domain BBC to a
fully compressible CFD simulation representing the flame–flow
interactions. The CFD With Bloch-Boundary Conditions section
discusses the complications that arise from the coupling of a
complex-valued state-space system with a CFD simulation that
can only handle real-valued signals, then the proposed approach is
applied to compute limit cycle oscillation of individual azimuthal
modes of a generic multi-can combustor in the application to a
generic multican combustor section. Results are compared to a
fully compressible CFD simulation of the complete configuration.
In the Conclusion section a short conclusion is drawn.

Bloch-Wave Theory

This section recalls the Bloch-wave theory in the context of
thermo-acoustics. The structure follows the presentation of Ghir-
ardo et al. [17]. It is assumed that the full combustion system con-
sists of N identical sectors (denoted as “unit cells”) that are
equidistantly spaced around the circumference. This system
exhibits a discrete rotational symmetry of Nth order, i.e., the
geometry is invariant under rotation by an angle of /¼ 2p/N.
Figure 1 shows an example of such a system with N¼ 4.

According to the Bloch-wave theorem [14], the solution of the
acoustic pressure field in such discrete rotational symmetric sys-
tems can be written as

p̂ðxÞ ¼ WðxÞeim/; with

m ¼ �ðN=2� 1Þ;…;�1; 0; 1;…;N=2� 1;N=2:
(1)

Here, p̂ denotes the Fourier transform of acoustic pressure and
x ¼ ðr;/; zÞ is the position vector comprised of the radial, circum-
ferential, and axial coordinate. W is a function that is identical in
all N unit cells, m is called the Bloch-wave number, and its abso-
lute value jmj is the azimuthal mode order. Equation (1) implies
that the solution in the full configuration is mapped from the solu-
tion in one unit cell by changing its complex phase according to
the Bloch-wave number m.

Depending on the Bloch-wave number m, the appearing modes
can be classified into three types, i.e., spinning modes, purely axial
modes, and “push–pull” modes. Bloch-wave numbers of m ¼
61;…;6ðN=2� 1Þ designate modes spinning in the (anti-)clock-
wise direction [17]. In the following, we assume that the full configu-
ration also exhibits reflectional symmetry, i.e., azimuthal mean flow
is negligible. In this case, the modes with Bloch-wave numbers 6 m
are degenerate pairs that share the same eigenfrequency. The corre-
sponding modes merely differ by the direction of rotation.

In contrast to the spinning modes, modes with m¼ 0 and
m¼N/2 do not occur in pairs. The former are purely axial modes

with identical pressure fields in each unit cell, i.e., all unit cells
oscillate in phase. The latter only exist for even N and are called
“push–pull” modes. They are characterized by pressure and veloc-
ity fields with alternating signs in adjacent unit cells [17], i.e., all
unit cells are perfectly out of phase with their respective
neighbors.

With the assumption of reflection symmetry introduced previ-
ously, the mode pair with Bloch-wave numbers of opposite sign
shares the same eigenfrequency x. Therefore, the time-domain
pressure field for a certain azimuthal mode order jmj can be for-
mulated as

pðx; tÞ ¼ Re WðxÞeixtðc1eim/ þ c2e�im/Þ
� �

(2)

where the coefficients c1 and c2 are the respective amplitudes of
the anticlockwise and clockwise spinning waves. The amplitudes
are in general not fixed a priori, but are part of the solution and
may in general evolve in time. For the two types of standing
modes—, i.e., axial and “push–pull” modes—this superposition is
actually superfluous, as both c1 and c2 components have the same
structure. However, to avoid case distinctions also those mode
types are in the following expressed as superposition of two
components.

In order to facilitate a time-domain formulation of BBCs and in
particular the coupling with a transient CFD simulation, we repre-
sent in this study the pressure field for a certain azimuthal mode
order m with the less common, but mathematically equivalent
ansatz2

pðx; tÞ ¼ Re WðxÞeim/ðc1eixt þ c2e�i�xtÞ
� �

(3)

Fig. 1 Generic pseudo-2D plenum-burner configuration with
N 5 4 burners. Unit cell marked by dashed box. BBC at unit cell
interfaces are marked in blue and indicated by “Bloch-BC”.
Gray arrows indicate the mean flow direction.

2With this ansatz Bloch-wave number and azimuthal mode order are identical.
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with positive Bloch-wave numbers m ¼ 0;…;N=2 and the com-
plex conjugate �x of the angular frequency.

The solution for the full configuration is obtained by mapping
the solution from one unit cell to the others according to Eq. (1).
In order to obtain the solution in the unit cell, appropriate bound-
ary conditions have to be set at the interfaces to the adjacent cells.
Therefore, we consider the unit cell centered at the azimuthal
position /¼/0 and extended over / ¼ ½/0 � p=N;/0 þ p=N�.
The conditions that the function WðxÞ is identical in each unit cell
and that the pressure is continuous across the interfaces between
adjacent cells demand that W has to be equal at both interfaces

W r;/ ¼ /0 �
p
N
; z

� �
¼ W r;/ ¼ /0 þ

p
N
; z

� �
(4)

Inserting this relation in Eq. (1) yields a pseudo-periodic boundary
condition for the pressure

p̂ r;/ ¼ /0 þ
p
N
; z

� �
¼ p̂ r;/ ¼ /0 �

p
N
; z

� �
eim2p

N (5)

The same considerations apply for the azimuthal acoustic velocity
û/, yielding the identical pseudo-periodic condition

û/ r;/ ¼ /0 þ
p
N
; z

� �
¼ û/ r;/ ¼ /0 �

p
N
; z

� �
eim2p

N (6)

These pseudo-periodic boundary conditions, Eqs. (5) and (6), for
the acoustic variables are also called BBCs. For each azimuthal
mode order, they impose a certain phase shift between the two
interfaces. Using these boundary conditions, the eigenmodes of
different azimuthal mode orders m may be obtained by solving
acoustic governing equations in one unit cell. One possibility is to
represent the unit cell as a network model, i.e., as a connection of
basic acoustic elements. The hybrid approach proposed in this
paper adopts this network model approach, but it is important to
note that the Bloch-wave theory is a physical condition and there-
fore not restricted to a specific acoustic solver.

The Bloch-wave approach is applicable as long as the system is
composed of identical unit cells. Provided that the geometry fea-
tures discrete rotational symmetry, Bloch-wave theory is thus
valid for axial modes (m¼ 0), “push–pull” modes (m¼N/2), and
azimuthally spinning modes (m ¼ 1;…;N=2� 1). In the linear
regime, standing waves that result from superposition of two
counter-rotating spinning modes of same mode order m and
equal amplitudes (c1¼ c2) may also be represented by Bloch
waves. However, in the nonlinear regime a standing wave will
expose individual burners to nonidentical amplitude levels, which
in general leads to nonidentical flame dynamics due to nonlinear
saturation [24]. This effect breaks the discrete rotational symme-
try, which is the prerequisite for applying Bloch-wave
theory [19].

Time-Domain State-Space Representation

Scattering Matrix Representation. In a network model
approach, an acoustic system is split into basic elements that are
connected to each other at the ports of these elements [25]. Each
acoustic element can be characterized by its scattering matrix,
which relates in- and outgoing acoustic waves expressed in terms
of the Riemann-invariants f̂ ¼ p̂=qcþ û and ĝ ¼ p̂=qc� û where
q is the mean density and c the mean speed of sound.

Figure 2 shows the unit cell marked in Fig. 1 by the dashed
box, with BBC imposed at the interface to the adjacent unit cells.
The right and left interfaces are denoted with indices “R” and
“L,” respectively. As indicated in Fig. 2, these pseudo-periodic
boundary conditions may be considered as an acoustic element
that connects the two interfaces. The scattering matrix of this ele-
ment can be deduced from relations Eqs. (5) and (6) and reads

ĝL

f̂ R

" #
¼

0 e�im2p
N

eim2p
N 0

" #
f̂ L

ĝR

" #
(7)

The scattering matrix representing the BBC is a frequency inde-
pendent and memoryless phase shift condition.

State-Space Representation. Thermo-acoustic network mod-
els are conveniently formulated as linear state-space models. The
thermo-acoustic network tool tax [25] used in this study is based
on state-space representation. Those state-space models may be
obtained from analytical solutions, modal expansion [26], or a
spatial discretization of linearized conservation equations in the
considered element [27,28]. Advantages of this representation are
the simple interconnection of individual elements [26] and the
direct access to eigenmodes by solving a linear eigenvalue prob-
lem [28]. The general form of a state-space model reads

_x ¼ Axþ Bu

y ¼ Cxþ Du
(8)

where u are the inputs and y the outputs of the system. The state
vector x describes the internal state of the system and _x denotes
the time derivative of the state vector. The matrix A characterizes
internal dynamics, B the influence of the inputs on the internal
state, C projects the states onto the outputs, and D describes any
direct influence of inputs on outputs.

The scattering matrix in Eq. (7) describes a system with no
internal dynamics. Consequently, the system has no internal states
and its state-space representation has empty matrices A, B, C. If
gLðtÞ and fRðtÞ are chosen as outputs and fLðtÞ and gRðtÞ as inputs
of the system, the BBC represented as state-space model is written
as

gL tð Þ
fR tð Þ

" #
¼ D �

fL tð Þ
gR tð Þ

" #
¼

0 e�im2p
N

eim2p
N 0

" #
�

fL tð Þ
gR tð Þ

" #
(9)

Here, the D matrix is identical to the scattering matrix in Eq. (7),
but formally the model in Eq. (9) is formulated in time domain
while Eq. (7) is formulated in frequency domain. The matrices are
identical due to the linearity of the Fourier transform: the constant

Fig. 2 Scattering-matrix representation of BBC
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(complex-valued) coefficient e6im2p
N both appears in time and fre-

quency domain.
Unlike the vast majority of common state-space models, the

present model representing BBC has complex-valued coefficients.
In general, this results in complex-valued output signals. Accord-
ing to Eq. (3), the physically relevant quantity is the real part of
the signals. Further implications resulting from these complex-
valued coefficients are discussed in the section CFD With Bloch-
Boundary Conditions.

The time-domain state-space formulation of BBC in Eq. (9)
offers great flexibility in coupling them with other time-domain
models. They may be interconnected with state-space models of
other acoustic elements in order to represent more complex acous-
tic systems [25,29]. Connecting a network model of one unit cell
of the combustor shown in Fig. 1 with the Bloch-element in
Eq. (9) yields a network model for the full combustor, valid for a
certain azimuthal mode order m. Figure 2 illustrates this approach.
Note that the state-space representation of this interconnected
model now in general has also complex-valued coefficients,
because the Bloch-element is complex-valued. The time-evolution
of acoustic pressure and velocity together with the heat release
rate fluctuation is obtained by solving this interconnected model,
which has the form Eq. (8), for a given initial condition x0. The
solution can then be mapped from the computed unit cell to the
remaining combustor according to Eq. (1). The physical quantities
are described by the real part of the solution.

Hybrid Approaches: Coupling to CFD. If the approach
described previously is used to simulate limit cycle oscillations,
the network model has to include an accurate flame model that
accounts for nonlinear dynamics. As for frequency domain meth-
ods mentioned in the introduction, the bottleneck of the above-
mentioned approach is therefore the availability of such a flame
model. An appealing alternative was suggested by Jaensch et al.
[23], where a fully compressible CFD simulation of the burner-
flame zone serves as a nonlinear time-domain flame model. The
compressible simulation is coupled to a low-order state-space
model of the acoustics via the characteristic variables f and g by
characteristic-based state-space boundary conditions (CBSBC)
[27]. In this study, this hybrid approach is followed to couple a
reduced order model including BBC to a CFD simulation, as illus-
trated in Fig. 3. We will call this approach Bloch-CBSBC/CFD.
The gist of the method is that a compressible simulation of the
burner-flame zone is coupled at the up- and downstream side to
state-space models representing the remaining acoustic elements of
one unit cell and the BBCs. This interconnected system forms a
nonlinear time-domain model of the complete combustor, which is
valid for a certain azimuthal mode order m. If the modeled system
is unstable, solving this model in time will yield limit cycle oscilla-
tions of the considered azimuthal mode order. Again, the results in
the computed unit cell can be mapped to the remaining combustor.

In this study, we consider a combustor as sketched in Fig. 1
where the individual chambers are connected only via an
upstream plenum. In reality in can-annular combustors, the indi-
vidual chambers are connected at both up- and downstream side
or even sit in the same chamber as in annular combustors. There
is no essential difficulty to account for such two-side coupling in
the present approach. In that case, both state-space models at the
in- and outlet have to include the Bloch-element in Eq. (9). Note
that the approach is not limited to network-models for the acous-
tics, because the considered state-space models generally can be
interpreted as a representation of an acoustic solver [27]. If the unit
cell has a more complex geometry, the acoustics (including the
BBC) may be modeled by Helmholtz-equation or linearized Euler-
equations and exported as a state-space model [28], which can be
coupled to CFD in the same manner as described in this study.

The present approach considers only axial acoustic forcing of
the flame, because the reduced order model is coupled to the CFD
simulation of the flame zone by means of plane waves traveling in

axial direction. If in annular combustors the flame significantly
responds to transverse velocity fluctuations, the present approach
will fail to model this interaction. However, recent studies argue
that, compared to axial forcing, the flame response on transversal
forcing is negligible, e.g., see Refs. [30] and [31].

One conceptual problem inhibits the direct application of the
proposed approach: While common CFD codes can only handle
real-valued signals, the coupled state-space system including the
Bloch-element has complex-valued coefficients and in general
returns complex-valued signals. In principle, it is conceivable to
implement a CFD code capable of handling complex-valued vari-
ables. However, the section CFD With Bloch-Boundary Condi-
tions focuses on utilizing the Bloch-CBSBC with standard CFD
codes and presents a strategy to resolve the problem of complex-
valued outputs.

CFD With Bloch-Boundary Conditions

We consider a compressible CFD coupled with Bloch-CBSBC
as illustrated in Fig. 3. As the CFD simulation can handle only
real-valued signals, f ðtÞ and gðtÞ at the interface to the Bloch-
CBSBC have to be purely real-valued, which results in a purely
real-valued acoustic pressure and axial velocity at this location.
The wave gðtÞ traveling outward the CFD domain is purely real-
valued anyway. Thus, we have to restrict the solutions computed
by the Bloch-CBSBC to those that yield purely real-valued out-
puts f ðtÞ imposed at the interface to the CFD domain. From the
perspective of CFD simulation, this is reasonable, because
the physical pressure and velocity is governed by the real part of
the signals. But what is the azimuthal pressure and velocity distri-
bution for those special solutions, which yield purely real-valued
outputs? As outlined in the following, restricting the solutions to
purely real-valued outputs will fix the amplitudes of the counter-
rotating waves to c1¼ c2.

The azimuthal pressure distribution is governed by Eq. (3). For
simplicity, we omit the radial and axial dependence of W and we
neglect the modal growth rate. These assumptions abbreviate the
following expressions but they are not required for the validity of
the results. We omit the Re operator in Eq. (3) and directly

Fig. 3 Hybrid approach of coupling compressible CFD to
state-space models including Bloch elements
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consider the complex-valued pressure ~pð/; tÞ, which is solved for
in the Bloch-CBSBC. Hence, Eq. (3) can be written as

~pð/; tÞ ¼ Wð/Þ½½ðc1 þ c2ÞcosðxtÞcosðm/Þ
þ ðc2 � c1ÞsinðxtÞsinðm/Þ�
þ i½ðc1 � c2ÞsinðxtÞcosðm/Þ
þ ðc1 þ c2ÞcosðxtÞsinðm/Þ�� (10)

At the interface to the CFD simulation, which is located at the azi-
muthal position /¼/0, the pressure has to be purely real-valued
for all times t. According to Eq. (10), for positive wave amplitudes
ci only

c1 ¼ c2; /0 ¼
np
m
; for n ¼ 0; 1; 2;… (11)

satisfies this requirement. Equation (11) shows that restricting the
solution to purely real-valued signals at the interface to the CFD
simulation results in an azimuthally standing wave inside the
reduced order model, as the two waves of one mode order have
equal amplitude c1¼ c2. The condition /0 ¼ ðnp=mÞ requires the
CFD simulation be located in a pressure antinode. The same result
is deduced for the axial velocity in Appendix. Note that the imagi-
nary part of pressure is zero only at the azimuthal angles
/0 ¼ ðnp=mÞ, not over the entire circumference.

The azimuthal distribution of pressure and azimuthal velocity
inside the reduced order model is that of a standing wave. For
axial and “push–pull” modes, this result is trivial, as they always
feature a standing mode structure no matter what amplitudes c1

and c2. For those mode types both the obtained limit cycle ampli-
tude and the mode shape computed by the reduced order model
will be that observed in the full configuration.

For the other mode types m ¼ 1;…;N=2� 1 the result shown
in Eq. (11) is at the first glance contradictory: At the end of the
second section, it was stated that exactly this mode structure
breaks discrete rotational symmetry and inhibits the application of
Bloch-wave theory. However, the standing wave structure occurs
inside the reduced order model, which is linear and thus independ-
ent of amplitude. The CFD simulation, which is the only nonlinear
(and therefore amplitude-dependent) element in the entire model,
is located in a pressure antinode and hence faces the same ampli-
tudes of axial velocity and pressure as for a spinning wave. By
recalling that the applied BBC assure discrete rotational symme-
try, i.e., identical nonlinear saturation of all flames, it becomes
apparent that for mode orders m ¼ 1;…;N=2� 1 the entire for-
mulation actually accounts for spinning waves with either c1¼ 0
or c2¼ 0. The limit cycle amplitude obtained is that of a spinning
mode. During postprocessing, the corresponding spinning wave
structure may be reconstructed from the standing wave pressure
distribution computed by the reduced order model by doubling
one wave component and setting the other one to zero, e.g.,
c1;sp ¼ 2 � c1 and c2;sp ¼ 0.

In order to confirm the theoretical results, the state-space model
of the unit cell sketched in Fig. 2 with N¼ 4 and m¼ 1 is consid-
ered. The system is solved once in original form and once with
purely real-valued signals Imf~pð/ ¼ 0; tÞg ¼ 0 and Imf~uzðtÞg ¼
0 at the interface, as if it were coupled to a CFD simulation at
/¼ 0. Figure 4 shows the resulting acoustic plenum pressure and
azimuthal velocity over the azimuthal angle / for four different
phase instants in one oscillation period. For the specific

Fig. 4 Normalized acoustic pressure (black) and azimuthal velocity (gray) of original system
(dashed line) and suppressed imaginary part (solid line) over azimuthal angle at four different
phase instants. Unit cell is centered at / 5 0.
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initialization chosen, the original system (dashed lines) features
an azimuthally spinning wave, while the system with purely real-
valued signals at /¼ 0 (solid lines) shows a standing wave. It is
important to note that at /¼ 0, where the interface to the CFD in
the Bloch-CBSBC/CFD framework is located, the pressure is
identical for both versions at all times. Also, the axial velocity,
which is equal to the jump in azimuthal velocity, is identical for
both versions.

To summarize the considerations above: While purely real-
valued signals at the interface to the CFD require a standing mode
structure inside the Bloch-CBSBC, the complete model always
accounts for modes that maintain the discrete rotational symme-
try. These may be (standing) axial or “push–pull” modes or
degenerate modes that form azimuthally spinning waves. The
restriction of the latter mode type to spinning waves is not physi-
cal. If degenerate modes in the considered full configuration
develop a standing wave in the limit cycle, its amplitude will dif-
fer from that obtained by the Bloch-CBSBC/CFD approach [32].

The analysis above reveals important limitations of the pro-
posed Bloch-CBSBC/CFD approach: According to Eq. (10), for
nonzero wave amplitudes ci it is only possible to have vanishing
imaginary parts at one distinct azimuthal angle and only for the
pressure and the axial velocity. Thus, the coupling interface has to
be located at one distinct azimuthal angle and the CFD has to be
coupled axially, i.e., via plane waves in axial direction z, as shown
in Fig. 3. This, for example, inhibits an extension of the CFD
domain over the complete unit cell, as this would require to cou-
ple the BBC at two different azimuthal angles and in azimuthal
direction. Furthermore, the above-mentioned analysis relies on
reflection symmetry of the considered configuration. If this is not
fulfilled, the limit cycle obtained by the present approach will
deviate from the limit cycle of the full configuration.

Application to a Generic Multican Combustor

The suggested Bloch-CBSBC/CFD approach is applied to the
generic laminar multican combustor configuration sketched in
Fig. 1. The system features reflection symmetry and a discrete
rotational symmetry with N¼ 4. Results are compared to a fully
compressible CFD simulation of the complete configuration.
Unlike most configurations investigated in literature (for example,
see Refs. [6], [7], [17], [24], and [33]), where individual burners
are coupled on the downstream side or on both sides, here the
burners are coupled on the upstream side only. The reason for this
choice is that the present configuration allows us to test the pro-
posed Bloch-CBSBC/CFD approach, while it is relatively simple
to model in CFD. This configuration allows us to use standard
Dirichlet boundary conditions at the inlet and outlet, while includ-
ing downstream coupling would require more sophisticated
boundary conditions.

In order to limit the computational effort, only the pseudo-2D
configuration in Fig. 1 is considered in this study. The geometry is
characterized by a plenum-length of lp ¼ 0:1 m, an inlet-length of
li ¼ 0:05 m and an outlet-length of lo ¼ 0:1 m (see Fig. 1). The
individual burners and the plenum have a width of d¼ 5 mm. The
burner-flame zone of the individual chambers was investigated in
numerous previous studies regarding various aspects, e.g., see
Refs. [23], [34], and [35]. The burner plates feature a length of
1 mm and an area ratio of 2.5. Their temperature is fixed to 373 K
while all other walls are adiabatic. At the left side of the plenum
perfectly premixed methane–air fuel with an equivalence ratio of
0.8 and a temperature of 293 K enters with a fixed velocity (acous-
tic reflection factor R¼ 1). The inlet velocity is chosen such that
the mean velocity at the chamber inlets equals �u ¼ 0:4 m=s. At
the burner outlets a fixed atmospheric pressure is imposed (reflec-
tion factor R¼�1). All other boundaries are acoustically hard
walls, except the periodic faces shown in Fig. 1. Note that these
boundary conditions are acoustically lossless (except the diabatic
burner-plate), which has some implications on the stability prop-
erties of the system.

Linear Stability Analysis. In order to access the eigenmodes
and linear stability properties, a network model of the considered
configuration was built. The flame model required to link the
flame responses in the individual chambers to the acoustics was
taken from a previous study [36]. Eigenfrequencies of the system
are determined from the network model of the complete configu-
ration and from a network model of one unit cell following the
Bloch-wave approach. As shown in Fig. 5, the results of those two
approaches agree very well, which is in accordance with the result
of Mensah et al. [13].

The obtained eigenmodes may be classified as acoustic or
intrinsic thermo-acoustic (ITA) modes. They may be distin-
guished by “switching off” flame dynamics in the network model:
While the ITA modes disappear in the absence of flame dynamics,
the acoustic modes are only weakly affected (see the correspond-
ing pure acoustic modes indicated with gray asterisk markers). All
eigenmodes shown in Fig. 5 with frequencies below 500 Hz are of
ITA type and well below the first acoustic eigenfrequency, while
all other eigenmodes visible are of acoustic type. It is noteworthy
that the ITA modes occur with the same principal structure as the
acoustic modes: There are ITA modes with azimuthal mode order
m¼ 0 (axial modes), m¼ 1 (degenerate mode pairs), and m¼ 2
(push–pull modes).

The most dominant eigenmode of the system is the first ITA
push–pull mode at a frequency of 158 Hz. This is the only mode
in the low frequency regime with a positive growth rate. For fre-
quencies above 600 Hz, the gain of the flame transfer function is
essentially zero (see Ref. [36]); therefore, the positive growth rate
of modes at these frequencies can be considered to be an artifact
of the ideal acoustic elements and boundary conditions of the
present system. The growth rates of these modes are not reliable,
as they are very sensitive to uncertainties in the flame model.
Thus, from the results of linear stability analysis one may con-
clude that the azimuthal mode order m¼ 2 should be linearly
unstable, while the other mode orders m¼ 0 and m¼ 1 should be
stable.

However, for the limit cycle simulations presented in the sec-
tion “Results”, other (stable) modes are important as well, as they
add resonances to the system. Especially of interest are the first
acoustic axial mode at 572 Hz, the first acoustic azimuthal mode
at 964 Hz, the first acoustic push–pull mode at 1490 Hz, and the
second acoustic axial mode at 1956 Hz. The marginal stable mode
at 1704 Hz is a pure plenum mode that will not play a role,
because it cannot interact with the burners.

Numerical Setup. For the compressible CFD simulation of the
full configuration, the domain sketched in Fig. 1 was discretized
using a structured mesh with a total number of 569,000 cells. In
the region of burner-plate and flame, the mesh is uniform with a

Fig. 5 Eigenfrequencies of the full configuration (cross) com-
pared with eigenfrequencies of the unit cell with BBC with
m 5 0 (circle), m 5 1 (triangle) and m 5 2 (square). Gray asterisk
markers indicate pure acoustic modes without flame dynamics.
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cell size of 25 lm, corresponding to an average of 18 cells within
the reaction zone (similar to the mesh used by Jaensch et al. [23]
and Duchaine et al. [37]). In the remaining parts of the domain,
where mainly acoustic wave propagation has to be modeled, the
mesh is significantly coarser. Reactions are modeled by a two-step
mechanism including six species [37]. Second-order accurate dis-
cretization schemes are used both in space and time. A customized
version of rhoReactingFoam from the OpenFOAM

VR

package,
accounting for different Schmidt numbers of the individual spe-
cies, is employed as solver. The simulation is started from simul-
taneous ignition of all flames. It was performed until the build-up
of a stable limit cycle oscillation.

For the Bloch-CBSBC/CFD approach, the domain resolved by
CFD is restricted to the burner-plate/flame zone, as sketched in
Fig. 3. Exploiting the symmetry of this zone, only half of it has to
be considered. This leads to a total number of 61,600 cells, which
drastically reduces computational cost compared to the CFD of
full configuration. Otherwise, exactly the same numerical setup
was used for this approach. Both inlet and outlet conditions are
imposed by CBSBC. As illustrated in Fig. 3, the inlet state-space
model represents the upstream elements of the unit cell and the
Bloch-element with the considered mode order m. The outlet
state-space model accounts for the duct and the open end down-
stream of the flame. Without any essential difficulty, the outlet
model could also include a Bloch-element, if the considered
chambers are connected at the downstream side, too. For the
Bloch-CBSBC/CFD approach, the CFD is initialized with a nearly
converged steady-state field and the state-space models at the in-
and outlet are initialized with x0¼ 0. The configurations with
m¼ 0 and m¼ 1 that are predicted to be stable in the low fre-
quency regime (see Fig. 5) are excited at the inlet with Gaussian
impulse at the beginning of the simulation in order to observe the
decay of the stable modes. The unstable configuration m¼ 2 is not
excited externally.

Results

Full Configuration. The simultaneous ignition of all flames ini-
tially excites the axial modes of the system. The initial excitation
of these stable modes decay, while the ITA push–pull mode,
which is not excited by the simultaneous ignition, grows until it
reaches a limit cycle as observed in Fig. 6, which shows the nor-
malized heat release rate oscillation Q0ðtÞ in one chamber. The
time-trace of Q0ðtÞ in the other chambers is phase-shifted by p but
otherwise identical. Q0ðtÞ is dominated by the low frequency
push–pull mode; therefore, the decay of the axial modes at higher
frequencies is not observable there.

Figure 7 shows for the same chamber the magnitude of the
Fourier-transform of heat release rate jQ̂j and axial velocity at the
burner plate jûzj during the limit cycle. The dominant peak in the
spectrum with a magnitude of jQ̂j ¼ 0:28 at a frequency of

155 Hz is related to the ITA push–pull mode. This frequency is
quite close to the prediction of linear stability analysis.

The further peaks of jQ̂j are the higher harmonics of this mode.
Where these higher harmonics are close to other modes of the sys-
tem, they get amplified [34], which is reflected in the peaks of jûj
at 621 Hz (fourth harmonic) and 1400 Hz (ninth harmonic). Even
harmonics feature axial and odd harmonics push–pull structure;
thus, they get amplified by modes with corresponding structure in
their vicinity, i.e., the fourth harmonic is amplified by the axial
mode at 572 Hz, while the third harmonic is not, because it has
push–pull structure. None of the harmonics is of first azimuthal
mode order (m¼ 1); therefore, the azimuthal mode at 963 Hz does
not amplify any harmonics.

In addition to the harmonics, jûzj shows a peak at the second
acoustic axial mode at 1965 Hz. As mentioned previously, this is
an artifact of the acoustically ideal boundary conditions; thus, this
mode is not considered further.

Bloch Characteristic-Based State-Space Boundary Conditions/
CFD Approach. The time-trace of Q0ðtÞ obtained by the proposed
Bloch-CBSBC/CFD approach with azimuthal mode order m¼ 2 is
shown in Fig. 8. Starting from a small deviation of the initial field
from steady-state, the push–pull mode grows until it eventually
reaches a limit cycle. The finally reached amplitude level is
almost identical to the one of the full configuration. However, a
stationary limit cycle is reached significantly earlier. One reason
is that the initial excitation of the push–pull mode due to devia-
tions of the initial field from steady-state is larger than in the full
configuration, where it is essentially zero because of completely
symmetric initialization. Another reason might be the presence of
axial modes in the full configuration, which have large amplitudes
at the beginning and might inhibit the initial growth of the push-
pull mode.

Fig. 6 Normalized heat release rate of full configuration. First
transient after the ignition is excluded from the view.

Fig. 7 Spectrum of normalized heat release rate (black) and
axial velocity at burner plate (blue) of full system

Fig. 8 Normalized heat release rate for m 5 2
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The spectrum of jQ̂j and jûzj while the limit cycle is shown in
Fig. 9. The dominant peak of jQ̂j again corresponds to the
push–pull mode. The frequency of 155 Hz and magnitude of 0.265
is very close to the result of full configuration. As in the spectrum
of the full configuration, the further peaks of jQ̂j are related to the
higher harmonics of this mode. In contrast to the full system, there
is no axial mode present in the considered unit cell with m¼ 2;
therefore, the fourth harmonic is not amplified by this resonance.
Likewise, the second acoustic axial mode is not present in the
limit cycle. However, the amplification of the ninth harmonic at
1400 Hz by the first acoustic push–pull mode is reproduced cor-
rectly. To summarize, the Bloch-CBSBC/CFD approach with
m¼ 2 reproduces correctly the limit cycle frequency and ampli-
tude level of the full system while just one burner-flame zone has
to be explicitly resolved by CFD.

As already mentioned, the two remaining systems with m¼ 0 and
m¼ 1 are linearly stable. Therefore, the initial perturbation provided
by a Gaussian impulse at the inlet decays. The configuration with
m¼ 0 corresponding to axial modes features a decaying oscillation at
563 Hz, close to the result of linear stability analysis for the first
acoustic axial mode. The configuration modeling the azimuthal mode
order m¼ 1 shows decaying oscillations at frequencies of 152 Hz and
936 Hz. While the first one corresponds to the first azimuthal ITA
mode, the second one is close to the first azimuthal acoustic mode.

Comparison of Mode Structures. This section is devoted to
compare the mode shapes in the plenum obtained by the different
approaches. The previous subsection Bloch Characteristic-Based
State-Space Boundary Conditions/CFD Approach dealt with
quantities at the burner plate that are directly observable in the
CFD simulation in both approaches. In contrast to that, the plenum
is represented by the inlet state-space model in the Bloch-CBSBC/
CFD approach. The acoustic pressure and azimuthal velocity in the
plenum of one unit-cell is accessed by evaluating the state vector x
of the inlet state-space model. The mode shape in the remaining
unit cells is obtained by mapping the quantities according to Eq.
(1). In the full CFD, the acoustic pressure and azimuthal velocity is
recorded at 40 equidistantly spaced locations in the plenum.

The mode shapes are recovered from these pressure and velocity
signals by taking the real part of their Fourier transform
Refp̂g; Refû/g at the dominant frequencies for each azimuthal
mode order m. Figures 10–12 compare the shapes of the dominant
modes with azimuthal order m¼ 2, m¼ 0, and m¼ 1, respectively.

For m¼ 2, the shapes of the ITA push–pull mode obtained from
full CFD and Bloch-CBSBC/CFD approach can be directly com-
pared in the limit cycle. The results plotted in Fig. 10 show excel-
lent agreement between both approaches. As expected, the mode
has a second-order azimuthal structure. At the locations of the
chamber entries, the azimuthal velocity jumps. The height of the
jumps corresponds to the axial velocity in the chambers. Corre-
sponding to the structure of the push–pull mode, the axial velocity
changes sign in adjacent chambers.

As the configurations with m¼ 0 and m¼ 1 do not develop a
limit cycle, a direct comparison of the shapes of dominant modes
as for m¼ 2 is not possible. Instead, the dominant modes of the
Bloch-CBSBC/CFD approaches are compared to their equivalent
observed in the full CFD. As the amplitudes of these stable modes
depend on their initial excitation, for both approaches they are

Fig. 9 Spectrum of normalized heat release rate (black) and
axial velocity at burner plate (blue) for m 5 2

Fig. 10 Plenum mode shape of intrinsic push–pull mode
(m 5 2) in limit cycle plotted over azimuthal angle. Result of
Bloch-CBSBC approach (solid line) compared with recordings
in full CFD (asterisk markers).

Fig. 11 Plenum mode shape of first acoustic axial mode
(m 5 0). Bloch-CBSBC approach (solid line) compared with full
CFD (asterisk markers). Both are normalized by their maximum.

Fig. 12 Plenum mode shape of first acoustic azimuthal mode
(m 5 1). Bloch-CBSBC approach (solid line) compared with full
CFD (asterisk markers). Both are normalized by their maximum.
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normalized by their maximal value in order to allow qualitative
comparison.

The dominant mode of the system m¼ 0 is the first acoustic
axial mode, shown in Fig. 11 together with its equivalent from
full CFD. Also, for this mode order, both approaches agree very
well. The jumps of azimuthal velocity have equal height and sign,
indicating identical axial velocities in each chamber, as expected
for an axial mode.

The dominant mode of the system m¼ 1 is the first acoustic azi-
muthal mode, shown in Fig. 12 together with its equivalent from
full CFD. Again, both approaches agree very well. As illustrated
in the section CFD with Bloch-Boundary Conditions, the mode
shape of Bloch-CBSBC/CFD approach will be that of a standing
wave, because imaginary parts of the signals at /¼ 0 are sup-
pressed by coupling to CFD. This is exactly what can be observed
in Fig. 12. The azimuthal velocity features jump at /¼ 0 and
/¼p with equal height but opposite sign, while it is continuous
at /¼p/2 and /¼ 3p/2. This corresponds to opposite axial veloc-
ities in two opposite chambers and zero axial velocity in the other
chambers. It seems that also in the full CFD, this mode develops
as an azimuthally standing wave, as it shows the same structure.
However, the absolute amplitude of that mode is very small;
therefore, the impact of its standing wave character on the discrete
rotational symmetry of the system is considered negligible.

Conclusion

We formulated BBC as a complex-valued time-domain state-
space model. This formulation offers great flexibility to couple
BBC with other time-domain models. We propose a hybrid
approach called Bloch-CBSBC/CFD, where the burner-flame
zone of a (can-) annular combustor is resolved by compressible
CFD and coupled via characteristic-based state-space boundary
conditions to a state-space model representing the remaining
acoustic elements of the unit cell together with BBC. This yields a
nonlinear time-domain model of the complete (can-)annular com-
bustor, which is valid for the considered azimuthal mode order.

The proposed approach relies on two important assumptions.
First, the present formulation requires axial coupling of CFD and
Bloch-CBSBC. Thus, flame response to transversal acoustic
forcing is not accounted for and assumed to be negligible. For
can-annular systems, this assumption is perfectly justified for the
low-frequency instabilities considered in this study. For annular
systems, recent studies confirm that compared to axial forcing,
transversal forcing plays a secondary role [30,31]. Second, the
Bloch-wave theory is only valid for discrete rotational symmetric
systems; it assumes that the appearing modes do not break this
symmetry. This is fulfilled for axial and “push–pull” modes and
for degenerate modes that develop as spinning waves. Degenerate
modes, however, may develop as spinning or standing waves. At
large amplitudes, the latter induce nonidentical nonlinear satura-
tion for the individual flames and hence break the symmetry. The
proposed approach is not able to predict whether a degenerate
mode develops as a spinning or standing wave, but instead will
always represent the former.

The suggested approach is applied to compute limit cycle oscil-
lations of a generic multican combustor configuration with lami-
nar flames. Results are validated with a fully compressible CFD
simulation of the complete combustor. The Bloch-CBSBC/CFD
approach accurately predicts the stability properties and finally
reached limit cycle amplitude and frequency, while compared to
the CFD of the full configuration the computational effort is sig-
nificantly lower. Also, the mode shapes are reproduced correctly.
In contrast, the amplification of some higher harmonics due to the
interaction with different azimuthal mode orders is not accounted
for.

This study deals with a very generic geometry that is easily rep-
resented as a network model and allows at the same time a CFD
of the full configuration at moderate cost. If more realistic com-
bustors are considered, the state-space model representing the

remaining acoustic elements of the unit cell and the BBC may be
obtained with a more sophisticated acoustic solver.
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Nomenclature

A, B, C, D ¼ matrices of state-space model
BBC ¼ Bloch boundary condition

c ¼ speed of sound
ci ¼ amplitudes of counter-rotating waves

f, g ¼ acoustic Riemann invariants
FDF ¼ flame describing function

i ¼ imaginary unit
m ¼ Bloch-wave number
N ¼ degree of discrete rotational symmetry
p ¼ acoustic pressure

Q0 ¼ heat release rate fluctuation
R ¼ acoustic reflection factor

r;/; z ¼ radial, azimuthal, axial coordinate
t ¼ time
u ¼ input state-space model

u/; uz ¼ azimuthal/axial acoustic velocity
x ¼ state vector
x ¼ position vector
y ¼ output state-space model
q ¼ density
W ¼ periodic part of Bloch wave

Appendix: Acoustic Velocity of a Bloch Mode

The linearized inviscid one-dimensional momentum equation
in cylindrical coordinates

q
@~u/

@t
¼ � 1

r

@~p

@/
(A1)

links the azimuthal acoustic velocity ~u/ to the pressure. Inserting
Eq. (3) and integrating Eq. (A1) in time yields an expression for
the azimuthal acoustic velocity. With the simplifications intro-
duced before Eq. (10), it is written as

~u/ð/; tÞ ¼ iWuð/Þeim/ðc1eixt � c2e�i�xtÞ ; with (A2)

Wu /ð Þ ¼ 1

rqx
@W /ð Þ
@/

þ i
m

rqx
W /ð Þ (A3)

The axial velocity uzðtÞ at the interface to the CFD located at
/0¼ 0 is calculated by applying mass conservation ~uzðtÞ ¼
~u/jLðtÞ � ~u/jRðtÞ at the T junction shown in Fig. 13, where L and
R correspond to azimuthal positions / ¼ 0� and / ¼ 0þ, respec-
tively. With the result c1 ¼ c2 from Eq. (11), the axial velocity is
written as

3www.lrz.de
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~uz tð Þ¼ i Wu
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(A4)

Continuity of pressure across the T junction requires that
WjL ¼ WjR. It follows that the axial acoustic velocity is written as

~uz tð Þ ¼ 2c1 sin xtð Þ 1

rqx
@W
@/

����
R

� @W
@/

����
L

 !" #
(A5)

thus the axial velocity at the interface to CFD (/ ¼ 0) is indeed
purely real-valued, provided that c1¼ c2.
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Hybrid CFD/low-order modeling of
thermoacoustic limit cycle oscillations in
can-annular configurations

Matthias Haeringer and Wolfgang Polifke

Abstract
We propose a hybrid strategy for modeling non-linear thermoacoustic phenomena, e.g. limit-cycle (LC) oscillations, in

can-annular combustion systems. The suggested model structure comprises a compressible CFD simulation limited to

the burner/flame zone of one single can, coupled to a low-order model (LOM) representing the remaining combustor.

In order to employ the suggested strategy for modeling non-linear phenomena like LC oscillations, the LOM must capture

non-linear flame dynamics in the cans, which are not resolved by CFD. Instead of identifying such non-linear flame models

in preliminary simulations, we aim at learning the non-linear dynamics “on-the-fly”, while simulating the self-excited sys-

tem under consideration. Based on the observation of flame dynamics in the CFD domain, the parameters of the

employed non-linear models are estimated during run time. The present study reveals that block-oriented models,

which comprise a linear dynamic part followed by a static non-linear function, are well suited for this purpose.

The proposed hybrid model is applied to a laminar can-annular combustor. Results agree well with the monolithic CFD

simulation of the entire combustor, while the computational cost is drastically reduced. The employed flame models,

whose parameters are identified during the simulation of the self-excited LC oscillation, represent well the relevant

non-linear dynamics of the considered flame.

Keywords
Thermoacoustics, can-annular, limit-cycle oscillations, hybrid modeling, online parameter identification
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Introduction
Thermoacoustic combustion instabilities pose a major
threat for modern low-emission gas turbine combustion
systems. Emerging from constructive feedback of acoustics
and flame dynamics they cause oscillations of flow vari-
ables, which limit the operational range and may even
cause structural damage. It is thus of utmost importance
to address thermoacoustic instabilities already in the
design phase of a new combustion system.1 Modern land-
based gas turbines are often equipped with can-annular
combustion systems. Those configurations feature separate
flames in nominally identical cans, which are arranged
equidistantly around the circumference of the engine. The
individual cans are connected acoustically, e.g. via the
so-called annular gap in front of the first turbine stage at
the downstream side, and via the compressor exit
plenum at the upstream side.2 This coupling gives rise to
azimuthal thermoacoustic modes, which involve all cans
simultaneously.3–5 It is thus not possible to model

thermoacoustics of can-annular configurations by consider-
ing only one can without any further means.6–8 While a
fully compressible, reactive LES captures all relevant phys-
ical phenomena, the computational cost of resolving an
entire applied combustion system is very high, even for a
relatively small (annular) configuration9–11 or a two-can
setup.12 During the design process, which is characterized
by repeated modifications of the setup, the computational
cost of such an approach is prohibitive.

In order to reduce the computational cost, strategies
based on Bloch-wave theory13 have been developed
recently. By exploiting the discrete rotational symmetry
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of typical (can-)annular configurations, the computational
domain can be limited to only one can or one sector.
Mensah et al.14 utilized Bloch-wave theory to efficiently
calculate the eigenfrequencies of an annular test-rig.
Combined with a flame describing function (FDF) this
approach was also used to predict the limit-cycle (LC) amp-
litude with frequency domain methods.15 Haeringer and
Polifke7 proposed a strategy to utilize Bloch-wave theory
in time domain. There, a CFD simulation of one burner/
flame zone (or one can) is coupled to a low-order model
(LOM), which includes Bloch boundary conditions and
thus accounts for the discrete rotational symmetry of the
system. This allows the direct and efficient simulation of
LC oscillations in (can-)annular configurations, circum-
venting the costly computation of an FDF and not relying
on the assumptions associated with the FDF.

These approaches generally assume that discrete rota-
tional symmetry holds, even for high-amplitude LC oscilla-
tions. However, in particular for azimuthally standing
waves emerging from degenerate modes, the individual
flames are exposed to different amplitude levels causing
different levels of non-linear saturation, which breaks the
symmetry among the respective cans or sectors.16

Additionally, only modes of one single azimuthal order
can be represented in a single simulation that relies on
Bloch-wave theory. On the one hand, this means that mul-
tiple simulations are required to assess the stability and to
model the LC of all mode orders. On the other hand, pos-
sible non-linear interactions of modes of different azimuthal
order can not be captured.

In the present study, we propose a hybrid approach
similar to that of Haeringer and Polifke7, but now the
CFD simulation of one can is coupled to a LOM, which
explicitly models the remaining combustor. This removes
the above mentioned restrictions of the Bloch-wave
approach by dropping its central assumption that the acous-
tic field in the combustor features a certain symmetry.

In order to simulate LC oscillations, the proposed approach
has to account for the non-linear dynamics of the flames.
While this is inherently the case for the flame resolved by
CFD, the LOM must also include non-linear flame
models representing the dynamics of all remaining flames.
However, non-linear flame models, which are valid for a
wide range of frequencies and amplitudes - the relevant
frequencies and amplitudes are typically not known in
advance - are generally very costly to determine17–19 or are
only of qualitative nature.20 Instead, here we propose to iden-
tify the non-linear flamemodels “on-the-fly”, based on a linear
model of flame dynamics plus observations of non-linear
flame dynamics in CFD during the simulation of the self-
excited configuration. The resulting flame model will in
general only be valid for the frequencies observed in the
respective simulation. This, however, allows the use of rela-
tively simple model structures and limits the amount of data
needed for identification.

Recently, Yu et al.21–23 investigated a related approach.
Yu et al. employed data assimilation techniques for online
identification of state and parameters of a level-set based
flame model, in order to match the dynamics of the identical
flame resolved in CFD. Although there are similarities to
the present approach, note that Yu et al. aim to match the
dynamics of the same flame resolved in CFD, while our
goal is to learn the dynamics of a different flame, which
has only the same characteristics as the resolved one but
is in general subjected to a different input. Instead of
achieving an exact one-to-one match with the CFD observa-
tion, which requires parameter and state identification, the
goal of the present approach is to constantly improve the
model by merely online parameter identification.

The structure of the paper is as follows: In Sec. “Hybrid
modeling approach”, the proposed hybrid strategy is intro-
duced in detail. Afterwards, Sec. “Flame model struc-
ture…” deals with the non-linear flame model structure
chosen in this study and the online identification of its para-
meters. In Sec. “Application to generic can-annular com-
bustor” the results of the proposed strategy applied to a
“toy model” are presented and compared to results from
monolithic CFD of the entire combustor. A conclusion
and a short outlook are presented in Sec. “Conclusion”.

Hybrid modeling approach
The general strategy is depicted in Figure 1. A fully com-
pressible, reactive CFD simulation of the burner/flame
zone in one can is coupled to a LOM of the remaining

Figure 1. Schematic of the proposed hybrid approach.

Compressible CFD coupled to linear acoustic model via CBSBC.

Flame models are connected with acoustic model and adapted

according to the observation in CFD and “clone model”.
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combustor, which represents acoustics and flame dynamics
of all components not resolved by the CFD. To abbreviate
the notation in the following, the parts resolved in the CFD
domain are denoted “resolved”, while all remaining parts of
the combustor are denoted “modeled”.

The present strategy can be seen as an extension of the
hybrid modeling approach proposed by Jaensch et al.24.
By employing characteristic-based state-space boundary
conditions (CBSBC),25 Jaensch et al. coupled a compress-
ible CFD simulation of a laminar slit flame1 to an acoustic
LOM of the remaining single-burner combustor. The result-
ing hybrid model could well represent non-linear thermoa-
coustic oscillations of the considered single burner
combustor. In the present study, we again employ
CBSBC to couple compressible CFD and LOM. What dis-
tinguishes the present work from the study of Jaensch et al.,
is that in the present work the hybrid model represents a
multi-burner configuration and thus the LOM comprises
not only linear acoustic elements but also non-linear
flame models.

The CBSBCs couple a compressible CFD simulation
with general linear acoustic models via the plane acoustic
waves f and g crossing the interface between CFD and
LOM as illustrated in Figure 1. The acoustic system is
represented as state-space model of the form

ẋa = Aaxa + Bau
y = Caxa + Dau.

(1)

The matrix Aa governs the internal dynamics of the acoustic
system. Ba represent the effect of inputs u on the internal
system state xa. Ca and Da map the state and inputs onto
the outputs y. Such an acoustic state-space model may be
obtained either from measured impedances, acoustic
network models, or may be derived from a discretization
of linearized governing equations.25 In the present
context, the coupled LOM is non-linear, because it contains
non-linear flame models and can thus not be represented as
linear state-space model in the form of Eq. (1). To resolve
this issue, the non-linear flame models are separated from
the linear acoustic model as indicated in Figure 1. The in-
and outputs of the separately solved flame models are con-
nected to the acoustic state-space model by appending the
in- and outputs of the latter according to

u = gu, fd , Q′
2, Q

′
3, . . . , Q

′
N

[ ]
(2)

y = fu, gd, v′2, v
′
3, . . . , v

′
N

[ ]
. (3)

The first two entries in Eq. (2) and (3) are the characteristic
acoustic waves at the in- and outlet boundary of the CFD
domain, which couple CFD and acoustic LOM as shown in
Figure 1. The remaining entries are the in- and outputs of
the non-linear flame models. The input of flame model i is
the velocity fluctuation v′i at a reference position upstream of
flame i. The output is the fluctuation of the integrated heat
release rate Q′

i of flame i. Both, v′ and Q′ denote fluctuations

w.r.t. their mean and are normalized by their respective mean.
By appending the in- and outputs as shown in Eq. (2) and (3),
the linear part of the LOM - the acoustic model - can be
coupled to CFD via CBSBC as usual. The additional advan-
tage of this separation is that the in- and outputs and the para-
meters of the flame models are easily accessible and not
hidden in a monolithic LOM.

The non-linear flame models are adapted “on-the-fly”,
based on the observation of the resolved flame dynamics.
Generally, we assume nominally identical flames within
each can. However, this does neither imply identical
current states of all flame models, nor identical in-/output
behavior of all flames. This is a result of the nature of azi-
muthal modes present in can-annular combustors. They
generally result in non-identical acoustic states in the indi-
vidual cans. If degenerate modes form azimuthally standing
waves, they even cause different amplitude levels in the
individual cans, which affects the amplitude dependent
in-/output behavior of the non-linear flame models.16

Thus, the parameter adaption is based on a “clone model”
(see Figure 1), which is fed with the same input as the
resolved flame, thus ensuring that the model is exposed to
the same amplitude level and the same acoustic state as
the resolved flame. Based on the output of the “clone
model” and the resolved flame, the model parameters are
estimated and applied to all other flame models.

The identified non-linear dynamics will in general only
be valid in the vicinity of the simulated trajectory of the
self-excited system and the proposed approach will not
yield a general non-linear flame model, which is valid for
all frequencies, amplitudes, and operating conditions.
This, however, is not the goal of the proposed strategy, as
we only want to find the stable LC of the considered system.

Due to the coupling of CFD and LOM via CBSBC, the
considered modeling strategy is limited to plane acoustic
waves at the interface between CFD and LOM. While this
is not a severe restriction for typical can-annular combus-
tors,8 this limitation will inhibit the application of the
present strategy to annular combustors. Note that this
limitation is only caused by the coupling framework
employed here and is not a general limitation of the pro-
posed hybrid strategy. Using a different coupling frame-
work based on heat release rate Q′ and reference velocity
v′, also proposed in Jaensch et al.24, may resolve this
limitation and make the approach applicable to annular
combustors as well. This, however, is not part of the
present study, where we demonstrate the approach
based on a generic can-annular system.

Flame model structure and online
parameter adaption
The flame models employed for the present purpose must
meet the following requirements. They must
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• feature non-linear dynamics, in particular saturation of
gain (and possibly change in phase) for high input ampli-
tudes. Other non-linear effects like the generation of
higher harmonics and cross-frequency coupling are
desired as well.

• accurately represent linear dynamics (in the limit of zero
input amplitude) for a wide frequency range. This
ensures the correct stability properties of the considered
system.

• depend only on a few free parameters because the
amount of training data available during identification
“on-the-fly” is limited.

• allow training of the free model parameters without
heavy computations, as this would slow down the
entire simulation.

Among all available model structures, block-oriented
non-linear models meet the above requirements best
(see e.g. Schoukens and Tiels26 for an overview of block-
oriented models and their identification). Commonly,
block-oriented non-linear models are applied for
systems with separable linear and non-linear dynamics,
e.g. to account for non-linear sensor or actuator charac-
teristics.27 This is clearly not the case here. The separ-
ation has no physical motivation, but is convenient
for the present purpose and captures the essential fea-
tures of non-linear flame dynamics, as shown in Sec.
“Application to…”.

We choose a so-called “Wiener-model” structure,28

where a linear dynamic model part is followed by a static
non-linear function as illustrated in Fig 2. Here, the
dynamic linear model is denoted as flame transfer function
(FTF) and represents linear flame dynamics for a large fre-
quency range. It thus governs the linear stability properties
of the considered configuration. The FTF is measured
or identified in advance using established system identi-
fication techniques29 and it is not modified during the
simulation. Instead, only the parameters s of the algebraic
non-linear function, which acts on the output of the FTF,
are identified based on observations of resolved flame
dynamics.

We consider perfectly premixed velocity sensitive
flames. In frequency domain (q̂ denoting the Laplace trans-
form of q), the FTF F(ω) is defined as2

ˆ̃Q = F ω( )v̂. (4)

It relates - in the limit of zero amplitude, but for a wide range

of frequenciesω - the normalized heat release rate response Q̃
′

to the normalized upstream reference velocity fluctuation v′.
The transfer function F(ω) can be equivalently repre-

sented in time-domain as linear state-space model

ẋ f = Af x f + B f v′

Q̃
′ = Cf x f ,

(5)

where the matrices Af , Bf , Cf have the same meaning as in
the state-space representation Eq. (1) of the acoustic system.
x f again represents the internal state of the system - here of
the flame - but the individual states do not necessarily have
immediate physical meaning. Note that for a realistic flame
transfer function, the matrix Df is zero, otherwise the cor-
responding impulse response at time t = 0 would be
infinite.

For the static non-linear part of the model, a variety of
different functional forms are conceivable, but they have
to meet the requirements stated above. According to our
observations the algebraic function h(Q̃

′
, ˙̃Q

′
, s)

Q′ = h Q̃
′
, ˙̃Q

′
, s

( )
= 2

s1π
arctan

s1π

2
Q̃

′( )
+ s2Q̃

′ ˙̃Q
′

(6)

parametrized by s = [s1, s2] works well. It converts the

linear model output Q̃
′
and its time derivative ˙̃Q

′
into the

non-linear flame model output Q′. The time derivative of

the linear model ˙̃Q
′
is directly accessible from the state-

space model Eq. (5) according to

˙̃Q
′
= Cf ẋ f = Cf A f x f + Bf v

′( )
(7)

The static non-linear function in Eq. (6) is an ad-hoc model
with two terms that serve different purposes: The first term
causes saturation for high input amplitudes and generates
odd harmonics. The second term was originally proposed
by Purwar et al.30 in the context of non-linear flame
response to transverse excitation. It generates second har-
monics without causing an offset of the mean and creates
a sawtooth-shaped signal, like it is often observed for high-

Figure 2. Wiener-type flame model comprising a linear

time-invariant dynamic part (FTF) and a static non-linear function

correcting the linear model output Q̃
′
.

Figure 3. Output of static non-linear function (red) with

exemplary s = [1, − 0.4] and sinusoidal input signal (black). Blue

curve shows saturation term only.

146 International Journal of Spray and Combustion Dynamics 14(1-2)

PAPER_ROLEX

106



amplitude thermoacoustic oscillations, e.g. see Indlekofer
et al.31. Figure 3 illustrates the effect of the two terms on
a sinusoidal input signal for exemplary values of the
tuning parameters s1 and s2.

The drawback of the considered static non-linear func-
tion is, that it can not modify the phase of the linear
model output. This could be achieved by choosing a differ-
ent model structure. However, as shown in Sec. “Analysis
of adapted flame model”, this does not seem to be necessary
for the considered configuration, because there the phase of
the flame response changes only slightly with amplitude.32

Linearizing the static non-linear function yields the relation

lim
Q̃

′�0
h Q̃

′
, ˙̃Q

′
, s

( )
= Q̃

′
. (8)

In the zero-amplitude limit, the output of the FTF is thus not
affected by the static non-linear function. It therefore has no
influence on the linear stability properties of the considered
configuration. The limit of the saturation term3 at infinite
amplitude is

lim
Q̃
′�±∞

2
s1π

arctan
s1π

2
Q̃

′( )
= ±

1
s1
. (9)

Thus, the maximum and minimum heat release rate
response at the fundamental frequency is strictly bounded
by s−1

1 . This limitation is physically meaningful because
the minimal normalized heat release rate response of a
real flame is also strictly bounded by flame extinction
(minQ′ = −1). If the considered configuration is linearly
unstable, the limit in Eq. (9) ensures that a LC oscillation
develops, because it essentially reduces the flame response
gain to zero as the amplitude goes to infinity.

The output of the static non-linear function is controlled
by the tuning parameters s1 and s2. Theses parameters are
identified “on-the-fly” by solving the non-linear least
squares problem

s = argmin h Q̃
′
∣∣∣
0�t

, ˙̃Q
′∣∣∣
0�t

, s
( )

− Q′
CFD

∣∣
0�t

( )2
. (10)

Here, Q̃
′|0�t,

˙̃Q
′
|0�t and Q′

CFD|0�t denote the time-series of
linear “clone-model” output, its time derivative and of the nor-
malized fluctuation of the volume integrated heat release rate
observed from CFD recorded from initial time zero to current
time t (c.f. Figure 1). The least-squares problem in Eq. (10) is
solved repeatedly after a prescribed update period τ using the
Levenberg-Marquardt algorithm of the Eigen®library.33

The solution of Eq (10) is considered converged if
either the norm of the residual or its gradient or the rela-
tive change of parameter s is below a prescribed threshold
(here the square root of machine precision). This con-
stantly improves the estimation of the model parameters
s1 and s2 as the amplitude in the CFD simulation grows.
After identifying the parameters for the “clone-model”,
s1 and s2 are applied to all flame models.

Equation (10) demonstrates the advantage of a block-
oriented non-linear model structure for the present
purpose. The optimization routine relies on stored time-
series from CFD and linear model output, which are inde-
pendent of the parameters s1 and s2. Thus, within the opti-
mization loop, only the algebraic function Eq. (6) has to be
evaluated and no dynamical model has to be solved, which
makes the parameter identification step very efficient.

Application to a generic can-annular
combustor

Setup
The proposed hybrid approach is applied to a quasi-2D
laminar premixed can-annular combustor with 4 cans and
is validated with the results from a compressible CFD simu-
lation of the entire configuration, hereafter referred to as
“monolithic” CFD simulation. The considered combustor
can be seen as a “toy model”, for which a CFD simulation
of the entire combustor is feasible.

We consider the exact same configuration as in
Haeringer and Polifke7. This allows a direct comparison
of the results from the hybrid time-domain Bloch-wave
approach of Haeringer and Polifke with the present
results. The configuration investigated in Haeringer and
Polifke and in the present study is similar to that illustrated
in Figure 1. The 4 cans of the combustor contain laminar slit
flames and are coupled by an upstream plenum. Instead of
the annular gap in the generic setup shown in Figure 1, the
cans are terminated with acoustically open ends at the
downstream side.

For the monolithic CFD simulation, the entire combustor
is discretized with 569000 cells. For the hybrid approach,
the CFD domain is limited to the immediate vicinity of
the burner plate and the flame in one can and is discretized
with 61600 cells, which leads to a significant reduction in
computational cost compared to the monolithic CFD. For
both, hybrid model and monolithic CFD, a customized
version of the compressible solver rhoReactingFoam from
the OpenFOAM®package is employed. The reactions are
modeled with a two-step scheme of methane-air combus-
tion involving 6 species.34 The flame front is resolved by
18 grid points. Second-order accurate discretization
schemes in space and time are used. The acoustic LOM
of the hybrid approach is built with the thermoacoustic
network modeling tool taX4 .35 For further details about
the configuration and the numerical setup we refer to
Haeringer and Polifke7.

The FTF needed for the flame model structure illustrated
in Figure 2 is taken from a previous study,36 which investi-
gated the same burner/flame zone. The parameters of the
static non-linear function are initialized with s1 = 1 and
s2 = 0. Different initializations for s1 were tested and
yielded the same result in terms of model parameters s
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and LC frequency and amplitude. The update period τ, after
which Eq. (10) is evaluated to renew the values of s is set to
approximately 1.5 oscillation periods of the most unstable
eigenmode. Using lower or higher values for τ changes
the results during exponential growth, but does not signifi-
cantly alter the final LC oscillations. Generally, τ should be
roughly in the order of the oscillation period of the most
dominant frequency in order to achieve a reasonable fit
quality and to allow fast tracking of changes in flame
dynamics.

Comparison with monolithic CFD
Figure 4 shows the time traces of heat release rate in all indi-
vidual cans obtained from monolithic CFD. The simulation
starts with the simultaneous ignition of all flames. The
initial transient resulting from ignition is excluded from
this view. Figure 5 shows the same results obtained with
the proposed hybrid approach. Here the simulation starts
from a nearly converged mean-field and zero acoustic xa
and flame states x f . All shown quantities, in particular v′

andQ′, denote fluctuations w.r.t. their mean and are normal-
ized by their respective mean. Time T is normalized by the
oscillation period of the dominant eigenmode. FrequencyF
is normalized by the first “pure” plenum eigenfrequency
defined as F = c/U, where c denotes the speed of sound
in the fresh gas and U is the circumference of the plenum.

For both approaches, the configuration is linearly
unstable, which leads to exponential growth of oscillation
amplitudes and the formation of a stable LC oscillation.
The heat release time-series are characteristic of a so-called
“push-pull” mode, which is in the present 4-can configur-
ation a mode of azimuthal order m = 2. This is consistent
with the results from linear stability analysis of the config-
uration (see Haeringer and Polifke7 for details) shown in the
bottom plot of Figure 6. It reveals a dominant low-

frequency mode of azimuthal order m = 2. The heat
release rate oscillations in adjacent cans are phase-shifted
by π, but otherwise identical. Consequently, as observed
in the zoomed view in Figure 4, the time traces of the
opposing cans Q′

1 and Q′
3 as well as Q′

2 and Q′
4 are

exactly aligned with each other.
Considering Figure 5, the hybrid approach reproduces

the oscillation pattern well. The time traces of the two
opposing modeled flames Q′

2 and Q′
4 are identical and

phase-shifted by π with respect to the adjacent modeled
flame Q′

3 and the resolved flame Q′
CFD. The “clone

model” heat release rate Q′
1 also shown in Figure 5 repro-

duces Q′
CFD reasonably well, given the relatively simple

flame model structure employed. The shape of the heat
release rate signals matches reasonably well with mono-
lithic CFD results, indicating that generation and amplifica-
tion of higher harmonics are correctly captured.

The hybrid model clearly overestimates the LC ampli-
tude level. Possible reasons are discussed in Sec.
“Analysis of the adapted flame model”. Additionally, it fea-
tures a higher growth rate σ at small amplitudes. This is
related to the “on-the-fly” identification strategy, which
constantly improves the flame models. Consequently,
during the initial phase of the simulation, when only a
small amount of data is available for the parameter estima-
tion step in Eq. (10), the models are not yet quantitatively
accurate.

The spectral analysis of the LC oscillations in the mono-
lithic CFD and the hybrid model shown in Figure 6 is in line
with the outcome of the previous analysis. The top plot in
Figure 6 compares the LC spectrum of heat release rate
Q′

CFD from the hybrid approach (red) with Q′
1 from mono-

lithic CFD (blue). The middle plot compares the LC spectra
of v′1. For the monolithic CFD, the spectra ofQ′ and v′ in the
other cans are identical to the one shown. For the hybrid
model, they are very similar.

Figure 4. Heat release rate fluctuations in all cans obtained with

monolithic CFD. Q′
1 in blue, Q′

2 in red, Q′
3 in orange, Q′

4 in

magenta.

Figure 5. Heat release rate fluctuations in all cans obtained with

hybrid model (c.f. Figure 1). Q′
CFD in black, Q′

1 (“clone model”) in
blue, Q′

2 in red, Q′
3 in orange, Q′

4 in magenta.
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The bottom plot of Figure 6 shows the eigenfrequencies
of the configuration obtained from linear stability analysis.
The dominant unstable mode is a m = 2 low-frequency
“push-pull” mode of intrinsic thermo-acoustic (ITA)
origin (see Haeringer and Polifke7). The positive σ of the
modes at F > 1 is an artifact of the acoustically ideal
boundary conditions and, due to the small mean flow vel-
ocity, only minimal acoustic losses at the burner plate. As
a result, the growth rates of these modes are very sensitive
to uncertainties in the FTF, whereas the gain of the FTF is
essentially zero for F > 0.5.36 As observed in Figure 6, the

low-frequency “push-pull” mode dominates the LC spec-
trum in both the monolithic CFD and the hybrid model.
While the LC frequency obtained from both approaches
matches very well, the hybrid model overestimates the
LC amplitude of Q′ and v′ of this mode by approximately
30%.

The further peaks observed in the top and middle plot of
Figure 6 are higher harmonics of the unstable “push-pull”
mode. Due to resonance, the harmonics are amplified in
the vicinity of other eigenfrequencies.32 The LC obtained
from monolithic CFD shows distinct resonances only
with the axial m = 1 modes at F ≈ 0.7 and F ≈ 2.2. Due
to the azimuthal symmetry of the higher harmonics of the
nearly perfectly symmetric “push-pull” mode, other
modes can not be excited. The hybrid model correctly cap-
tures the resonances with the axial modes, but also shows
resonance with the m = 1 mode at F ≈ 1 (weak) and the
m = 2 mode at F ≈ 1.7. These resonances are possible
due to the asymmetry of the hybrid model (three identical
modeled cans connected to one resolved can) and the result-
ing asymmetry of the “push-pull” mode. Due to the
low-pass behavior of the flame response, no resonances
are observed in the heat release spectrum during LC
oscillation.

Comparison with Bloch-wave approach
Here we compare the present results with those of the
hybrid time-domain Bloch-wave approach of Haeringer
and Polifke7. As the CFD domain is identical in both
approaches, the computational cost of one simulation is
comparable. Note, however, that if the dominant azimuthal
mode order is not known in advance, multiple simulations
are necessary to investigate all mode orders m with the
Bloch-wave approach. For the present 4-can setup, 3 simu-
lations are necessary.

Figure 7 shows the LC amplitude spectrum of heat
release rate and reference velocity obtained with the
Bloch-wave approach at m = 2. The fundamental of Q̂
and v̂ are predicted accurately. However, in contrast to
the present approach, resonances of the higher harmonics
in the vicinity of axial eigenmodes m = 0 are not captured,
because these are not present in the simulation for m = 2.
Additionally, the Bloch-wave approach relies on discrete
rotational symmetry. It would thus fail to capture the
effects of symmetry breaking due to non-identical non-
linear saturation of the individual flames. This, however,
is only relevant if the LC is dominated by a degenerate
mode (m = 1 here).16

To summarize, compared to the Bloch-wave approach,
the present approach is less accurate in predicting the LC
amplitude of an isolated azimuthal mode, which does not
break the symmetry of the system. On the other hand, it
is more general and computationally more efficient.

Figure 6. LC spectrum of heat release rate (top) and reference

velocity (middle). Hybrid approach in red, monolithic CFD in

blue. Result of linear stability analysis (bottom) shows eigenmodes

of azimuthal order m = 0 (blue circles), m = 1 (red triangles) and

m = 2 (orange squares).

Figure 7. LC spectrum of heat release rate (black) and

reference velocity (blue) obtained from Bloch-wave approach

with m = 2. Reproduced from.7
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Analysis of adapted flame model
The parameters identified “on-the-fly” converge smoothly
to final values of s1 = 1.325 and s2 = −1.368 · 10−3. In
order to assess the quality of the flame model with these
parameter values, we compare it with the extended flame
describing function (xFDF) of the same flame.32 The
xFDF comprises multiple describing functions, which
relate the fundamental and the higher harmonics of the
flame response Q̂ to the fundamental of the input v̂.

As stated in Sec. “Hybrid modeling approach”, the
identified flame model will in general only be valid in the
vicinity of the system trajectory observed in the simulation.
Thus, comparing the model frequency response with the
xFDF for a large frequency range is pointless. Instead we
compare in Figure 8 the in-/output relation of adapted
model and xFDF only for the observed dominant frequency
F = 0.178. The first order describing function xFDF1 (blue
dashed), which relates the fundamental of v̂ and Q̂ is in
good agreement with the in-/output relation of the satur-
ation term in Eq. (6) (blue solid). Also, the second order
describing function xFDF2 (red dashed), which relates the
fundamental of v̂ and the second harmonic of Q̂, is well
matched by the second term of Eq. (6) (red solid), at least
for small amplitudes. For higher amplitudes, which are
not reached in the simulated LC, the agreement decreases
due to the influence of higher order non-linearities not
present in Eq. (6). As a reference, the linear in-/output rela-
tion of the FTF is shown as black dashed line.

Overall, the results shown in Figure 8 confirm that the
“on-the-fly” parameter identification works as intended.
However, the question remains why the LC amplitude is
overestimated by the hybrid model, especially because the
non-linear saturation of the adapted flame model is even
slightly bigger than that of the xFDF.

We identify two possible reasons for the over-estimation
of the LC amplitude. First, the employed model structure
can not adapt to changes in the flame response phase.
However, as the unstable mode is of ITA origin, any

changes in phase would directly reflect to the oscillation fre-
quency. But as the LC frequency is almost identical to the
linear eigenfrequency, changes of phase with amplitude
seem to be negligible. Second, the employed LOM only
includes linear acoustic losses at the burner plate, which
are very small for the considered configuration. During
the LC, non-linear acoustic losses at the burner plate may,
however, play a significant role, especially in relation to
the negligible linear losses. To address this problem in
future work, one might include a model for these non-linear
losses and identify its parameters “on-the-fly”, just like it is
done for the flame model.

Conclusion
We propose a hybrid approach for the efficient simulation
of limit-cycle (LC) oscillations in can-annular combustors.
The suggested hybrid model couples a CFD simulation of
the burner/flame zone of one can with a low-order model
(LOM) of the remaining combustor.

In order to account for non-linear thermoacoustic phe-
nomena, for example the formation of LC oscillations, the
LOM must include non-linear flame models. The tedious
and costly identification of such models in preceding simu-
lations is avoided by identifying them “on-the-fly” during
the simulation of the self-excited system under consider-
ation. Due to the much smaller CFD domain, the computa-
tional cost is massively reduced compared to a monolithic
CFD simulation of the entire combustion system. This
allows the application of the proposed approach for predict-
ing thermoacoustic LC oscillations already in the design
phase of a new combustion system.

The presented hybrid model shares similarities with the
time-domain Bloch-wave approach proposed by Haeringer
and Polifke7, especially regarding the reduction of the CFD
domain to one burner/flame zone. While the Bloch-wave
approach assumes perfect symmetry of the considered
system and yields more accurate predictions if this assump-
tion applies, the present approach is more generally
applicable.

The capabilities of the suggested hybrid approach are
demonstrated by applying it to a laminar 4-can “toy
model” combustor and by validating it with monolithic
CFD. A possible next step for future work is to apply the
modeling framework to a realistic turbulent can-annular
combustor. This requires incorporating a noise model in
the flame model structure in order to capture resonances
of turbulent combustion noise.37 The present study
focuses on can-annular combustors. However, while fol-
lowing the same general strategy, one may simply replace
the coupling of CFD and LOM via CBSBC with a coupling
based on reference velocity and heat release rate, which
does not rely on plane acoustic waves at the CFD boundar-
ies.24 This would make the proposed strategy also applic-
able to annular configurations.

Figure 8. In-/output relation of adapted flame model, first two

xFDF describing functions and FTF at LC frequency F = 0.178.

The vertical black line indicates the LC amplitude.
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Notes
1. the same flame is considered in the present study
2. Note that the approach can be easily extended to technically

premixed configurations by employing a multiple-input FTF
3. only this term creates response at the input frequency and thus

closes the thermoacoustic feedback loop32

4. Code available at https://gitlab.lrz.de/tfd/tax
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A Strategy to Tune Acoustic
Terminations of Single-Can
Test-Rigs to Mimic
Thermoacoustic Behavior
of a Full Engine
Thermoacoustic properties of can-annular combustors are commonly investigated by
means of single-can test-rigs. To obtain representative results, it is crucial to mimic
can–can coupling present in the full engine. However, current approaches either lack a
solid theoretical foundation or are not practicable for high-pressure rigs. In this study,
we employ Bloch-wave theory to derive reflection coefficients that correctly represent
can–can coupling. We propose a strategy to impose such reflection coefficients at the
acoustic terminations of a single-can test-rig by installing passive acoustic elements,
namely straight ducts or Helmholtz resonators. In an iterative process, these elements
are adapted to match the reflection coefficients for the dominant frequencies of the full
engine. The strategy is demonstrated with a network model of a generic can-annular
combustor and a three-dimensional (3D) model of a realistic can-annular combustor con-
figuration. For the latter, we show that can–can coupling via the compressor exit plenum
is negligible for frequencies sufficiently far away from plenum eigenfrequencies. Without
utilizing previous knowledge of relevant frequencies or flame dynamics, the test-rig mod-
els are adapted within a few iterations and match the full engine with good accuracy.
Using Helmholtz resonators for test-rig adaption turns out to be more viable than using
straight ducts. [DOI: 10.1115/1.4048642]

Introduction

Thermoacoustic combustion instabilities are a major concern in
the development of new low emission gas turbine combustors.
Arising from constructive feedback between unsteady heat release
and acoustics, these instabilities may result in large-amplitude
oscillations of acoustic quantities, which can cause increased
emission levels or even structural damage [1].

Latest generation land-based gas turbines are often equipped
with a can-annular combustion system. In this combustor type, a
number of cans are arranged equidistantly around the circumfer-
ence of the engine. The individual cans are coupled acoustically
by a large upstream plenum that is fed by the gas turbine compres-
sor and thus called compressor exit plenum. On the downstream
side, the cans are coupled via a small annular gap in front of the
first turbine stator [2].

From a thermoacoustic point of view, this coupling is of partic-
ular interest although it is weak. It gives rise to azimuthal modes,
which involve multiple cans and extend over the entire circumfer-
ence of the engine. Several studies have characterized this cou-
pling [2–4] and its importance regarding thermoacoustics of the
entire engine [5–9]. Generally, due to the coupling of the individ-
ual cans, the thermoacoustic properties of an entire can-annular
combustor cannot be directly represented by a single-can system.

However, full-scale numerical or experimental investigations of
the thermoacoustic properties of an entire can-annular combustion
system are extremely expensive and thus not feasible in the design
phase of a new combustor. Typically in the late design phase, the
thermoacoustic properties of the full engine are explored by
means of single-can or single-sector test-rigs [5,6,10]. A variety

of approaches are used to mimic can–can coupling in such single-
can test-rigs. A commonly applied method is to extend the up-
and downstream termination of the test-rig by straight ducts
[6,10,11]. This, however, should be seen as an ad hoc approach
without solid theoretical foundation. Another possibility to at least
account for some modes resulting from can–can coupling is to
employ two-can test-rigs [12], which obviously implies high
effort.

More elaborate numerical approaches take into account the
equivalent reflection coefficients that a single can is exposed to in
the full can-annular system [13]. If these reflection coefficients
can be imposed at the up- and downstream end of a single-can
test-rig, it mimics the thermoacoustics of the entire engine. In
numerical simulations, this has already been exploited to simulate
an entire can-annular combustor by resolving only one single can
[14].

In experimental test-rigs, active control methods could in prin-
ciple be used to impose the appropriate reflection coefficients
[15–17]. However, in high-pressure single-can test-rigs of applied
can-annular combustors this approach seems difficult to imple-
ment, because of generally limited access and the hot gas
environment.

This study instead focuses on test-rig adaption by passive
acoustic elements. We critically assess the common practice of
accounting for can–can coupling by extending the up- and down-
stream termination of test-rigs by straight ducts. In order to refine
the current approach we propose and scrutinize an iterative adap-
tion strategy to match the theoretically derived equivalent reflec-
tion coefficients with passive acoustic elements. We finally
discuss two acoustic element types—straight ducts and Helmholtz
resonators—that might be employed within the proposed strategy
and apply them to adapt thermoacoustic models of single-can test-
rigs. This study reveals that test-rig adaption using duct extensions
is not practical.
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The paper is structured as follows: In the section Equivalent
Reflection Coefficients Computed From Bloch-Wave Theory, we
recall the application of Bloch-wave theory in the context of ther-
moacoustics. We employ it to derive the equivalent reflection
coefficients for a single can at a given azimuthal mode order. In
the section Passive Acoustic Elements to Approximate Equivalent
Reflection Coefficient, we discuss appropriate passive acoustic
elements to mimic the equivalent reflection coefficients and pro-
pose an iterative adaption strategy. In the sections Application to
Network Model of a Generic Can-Annular Combustor and Valida-
tion With a Configuration of Applied Relevance, the proposed
strategy is applied to a network model of a generic can-annular
combustor adapted using straight ducts and a three-dimensional
(3D) model of a realistic can-annular combustor adapted using
Helmholtz resonators. After a discussion of the expected impor-
tance of effects that are neglected in the present thermoacoustic
models, a conclusion is drawn in the section Conclusion.

Equivalent Reflection Coefficients Computed From

Bloch-Wave Theory

Within this section, we present the reflection coefficients up-
and downstream of a single can in a can-annular combustor for a
given azimuthal mode order m. These reflection coefficients lump
the acoustic response of all remaining cans of the engine. The sit-
uation is sketched in Fig. 1 for a generic multican combustor. The
considered single can is marked by the inner (red) dashed box, the
equivalent reflection coefficients Rm;u and Rm;d are defined at its
up- and downstream termination. Provided plane acoustic waves,
the reflection coefficients are defined as the ratio of the down- and
upstream traveling acoustic Riemann invariants f ¼ p̂=qcþ û and
g ¼ p̂=qc� û and are related to the acoustic impedance Z at the
respective positions by

Rm;u ¼
fu

gu

¼ Zu þ 1

Zu � 1
; Rm;d ¼

gd

fd

¼ Zd � 1

Zd þ 1
(1)

In general, Rm;x (with x̂u=d) in Fig. 1 depend on the thermoacous-
tic properties of the remaining cans. Therefore, in the most gen-
eral case, the acoustic properties and especially flame dynamics of
all individual cans have to be known in order to compute Rm;x.

However, typical can-annular combustors feature a discrete
rotational symmetry, where the whole combustor consists of a
number of N identical sectors arranged equidistantly around the

circumference of the engine. These sectors—marked with the
black dashed box in Fig. 1 and in the following denoted as “unit
cells”—comprise one single can and the corresponding sector of
the compressor exit plenum and the annular gap in front of the
first turbine stage. For such a rotationally symmetric configura-
tion, the equivalent reflection coefficients for a given azimuthal
mode order m can be computed by utilizing Bloch-wave theory
[18,19]. As shown in the following, in this case Rm;x are only
dependent on the elements coupling the individual cans and the
degree of symmetry N and are independent of the thermoacoustics
of the individual cans.

Mensah et al. [19] showed that the (thermo-)acoustic eigenmo-
des of discrete rotationally symmetric systems can be computed
efficiently by utilizing Bloch-wave theory [18]. The eigenmodes p̂
of a can-annular combustor can thus be written as

p̂ðxÞ ¼ WðxÞeim/; with

m ¼ �ðN=2� 1Þ;…;�1; 0; 1;…;N=2� 1;N=2 (2)

Here, x ¼ ðr;/; zÞ is the position vector comprised of the radial,
circumferential, and axial coordinate, W is a function that—for a
given eigenmode—is identical in all N unit cells, and m is called
the Bloch-wave number. For low frequencies relevant in the pres-
ent context, the absolute value jmj of the Bloch-wave number is
equivalent to the azimuthal mode order [19] and both terms are
used synonymously in the following.

The (thermo-)acoustic eigenmodes expressed by Eq. (2) can be
classified into three types: azimuthally spinning modes with
Bloch-wave numbers of m ¼ 61;…;6ðN=2� 1Þ, purely axial
modes with m¼ 0, and so-called “push–pull” modes with
m ¼ N=2. The latter only exist for combustors with an even num-
ber of cans and are characterized by an acoustic pressure and
velocity field of alternating signs in adjacent cans [13,14]. Except
for axial modes with m¼ 0, which feature identical pressure fields
in all sectors, all other mode types result from coupling of the
individual unit cells. Thus, a single-can test-rig, where this cou-
pling is not accounted for will only show modes of azimuthal
order m¼ 0.

For applied can-annular combustors, the mean flow in azi-
muthal direction is negligible. Provided discrete rotational sym-
metry, such a system features also reflection symmetry. In this
case, the azimuthally spinning modes appear as degenerate pairs,
where modes with Bloch-wave numbers of opposite sign merely
differ by their direction of rotation. For the following derivations,
we can therefore limit our considerations to non-negative m
[14,19].

Without loss of generality, we consider a unit cell centered at
/ ¼ 0 and extended over an azimuthal angle / ¼ ½�p=N;p=N�.
By definition, WðxÞ is identical in each unit cell. As the pressure
is continuous across the interfaces connecting two unit cells
(marked blue in Fig. 1), WðxÞ at the left and right boundary of the
unit cell has to be equal [13]

W r;/ ¼ � p
N
; z

� �
¼ W r;/ ¼ p

N
; z

� �
(3)

Combining Eq. (3) with Eq. (2) leads to a quasi-periodic boundary
condition—called Bloch boundary condition (BBC)—for the
acoustic pressure [19]

p̂ r;/ ¼ p
N
; z

� �
¼ p̂ r;/ ¼ � p

N
; z

� �
eim2p

N (4)

Assuming that discrete rotational symmetry holds, a given azi-
muthal mode order m of the full can-annular combustor is com-
pletely represented by a single unit cell with BBC at the coupling
interfaces, as sketched in Fig. 2. The equivalent reflection coeffi-
cients Rm;x defined at the in-/outlet of a single can are in this case
independent of the remaining cans. They only depend on the

Fig. 1 Generic can-annular combustor. Cans are coupled at
up- and downstream side via compressor exit plenum and
annular gap. Rturb and Rcomp denote reflection coefficients of
turbine inlet and compressor exit.
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acoustics of the coupling parts, i.e., the annular gap and the com-
pressor exit plenum, the acoustic termination toward turbine Rturb

and compressor Rcomp, and the azimuthal mode order m and the
number of cans N. Rm;x can thus be computed from an acoustic
model that comprises these coupling parts and BBC. This strategy
has already been applied by Ghirardo et al. [13] to compute the
equivalent reflection coefficient of a generic can outlet section.

The equivalent reflection coefficients defined in this way are
valid for a given mode order m. They may be interpreted as the
cumulative acoustic response of all remaining cans for a given
azimuthal mode order, i.e., they represent the response of a certain
synchronization pattern across all cans.

Equivalent Reflection Coefficients of a Generic Can-
Annular Combustor. In order to discuss the general features of
the equivalent reflection coefficients, Fig. 3 shows Rm;x of a
generic can-annular system with N¼ 16 cans for all azimuthal
mode orders m. The shown Rm;x was computed using an acoustic
network model similar as shown in Fig. 4. For simplicity, the
acoustic termination toward turbine and compressor is assumed to
be ideal sound hard walls with Rturb ¼ Rcomp ¼ 1. Rm;x crucially
depend on the area ratio A of annular gap and can (A ¼ Sa=Sc) or
plenum and can (A ¼ Sp=Sc), respectively. Figure 3 shows the
phase of the reflection coefficients for A¼ 20 (top) and A¼ 0.06
(bottom). The former is representative of the plenum/can transi-
tion (corresponds to Rm;u), and the latter is typical for the transi-
tion can/annular gap (corresponds to Rm;d). Due to rotational and
reflectional symmetry, no acoustic energy is exchanged between
individual cans. Thus, the gain of Rm;x only depends on the gain
of Rturb and Rcomp. In the present case, the gain jRm;xj is thus uni-
formly unity for all mode orders and therefore not shown.

The phase of Rm of all azimuthal mode orders m is plotted ver-
sus the Helmholtz number He ¼ xd=c, where x is the angular fre-
quency, c is the speed of sound, and d is the azimuthal distance of

the individual cans. In the zero-frequency limit, the equivalent
reflection coefficient behaves like a wall Rm¼0 ¼ 1 for m¼ 0 and
like an ideal open end Rm 6¼0 ¼ �1 for all other mode orders [13].
For He ¼ 2p m

N, which correspond to purely azimuthal modes of
order m that are only active in the plenum or the annular gap, the
corresponding equivalent reflection coefficient equals Rm ¼ 1.
For He ¼ p, at which the distance d of two cans equals half a
wavelength, Bloch-symmetry necessitates pressure nodes at the
can centers for m 6¼ N=2, corresponding to an equivalent reflec-
tion coefficient Rm 6¼N=2 ¼ �1 [20]. In typical can-annular sys-
tems, He ¼ p is the cut-on frequency of transversal modes inside
the cans. The validity of the 1D model employed here is thus
questionable for He > p. However, the frequency range of interest
in the present context is He < p=4.

For large area ratios A (top plot of Fig. 3), typical for the transi-
tion compressor-plenum/can, the equivalent reflection coefficient
essentially represents an ideal open end with Rm � �1 for a wide
frequency range. Only in the vicinity of pure plenum modes of the
respective azimuthal order Rm deviates from the ideal open end.
This indicates that for typical area ratios and for frequencies suffi-
ciently far away from pure plenum modes, the compressor exit
plenum is essentially decoupled from the individual cans. Rm of
higher azimuthal mode orders may thus be approximated with
Rm¼0.

For small area ratios A (bottom plot of Fig. 3), typical for the
transition can/annular gap, the general behavior of the equivalent
reflection coefficients is similar. However, especially for frequen-
cies He < p=4, the individual Rm are more distinct from each
other, compared to Rm for large A. This indicates that for this fre-
quency range, the coupling of individual cans via the annular gap
with small A is more important than the coupling via the compres-
sor exit plenum with large A. This preliminary result will be con-
firmed later by considering a realistic 3D configuration.

Overall, the phase of the equivalent reflection coefficients of
individual mode orders m is closely spaced for both large and
small A. This is a consequence of the weak coupling of individual
cans for extreme values of A characteristic of can-annular com-
bustors. It leads to clustering of eigenmodes with different m,
because the reflection coefficient at the can entry and exit are sim-
ilar for all m [8,13]. For intermediate values of A � 1; /Rm of
individual mode orders would be more distinct, resulting from
stronger coupling.

The objective of this work is to provide a strategy to investigate
the thermoacoustics of a can-annular combustor by means of a
single-can test-rig. If the equivalent reflection coefficients Rm;x

can be imposed at the up- and downstream termination of the
single-can test-rig, it will represent a given mode order m of the
full engine and will have identical thermoacoustic properties. In
the Passive Acoustic Elements to Approximate Equivalent Reflec-
tion Coefficient section, we discuss two types of passive acoustic
elements that might be used to approximateRm;x.

Fig. 2 Definition of Rm;x at the in-/outlet of a single can. Rm;x

are dependent on the azimuthal distance d of two cans and the
cross sections of can Sc, annular gap Sa and compressor exit
plenum Sp.

Fig. 3 /Rm of generic 16-can combustor with two different
area ratios A 5 20 (top) and A 5 0.06 (bottom) plotted versus
Helmholtz-number He

Fig. 4 Network model of considered generic can-annular
combustor
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Passive Acoustic Elements to Approximate Equivalent

Reflection Coefficient

As shown in Fig. 3, the ensemble of cans reflects acoustic
waves with a certain phase shift, which depends on frequency x
and azimuthal mode order m. The general idea of this work is to
approximate this phase shift for a given azimuthal mode order m
with passive acoustic elements. A common practice to account for
can–can coupling in single-can test-rigs is to extend the (up- and)
downstream termination of the test-rig by straight ducts. In order
to critically assess—and improve—this current practice, we inves-
tigate how a straight duct extension can be used to approximate
the equivalent reflection coefficients. The second element we con-
sider is a Helmholtz-type resonator.

Figure 5 shows schematically how the two considered elements
should be installed in a test-rig. The passive acoustic elements
have to be adapted such that the phase of test-rig and equivalent
reflection coefficient

/Rx;rigðxdÞ¼! /Rm;xðxdÞ (5)

match for the design frequency xd. As mentioned in the Equiva-
lent Reflection Coefficients of a Generic Can-Annular Combustor
section, the gain jRm;xj depends on the gain jRcomp=turbj and is
identical for all mode orders m. It is thus crucial that the consid-
ered elements do not affect the gain of the test-rig reflection coef-
ficient Rx;rig. As the gain of Rturb is determined by the mean flow
through the first turbine stator vanes [21], the duct extension used
to shift the outlet termination Rcomp;turb must have a constant cross
section. The Helmholtz resonator in turn must be designed for a
minimum damping rate, i.e., it should be operated sufficiently far
away from its eigenfrequency [22].

The only design parameter of the straight duct extensions with
constant cross section is their length Lx. Neglecting the effect of
mean flow,2 the phase shift induced by shifting the in-/outlet ter-
mination by the distance Lx depends linearly on the frequency x

/Rx;rig ¼ �
2xLx

c
(6)

In order to shape the frequency response of the Helmholtz resona-
tor, four main design parameters are available: lengths l1 and l2
and cross sections S1 and S2 of the resonator neck and volume,
respectively. Additional design parameters that are not considered
here could be the purge mass flow rate and temperature.

Computing the exact frequency response of Helmholtz resona-
tors depending on the mentioned design parameters requires
sophisticated numerical or experimental methods [22]. However,
in practice the same type of acoustic model will be used to obtain
/Rx;rig and /Rm;x. In case the employed acoustic model does not
include certain effects that might be relevant in practice, they are

neglected in both computed /Rx;rig and /Rm;x. Thus, for the
present purpose, comparably crude modeling approaches such as
the Helmholtz equation employed in this study might be sufficient
to compute Rm;x and to design the passive acoustic elements. In
the section Influence of Effects Neglected in Combustor Model,
we discuss how effects neglected in the employed acoustic models
may compromise the proposed strategy.

Figure 6 exemplarily shows /Rd;rig adapted by duct extension
(blue line) and Helmholtz resonator (red line) to match /Rm¼1;d

taken from Fig. 7 at a design frequency of �d ¼ xd=2p ¼ 100 Hz.
From Fig. 6, it becomes apparent that the Helmholtz resonator is
more appropriate to match the equivalent reflection coefficient
shown. Due to its four degrees-of–freedom, it can be designed to
well approximate Rm in a quite large frequency range around �d.
In contrast, the straight duct extension matches Rm only directly
at �d.

In order to use a single-can test-rig to study the thermoacoustic
stability properties and possibly the limit cycle (LC) of mode
order m of a full can-annular combustor, Rx;rig has to be designed
to match Rm;x at the dominant (respectively, most unstable) fre-
quencies of the full engine. However, these design frequencies are
normally not known a priori. Even if the pure acoustic eigenfre-
quencies might be known from an acoustic model, the (generally
unknown) flame dynamics may alter these frequencies. Further-
more, intrinsic thermoacoustic (ITA) modes may play an impor-
tant role [23–25]. Their frequencies are not predictable without
knowledge of the flame dynamics. Therefore, the passive acoustic
elements in general have to be adapted in an iterative procedure,
which ensures that the dominant frequency observed in the single-
can test-rig converges to the dominant frequency of the full engine
of a given azimuthal mode order m. A strategy is presented in the
Iterative Adaption of Passive Elements section.

If the initial design of the Helmholtz resonator is good enough
to approximate the relevant frequency range sufficiently well, as
shown in Fig. 6, iterative adaption may not be necessary. How-
ever, the large number of degrees-of-freedom complicates the
search for an optimal design, while this is straightforward for the
duct extension. In the present case, the parameters of the resonator
were chosen such that the design frequency is well above the
Helmholtz mode and below the first axial mode, which coincide
with the abrupt phase transitions at 40 Hz and 355 Hz, respec-
tively. Sufficiently far away from the resonator eigenfrequencies,
its damping rates are expected to be comparably small [22]. While
the design works properly for the present case, a general design
guideline is not immediately obvious and the set of parameters
has to be optimized from case to case. In the following, we there-
fore investigate the capabilities of both element types based on
numerical models of single-can test-rig and full can-annular
combustor.

Iterative Adaption of Passive Elements. As discussed previ-
ously, the frequency �d for which the Helmholtz resonator or the
straight duct extension is initially designed to fulfill Eq. (5) does
in general not coincide with the dominant frequencies of the full

Fig. 5 Matching Rm;x of the full engine by extending the
single-can test-rig with straight ducts (top) and by installing
Helmholtz-resonators at the in-/outlet (bottom)

Fig. 6 /Rm 5 1;d from Fig. 7 (dashed black) compared to /Rd ;rig

adapted by straight duct extension (red) and Helmholtz resona-
tor (blue). Both elements are designed for md 5 100 Hz.

2Axial mean flow can be accounted for by changing the propagation speed of f to
�u þ c and g to �u � c.
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engine. We therefore propose a fixed point iteration strategy with
the objective that the dominant frequency observed in the single-
can test-rig approaches the dominant frequency of the full engine
for a given mode order m.

At this point, the terminology dominant frequency has to be
defined more clearly. In case of an unstable system, the dominant
frequency is clearly visible as a narrow peak in the measured pres-
sure spectrum (corresponds to LC frequency). For a stable system,
the peaks in the pressure spectrum are broadened. However, the
eigenmodes of the stable system still show up as maxima in the
measured pressure spectrum. The peaks result from resonances of
broad-band combustion noise emitted by the turbulent flame with
stable eigenmodes of the system [26]. Thus, we define dominant
frequency generally as the position of maxima in the sound pres-
sure spectrum, no matter whether they appear as narrow or broad
peaks.

Step zero of the proposed strategy is to compute the equivalent
reflection coefficients Rm;x of the full can-annular combustor as
defined in the Equivalent Reflection Coefficients of a Generic
Can-Annular Combustor section. If Helmholtz resonators are
employed for the test-rig adaption, the initial parameters for a
given m are selected to optimally approximateRm;x in the relevant
frequency range. The passive acoustic elements installed at the
test-rig are designed to fulfill Eq. (5) at an initial guess �0 of the
dominant frequency of the full engine. For both computing Rm;x

and designing the elements, an acoustic solver based on the Helm-
holtz equation is employed.

The following steps of the proposed approach are:

(1) Run the adapted test-rig and measure the dominant fre-
quency �n.

(2) Adapt the installed passive acoustic elements to fulfill
Eq. (5) at the measured frequency �n.

(3) Iterate until the dominant frequency �n measured in the
test-rig stays constant. Repeat with different m.

Unconditional convergence of the proposed iterative algorithm
cannot be proven, as in practice a comprehensive mathematical
description of all subsystems is not available. However, for all set-
ups investigated in this study, the algorithm converged even for
initial frequencies �0 far away from the final value. This suggests
that the algorithm will converge for practically relevant cases.

In order to minimize the number of iterations necessary to adapt
the passive elements, the initial frequency guess �0 should be as
close to the dominant frequency for mode order m of the full sys-
tem as possible. Due to the clustering of eigenmodes in typical
can-annular combustors (see Fig. 8), the dominant frequencies of
the individual azimuthal mode orders are generally close to each
other [13]. Thus, the dominant frequency obtained for a certain m
may serve as �0 for the next higher m. In case the single-can test-

rig comprises an entire sector of the considered can-annular com-
bustor (including the corresponding part of the compressor ple-
num and the annular gap), it represents mode order m¼ 0 of the
full engine and can be used to obtain the dominant frequency for
m¼ 0. Alternatively, if known from an acoustic model, the pure
acoustic eigenfrequency of the considered m can be used as initial
guess �0. In many cases, flame dynamics do not affect the acoustic
eigenmode drastically and it can thus be considered as good
approximation of the thermoacoustic eigenmode. This however is
not the case if the dominant mode is of ITA origin [24].

The relative change of dominant frequency D�n between itera-
tion n� 1 and n may be used to define a convergence criterion

D�n ¼ j�
n � �n�1j
�n

< � (7)

If D�n is smaller than a predefined threshold �, the iterations are
stopped. An additional criterion based on the relative change of
design parameters of the adapted elements may be used to distin-
guish slow progress from actual convergence of the algorithm.
Although we cannot strictly prove that meeting these criteria is
always sufficient for convergence of the algorithm, in all cases
investigated in this study criterion (7) correctly indicated
convergence.

If the test-rig is adapted by means of straight duct extensions,
only the lengths Lx are available to fulfill Eq. (5) at the observed
dominant frequency. If Helmholtz resonators are used, at least the
four geometrical parameters illustrated in Fig. 4 are available for
the adaption process. In this work, we only modify one single
parameter during the iteration process. In general, more sophisti-
cated adaption strategies that modify multiple parameters at once
in order to optimally approximate /Rm;x around �n are conceiva-
ble. Deriving such strategies could be part of a follow-up study.

Application to Network Model of a Generic

Can-Annular Combustor

Within this section, we demonstrate test-rig adaption for a
generic can-annular combustor using straight duct extensions.
Both full configuration and adapted test-rig are modeled by a
quasi-1D thermo-acoustic network model. The results of the full
configuration serve as a benchmark for the adapted test-rig. For
the adaption using Helmholtz resonators, 3D effects might play a
role. Consequently, this strategy is discussed in the section Vali-
dation With a Configuration of Applied Relevance, where a full
3D configuration is considered.

Setup. Figure 4 shows the network model of one unit cell of
the generic can-annular combustor considered in the present sec-
tion. The network model contains only 1D elements. The

Fig. 7 Equivalent reflection coefficient of 3D configuration.
/Rm;u for m 5 0; 1; 2;8 (top) and /Rm;d (bottom) versus
Helmholtz-number He.

Fig. 8 Eigenfrequencies for all azimuthal mode orders m of full
can-annular combustor at aLC. The corresponding amplitude
levels are in the range aLC 5 0:5920:65.
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extension of the combustor in azimuthal direction is taken into
account by a T-junction at the outlet. For simplicity we focus on
matching only the downstream reflection coefficient Rm;d, but the
approach could equally be applied to adapt both up- and down-
stream termination simultaneously. The upstream reflection coef-
ficient of the individual cans is set to Ru ¼ �0:8 in order to take
into account acoustic losses present in realistic systems. The
dimensions and physical conditions of the system (cf. Fig. 4) are
set in accordance with typical can-annular combustors. Fluid
properties of air are used. The transition toward the turbine, which
is often a choked nozzle in actuality, is represented by Rturb ¼ 1
[21].

Flame dynamics are modeled by a flame transfer function
(FTF) of a swirl burner test-rig taken from [27]. The dimensions
of the flame and the mean flow speed in this test-rig are compara-
ble to realistic can-annular combustors, although the employed
FTF was measured at atmospheric conditions. Full engine and
adapted test-rig model are compared based on their LC frequency
and amplitude, because these are the most relevant quantities in
practice. The iterative algorithm to adapt the test-rig model is also
based on LC frequencies, as these correspond to the dominant fre-
quencies measured experimentally. In order to capture the forma-
tion of LC oscillations, we introduce a generic saturation factor s
that models the amplitude dependence of the flame response F
[28]

F x; að Þ ¼
_̂Q x; að Þ

û
¼ s að ÞFTF xð Þ; s að Þ ¼ 1

1þ e16 a�0:5ð Þ (8)

Here, _̂Q and û denote the Fourier transform of the heat release
rate and acoustic velocity at the reference position of the FTF and
a is a measure of the amplitude level. The network models of the
full can-annular combustor and the adapted single-can system are
built and solved using the tool taX3 [29]. The LC amplitude level
aLC, which corresponds to a growth rate r¼ 0 of the most unsta-
ble system eigenmode, is calculated using a gradient-based root
search algorithm. The corresponding LC frequency is obtained by
computing the eigenfrequencies of the network model with a satu-
ration factor of sðaLCÞ.

Results of the Full Configuration. Figure 8 shows the eigen-
frequencies of the full can-annular combustor with saturation fac-
tor sðaLCÞ for all azimuthal mode orders m. The clustering of
eigenmodes of different m is clearly visible [13]. Among the clus-
ters shown, one can identify an axial quarter-wave, three-quarter-
wave, and five-quarter-wave mode. All modes in the quarter-wave
cluster are unstable. The LC amplitude level aLC and frequency is
determined separately for each mode order m.

As aLC is calculated separately for each m, any nonlinear inter-
action of individual mode orders m is neglected. Furthermore, the
proposed approach of identifying equivalent reflection coefficients
for the individual azimuthal mode orders assumes that those can
be studied separately. In reality, at finite amplitude levels different
azimuthal mode orders can interact, which may result in one dom-
inant mode with LC frequency and amplitude level different from
the values computed here. Additionally, the computed aLC relies
on Bloch-symmetry, which assumes that discrete rotational sym-
metry is retained even for finite amplitude levels [28]. This is not
necessarily the case in practice. However, for the proposed
approach, it is not crucial to exactly predict the LC amplitude and
frequency that results from the interaction of multiple unstable
modes and that is potentially influenced by a symmetry break. In
case the proposed approach indicates a thermoacoustic instability
at only one single azimuthal mode order, the combustor has to be
redesigned anyway. Thus, it is not necessary to correctly represent
the case of multiple unstable mode orders and accurately predict
the exact amplitude level aLC.

The equivalent reflection coefficient Rm;d of the considered
can-annular combustor is defined at the location indicated in
Fig. 4 and shown in the bottom plot of Fig. 3.

Iterative Adaption of the Test-Rig Model. In the following,
we illustrate the adaption procedure for the “push–pull” mode
m¼ 8. For all other mode orders, the procedure is exactly equiva-
lent and we just show the final results. We use the LC frequency

�0
1 ¼ 66 Hz of m¼ 0 as initial frequency guess. This is the domi-

nant frequency that would be measured in the single-can test-rig
without any extensions. In order to demonstrate the robustness of
the proposed approach, we repeat the procedure with an initial fre-

quency of �0
2 ¼ 300 Hz which is quite far away from the dominant

frequency for m¼ 8. According to Eq. (6), the corresponding ini-

tial extension lengths are L0
d;1 ¼ 4:33 m for �0

1 and L0
d;2 ¼ 1:26 m

for �0
2 .

Figure 9 shows /Rm;d for the considered azimuthal mode order
m¼ 8 together with the phase of the outlet reflection coefficient of
the test-rig /Rd;rig for the individual iterations. Starting the itera-

tions at �0
1 ¼ 66 Hz, the process takes five steps until a prescribed

D� < 0:5 % is reached. This is a very strict criterion that could
probably be weakened in practice. However, here we want to
demonstrate the accuracy that can be achieved by the proposed
approach.

Figure 10 shows the corresponding LC frequencies �n observed
in the test-rig model for the individual iterations. Within five itera-
tions, the LC frequency �5 ¼ 103:0 Hz matches the LC frequency
of m¼ 8 of the full engine with a relative error below 0.2%. The
obtained LC amplitude level after convergence is aLC¼ 0.594,
which is the same value as for the full can-annular combustor.
The final extension length is L5

d ¼ 3:06 m.

Fig. 9 /Rm 5 8;d (black curve) together with /Rd;rig for the indi-
vidual iterations. Phase for initial lengths shown in black, solid
lines indicate iterations for m0 5 66 Hz dashed lines for
m0 5 300 Hz.

Fig. 10 LC frequencies of the test-rig for individual iterations
with m0 5 66 Hz (colored crosses), LC frequency for initial exten-
sion length marked with black crosses. Black square indicates
LC frequency of the full engine for m 5 8.3Code available at https://gitlab.lrz.de/tfd/tax
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Note that if the criterion in Eq. (7) is weakened to D� < 5 %,
which is more a realistic value due to limited measurement accu-
racy, the approach converges already after two iterations. In this
case, the relative error of the test-rig LC frequency is below 3%,
while the relative error in LC amplitude level is approx. 2%.

If �0
2 ¼ 300 Hz, which is far away from the actual LC frequency

of the full engine, is used as initial frequency guess, the process
converges after six iterations for D� < 0:5 % and after three itera-
tions for D� < 5 %, while the achieved accuracy is comparable to
that of �0

1 .
Figure 11 compares the mode shapes in one can predicted by

the respective network model of the full engine and the adapted
test-rig. Inside the can, the acoustic pressure and velocity of the
full engine and the single-can test-rig agree well.

The procedure illustrated for m¼ 8 is completely analogous for
all other azimuthal mode orders. The dominant frequency � ¼
66 Hz of m¼ 0 is used as an initial guess for all mode orders. For
each m, the approach converges within a maximum of five itera-
tions, while the relative errors in LC frequency and amplitude lev-
els are below 1%. If a weakened convergence criterion D� < 5 %
is used, the approach converges within two iterations for each
mode order m. Table 1 shows the resulting extension lengths for
each mode order m.

Stability Properties of the Adapted Test-Rig. In the section
Iterative Adaption of the Test-Rig Model, we pointed out that a
single-can test-rig model can be adapted iteratively to show the
same LC as the full configuration at a given azimuthal mode
order.4 So far, we have not discussed the stability properties of the
adapted test-rig model. A LC is characterized by r¼ 0, while the
(linear) stability of the system is determined by the sign of r in
the zero-amplitude limit a¼ 0. The passive acoustic elements are
designed such that Eq. (5) holds for purely real-valued design fre-
quencies xd (r¼ 0). For r 6¼ 0, Eq. (5) does not hold in general.
Thus, even if the LC frequencies of test-rig and full engine match,
the eigenfrequencies in the zero-amplitude limit are generally not
identical.

We can however argue that for a unique, stable LC to develop,
the modal growth rate must be r > 0 in the zero-amplitude limit.
Provided that both systems develop an identical LC, both systems
must be linearly unstable with r > 0 in the zero-amplitude limit.
To conclude, both adapted test-rig and full engine will have the
same stability properties, although their eigenmodes do not neces-
sarily have the same frequency and growth rate in the zero-
amplitude limit.

Critical Assessment of the Adaption Strategy. The con-
verged extension lengths for the individual mode orders shown in
Table 1 are quite large compared to the length of the can. This
will cause problems for the practical implementation of this strat-
egy if the evaluated extension length cannot be realized in the
high-pressure test-bench.

Figure 11 illustrates exemplarily for m¼ 8, why the extension
has to be that long. Rm¼8;d could be approximated by an acousti-
cally soft termination at axial position z ¼ 3:2 m in Fig. 11 (pres-
sure node). In this case, the mode in the full engine would be
approximated by a half-wave mode in the test-rig. However, as
Rturb ¼ 1 at the end of the extension is fixed, the full engine mode
has to be approximated by a three-quarter-wave mode, which
results in large Ld. It is apparent that in this case there exists also
a lower frequency quarter-wave mode in the test-rig. This mode is
observed in Fig. 10 at frequency � ¼ 34 Hz. It has no counterpart
in the full engine and can be seen as an artifact of the proposed
method (in the following also called “spurious mode”).

This mode may become dominant in the test-rig, which causes
ambiguity on which measured frequency the iterations should be
based on. However, a general criterion can be formulated. We
define the phase being wrapped in the interval ½�p;p�: If
/Rm;d > 0, the full engine mode is approximated by a three-
quarter-wave mode, i.e., the iterations must be based on the sec-
ond mode of the test-rig. If /Rm;d � 0, the full engine mode is
approximated by a quarter-wave mode and the iterations must be
based on the first mode of the test-rig. However, if for /Rm;d > 0
the spurious mode is unstable in the test-rig, it will be difficult or
even impossible to identify the frequency of the second mode on
which the iterations have to be based on. Additionally, if the spu-
rious mode is unstable and dominates for the final extension
length, the stability of the full engine mode cannot be assessed
with the adapted test-rig.

The final extension lengths in Table 1 are not directly related to
any characteristic length of the combustor. Thus, they cannot be
deduced from geometrical consideration, as it is current practice.
Instead, iterative adjustment according to the proposed strategy is
necessary. This, however, would be very costly in high-pressure
test-rigs. The high-pressure cell has to be opened for each iteration
step and for each mode order. If instead of a single operating con-
dition with a fixed dominant frequency, an entire operating win-
dow with variable dominant frequencies is investigated, the effort
of implementing such an iterative strategy will be prohibitive.

In summary, the iterative test-rig adaption demonstrated within
this section is most likely impractical, but when using straight
duct extensions there is no obvious alternative to the proposed
iterative strategy.

Validation With a Configuration of Applied Relevance

Within this section, we demonstrate test-rig adaption using
Helmholtz resonators for a can-annular combustor with 16 cans
modeled by the 3D inhomogeneous Helmholtz equation. The
objective is to demonstrate the proposed test-rig adaption for a
configuration that could similarly be found in practice (e.g., see
Ref. [6]). Again, results from the adapted single-can system are
compared to the full can-annular combustor model.

Setup. Figure 12 shows a slice through one sector of the con-
sidered setup along the axial direction. Flame dynamics are

Table 1 Extension lengths for individual azimuthal mode
orders m

m 1 2 3 4 5 6 7 8

Ld (m) 6.12 5.31 4.51 3.89 3.49 3.24 3.10 3.06

Fig. 11 Normalized absolute value and phase of acoustic pres-
sure and axial velocity in test-rig can with extension (dashed
black) and in can of full engine (solid blue) for m 5 8 plotted
over the axial coordinate z

4Provided that Bloch-symmetry holds and nonlinear interaction of individual
mode orders is negligible.
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represented by the flame model shown in Eq. (8) [27]. They are
coupled to the acoustics by a source term that is active in the
flame region indicated in Fig. 12. The flame divides the domain
into a cold (Tc ¼ 780 K) and hot (Th ¼ 1800 K) region. Fluid
properties of air are used. BBCs are imposed at the cutting inter-
face of plenum and annular gap. The acoustic terminations toward
compressor and turbine are set to Rcomp ¼ Rturb ¼ 1. To account
for acoustic damping, which is not included in the Helmholtz
equation, we assume that a LC is established at a positive modal
growth rate of r ¼ 2 s�1 [30]. The model is built and solved using
the finite element software COMSOL MULTIPHYSICS [31].

Equivalent Reflection Coefficient. Due to nonplanar acoustic
waves in the vicinity of the annular gap and the plenum-can tran-
sition, the equivalent reflection coefficients Rm;x are defined in
some axial distance to the azimuthal coupling interfaces (see
Fig. 12). They are obtained by computing the forced response of
the plenum and annular gap section at discrete frequencies for
individual m.

Figure 7 shows /Rm;u of the plenum (top) and /Rm;d of the
annular gap (bottom) versus He ¼ xd=c. For better visibility,
only m ¼ 0; 1; 2; 8 of /Rm;u is shown. The characteristic length d
is set to the can–can distance at the annular gap, i.e., 1/16th of the
total annular gap perimeter. The relevant frequencies of the first
axial mode order are in the range He � p=14…p=6.

The equivalent reflection coefficient of the annular gap Rm;d is
in good agreement with that obtained from the network model
shown in Fig. 3. Compared to the network model case, the indi-
vidual values of /Rm;d are more distinct from each other (due to
a larger A in the present configuration), which indicates that the
cluster of first axial mode order is not as closely spaced as in
Fig. 8. The overall linear decrease of /Rm;d with frequency
reflects the axial distance ofRm;d to the annular gap.

At first glance, /Rm;u looks notably different from that in
Fig. 3 and its behavior seems quite chaotic. The abrupt phase
changes observed in Fig. 7 are related to eigenfrequencies of the
plenum. As explained for Fig. 3, at these eigenfrequencies, the
equivalent reflection coefficient equals Rm;u ¼ 1. In case of the
quasi-1D network model, the plenum eigenfrequencies are regu-
larly spaced, resulting in a regular behavior of /Rm;u as shown in
Fig. 3. In the present configuration, the plenum is a large volume
of complex shape, which features irregularly spaced eigenfrequen-
cies with complex 3D mode shapes. In particular for higher fre-
quencies (He > 3p=8) the eigenfrequencies are closely spaced.
However, except for the immediate vicinity of these plenum
eigenfrequencies, /Rm;u for all m closely follow a common trend,
which linearly decreases from p. This linear decrease results from
the axial distance of Rm;u to the can-plenum transition. Thus,
except for very low frequencies He < p=16 and the immediate
vicinity of plenum eigenfrequencies, all mode orders impose an
almost ideal open end at the can inlet.

Importance of Upstream Coupling. Except for the immediate
vicinity of plenum eigenfrequencies, the individual /Rm;u are
closely spaced in the frequency range He � p=16…3p=8 that is
relevant to the first axial mode order. In particular, /Rm;u are
much closer together than the individual /Rm;d in the same fre-
quency range. The phase /Rm¼0;u of the uncoupled m¼ 0 config-
uration is thus a good approximation for all other azimuthal mode
orders, except near plenum eigenfrequencies. This indicates that
for most of the relevant frequency range, the coupling via the
annular gap is much more important than the coupling via the
plenum.

To substantiate this argumentation, we compare LC amplitude
levels and frequencies of the full system and a system coupled at
the downstream side only (m¼ 0 set at the plenum interfaces) in
Table 2. All frequencies are normalized by the LC frequency of
the m¼ 0 system. The azimuthal mode order m¼ 5 is stable, thus
aLC is undefined there. As observed in Table 2, the relative differ-
ence of the two configurations in terms of LC amplitude level and
frequency is below 5% for all mode orders, except for � of m¼ 2
and aLC of m¼ 6. The LC frequency of azimuthal mode order
m¼ 2 is close to a plenum eigenfrequency visible in Fig. 7 at
He � p=10. This explains the differences between fully coupled
and downstream-only coupled systems for this mode order m. To
conclude, for the present configuration can–can coupling via the
plenum is negligible for frequencies that are not in the immediate
vicinity of plenum eigenfrequencies. In the following, we will
therefore only consider adaption of the downstream termination.
The error of representing the upstream termination by the
uncoupled plenum (m¼ 0) is considered to be small compared to
other possible error sources.

However, this finding cannot be generalized for all practical rel-
evant systems. The investigated setup does not have cross-fire
tubes, which would directly connect the cans upstream of the
flame. These could drastically increase the upstream coupling of
the individual cans, which would have to be accounted for in the
same manner as shown for the downstream termination.

Matching Downstream Termination. The initial design of the
Helmholtz resonator with the considered four degrees-of-freedom
(cf. Fig. 5) is nontrivial. However, the four parameters allow
approximating /Rm;d well for a wide frequency range. Due to the
high computational effort when searching a four-dimensional
parameter space for an optimal design, we only consider m¼ 1
and m¼ 8. However, the strategy can be applied accordingly to all
other mode orders.

As indicated in Fig. 6 and discussed below, for a good match
with /Rm;d the Helmholtz mode of the resonator should be well
below the relevant frequency range, while the first axial mode
should be well above. To shift the Helmholtz mode to low fre-
quencies, the resonator volume should be as large as the limita-
tions of the high-pressure cell allow. However, the length of the
volume l2 is bounded by the lower frequency limit of the axial
mode. The above guidelines are common for all mode orders m.
The two remaining design parameters l1 and S1 are used to opti-
mally approximate /Rm;d for the given m.

Figure 13 shows /Rrig;d adapted with Helmholtz resonators
designed for m¼ 8 (top) and m¼ 1 (bottom) compared to /Rm;d

of the respective mode orders. The resonators are mounted at the

Fig. 12 3D model of realistic can-annular combustor. Individ-
ual cans are coupled via plenum and annular gap. Colors show
normalized jp̂ j for the dominant mode of azimuthal order m 5 1.

Table 2 Normalized LC frequencies m and amplitudes aLC of
individual m for fully coupled “u/d” and downstream-only
coupled “d” configuration

m 1 2 3 4 5 6 7 8

�, u/d 1.14 1.17 1.40 1.49 1.74 1.81 1.85 1.86
�, d 1.09 1.28 1.44 1.49 1.76 1.82 1.85 1.86
aLC, u/d 0.66 0.63 0.56 0.42 — 0.47 0.50 0.51
aLC, d 0.68 0.64 0.56 0.44 — 0.36 0.49 0.50
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azimuthal interfaces of the annular gap. The parameters chosen
for m¼ 1 and m¼ 8 are summarized in Table 3. The parameters l1
and A1 (respectively, for m¼ 8 and m¼ 1), for which a range is
specified, are employed for the iterative adaption. For m¼ 1
/Rm;d can be approximated very well for a wide frequency range.
To achieve comparable accuracy for m¼ 8, the necessary resona-
tor volume would have to be even larger than the present one,
which is not considered to be realistic. In general, the achievable
accuracy crucially depends on the set of parameters that is realiz-
able in the available test-bench.

The resonators are initially designed to exactly represent
/Rm;d at the LC frequency of the respective lower mode order.
This results in initial parameters A1 ¼ 0:04 for m¼ 1 and l1 ¼
0:03 m for m¼ 8. With a convergence criterion D� < 0:5 % the
adaption algorithm immediately converges with the initial resona-
tor design for m¼ 8. For m¼ 1 convergence is reached after the
first iteration with an updated A1 ¼ 0:045. The normalized LC fre-
quencies and amplitude levels obtained with the adapted test-rig
models are � ¼ 1:09 and aLC¼ 0.67 for m¼ 1 and � ¼ 1:86 and
aLC¼ 0.48 for m¼ 8. Thus, the relative error compared to the
downstream only coupled system is below 1% regarding LC fre-
quency and below 5% regarding amplitude level. The relative
error in LC frequency compared to the fully coupled configuration
is below 5% (cf. Table 2). The normalized LC jp̂j obtained from
the test-rig model adapted for m¼ 1 is shown in Fig. 14 and
agrees well with jp̂j of m¼ 1 of the full configuration shown in
Fig. 12. The outline of the adapted resonator is also visible in Fig.
14.

Critical Assessment of Adaption Strategy. Test-rig adaption
by means of Helmholtz resonators seems much more practicable
than using duct extensions. Due to the good initial agreement of
/Rrig;d and /Rm;d over a wide frequency range, the number of
iterations necessary to adapt the resonator is very small, iterations
might even be avoided altogether. At the same time, it is possible
to investigate entire operating windows with variable dominant
frequencies without having to redesign the up-/downstream termi-
nations for each operating condition.

The design parameters of the considered resonator appear to be
much easier accessible than the length of duct extensions. It

should be possible to change the neck length and cross section
remotely, without opening the high-pressure cell. Other design
parameters not considered here, like the purge flow temperature,
should be easily accessible, too.

The Helmholtz resonators will also introduce “spurious” modes
that are not present in the full combustor. However, as their eigen-
frequencies are related to the Helmholtz-mode of the resonator,
they will be strongly damped and are expected to play a minor
role.

A main drawback of this element type is that there is no gener-
alized design guideline yet. The initial design and the iteration
strategy have to be adjusted from case to case. Part of future work
might be to develop an optimal iteration strategy that changes
multiple parameters at once. Another drawback is the large size of
the adapted resonators. In case the optimized initial resonator
design does not fit in the high-pressure cell, the test-rig adaption
will again rely more on the iterative algorithm. Furthermore, it is
not yet clear how strong the damping of the resonator (which is
designed to be small in the relevant frequency range) will affect
the thermoacoustic properties of the test-rig.

Influence of Effects Neglected in Combustor Model

The strategy proposed in this work is only demonstrated with
thermoacoustic models. The models used do not account for nona-
coustic effects like heat transfer, entropy waves, and mean flow
(in the Helmholtz solver). Furthermore, acoustic damping is only
modeled in a simplistic way, i.e., by means of nonideal boundary
conditions in the network model and by assuming uniformly dis-
tributed damping in the 3D configuration (which is equivalent to
setting the LC growth-rate to r > 0 [30]). Acoustic boundary con-
ditions toward turbine and compressor are idealized.

These effects neglected in the present models will generally
affect the thermoacoustic properties of the considered systems.
However, it is important to note that in this study these effects are
neglected in both the test-rig model and the model of the full con-
figuration. In reality, those effects will in turn be present in both
configurations. We do not aim to accurately model a real combus-
tor configuration. Instead, we demonstrate the correspondence
between adapted test-rig and full configuration.

To assess the importance of effects neglected in the thermoa-
coustic models of this study, we thus have to focus on the parts
where test-rig and full configuration differ, i.e., the up-/down-
stream terminations of the can. In particular at the downstream
termination, neglected effects related to entropy fluctuations,
mean flow, and localized acoustic damping might have different
influences on the thermoacoustic properties of test-rig and full
engine.

In case duct extensions are used for test-rig adaption, the con-
vective time delay relevant to entropy waves is drastically
increased. Also, the Helmholtz resonator might be affected by
entropy waves. However, due to the generally large convective

Fig. 13 /Rrig;d adapted with Helmholtz resonator for m 5 8
(top) and m 5 1 (bottom) together with /Rm;d of respective m
(black dashed)

Table 3 Parameters of Helmholtz resonators fitted for m 5 1
and m 5 8

S2=S1 l2 (m) A1 ¼ S1=Sc l1 (m)

m¼ 1 20 1.2 0:04� 0:05 0.43
m¼ 8 20 1 0.4 0:02� 0:04

Fig. 14 Normalized jp̂ j of dominant mode in single-can test-rig
model adapted with Helmholtz resonator for m 5 1
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time delays in realistic combustor configurations, effects caused
by entropy waves typically occur at very low frequencies and are
thus well separable from purely acoustic effects considered in this
study.

The elements installed upstream the first turbine stator vanes
may change the nonacoustic flow properties, which in turn affects
Rturb. For example, the cooling of the duct extension or the purge
flow through the Helmholtz resonator may change mean flow tem-
perature and velocity. However, the expected changes of the mean
flow are very small and so is the influence on Rturb.

Acoustic damping localized at the annular gap in the full engine
and at the Helmholtz resonator in the adapted test-rig is only taken
into account in the simplistic way mentioned above. With the
methods employed in this study, we cannot quantify the influence
of this localized acoustic damping on the thermoacoustics of test-
rig and full engine. This has to be addressed by more sophisticated
numerical models and/or by experimental validation of the pro-
posed strategy.

Conclusion

This study discusses the strategies to adapt single-can combus-
tion test-rigs to reproduce the thermoacoustic properties of a full
can-annular combustor. The coupling of the individual cans inside
the can-annular combustor can be lumped into equivalent reflec-
tion coefficients Rm;x (with x̂u=d) up- and downstream of a single
can. If correct values of Rm;x can be imposed at the up-/down-
stream terminations of a single-can test-rig, the rig mimics the
thermoacoustic properties of the full engine.

We exploit the discrete rotational symmetry of typical can-
annular combustors and employ Bloch-wave theory to obtain
Rm;x. These reflection coefficients induce a frequency dependent
phase shift, which generally depends on the coupling interfaces,
the azimuthal mode order m and the number of cans, but not on
the thermoacoustic properties of the individual cans.

Two types of passive acoustic elements, namely duct extensions
of constant cross section and Helmholtz resonators, are employed
to match the phase shift induced by Rm;x for given design fre-
quencies. For both computing Rm;x and designing the passive ele-
ments, an acoustic solver based on the Helmholtz equation is
employed. We propose an iterative strategy, which ensures that
the design frequency converges to the dominant frequency of the
given mode order of the full system. Following that approach, the
single-can test-rig can be used to investigate each azimuthal mode
order m of the full can-annular combustor in terms of stability,
limit cycle frequencies, and amplitude levels without a priori
knowledge of relevant frequencies of the full engine.

The proposed strategy is applied to a network model of a
generic can-annular combustor and to a 3D applied configuration
modeled by the Helmholtz equation. For the latter, we show that
the coupling via the compressor exit plenum is negligible for fre-
quencies that are not in the immediate vicinity of plenum eigen-
frequencies. The test-rig models adapted following the proposed
strategy mimic the full engine with comparably good accuracy for
both considered element types. However, using Helmholtz resona-
tors seems much more practical. Their design parameters are eas-
ier to access remotely and the geometrical dimensions of the
adapted resonators are more reasonable than those of the duct
extension. Most importantly, the up-/downstream reflection coeffi-
cient tuned by a Helmholtz resonator matches Rm;x for a wide fre-
quency range. Thus, fewer or no iterations are necessary to adapt
the resonator and one single resonator design may be employed to
investigate an entire operating window.

The proposed strategy has been demonstrated only with numer-
ical models and has yet to be validated experimentally.
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Nomenclature

a ¼ amplitude level
A ¼ cross section area ratio

BBC ¼ Bloch boundary condition
c ¼ speed of sound
d ¼ characteristic length

f, g ¼ acoustic Riemann invariants
F ¼ flame response

FTF ¼ flame transfer function
He ¼ Helmholtz number

ITA ¼ intrinsic thermoacoustic
l ¼ length
L ¼ extension length

LC ¼ limit cycle
m ¼ Bloch-wave number/azimuthal mode order
n ¼ iteration number
N ¼ number of cans
p ¼ acoustic pressure
_Q ¼ heat release rate

r;/; z ¼ radial, azimuthal, and axial coordinate
R ¼ reflection coefficient
R ¼ equivalent reflection coefficient
s ¼ saturation factor
S ¼ cross section area
u ¼ acoustic velocity
x ¼ position vector
Z ¼ acoustic impedance
D ¼ relative difference
� ¼ frequency
q ¼ density
r ¼ modal growth rate
X ¼ angular frequency
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ABSTRACT

The effects of hydrogen addition on the flame dynamics of a bluff-body stabilized methane–hydrogen turbulent flame are studied with large
eddy simulation (LES). The LES is carried out with the thickened flame model and global kinetic mechanisms calibrated for the methane–hy-
drogen mixtures. Conjugate heat transfer is included in the LES to consider a proper wall temperature while the flame shape changes with
hydrogen addition. A data-based calibration of the global mechanisms is done with a methodology based on reproducing the net species pro-
duction rates computed with a detailed kinetic mechanism. An improvement in this methodology is proposed to increase its accuracy and
reliability. The calibrated mechanisms accurately describe the variation of the laminar flame speed and the thermal flame thickness with
hydrogen addition and equivalence ratio in a freely propagating premixed flame. The variations of the consumption speed and the thermal
flame thickness with the strain rate in a symmetric counterflow premixed flame are also well predicted. The numerical simulations reproduce
the transition from V- to M-shape flame induced by hydrogen addition, and the axial distribution of the heat release agrees with the experi-
mental measurements of OH chemiluminescence. The unit impulse response and the flame transfer function are computed from the LES
data using system identification (SysID). The flame transfer functions show a remarkable agreement with the experimental data, demonstrat-
ing that the LES-SysID approach using properly calibrated global mechanisms can predict the response of turbulent methane–hydrogen
flames to velocity fluctuations. A comparison of the unit impulse response for the various hydrogen additions is presented, and the effect of
hydrogen in the flow–flame interaction of the burner evaluated is discussed.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0098898

I. INTRODUCTION

The blending of hydrogen with conventional hydrocarbon gas-
eous fuels has received increased attention for its potential to con-
tribute to CO2 reduction.

1 The effect of hydrogen blending on the
thermoacoustic response of a lean premixed combustion system
depends on the combustion system and its operating conditions.2,3

Most experimental studies show that thermoacoustic instability
may be induced by adding hydrogen to methane–air flames.4–6

Conversely, hydrogen addition may also suppress thermoacoustic
instability.2,7 The effect of hydrogen on thermoacoustic instabilities
is highly related to the impact of hydrogen on flame shape and
length.5,6,8 Hydrogen addition reduces the flame length and may

trigger a transition from V- to M-shape in non-adiabatic turbulent
flames,6,9–11 even if the unstretched laminar flame speed remains
constant.9,10

Numerical simulation can be used to determine the frequency
response of turbulent flames to study their thermoacoustic behav-
ior.12,13 However, numerical simulation of turbulent combustion of
hydrogen blends is challenging due to the properties of hydrogen.
Direct numerical simulations of hydrogen-enriched methane–air tur-
bulent flames expose that considering accurate chemistry and diffu-
sion are necessary to correctly describe the flame behavior.14,15 These
requirements can be met by performing large eddy simulation using a
combustion model based on transported chemistry, where the
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transport and reaction of the species consider effects, such as heat loss,
stretch, and preferential diffusion (non-unity Lewis number and dif-
ferential diffusion).

The accuracy of any model based on transported chemistry lies,
among other aspects, on the chemical kinetic mechanism used to
describe the reaction process. Detailed kinetic mechanisms (DM) are
impractical in LES due to the large number of species and reaction
steps to be considered. Alternatively, reduced versions of these mecha-
nism (the so-called skeletal mechanisms) can be used in LES,16 but still
with a relatively high computational cost. Analytically reduced mecha-
nism (ARM)17,18 allows reducing the computational cost by identify-
ing the species that do not need to be transported with the flow.
However, different from a skeletal mechanism, the production rate of
the transported species in an ARM is not expressed as a combination
of elementary reaction in the Arrhenius form but rather as a combina-
tion of complex analytical relations.17 This complexity, together with
the number of transported species that could still be more than twenty,
makes ARM not the first option for applications where lower compu-
tational cost is needed due to computational power limitations or a
high number of conditions required to be simulated. In such cases,
global mechanisms are an alternative that reduces the computational
cost.

A global mechanism (GM) is an empirical scheme that only con-
siders the major species involved in the combustion process, now
described by a reduced number of global reaction steps. Global mecha-
nisms are calibrated by adjusting the rate parameters in the Arrhenius
equation of each reaction step to match some of the main physical
properties of the flame, such as laminar flame speed, auto-ignition
delay time, or species production rates, obtained from experiments or
using a detailed kinetic mechanism for given operation conditions.
The calibration is then formulated as an optimization problem, where
various methods exist to find a proper set of parameters.19–22 The use
of global mechanisms in LES has reproduced important aspects of tur-
bulent combustion.23–26 Although some aspects of the turbulence–
chemistry-diffusion interactions are lost if intermediate species are not
considered,22,27 the study of global mechanism capabilities to describe
different aspects of combustion is still an ongoing task.28–30

Given that thermoacoustic instabilities represent an important
challenge in the design of combustion systems, comprehensive valida-
tion of LES models should include the prediction of flame dynamics.
Therefore, the present work further tests the capabilities of global
mechanisms by considering methane–hydrogen mixtures with highly
different chemical-diffusion properties and focusing on the prediction
of flame dynamics. Both hydrogen combustion and thermoacoustic
are two major research topics on present combustion. Global mecha-
nisms are calibrated for various lean methane–hydrogen–air mixtures
based on the methodology proposed by Polifke et al.19 This meth-
odology is improved in the present work to make it more accurate.
Canonical 1D laminar flames are used to validate the global mecha-
nisms compared with detailed and skeletal kinetic mechanisms.
Then, the global mechanisms are used in the LES of a turbulent pre-
mixed burner with various methane–hydrogen mixtures. The
results are compared against experimental data. First, predictions
of the mean flame shape and length are evaluated, and then, the
flame dynamics are analyzed through the unit impulse response
and the flame transfer functions computed using system
identification.13

II. CALIBRATION OF THE GLOBAL MECHANISM

The global mechanism used in this study is a three-step mecha-
nism with an initial step for methane (CH4) breakdown into carbon
monoxide (CO) and hydrogen (H2) and two additional steps for CO
and H2 oxidation into carbon dioxide (CO2) and water (H2O), respec-
tively, as follows:

CH4þ0:5O2 ) COþ2H2; ðR1Þ
COþ0:5O2 () CO2; ðR2Þ
H2þ0:5O2 ) H2O: ðR3Þ

This mechanism is selected due to its simplicity and the good
results for wide ranges of hydrogen content. In this mechanism, only
the step for CO oxidation is reversible. The rate parameters of this
mechanism are calibrated based on the methodology proposed by
Polifke et al.,19 which allows calibrating each reaction step indepen-
dently based on a target reaction progress rate. The methodology is
divided in two parts:

First, a detailed mechanism is used to compute a 1D freely propa-
gating laminar flame at a reference operating condition: pressure, tem-
perature, hydrogen fraction, and equivalence ratio. The profiles of
temperature T, species mole concentration ½Ci�, and species produc-
tion rates _x i are obtained from this simulation. Then, the goal is to
determine the “target reaction rates” of the GM so that the production
rate of the species in the GM matches the ones obtained with the DM
along the 1D flame.

For a given detailed kinetic mechanism, the production rate of
each species is given by

_x i ¼
XM
j¼1

�i;jrj; with �i;j ¼ �00i;j � �0i;j; (1)

where rj is the reaction progress rate of the reaction j and �0i;j and �
00
i;j

are the stoichiometric coefficient of species i in reaction j as reactant
and product, respectively. For the whole system of N species and M
reaction steps, Eq. (1) can be expressed in matrix form as

p N;1½ � ¼M N;M½ �r M;1½ �; (2)

where p and r are the vectors of production rates and reaction progress
rates, respectively, and M is the matrix of stoichiometric coefficients.
The same applies for the GM, yielding

p̂
N̂ ;1½ � ¼ M̂

N̂ ;M̂½ �r̂ M̂ ;1½ �; (3)

where �̂ refers to the global mechanism. Then, the right-hand side of
Eq. (3) is equaled to the left-hand side of Eq. (2) ignoring the produc-
tion rates of the species in the DM not included in the GM, such as

p
N̂ ;1½ � ¼ M̂

N̂ ;M̂½ � r̂ M̂ ;1½ �: (4)

Note that p corresponds to the production rates of the species
obtained from the 1D flame simulation using the DM. Then, Eq. (4)
can be solved to obtain the reaction progress rates r̂ of the GM that
produce the same species production rates that the DM. This, how-
ever, is not possible in general, because the matrix M̂ is not square
(N̂>M̂). Polifke et al.19 addressed this issue by selecting a number M̂
of species in the GM, denoted “principal species,” to build a square
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matrix M̂. The drawback of this approach is that the overall solution
depends on the non-unique choice of these principal species. To over-
come this limitation, a different approach is proposed in this work. It
consists of solving Eq. (4) using the method of least squares so that all
species production rates are considered for the reaction progress rates of
the GM. The vector r̂� of the target progress rates is, thus, defined as

r̂� ¼ ðM̂T
M̂Þ�1M̂T

p: (5)

This enhancement improves the accuracy of the calibration
methodology and makes it more physics-driven.

The target rates for an example of GM calibration are shown in
Fig. 1(a) with solid lines. The GM with the reaction rates r̂� closely
reproduces the species production rates obtained with the detailed
mechanism, as shown in Fig. 1(b). Note that only a single 1D laminar
flame calculation is used to obtain the target reaction rates for each cal-
ibration, and no more are needed from now on.

The second part of the calibration is to adjust the rate parameters
of each reaction step to match the target reaction progress rates r̂�j .
The reaction progress rate of each reaction step j is given by

r̂ j ¼ kj
YN̂
i¼1

Ci½ ��
0
i;j

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
non-reversible

� kj
Keqj

YN̂
i¼1

Ci½ ��
0
i;j0

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
reversible

;

with kj ¼ AjT
bj exp � Eaj

RT

� �
; (6)

where A is the pre-exponential factor, b is the temperature exponent,
Ea is the activation energy, R is the gas constant, and Keq is the equilib-
rium constant as a function of T.

The calibration of each reaction step is done using a genetic algo-
rithm31 to minimize the cost-function19 relating r̂ j and r̂�j , where the
values of T, ½Ci�, and r̂�j along the 1D laminar flame are the reference
data and Aj, bj, and Eaj are the parameters to be calibrated. For the
nonreversible reaction steps, �0i;j is also calibrated but restricted to be
positive to increase the robustness of the GM.

The reaction progress rates obtained after the calibration are
shown in Fig. 1(a) with dashed lines and agree reasonably well with
the target reaction progress rates. The same applies to the species
progress rates obtained with these reaction rates, as seen in Fig. 1(b).
The higher difference is obtained for the H2 oxidation step in the
high-temperature region corresponding to the oxidation layer.

The reference operating condition for the calibration of the
mechanism must agree with the operating condition in the LES,
which, in the present work, corresponds to an atmospheric premixed
CH4–H2–air flame with an equivalence ratio / ¼ 0:7 and hydrogen
fraction by volume of fuel XH2 ¼ 0.0, 0.25, 0.57, and 0.67. The GM is
calibrated for two conditions, XH2 ¼ 0:0 and XH2 ¼ 0:57, leading to
two sets of parameters, referred to as 3S-00H and 3S-57H, respectively.
The detailed kinetic mechanism UC San Diego,32 referred to as UC-
SD, is used to compute the reference laminar flame for the calibration.
The calibrated parameters for the three-step GM are presented in
Table I.

III. VALIDATION OF GM IN 1D LAMINAR FLAMES

To verify that the GM can be used in the LES of the CH4–H2
flames, an evaluation of the global mechanism is done in the frame of
1D premixed laminar flames using the software Cantera.33 Full multi-
component mass diffusion and Soret effect are considered. The refer-
ence pressure and temperature of the reactants are equal to 101.3 kPa
and 300K, respectively. The global mechanism is compared with the
detailed mechanism UC-SD used as a reference for the calibration and
the well-known mechanism DRM19.34 The latter as a reference for the
accuracy of a skeletal mechanism.

A. Freely propagating premixed flame

The freely propagating premixed flame (free-flame) is used to
compute the unstretched laminar flame speed S0L and the unstretched
thermal flame thickness defined by dT ¼ ðTb � TuÞ=maxðdT=dxÞ,
where subscripts u and b denote the unburnt and burnt sides of the
flame, respectively. Figure 2 shows the results for / ¼ 0:7 and

FIG. 1. Example of GM calibration, XH2 ¼ 0 and / ¼ 0.7. (a) Reaction progress
rates of GM. (b) Species production rates _x i from the 1D laminar flame, the GM
target reaction rates, and the GM reaction rates after calibration.

TABLE I. Global kinetic mechanism calibrated for CH4–H2–air. / ¼ 0:7. 3S-00H
! XH2 ¼ 0:0 and 3S-57H! XH2 ¼ 0:57. Units: cal, K, mol, cm3, s.

A b Ea �CH4
0 �H2

0 �O2
0

3S-00H
(R1) 4.65� 107 0.0 32 082 0.64 … 0.17
(R2) 1.51� 109 0.33 24 334 … … …
(R3) 3.55� 1013 1.0 20 847 … 1.99 0.19
3S-57H
(R1) 2.52� 109 0.0 21 482 0.49 … 0.82
(R2) 1.68� 109 0.0 15 694 … … …
(R3) 9.38� 1011 1.0 20 938 … 1.91 0.10
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CH4–H2 mixtures ranging from pure methane to pure hydrogen. Both
global mechanisms can predict the values of S0L for a wide range of
hydrogen concentrations although they are calibrated for only one spe-
cific condition. The GM calibrated for XH2 ¼ 0:0 shows better accuracy
for low hydrogen additions, while the one calibrated for XH2 ¼ 0:57
has better accuracy for high hydrogen additions. In these ranges, the
error in S0L with the GM is less than 10% respect to the DM.

Regarding the flame thickness, the GM results are in good agree-
ment with the detailed and skeletal mechanisms. However, the flame
thickness is underpredicted for mixtures close to pure hydrogen where
the GM effectively reduces to a one-step reaction.

Although only perfectly premixed flames are considered in this
study, it is relevant to evaluate the accuracy of the global mechanism
for various equivalence ratios / since the latter may vary along the
flame front due to preferential diffusion of hydrogen. Figure 3 shows
the evolution of S0L as a function of /. The GM 3S-00H is used for the
cases with XH2 ¼ 0.0 and 0.25, while the GM 3S-57H is used for
XH2 ¼ 0.57 and 0.67, both will be referred to as GM hereafter. In all
cases, the GM archives a good accuracy for a wide range of equivalence

ratios compared with the detailed and skeletal mechanisms. The
DRM19 mechanism consistently over-predicts S0L, especially for higher
equivalence ratio and hydrogen addition. The accuracy of the GM
diminishes when the equivalence ratio is far from the calibration con-
dition. The GM could be tailored for rich and very lean mixtures by
calibrating the mechanism for multiple equivalences ratios following
the presented methodology and letting one of the Arrhenius coeffi-
cients vary with the equivalence ratio [e.g., Aj ¼ Ajð/Þ], as can be
found in the literature for CH4–air combustion.24,35

In the present work, the global mechanism is calibrated for a refer-
ence temperature of 300K. However, the GM is evaluated for various
unburnt gas temperatures Tu ranging from 250 to 450K, as it may be
relevant to accurately represent flames with heat loss or gain. Figure 4
shows the evolution of S0L as a function of Tu. For all cases, the effect of
the unburnt gas temperature on the laminar flame speed is well cap-
tured by the GM. The major discrepancy with the detailed mechanism
is presented at high Tu by the case with XH2 ¼ 0.67, a condition distinct
from the one for the calibration. Nevertheless, the error is still in the
magnitude range of the skeletal mechanism, showing the strength of the
present calibration methodology.

A global mechanism calibrated with the present methodology can
also resolve the internal structure of the laminar flame with reasonable
accuracy, as shown in Fig. 5 for XH2 ¼ 0.0 and 0.57. The position across
the free-flame x is normalized by the flame thickness doTREF computed
with the detailed mechanism, and the origin is located at maxðdT=dxÞ.
The agreement between the GM and the DM is remarkable in the inner
layer and around the peak value. The higher difference corresponds to
the production rate of H2 in agreement with the difference in the reac-
tion rate of the H2 oxidation step shown in Fig. 1. This difference may
be related to the fact that in the GM chosen, all the hydrogen in the
methane molecule has to pass through H2 to oxidize to H2O.

Nevertheless, the species mole fractions and temperature are also in
good agreement with the DM, as shown in Fig. 6. The peak concentra-
tion of the intermediate species CO and H2 in the case of pure methane
is well predicted by the GM. The GM reaches the equilibrium condition
sooner, which is inherent to the absence of more intermediate species.

B. Symmetric counterflow premixed flame

The transition from V- to M-shape flame induced by hydrogen
addition has been related to the different response of the flame to
stretch.5,10 Therefore, the symmetric counterflow premixed flame

FIG. 2. Variation of unstretched laminar flame speed, S0L, and thermal flame thick-
ness, d0T , with hydrogen addition, XH2. / ¼ 0:7.

FIG. 3. Variation of unstretched laminar flame speed, S0L, with equivalence ratio, /. FIG. 4. Variation of unstretched laminar flame speed, S0L, with unburnt gas temperature, Tu.
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(twin-flame) is used to evaluate the capability of the GM to describe
the response of the laminar flame to positive strain. Figure 7 shows the
variation of the consumption speed with the increase in the strain rate,
which is expressed in a dimensionless form using the Karlovitz num-
ber Ka. The results for XH2 ¼ 0.57 are not presented for the sake of
conciseness, but the trend is the same. The consumption speed for the
multicomponent fuel is defined in the present work as

Sc �

XNf

i¼1
gi

ð1
�1

_x idx

qu

XNf

i¼1
giðYi;b � Yi;uÞ

; (7)

where q is the density, Yi is the mass fraction of the species i,
gi ¼ Yi;u=Yf ;u, and f denotes the fuel mixture. The GM can describe
the increase in the flame speed with a strain rate produced by the effect
of preferential diffusion. This result is especially relevant for
hydrogen-enriched turbulent flames where the stretch induced by the
turbulence produces local changes of the flame speed.14,15 The maxi-
mum Sc predicted by the GM in the twin-flame differs from the DM
by less than 10%.

As shown in Fig. 8, the decrease in the flame thickness due to
positive strain is also well described by the GM up to the maximum
strain rate supported by the laminar twin-flame, known as the

extinction strain rate. The values of the extinction strain rate com-
puted with the GM are consistent with those obtained with the
detailed and skeletal mechanisms. The skeletal mechanism consis-
tently under-predicts the extinction strain rate in 17% compared to
the DM, while the GM is in better agreement with the DM.

Another effect of preferential diffusion is the appearance of
thermo-diffusive instabilities exhibited as cellular instabilities in the
flame front. Such thermo-diffusive instabilities increase the flame

FIG. 5. Profiles of heat release rate, _Q , (�108 W/m3) and production rate, _x, of
CH4, CO, and H2 (kmol/m

3/s) across the freely propagating laminar flame, for cases
with XH2 ¼ 0.0 (left) and 0.57 (right).

FIG. 6. Profiles of temperature and mole fractions of CH4, O2, H2O, CO2, CO, and
H2 across the freely propagating laminar flame, for cases with XH2 ¼ 0.0 (left) and
0.57 (right).

FIG. 7. Variation of consumption speed, Sc, with a strain rate. Extinction strain rate
shown by the marker (�).
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surface area, increasing the flame propagation speed even in turbulent
flames.36 An evaluation of the capability of the GM to capture thermo-
diffusive instabilities is presented in the Appendix. However, it is not clear
if this type of instability plays an important role in flame dynamics.

IV. SIMULATION OF TURBULENT CH4–H2 FLAME

The burner considered in the LES is a bluff body stabilized turbu-
lent flame confined in a cylindrical combustion chamber open to the
atmosphere, investigated extensively at NTNU.6,8,37 The numerical
domain is shown in Fig. 9. The solid regions corresponding to the
combustion chamber, the burner body, and the bluff body are

included in the LES through conjugate heat transfer formulation
(CHT). The combustion chamber is made of quartz, and all the other
parts are made of SAE-316L stainless steel. The thermal power is fixed
at 7 kW, and four hydrogen concentrations are evaluated, XH2 ¼ 0.0,
0.25, 0.57, and 0.67. Fuel and air are perfectly premixed, with a fixed
equivalence ratio of / ¼ 0:7. The Reynolds number and Karlovitz
number for all flames at the dump plane are around 38 300 and 5,
respectively.

A. Numerical model

The computational domain is discretized with a structured mesh
of 7.82M hexahedral cells, of which 0.34M correspond to the solid
regions. The mean cell size is 0.16mm in the flame area and 0.25mm
in the space between the grub screws and the dump plane. The mesh
is refined near the walls yielding a yþ ’ 1. The software Simcenter
STAR-CCMþ38 is used to solve the filtered incompressible multi-
species Navier–Stokes equations. The sub-grid stress tensor is modeled
by the WALE39 model without using a wall function, and the PISO
algorithm40 is used for the pressure–velocity coupling.

Turbulence–flame interaction is considered with the thickened
flame model (TFM). The flame thickness is discretized by at least five
grid points, and the power law is used to model the sub-grid flame
interactions and wrinkling.41 The reference flame thickness is com-
puted as a function of T and S0L. As for the 1D flames, GM 3S-00H is
used for the cases with XH2 ¼ 0.0 and 0.25, while GM 3S-57H is used
for XH2 ¼ 0.57 and 0.67. The dynamic viscosity is computed as a func-
tion of the temperature using the power-law, with the coefficients for
air. The mixture thermal conductivity and the mass diffusion coeffi-
cient of each species are computed from the viscosity using constant
Prandtl and species Schmidt numbers, respectively. These numbers
are obtained from the mean values across the 1D laminar free-flame
for each fuel mixture. Turbulent Prandtl and Schmidt numbers are set
to 0.7. A second-order bounded-central difference scheme42 is used
for the convective term of the momentum equation, while the second-
order upwind scheme is used for enthalpy and mass species equations.
The backward time difference scheme is used with a 2 ls time step to
achieve a CFL below 0.9.

The energy conservation equation is solved in the solid regions of
the burner to consider a proper wall temperature while the flame
shape is changing with hydrogen addition. Wall heat loss by radiation
and convection are considered with constant emissivity �, and convec-
tive heat transfer coefficient h reported in Fig. 9 for the combustion
chamber and the burner body. The period of transient heating of the
solid regions is computed using the multi-timescale workflow43 to
reduce computational time. The LES statistics are calculated during six
flow-through times (0.12 s) after the solid region has reached the
steady-state thermal condition.

B. Flame shape

The flame shape is one of the main aspects to predict with the
LES, since it plays an important role in the thermoacoustic instabil-
ities.5,6 Figure 10 shows a comparison of the flame shape obtained
from the experiments and the LES. The heat release rate _Q is used to
characterize the flame shape in the LES, while the OH� chemilumines-
cence is used in the experiments.6,8 The LES with the global mecha-
nism is able to reproduce the change of the flame shape with hydrogen
addition. For pure methane, the flame is attached to the inner shear

FIG. 8. Variation of thermal flame thickness, dT, with a strain rate. Extinction strain
rate shown by the marker (�).

FIG. 9. Schematic of the computational domain used in the LES. The white solid
regions are not considered for the CHT. Dimensions are given in mm.
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layer with large portions of the flame brush in contact with the com-
bustion chamber wall. The flame becomes more compact with hydro-
gen addition, and a transition from V to M shape occurs for XH2

between 0.25 and 0.57.
A comparison of the flame length using the stream-wise profiles

of heat release integrated along the transverse plane, qx ðxÞ
¼
Ð Ð

_Qðx; y; zÞdydz, is presented in Fig. 11. The OH� data are nor-
malized such that the volume integral is equal to 7 kW. The general
distribution of qx and the location of its maximum value are well
reproduced by the LES for all methane–hydrogen mixtures. For the
case of pure methane, the flame length is under-predicted by the LES.
Good agreement is obtained near the dump plane so that the differ-
ence may be associated with the flame–wall interaction. A LES includ-
ing radiation heat transfer with a gray gas model does not significantly
improve the flame length discrepancy for pure methane, neither does
a higher convective heat transfer coefficient outside of the combustion
chamber. (These results are not presented for conciseness.) The differ-
ence is then attributed to a limitation of the global mechanism to
describe direct wall–flame interaction. The lack of intermediate species
may result in a flame less sensitive to direct contact with the wall. This
is not a problem for cases where considerable portions of the flame are
not attached to the chamber walls.

C. Flame dynamics

The dynamic response of a flame to upstream flow perturbations
can be represented by the unit impulse response in the time domain
and the flame transfer function (FTF) in the frequency domain, which
are important to predict the acoustic response of a combustion system.

Computing the flame dynamics with LES is challenging for the com-
bustion model, so it constitutes an excellent way to examine the per-
formance of the LES based on global mechanisms. The flame
dynamics are obtained from the LES data using a method based on
system identification (LES-SysID).13 For this purpose, the flow is
forced with a Daubechies wavelet-based broadband signal44 superim-
posed on the mean flow at the inlet. The length of the signal is 0.2 s,
and its amplitude is 4% of the mean value. This amplitude is the same
one used in the experiments to ensure a linear response of the flame.
A reference velocity ur is measured at the dump plane as the area-
weighted average axial velocity. At the same time, the heat release rate
_Q is integrated over the volume of the computational domain. The
unit impulse response is determined by the optimal linear least squares
estimation between the auto-correlation matrix and the cross correla-
tion vector of the time series data ur and _Q. Then, the FTF is obtained
by a z-transformation of the unit impulse response.

It is important to note that the flame dynamics in thermo-
acoustics instabilities follow different mechanisms of the acoustics–
flame interaction. In the case of perfectly premixed low Mach
deflagration flames, heat release fluctuations induced by flow distur-
bances, such as reactant mass flow fluctuations and hydrodynamic
fluctuations, are expected to be the most important since the effect of
pressure, temperature, and strain rate perturbations directly accompa-
nying the acoustic waves are pretty weak.45,46 The latter justifies the
use of incompressible LES to characterize the flame dynamics of these
types of flames. In the context of LES-SysID, the assumption of an
incompressible flow not only decreases the computational cost of the
LES but also breaks the coupling from the flame back to acoustics,

FIG. 10. Contours of heat release rate from LES and experimental OH� chemiluminescence. (a) Instantaneous _Q and Abel deconvolution of mean OH�. (b) Line-of-sight of
mean _Q and line-of-sight of mean OH�.
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increasing the signal-to-noise ratio of the time series data ur and _Q
since self-excited acoustics cannot occur.

The respective unit impulse response of the turbulent flames for
the four hydrogen additions is presented in Fig. 12. All cases present a
similar initial response to a sudden increase in axial velocity, which
produces an increase in the mixture supplied to the flame. The extra
mixture is transported through the flame as it burns and perturbs the
flame surface area. This results in an overall increase in heat release,
with a temporal distribution similar to the spatial distribution of heat
release in the axial direction,47 seen in Fig. 11. The increase in the heat
release is followed by a decrease while the flame returns to its initial
state. In the cases of high hydrogen addition, the heat release increases
again when the vortices produced by the grub screws reach the flame.
These vortex waves increase the flame surface area and then the heat
release rate. Since the vortices do not supply more mixture to the
flame, the increase in heat release is followed by a similar decrease due
to mass and energy conservation.

The described flow-flame interaction is characterized by two dif-
ferent time-delays.8 The first time-delay from the dump plane to the
mean flame length is

s1 � H=up; (8)

where up is the bulk velocity at the dump plane and H is the mean
flame length defined by H ¼

Ð
xqxdx=

Ð
qxdx. The second time-delay

from the screws to the mean flame length is

s2 � L=ub þH=up; (9)

where ub is the bulk velocity after the screws and L is the distance
from the screws to the dump plane. Both time-delays are retrieved by
the LES-SysID.

In the cases of low hydrogen addition, the effect of the vortices
produced by the grub screws on the flame response is not significant.
This happens when the frequency of the vortex waves is close or
higher than the cutoff frequency of the flame response.37 The cutoff
frequency fc � 1=s1 defines the band of frequencies in which the
flame is more sensitive to upstream flow fluctuations and acts as an
amplifier.

For the cases with low hydrogen addition, XH2 ¼ 0:0 and 0.25,
the unit impulse response presents an initial decrease in the heat
release before its main increase. This behavior may be related to a
downstream movement of the leading edge of the flame closer to the
dump plane produced by the higher axial velocity, momentarily
decreasing the flame surface area. This initial decrease in the heat
release does not happen for cases with high hydrogen addition, XH2

¼ 0:57 and 0.67, due to the higher flame speed that produces a more
robust flame close to the dump plane, as shown in Figs. 10 and 11.

The flame transfer function is expressed as the ratio of the total
heat release rate fluctuations to the fluctuations of the reference veloc-
ity in the frequency domain as

FTFðf Þ ¼
_Q
0ðf Þ= _Q

u0rðf Þ=ur
: (10)

FIG. 11. Stream-wise heat release distribution, qx , for various hydrogen additions.
The origin is located at the dump plane. FIG. 12. Unit impulse responses for various hydrogen additions. s1: time-delay

from dump plane to mean flame length (!). s2: time-delay from screws to mean
flame length ( ).
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Figures 13 and 14 show the flame frequency response as FTF(f)
¼ Gðf Þ exp ðihðf ÞÞ, where G is the gain and h is the phase. The confi-
dence interval of the SysID is shown with two standard deviations r,
which represents the aleatory uncertainty caused by the resolved tur-
bulent structures in the LES. The experimental FTF is measured at
each frequency value as described by Æsøy et al.6,8 A remarkable
agreement between the experiments and the LES-SysID is obtained,
for both gain and phase, in particular for high hydrogen content. The
latter is particularly important for thermoacoustic instability because it
gives the time-delay, sðf Þ ¼ h=ð2pf Þ, between the upstream flow per-
turbations and the heat release fluctuations, where the average sðf Þ is
close to s1. The LES-SysIDmethod is able to reproduce well the modu-
lation in the gain of the FTF, produced by the interaction between the
flame and the vortex shedding from the grub screws.37 The addition of
hydrogen produces an increase in the cutoff frequency and a decrease
in the time-delay. Both effects are related to the flame length and are
captured very well by the LES using the global mechanism. In the case
of pure methane, the time-delay is under-predicted in agreement with
the shorter flame in the LES compared with the experiments.

The result of the FTF shows that the LES-SysID approach can
predict the dynamics of turbulent CH4–H2 flames considering the dif-
ferent mechanisms of flow-flame interaction.

V. CONCLUSIONS

This work presents the large eddy simulation of a bluff-body sta-
bilized turbulent flame with various methane–hydrogen mixtures

using calibrated global mechanisms. A three-step mechanism with a
H2 oxidation step was calibrated for various methane–hydrogen mix-
tures. A calibration methodology based on the computation of a single
1D laminar flame per calibration has been selected for its robustness
and its time-efficiency. The calibration methodology has been
enhanced in this work in order to make it more accurate and less user
dependent. The calibrated global mechanisms accurately describe
global flame parameters, such as the variation of the laminar flame
speed and the thermal flame thickness with hydrogen addition and
equivalence ratio, but also the internal flame structure and the
response to positive strain rate.

Good prediction of the flame shape is obtained with the LES
using thickened flame mode with GM, describing the transition from
V- to M-shape flame induced by hydrogen addition. The axial distri-
bution of the heat release and the flame length from the LES compares
well with the experimental data. For the case of pure methane, where
large portions of the flame are in contact with the walls, the flame
length is under-predicted. Future work may focus on the effect of the
GM and the reference conditions used for its calibration on the
flame–wall interaction and the impact of the near-wall turbulence
modeling.

The flame transfer functions computed from the LES data using
system identification are in good agreement with the experiments. The
effects of hydrogen addition on the flame frequency response are cap-
tured by the LES with the GM, including the modulation of the gain
and phase produced by the flow–flame interaction. These results show

FIG. 13. Gain of the FTF for various hydrogen additions. Confidence interval from
SysID (shaded area).

FIG. 14. Phase of the FTF for various hydrogen additions. Confidence interval from
SysID (shaded area).
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the potential of global kinetic mechanisms and the calibration meth-
odology in large-eddy simulation of hydrogen blends for thermoa-
coustics applications. The same methodology can be applied for
various fuel mixtures and operating conditions.
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APPENDIX: THERMO-DIFFUSIVE INSTABILITIES WITH
GM

The cellular instabilities in the flame front induced by thermo-
diffusive instabilities are more easily observed in the absence of tur-
bulence. Therefore, to evaluate the capability of the GM to capture
thermo-diffusive instabilities, the simulation of the two-
dimensional (2D) version of the symmetric counterflow premixed
flame is performed. This configuration consists of two opposing
streams of reactants, creating a stagnation point flow with a laminar
flame located at each side of the stagnation point. The numerical
domain with a symmetric boundary condition at the stagnation
point is shown in Fig. 15. The domain has a width of 50mm and a
distance between the flow inlet and the stagnation point of 30mm.

It is discretized with a structured mesh of 0.11M quadrilateral cells
with a cell size of 0.1mm in the flame area. The laminar flame is
located where the flame speed balances the local axial velocity; thus,
an inlet velocity of 2.5 times the unstretched laminar flame speed is
specified to get a similar flame location for the various hydrogen
fuel additions. The numerical setup is the same as the one used for
the LES of the turbulent flame but with no turbulent model. The
results obtained from the global mechanisms are compared with
those obtained from the skeletal mechanism.

The results of the 2D simulation are presented in Fig. 16 using
the heat release rate to characterize the flame shape. For high

FIG. 15. Schematic of the computational domain used in the simulation of the 2D
symmetric counterflow premixed flame.

FIG. 16. Contours of instantaneous heat release rate.
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hydrogen content, the flame front exhibits cellular structures. These
cellular structures are induced mainly by a combination of thermo-
diffusive and hydrodynamic instabilities. While the hydrogen addi-
tion increases, the flame becomes more thermo-diffusive unstable,
increasing the number of cellular structures per unit of area. The
heat release rate decreases in concavely curved flame regions due to
preferential diffusion. In contrast, the opposite occurs in convexly
curved regions but to a lesser extent due to the lower curvature. The
GM seems to overpredict this effect. It may be due to the lack of
intermediate species, particularly the radical H, which diffuses tan-
gential to the flame front,48 slightly attenuating the impact of the
hydrogen differential diffusion. Nevertheless, the GM is able to cap-
ture the thermo-diffusive instabilities with good accuracy compared
with the skeletal mechanism.
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