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Abstract—This paper presents an evaluation of non-orthogonal
multiple access (NOMA) as a novel approach for diffusion-
based molecular communication (DBMC) networks. The scheme
draws from the example of power-domain NOMA in classical
communication and relies on differences in the number of
received molecules. It utilizes successive interference cancellation
to separate simultaneously transmitted messages from multiple
transmitters (TXs) at the receiver (RX) using a single molecule
type. We analytically derive the bit error probability of a
communication system using DBMC-NOMA with K TXs and a
central RX and validate the model with Monte Carlo simulations.
Our results show that the emitted number of molecules from
each TX is a crucial parameter to optimize the performance
of DBMC-NOMA. Additionally, we compare the performance
of DBMC-NOMA against time-division multiple access (TDMA)
and molecule-division multiple access (MDMA) with respect to
the mutual information at the RX. The investigation shows that
TDMA and MDMA act as the lower and upper performance
bounds for DBMC-NOMA, respectively. For a sufficiently large
molecule budget and SNR, DBMC-NOMA outperforms TDMA
and matches MDMA using only one molecule type even as the
number of TXs grows. These results show the potential of NOMA
as an option for DBMC and the need for further analysis of power
control schemes to optimize the number of emitted molecules in
DBMC networks.

Index Terms—molecular communication, non-orthogonal mul-
tiple access, NOMA, bit error probability

I. INTRODUCTION

Diffusion-based molecular communication (DBMC) is a
communication method based on the transfer of molecules as
information carriers. It has garnered increasing attention in
recent years due to shortcomings of classical electromagnetic
communication in scenarios with strict requirements on the
size and energy efficiency of the nodes, as well as for
applications with bio-compatibility concerns. Some of the
main motivations behind DBMC are expected use cases for
in-body networks as part of an Internet of Bio-Nano-Things
(IoBNT) [1]. For example, in future bio-medical applications,
DBMC is expected to enable connections between small bio-
nano-machines (BNMs) with limited capability to perform
different tasks such as absorption and emission of, or reaction
to, molecules in the environment. To enable more complex
tasks like targeted drug delivery or identification of infections
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and tumors [1], multiple transmitter (TX) BNMs might need
to communicate simultaneously with one receiver (RX) BNM.
For the RX to differentiate between data sources, such as the
different types of BNMs or locations in the body, multiple
access (MA) is necessary.

Different MA schemes have been proposed and investigated
for DBMC, such as time-division multiple access (TDMA) [2]
or molecule-division multiple access (MDMA) [3]. TDMA
assigns a different time slot to each TX so that their trans-
missions do not interfere. For MDMA, a different molecule
type is used by each TX, which the RX can separate on
reception. TDMA enables single-molecule-type MA, lower-
ing the requirements towards the physical complexity of the
nodes since, for example, the RX only needs one type of
molecule receptor. In contrast, MDMA enables simultaneous
transmissions from all TXs, which facilitates higher system
throughput but at the cost of higher physical complexity.
However, both single-molecule-type MA and simultaneous
transmissions are desirable for achieving a low-complexity,
high-capacity DBMC network.

Non-orthogonal multiple access (NOMA) has been explored
extensively for classical electromagnetic-wave-based (EM)
communication networks as a means to increase network
capacity without requiring more frequency channels. In its
most common form of power-domain NOMA, it utilizes the
level of transmission power to differentiate TXs within the
same frequency band [4]. Comparing EM and DBMC, we
can draw parallels between orthogonal frequency bands and
molecule types, as well as the transmission power and the
emitted number of molecules. Following this analogy, NOMA
could enable MA in DBMC networks without increasing the
required number of molecule types.

Using amplitude to differentiate TXs was first proposed for
a bacterial communication system in [5], where the received
number of molecules is utilized as a source address. The
authors design a set of amplitudes such that the sum of any
subset can be used to unambiguously identify the sources
of the messages, and assume a constant bit error probability
(BEP). The decoder is designed to choose the most likely com-
bination of TXs based on a deterministic codebook of received
amplitudes. In contrast, NOMA uses successive interference
cancellation (SIC) to extract the transmitted symbols based on
channel estimation and signal processing.



In [6], we first proposed the investigation of NOMA for
DBMC networks (DBMC-NOMA) based on the number of
received molecules at the RX to provide single-molecule-type
MA with simultaneous transmissions. We presented a simpli-
fied model with preliminary results, which showed promise
in the further analysis and optimization of DBMC-NOMA. In
this paper, we extend our previous work [6] in several key
areas:

1) We derive an analytical model for the BEP of DBMC-
NOMA in a network with K TXs considering inter-
symbol interference (ISI) up to L time slots and verify
the model via Monte Carlo simulations (MCSs).

2) We investigate the influence of the optimal choice of de-
tection thresholds and the emitted number of molecules
per TX on the BEP of DBMC-NOMA.

3) Using the analytical model, we compare TDMA,
MDMA, and DBMC-NOMA with respect to the achiev-
able mutual information at the RX for varying network
sizes and additive noise levels. We show that DBMC-
NOMA generally outperforms TDMA and achieves the
same performance as MDMA for a sufficiently large
molecule budget per TX and signaling-molecule-to-
noise ratio (SNR).

II. SYSTEM MODEL

Figure 1 depicts a simple communication network schematic
modeling the IoBNT use case described in Section I. The
network consists of K TXs TX1, . . . , TXK at distances
d1 ≤ d2 ≤ · · · ≤ dK from a single spherical RX with
radius r. The TXs are modeled as point sources, which can
instantaneously emit pulses of molecules into the surrounding
unbounded three-dimensional space. The emitted molecules
are affected by Brownian motion with diffusion coefficient D.
The RX is assumed to be passive and the received signal is
the number of molecules within the RX volume over time.

Firstly, we will look at an individual channel between TXi

and the RX at a distance di. If TXi emits a single molecule
at time t = 0, the probability of observing it at time t within
the RX volume of size VRX is derived in [7] as

Pi(t) = P (t, di) =
VRX

(4πDt)
3
2

exp

(
− d2i
4Dt

)
. (1)

Eq. (1) presupposes the so-called uniform concentration as-
sumption (UCA), which is valid for r < 0.15di [7]. We assume
independent molecule behavior, that the number of molecules
NTX,i emitted from TXi is large, and that only a small fraction
of molecules arrive at the receiver. In this case, the received
signal nRX(t) is commonly modeled as a Poisson-distributed
random variable with mean λi(t) = NTX,iPi(t) such that
nRX(t) ∼ P(λi(t)) [7].

A. Communication System Assumptions

To transmit information, the TXs utilize on-off-keying,
where a ‘1’ is represented by a pulse of NTX,i molecules.
Symbols ‘0’ and ‘1’ are assumed to be equally likely. Time
is split into slots of length T , and the current time slot is

Fig. 1. DBMC scenario with K point transmitters at distances d1, d2 ... dK
from a spherical receiver.

denoted as l = 0. The preceding L time slots in the past are
l ∈ {1, 2, . . . , L}. Time is measured relative to the beginning
of slot l = 0, starting at t = 0 and ending at t = T . The
symbol sent by TXi in time slot l is denoted by si[l]. We
assume the network is perfectly synchronized, and the TXs
send a pulse of si[l]NTX,i molecules at the beginning of a time
slot. Additionally, we assume accurate channel and distance
information at the RX. For decoding, the RX can therefore
take a sample of the received signal at the expected peak time
of the molecules arriving from the TX it is currently decoding.

To differentiate the TX currently targeted for decoding from
the influences on the received signal by other TXs, we denote
the former and the corresponding peak time with the index j
as TXj and tp,j , and continue to denote the latter as TXi. The
peak time for the signal from TXj can be derived from (1) as

tp,j =
d2
j

6D . We now define the average of the signal component
from TXi, sampled at the expected peak time of TXj , for a
transmitted ‘1’ in time slot l as

λi,j [l] = λi (tp,j + lT ) . (2)

Additionally, we denote the λi,j [l] at the corresponding peak
for each TXi as

λ̃i = λi,i[0] = λi (tp,i) . (3)

The overall received signal at the sampling points nRX(tp,j)
is a sum of multiple independent Poisson variables, each with
a mean according to (2). The sum of multiple independent
Poisson variables is also a Poisson variable and its mean is
the sum of the means of the added variables. Detection of
molecules due to unintended leakages from molecule reser-
voirs or interference from unrelated biochemical processes can
additionally increase the number of received molecules. We
assume additive Poisson noise with mean λn to represent these
environmental noise factors.

To detect the symbol sent by TXj , the RX employs thresh-
old τj ≥ 0 with the decision rule

ŝj =

{
1 nsample,j ≥ τj

0 nsample,j < τj
, (4)

where nsample,j is the value used by the RX to conduct the
detection and ŝj is the detected symbol.

B. Multiple Access Schemes

Based on the information available at the TXs and RX,
the MA scheme decides which TXi is assigned to transmit



in time slot l and how the signals are differentiated at the
RX. The arriving signals must be manipulated in some way
to be distinct. For this purpose, TDMA, MDMA, and DBMC-
NOMA use different dimensions of manipulation, which are
time, molecule type, and received signal level, respectively.
The choice of dimension results in different rules for the
transmission and reception process.

1) MDMA: Since the TXs each use one of K different
molecule types perfectly distinguishable at the RX, there is
no multiple-access interference (MAI) between the TXs. We
also assume that all molecule types share the same diffusion
coefficient. Each TXj is assigned every time slot to transmit
symbols. The communication can be modeled through K
independent received signals. Considering only the molecule
type used by TXj , the received signal at tp,j is

nMDMA
RX,j (tp,j) ∼ P

(
λn + sj [0]λ̃j +

L∑
l=1

sj [l]λj,j [l]︸ ︷︷ ︸
ISI

)
, (5)

which contains the component sent by TXj in the current time
slot sj [0]λ̃j and ISI from the transmissions in the previous L
time slots. We assume that the RX has access to the K differ-
ent received signals, i.e. for the detection of the symbol from
TXj in the current slot, we have nsample,j = nMDMA

RX,j (tp,j).
2) TDMA: Each time slot is assigned to a single TX. If

the current time slot is assigned to TXj , then the previous
time slots were assigned to the other TXs in descending order
of the indices until looping around from 1 to K. We assume
the RX knows which TXj transmits in the current time slot,
and therefore it performs threshold detection on the received
signal at tp,j . The received signal nTDMA

RX (tp,j) contains the
component from TXj sent in the current time slot and ISI
from all the TXs in the previous L slots. Since its structure
is essentially identical to (5), except the ISI is caused by
transmissions from the TXs assigned to the previous L time
slots and not just by TXj , it is omitted for brevity.

3) NOMA: Similar to MDMA, all K TXs are assigned
to every time slot. Since they use the same molecule type,
the received signal includes overlapping components from
different TXs. The received signal at tp,j , can be written as

nNOMA
RX (tp,j) ∼ P

(
λn+

K∑
i=1

L∑
l=0

si[l]λi,j [l]

)

=P

(
λn+sj [0]λ̃j+

K∑
i=1
i̸=j

si[0]λi,j [0]

︸ ︷︷ ︸
MAI

+

K∑
i=1

L∑
l=1

si[l]λi,j [l]︸ ︷︷ ︸
ISI

)
. (6)

In addition to ISI, the signal contains MAI from other symbols
transmitted in the same time slot. A SIC technique, similar
to the one proposed for NOMA in [4], is used to remove
the MAI and thereby separate the signals at the RX. The
detection within the current time slot takes place iteratively,
starting from the TX with the highest λ̃i. We assume the
TX indices reflect the descending order with respect to λ̃i.

Therefore, the detection starts with TX1. In the first step,
ŝ1 is obtained using (4) with nsample,1 = nNOMA

RX (tp,1). In
the second step, the RX uses its knowledge of the channel
to subtract ŝ1λ1,2[0], the expected component of TX1 at the
sampling time for TX2, from the received signal. The resulting
sample, nsample,2 = nRX(tp,2)−ŝ1λ1,2[0] is used for obtaining
ŝ2. Continuing this procedure for all TXs, we can write the
signal after SIC for detection of the symbol from TXj as

nsample,j = nRX(tp,j)−
j−1∑
i=1

ŝiλi,j [0]. (7)

While this formula can lead to values of the sample with
nsample,j < 0, we note that in a real DBMC system the number
of molecules used for a sample can not be below zero. This
has no effect on the results however, since τj ≥ 0 holds for
the detection. Therefore, sample values below zero are treated
as if they were equal to zero.

III. ANALYTICAL BIT ERROR PROBABILITY DERIVATION

Firstly, we denote the BEP of the individual TXi as Pe,i.
Additionally, we consider the system BEP Pe,sys as the prob-
ability that any transmitted symbol in a given time slot is
erroneously detected:

Pe,sys =
1

K

K∑
i=1

Pe,i. (8)

In the following, we present the derivation of the BEP for
a network of K TXs according to Figure 1 using DBMC-
NOMA. To start, we introduce auxiliary variables based on
the definitions from Section II. Firstly, we write the vector of
all expected signal values for a sample at tp,j , for transmission
from all TXs in time slots from l = 0 to L as

Λj = [λ1,j [0], · · · , λK,j [0], λ1,j [1], · · · , λK,j [1],

· · · , λ1,j [L], · · · , λK,j [L]] . (9)

Secondly, we define the set of all vectors of length N
with binary elements as BN = {[b0b1b2 · · · bN ] | bi ∈ {0, 1}}.
Based on this, we write the vector of all transmitted symbols
in all time slots from l = 0 to L as

S = [s1[0], · · · , sK [0], s1[1], · · · , sK [1],

· · · , s1[L], · · · , sK [L]] ∈ BK(L+1), (10)

such that S ·Λj =
∑K

i=1

∑L
l=0 si[l]λi,j [l] as in (6). Similarly,

we define a vector of all the decoded symbols in the current
time slots for the TXs up to and including TXm

ŝm = [ŝ1, ŝ2, · · · , ŝm] ∈ Bm. (11)

We will now consider the case of decoding the symbol from
TXj in the current time slot after having decoded the symbols
of TX1 to TXj−1. We define the probability of the sample
for TXj after SIC being below the threshold τj given that



sj [0] = x ∈ {0, 1} as Pj,x = P (nsample,j < τj |sj [0] = x).
Based on (7), we can manipulate nsample,j < τj , such that

Pj,x = P

(
nRX(tp,j) < τj+

j−1∑
i=1

ŝiλi,j [0]|sj [0] = x

)
. (12)

Using (12) and PCDF(m; λ) =
∑m

k=0 λ
k e−λ

k! , which denotes
the evaluation of the cumulative density function of the
Poisson distribution at m, we can calculate the conditional
probability associated with Pj,x when all transmitted symbols
S and the previously decoded symbols ŝj−1 are given, as

P
(
nsample,j < τj | sj [0] = x,S = S′, ŝj−1 = ŝ′j−1

)
= PCDF

(
τj − 1 +

j−1∑
i=1

ŝ′iλi,j [0]; S
′ ·Λj + λn

)
. (13)

To arrive at the marginal probability, we must form the sum
over all possible cases for S (with sj [0] = x) and ŝj−1

multiplied by the respective probability of occurrence for
each case. Since there are symbols across L + 1 time slots
from K different transmitters considered in the received
signal, there are 2K(L+1) different equiprobable combinations
of transmitted symbols S, which affect the mean of the
received signal’s Poisson distribution. Additionally, 2j−1

different possible combinations of detected symbols ŝj
for the previously considered TXs in the current time slot
affect the SIC applied to the received signal up to TXj .
The probability of each ŝj occurring depends on S and on
the BEPs for the previously considered TXs. We note that
therefore, P

(
S = S′ ∈ BK(L+1) | sj [0] = x

)
= 1

2(K(L+1)−1)

and refer to the Appendix for the calculation of
P
(
ŝj−1 = ŝ′j−1 |S = S′, sj [0] = x

)
. Combining the latter

with (12) and (13), we get

Pj,x =
∑

S′∈BK(L+1)

sj [0]=x

∑
ŝ′j−1∈Bj−1

P
(
ŝj−1 = ŝ′j−1|S = S′, sj [0] = x

)

· 1

2(K(L+1)−1)
PCDF

(
τj −1+

j−1∑
i=1

ŝ′iλi,j [0]; S
′ ·Λj +λn

)
.

(14)

We note that Pj,x corresponds to the probability of correct
detection if x = 0, and to the probability of incorrect detection
if x = 1. Therefore, the BEP of TXj is given by

Pe,j =
1

2
(Pj,1 + (1− Pj,0)) . (15)

Similar derivations exist for TDMA [8], and MDMA, for
which we consider K independent communication links [9].

IV. EVALUATION

Results of the evaluation of the BEP model above will be
presented in the following. Table I lists the simulation pa-
rameters. Underlined values are always used unless otherwise
stated. The parameters are chosen such that the UCA can be
applied and the Poisson distribution can be used, as introduced
in Section II.

TABLE I
SIMULATION PARAMETERS

Parameter Symbol Value (Default)
Number of TXs K {2, 3, 4, 5}
TX distances {d1, d2, . . . , dK} 10 µm
RX radius r 1 µm
Symbol period T 1 s
ISI length L 1
Diffusion coefficient D 10−9 m2 s−1

Signaling-molecule-to-noise ratio SNR 10−2 ≤ SNR ≤ ∞

For comparison of the different MA schemes, the mutual
information per time slot at the RX is considered. The mutual
information due to a transmission from TXi in the current
time slot can be obtained from the probability distributions of
transmitted and received symbols, as described in [10], and
is denoted as Ii. For MDMA and NOMA, all TXs transmit
in every time slot. In contrast, the mutual information for
TDMA must be averaged across the K TXs since only one TX
transmits per time slot. Therefore, the total mutual information
per time slot at the RX, Isys, for MDMA and NOMA is
IMDMA
sys =

∑K
i=1 IMDMA

i and INOMA
sys =

∑K
i=1 INOMA

i , re-
spectively, while for TDMA it is ITDMA

sys = 1
K

∑K
i=1 ITDMA

i .
Note, that we assume independent information sources for the
messages sent by each TX such that we can sum the mutual
information at the RX.

We define the SNR at the RX as the ratio of the highest λ̃i

and the mean of the additive noise λn

SNR =
maxi λ̃i

λn
. (16)

The SNR is utilized as an expression of the relative noise
level in the following evaluation and does not represent a
performance metric.

A. Analysis of DBMC-NOMA

The following results are focused on the analysis of DBMC-
NOMA in isolation to highlight the effect of selected param-
eters on the performance.

1) Varying the Detection Threshold: Figure 2 depicts the
value of Pe,i over the respective τi for a network with K = 2
equidistant TXs. The TXs differ only in the number of emitted
molecules with NTX,1 = 106 and NTX,2 = 0.54 · 106. MCS
additionally conducted based on the Poisson distributions of
the received signal components with 106 randomly generated
symbol vectors are shown along with the analytical results to
validate the derivation.

Like the iterative detection process for DBMC-NOMA
described in Section II-B, optimization of the τi is conducted
iteratively. Since the detection process of TX1 does not depend
on prior detection steps, τ1 can be chosen independently from
τ2, and a single optimum can be found. The detection for
TX2 depends on the choice of τ1 and the resulting Pe,1. If
we choose τ1 = τ∗1 , there is a fixed Pe,1, and we can find a
single optimum value τ∗2 . In Figure 2, Pe,2 is plotted under
the assumption that τ1 = τ∗1 = 231 such that τ∗2 = 78 can



Fig. 2. Analytical bit error probabilities Pe,i over the detection thresholds
τi for a DBMC-NOMA system with K = 2 TXs. The plot shows Pe,1(τ1)
and Pe,2(τ∗1 , τ2), where we have set τ1 = τ∗1 to the optimal value. Numbers
of emitted molecules are NTX,1 = 106 and NTX,2 = 0.54 · 106. All other
parameters chosen according to Table I. Monte-Carlo results are also shown.

be identified. This procedure could be continued similarly for
networks of size K > 2.

2) Varying the Number of Emitted Molecules: In Figure 3,
Pe,sys of a network with K = 2 applying optimum thresholds
is shown on a heatmap as a function of the emitted numbers
of molecules from each TX. NTX,2 is varied on the x-axis,
and ∆NTX = NTX,1−NTX,2 is varied on the y-axis such that
NTX,1 ≥ NTX,2. Several effects are visible from the resulting
pattern.

Firstly, for a given NTX,2, it is possible to find an optimal
value ∆N∗

TX. Suppose ∆NTX is decreased from the optimum.
In this case, the separation between the received signal values
for the TXs becomes smaller, and it becomes harder to dif-
ferentiate the signals by choosing an appropriate threshold in
the first detection step for TX1. Additionally, if Pe,1 increases,
the SIC is more likely to apply the wrong correction to the
sampled signal for TX2, which increases Pe,2 as well. For a
Poisson distribution, the variance of a signal sample is equal
to the associated mean λ; therefore, the standard deviation is
σ =

√
λ. If ∆NTX increases, the signal from TX1 grows larger

compared to the signal from TX2. After SIC, the standard
deviation of the component from TX1 remains as part of the
signal since only the mean can be removed by the SIC. The
deviation of the sample relative to the mean of the component
from TX2 increases, diminishing the detection performance
for TX2 and therefore Pe,sys.

The plot shows that ∆N∗
TX ∝ NTX,2 holds for the chosen

parameter range. Additionally, as NTX,2 increases, we observe
that ∆N∗

TX achieves a lower optimum Pe,sys. This effect can
again be explained by the signal-dependent standard deviation
σ of the DBMC signal. As λ increases, the standard deviation
relative to the mean decreases since σ

λ = 1√
λ

. For higher
values of NTX,2 and ∆NTX, the samples have a lower relative
deviation from the mean. They are therefore more likely to be
detected correctly.

Fig. 3. Bit error probability Pe,sys of a DBMC-NOMA system with
K = 2 TXs for varying values of the emitted number of molecules NTX,i.
∆NTX = NTX,1 − NTX,2 is varied on the y-axis and NTX,2 on the x-
xis. Detection thresholds τi are chosen optimally. Optimum ∆N∗

TX, which
minimizes Pe,sys for a given NTX,2, and the parameters used for Figure 2
are highlighted. All other parameters chosen according to Table I.

B. Comparison of MA Schemes

The performance comparison between the MA schemes is
based on the following assumptions. We consider a scenario
with K TXs such that d1 = · · · = dK . Each TX has a molecule
budget NTX,max, which sets an upper limit to the number
of molecules NTX,i it can transmit per symbol period. The
detection threshold is chosen through an exhaustive search,
such that τi = τ∗i for all TXs. For TDMA and MDMA,
we assume that NTX,i = NTX,max for all TXs. For DBMC-
NOMA, we assume that the detection at the RX is performed
in ascending order of the TX index i. The maximum emit-
ted number of molecules is always assigned to TX1, i.e.
NTX,1 = NTX,max, while NTX,2, . . . , NTX,K are optimized
via exhaustive search. To evaluate the effects of the varied
parameters on the performance in isolation, we set the ISI
length L = 0 and SNR = ∞, unless otherwise stated.

We note that in the context of the comparisons, MDMA
represents the upper bound for the MA performance since
it makes use of multiple molecule types to facilitate an
independent communication channel for each TX.

1) Varying Noise Level: Figure 4 depicts Isys per time slot
over the SNR as defined by (16). We can observe that the
performance curves of TDMA and MDMA serve as the lower
and upper bounds for DBMC-NOMA, respectively. We first
focus on the case of NTX,max = 106. The graph shows that
INOMA
sys ≈ IMDMA

sys for SNR > 1 and INOMA
sys ≈ ITDMA

sys for
SNR < 0.1. The transition in between is caused primarily by a
decrease in the performance of TX2. In the low SNR regime,
DBMC-NOMA essentially serves only one TX at twice the
rate that TDMA serves each of the two TX. This is caused by
the optimization goal targeting the overall system performance.
An additional analysis of the fairness resulting from the
different MA schemes with respect to the performance of
individual TXs using, for example, the min-max BEP metric
is left for further work.



Fig. 4. Mutual information per time slot Isys over the SNR for three different
MA schemes. Detection thresholds τi and number of emitted molecules
NTX,i are chosen optimally subject to different maximum molecule budgets
NTX,max per TX per time slot. For all other parameters see Table I. In the
low-SNR regime NOMA performs similarly to TDMA, and in the high-SNR
regime similarly to MDMA as long as NTX,max is sufficiently high.

The effects for NTX,max = 105 are largely the same as
for NTX,max = 106, except that even for very high SNR the
performance of DBMC-NOMA reaches a constant plateau C
with INOMA

sys ≈ C < IMDMA
sys . In Section IV-A2, we saw the

performance not only determined by the optimal ∆NTX but
also by the absolute number of molecules due to the signal-
dependent standard deviation of the DBMC signal. For smaller
NTX,max, the maximum achievable INOMA

sys will therefore
decrease and vice-versa.

2) Varying Network Size: In Figure 5, the number of TXs
is varied on the x-axis with Isys per time slot on the y-axis.
Additionally, the performance of DBMC-NOMA is shown
for multiple values of NTX,max. Looking first at TDMA and
MDMA, the results show that ITDMA

sys = 1 bit/slot for all
network sizes K, while IMDMA

sys = K bit/slot. TDMA and
MDMA are only shown once since their performance is the
same for the chosen values of NTX,max. This is the case since
increasing K increases the MAI, which is only present for
DBMC-NOMA, as shown in (5) and (6).

Again, we see that DBMC-NOMA slots in between TDMA
and MDMA as lower and upper bound, respectively. Similar
to the results in Figure 4, there are two regimes with a
transition between them. In the low-K regime, we observe
that INOMA

sys ≈ K = IMDMA
sys . In the high-K regime, we

have INOMA
sys ≈ C < IMDMA

sys with the performance reaching
a constant plateau C parallel to ITDMA

sys . In this regime,
any additional TX is allocated NTX,i = 0, when optimizing
the number of emitted molecules. This is again due to the
optimization goal being a system-wide metric. Crucially, the
transition to and level of the plateau C depend on the available
molecule budget. If NTX,max increases, the number of TXs
served by DBMC-NOMA with the same performance as
MDMA increases. As seen in Section IV-A2, the relative
standard deviation around the signal mean decreases with a
higher number of emitted molecules. Here, this results in a
higher effectiveness of the SIC in separating the signals of

Fig. 5. Mutual information per time slot Isys over the number of TXs K for
three different MA schemes. Detection thresholds and emitted molecules are
chosen optimally subject to different values of the molecule budget NTX,max

per TX per time slot. Differences due to NTX,max are only visible for
NOMA. All other parameters chosen according to Table I. NOMA performs
similarly to MDMA even for larger K given sufficiently high NTX,max.

larger numbers of different TXs. This suggests that given a
sufficiently high molecule budget, DBMC-NOMA will reach
the performance of MDMA for any K. The rigorous confir-
mation of this point is left for future work.

V. CONCLUSION

In this paper, we proposed using NOMA for a DBMC net-
work with K TXs and a central receiver oriented on an IoBNT
use case. The performance of the DBMC-NOMA approach
was evaluated and compared to TDMA and MDMA with
respect to the mutual information per time slot under various
conditions. In particular, we showed that the performance of a
DBMC-NOMA system can be optimized based on the emitted
number of molecules per TX. We presented an analytical
derivation of the BEP of the system using the DBMC-NOMA
approach, taking into account both ISI and MAI. The results
show that optimizing the emitted number of molecules per
TX enables DBMC-NOMA to perform on the same level as
MDMA and outperform TDMA using only one molecule type.
Additionally, we illustrated the importance of sufficiently high
SNR and molecule budget for DBMC-NOMA to achieve the
highest possible performance.

This work highlights that DBMC power control methods,
i.e. protocols that adjust the emitted number of molecules,
should be explored further. Future work on DBMC-NOMA
should incorporate fairness measures among TXs. More de-
tailed analysis of the different MA methods for DBMC will
be crucial for developing a comprehensive DBMC resource
allocation framework.
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APPENDIX

To calculate the probability of occurrence of the previous
j−1 decoded symbols, ŝj−1, we first note that it can be written
as the following multiplication of conditional probabilities of
a single decoded symbol

P(ŝj−1 = ŝ′j−1|S = S′, sj [0] = x)

=

j−1∏
i=1

P
(
ŝi = ŝ′i|S = S′, sj [0] = x, ŝi−1 = ŝ′i−1

)
. (17)

To now calculate the individual factors, we first define

Pprev

(
i,S, ŝi−1

)
=

PCDF

(
τi − 1 +

i−1∑
m=1

ŝmλm,i,0;S · Λi + λn

)
. (18)

The probability of a decoded symbol is then expressed for the
four different possible cases as follows

P
(
ŝi = ŝ′i|S = S′, sj [0] = x, ŝi−1 = ŝ′i−1

)
=


1− Pprev

(
i,S, ŝi−1

)
si,0 = ŝi AND si,0 = 0

1− Pprev

(
i,S, ŝi−1

)
si,0 ̸= ŝi AND si,0 = 1

Pprev

(
i,S, ŝi−1

)
si,0 = ŝi AND si,0 = 1

Pprev

(
i,S, ŝi−1

)
si,0 ̸= ŝi AND si,0 = 0

. (19)

Inserting (18) into (19), and (19) into (17) yields the desired
probability.
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