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“The reward of the young scientist is the emotional thrill of being the first person in the history 

of the world to see something or to understand something. Nothing can compare with that 

experience.”  

                                                                                        Cecilia Payne-Gaposchkin 
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Abstract  

The internal body clocks time activity, behavior, and physiology in a circadian (~24-hour) 

manner. Mismatch between these internal clocks and external timing cues can disrupt the 

circadian system, for example in the case of shift work or frequent jet lag. Circadian disruption 

promotes various diseases, including type 2 diabetes and obesity. This is not surprising, 

considering the impact of the circadian system on key regulators of gastrointestinal 

homeostasis, including metabolic functions and microbial composition. In fact, the gut 

microbiome oscillates diurnally. However, little is known about the factors that drive microbial 

rhythms. Additionally, the cause-effect relationship between microbial dysbiosis and metabolic 

diseases during circadian disruption remains largely unknown.  

 

Here, we differentiate between internal and external timing cues in assessing how they drive 

microbial rhythms. Using 16S rRNA analysis of fecal microbiota from mice kept in constant 

darkness and under starvation conditions, we provide the first evidence of the circadian origin 

of microbial rhythms, identifying environmental signals as mere modulators of these 

oscillations. We also show that intestinal-specific clock knockout abolishes microbial 

rhythmicity, pinpointing the intestinal clock as the dominant driver of microbial rhythmicity. 

Remarkably, we discover that genetic and environmental circadian disruptions can 

desynchronize the intestinal clock. Circadian disruption also results in a loss of microbial 

composition and function rhythmicity, thereby reinforcing the role of the intestinal clock in 

driving microbial rhythms. Notably, circadian disruption alters taxa involved in the metabolism 

of short-chain fatty acids and lipids in both models, with these findings being further confirmed 

by PICRUST 2.0 and targeted metabolite analyses.  
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These results suggest that a loss of microbial rhythmicity alters metabolic homeostasis. Indeed, 

both circadian disruption mouse models show increased body weight. Germ-free colonization 

experiments mechanistically link body weight gain to the loss of microbial rhythmicity during 

circadian disruption. Interestingly, circadian disruption-associated microbiota in turn disrupts 

peripheral clock-gene expression in recipient mice, indicating a bidirectional relationship 

between microbiota rhythmicity and peripheral clocks. 

 

In summary, we highlight the essential role of the intestinal clock for rhythmic microbial 

composition. Moreover, our results suggest that the metabolic phenotype observed in shift 

work is promoted by the loss of microbial rhythmicity and consequently its functionalities, 

with this loss originating from intestinal clock desynchronization. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



  ZUSAMMENFASSUNG 

iv 
 

Zusammenfassung  

Die innere Uhr des Körpers steuert das Aktivitätsverhalten und die Physiologie auf zirkadiane 

(~24 Stunden) Weise. Wenn die internen Uhren nicht mit den externen Zeitgebern 

übereinstimmen, wie z. B. bei Schichtarbeit und häufigem Jetlag, wird das zirkadiane System 

gestört. Eine Störung des zirkadianen Systems begünstigt verschiedene Krankheiten, unter 

anderem Typ-2-Diabetes und Fettleibigkeit. Dies ist nicht überraschend, wenn man bedenkt, 

dass das zirkadiane System wichtige Regulatoren der gastrointestinalen Homöostase 

beeinflusst, darunter Stoffwechselfunktionen und die Zusammensetzung des Mikrobioms. 

Tatsächlich oszilliert das Darmmikrobiom tageszeitlich. Allerdings ist wenig über die Faktoren 

bekannt, die die mikrobiellen Rhythmen steuern. Ebenso ist die Ursache-Wirkungs-Beziehung 

zwischen mikrobieller Dysbiose und Stoffwechselkrankheiten während einer Störung des 

Tagesrhythmus noch weitgehend unbekannt. 

 

Hier unterscheiden wir zwischen internen und externen Zeitgebern, die mikrobielle Rhythmen 

steuern. Mit Hilfe der 16S rRNA-Analyse der fäkalen Mikrobiota von Mäusen, die in 

konstanter Dunkelheit und unter Hungerbedingungen gehalten wurden, liefern wir erste 

Beweise für den zirkadianen Ursprung der mikrobiellen Rhythmen und identifizieren 

Umweltsignale als reine Modulatoren dieser Oszillation. Wir zeigen auch, dass das 

Ausschalten der Darmuhr die mikrobielle Rhythmik aufhebt, wodurch die Darmuhr als 

dominante Triebkraft der mikrobiellen Rhythmik identifiziert wird. Bemerkenswerterweise 

stellen wir fest, dass genetische und umweltbedingte zirkadiane Störungen die Darmuhren 

desynchronisieren.  Die Störung der zirkadianen Uhr führt auch zu einem Verlust der 

mikrobiellen Zusammensetzung und Funktionsrhythmik. Dadurch wird die Rolle der 

intestinalen Uhren bei der Steuerung mikrobieller Rhythmen gestärkt. Bemerkenswert ist, dass 

die Störung der zirkadianen Uhr in beiden Modellen Taxa verändert, die am SCFA- und Lipid-
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Stoffwechsel beteiligt sind, was durch PICRUST 2.0 und gezielte Metabolit-Analysen weiter 

bestätigt wurde. Diese Ergebnisse lassen vermuten, dass sich der Verlust der mikrobiellen 

Rhythmik auf den Stoffwechsel auswirkt. In der Tat ist das Körpergewicht in beiden 

Mausmodellen erhöht, wenn die Zirkadianität gestört ist. In Experimenten zur keimfreien 

Besiedlung wird die Zunahme des Körpergewichts mechanistisch mit dem Verlust der 

mikrobiellen Rhythmik während der circadianen Störung in Verbindung gebracht. 

Interessanterweise stört die mit der zirkadianen Störung assoziierte Mikrobiota die Expression 

peripherer Uhrengene in den Empfängermäusen, was auf eine bidirektionale Beziehung 

zwischen der Rhythmizität der Mikrobiota und den peripheren Uhren hinweist. 

 

Zusammenfassend lässt sich sagen, dass wir die wesentliche Rolle der Darmuhr für die 

rhythmische Zusammensetzung des Mikrobioms hervorheben. Darüber hinaus deuten unsere 

Ergebnisse darauf hin, dass der metabolische Phänotyp, der bei Schichtarbeitern beobachtet 

wird, durch den Verlust der mikrobiellen Rhythmik und folglich ihrer Produkte gefördert wird, 

was auf die Desynchronisierung der Darmuhr zurückzuführen ist.
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1. Introduction  

1.1.  The circadian system  

Various physiological processes follow a ~24-hour rhythm. These circadian (circa = about; 

dies = day) rhythms are generated by endogenous clocks, which are located in most organisms 

and cells (Dunlap 1999). Those circadian clocks are internal, self-sustained, and entrainable by 

external factors, typically environmental cues or so-called Zeitgebers (German for ‘time-

giver’) (Aschoff 1960).  

But why do we possess a circadian system? these clocks have evolved to prepare for recurring 

changes in environmental conditions such as light, food, and social activities (Damiola, Le 

Minh et al. 2000, Stokkan, Yamazaki et al. 2001, Dibner, Schibler et al. 2010). Mammals have 

a complex hierarchal circadian system with a central pacemaker in the hypothalamus, the 

suprachiasmatic nuclei (SCN) (Stephan and Zucker 1972). After receiving light input, the SCN 

regulates diurnal activity and feeding behavior and orchestrates subordinated peripheral clocks, 

present in other tissues and organs, through humoral and neuronal signals (Schibler, Ripperger 

et al. 2003). Therefore, SCN ablation results in a complete loss of rhythmic activity (Stephan 

and Zucker 1972) and desynchronizes peripheral clocks (Kolbe, Leinweber et al. 2019). Light 

and food serve as the main Zeitgebers for central and peripheral clocks, respectively. For 

example, reversing the light-dark (LD) cycle completely shifts the SCN clock (Green and 

Gillette 1982), while restricting food intake adjusts peripheral clocks to the feeding schedule 

without affecting the central clock (Damiola, Le Minh et al. 2000).  

1.1.1. Clock molecular mechanism  

On the molecular level, the circadian clock consists of a subset of clock genes organized in 

autoregulatory feedback loops. In the main loop, the transcription factors Circadian Locomotor 

Output Cycles Kaput (CLOCK) and Brain and Muscle ARNT-Like 1 (BMAL1) dimerize to 
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activate the expression of Period (per) and Cryptochrome (cry) genes by binding to E-box 

elements in their promoter. After a time delay, the corresponding PER and CRY proteins build 

heterodimers in the cytoplasm. Then PER:CRY complexes translocate to the nucleus to 

suppress bmal1 and clock transactivation (Figure 1) (Duguay and Cermakian 2009). The 

degradation and translocation of these complexes are controlled by casein kinases (CKI) and 

protein phosphatases (PP), thus impacting the intrinsic period (Partch, Green et al. 2014). On 

the secondary loop, the BMAL1/CLOCK heterodimers also activate the activator ROR 

ALPHA and the inhibitor REV ERB alpha. These transcription factors act on the bmal1 

promoter by binding to the RORE DNA binding element. 

 

 Mutations in the clock genes alter the circadian rhythms with different effects. For example, 

deletion of a major clock component such as bmal1 in mice leads to complete arrhythmicity 

(Bunger, Wilsbacher et al. 2000). Other examples of the impact of clock genes on rhythmicity 

are summarized in Table1. The molecular clock regulates the transcription of thousands of so-

called clock-controlled genes (CCGs). Therefore, in any given cell type or organ, hundreds to 

thousands of genes are expressed rhythmically, which leads to the estimation that ~50% of all 

genes oscillate in at least one organ (Zhang, Lahens et al. 2014). Consequently, most cellular 

and physiological processes show 24-hour oscillations, including cell proliferation, immune 

cell functionalities, intestinal barrier functions, and microbial composition and function (Wu, 

Cai et al. 2010, Summa, Voigt et al. 2013, Thaiss, Zeevi et al. 2014, Stokes, Nunes et al. 2021). 
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Figure 1: Mammalian circadian clock molecular mechanism  
CLOCK and BMAL1 dimerize to activate the expression of per, cry, rev erb, ror, and other CCGs by 
binding to E-box elements in their promoter. PER and CRY proteins in the cytoplasm heterodimerize 
and translocate to the nucleus after phosphorylation (P) by CKI, which protein phosphatases (PP) 
counteracts. In the secondary loop BMAL1/CLOCK heterodimers activate ror alpha and rev erb alpha, 
which bind to RORE DNA binding element to activate and inhibit bmal1 transcription, respectively.    
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Table 1: Gene-specific effects of clock-gene disruption  

Gene Effect  Reference  

clock   - Mutation in one allele lengthens the period.  

- Mutation in both alleles results in complete arrhythmicity after two weeks in constant darkness (DD). Notably, 

a light pulse restores rhythmicity temporarily. 

(Vitaterna, King et 

al. 1994) 

bmal1 - Complete arrhythmicity in DD. 

- Reduced activity in the LD cycle. 

- Light pulse cannot rescue the phenotype.  

(Bunger, Wilsbacher 

et al. 2000) 

per1-3 - Per1-deficient mice have ~1-hour shorter circadian period, with reduced precision. These mice express 

rhythmic clock-gene expression in DD. 

- Per2 mutation reduces the circadian period, followed by arrhythmicity in mice in DD. Consequently, these 

mice have arrhythmic clock-gene expression in DD. Notably, a light pulse restores the rhythmicity temporarily. 

- Per1/per2 mutant mice are rhythmic in LD. However, they become arrhythmic directly upon release in DD.  

(Zheng, Albrecht et 

al. 2001) (Zheng, 

Larkin et al. 1999)  

cry1-2 - Cry 1 knockout mice possess ~1hour shorter free-running period.  

- Cry1-2 double knockout are immediately arrhythmic in DD. 

- Cry2 knockout mice possess ~1 hour longer free-running period.  

(Vitaterna, Selby et 

al. 1999) 

(Thresher, Vitaterna 

et al. 1998)  

rev erb - Rev erb α -/- mice possess a functional molecular clock with altered amplitude of some clock genes.  

- Rev erb α -/- mice are rhythmic in DD and constant light. However, they have a shorter free-running period. 

- Rev erb α -/- mice show an altered response to phase shift. 

(Preitner, Damiola et 

al. 2002)  

ror  - Ror β -/- mice are rhythmic in LD and DD, with a lengthened circadian period and altered response to light 

pulses. 

- Ror α mutant mice are rhythmic in LD and DD, with a shorter circadian period and aberrant responses to photic 

manipulation. 

-  Ror γ -/- mice show normal circadian behavior. 

(Akashi and Takumi 

2005, Masana, 

Sumaya et al. 2007, 

Liu, Tran et al. 2008) 
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1.1.2. Peripheral clocks are essential for organ-specific functions 

Peripheral clocks have been discovered in most cells and tissues, controlling organ-specific 

gene oscillations. For example, the liver clock drives rhythmic metabolic processes. In fact, 

deletion of the liver clock impairs glucose and lipid homeostasis (Manella, Sabath et al. 2021). 

Moreover, the pancreatic clock plays an indispensable role in insulin production and glucose 

sensing (Sadacca, Lamia et al. 2011), showing the essentiality of peripheral clocks for organ 

functions.  

Research to discover organ-specific clocks has also led to the discovery of the intestinal clock 

(Moore, Pruszka et al. 2014). What’s the role of the intestinal clock? Although few studies 

have investigated its function, the intestinal clock seems to control the cell cycle and gut uptake 

system, as well as skeletal muscle metabolism (Kawai, Kinoshita et al. 2019, Ko, Jochum et al. 

2021, Stokes, Nunes et al. 2021). Table 2 summarizes the current literature on the intestinal 

clock. Considering the numerous rhythmic gut functionalities (Hoogerwerf 2010, Pacha and 

Sumova 2013, Peterson and Artis 2014, Segers and Depoortere 2021), little is known about the 

role of the intestinal clock in these rhythms. Therefore, future research should decipher its 

impact on intestinal and other tissue functions. 

1.1.3. Shift work disrupts the circadian system  

Shift work or frequent jet lag impairs internal clocks while the body adjusts to the new LD 

cycle. In fact, not only do different tissues adjust to this new cycle at different speeds 

(Yamazaki, Numano et al. 2000), but clock genes also resynchronize at different speeds within 

the same tissue (Kiessling, Eichele et al. 2010). Therefore, shift work results in global circadian 

disruption. Several studies have shown the deteriorating effects of circadian disruption to the 

extent of increased mortality in aged mice (Davidson, Sellix et al. 2006). This is not surprising, 

considering that circadian disruption weakens host defenses and promotes various diseases 
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(Kiessling, Dubeau-Laramee et al. 2017, Codoner-Franch and Gombert 2018, Parkar, Kalsbeek 

et al. 2019). For example, circadian disruption exaggerates the inflammatory response to 

lipopolysaccharides (LPS) in mice due to a dysregulated innate immune system (Castanon-

Cervantes, Wu et al. 2010). Epidemiological studies have associated shift work with the 

development of obesity and other metabolic syndromes (Peplonska, Bukowska et al. 2015, 

Sooriyaarachchi, Jayawardena et al. 2022). Furthermore, circadian disruption promotes weight 

gain and glucose intolerance in mice (Oike, Sakurai et al. 2015). It is still unclear how the 

circadian disruption induces metabolic abnormalities, although Thaiss and colleagues have 

shown involvement of the gut microbiota (Thaiss, Zeevi et al. 2014).  
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Table 2: Diurnal intestinal clock disruption alters host homeostasis   

Author  Gender  Mouse model   Zeitgeber time 

(ZT)/circadian 

time (CT) 

Findings  

(Chen, Yu et 

al. 2021) 

Male  bmal1fl/fl .villin-cre   LD cycle 

6 time points  

- The intestinal clock controls carboxylesterase (ces1) gene diurnal rhythmicity.  

(Kawai, 

Kinoshita et 

al. 2019) 

Male  bmal1fl/fl .villin-cre  LD cycle 

6 time points  

Loss of the intestinal clock results in: 

- Loss of vitamin D response (vdr) gene rhythmicity.  

- Loss of vdr target-gene rhythmicity. 

- Decrease in transcellular calcium absorption.  

- Loss of serum calcium rhythmicity.  

- Activation of bone resorption.  

- Reduction in bone mass. 

(Ko, Jochum 

et al. 2021) 

 

Male and 

female 

bmal1fl/fl.ts4-cre LD cycle 

1 time point  

- Colonic deletion of bmal1 impairs bone formation in male, but not female, mice.   
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(Martchenko, 

Martchenko 

et al. 2021) 

Male and 

female  

 

 

 bmal1fl/fl. gcg-cre LD cycle 

2 time points 

Loss of the circadian clock in intestinal L-cells results in: 

- Loss of time-dependent secretion of glucagon-like peptide-1 (GLP1). 

- Reduction in colonic CD4+ abundance and increase in ifn, il6 expression. 

- Increase in Actinobacteria abundance. 

- Decrease in abundance of short-chain fatty acids (SCFAs) and bile acids. 

(Stokes, 

Nunes et al. 

2021) 

Gender 

not 

specified 

apcmin ,bmal1fl/fl 

.villin-cre  
LD cycle 

1 time point 

- Loss of the intestinal clock promotes tumor initiation.  

- Absence of the intestinal clock results in lower wnt and higher hippo pathway 

activity. 

(Penny, 

Domingues 

et al. 2022) 

Gender 

not 

specified  

bmal1fl/fl .villin-cre  LD cycle 

4 time points  

- The intestinal clock does not control rhythmic fecal IgA secretion.  

(Yu, Zhang 

et al. 2019) 

Male   bmal1fl/fl .villin-cre LD cycle 

6 time points  

- Absence of the intestinal clock disrupts mrp2 rhythmicity. 

(Yu, Wang et 

al. 2021) 

Male bmal1fl/fl .villin-cre LD cycle  

6 time points  

- The intestinal clock regulates diacylglycerol acyltransferase (dgat2) rhythmicity.  

- Absence of the intestinal clock protects from high-fat-diet-induced obesity, due to 

reduced fat absorption. 
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1.2.  The gut microbiota  

Over the course of evolution, various species evolved mutualistic relationships with tissue-resident 

microbiota, including in the gut. The gut microbiota consists of a complex, dynamic array of 

bacteria, viruses, fungi, and bacteriophages that inhabit the gastrointestinal tract (Lozupone, 

Stombaugh et al. 2013). Here, we will focus on the gut bacteria and refer to them as the gut 

microbiome or the gut microbiota. Although some of these bacteria are opportunistic pathogens, 

which can lead to infection and even sepsis in some circumstances (Guarner and Malagelada 

2003), the gut microbiome plays an essential role in host physiology and metabolism such as 

maintaining gut integrity (Natividad and Verdu 2013), defending against pathogens, vitamin 

production, energy and nutrient extraction from the diet (den Besten, van Eunen et al. 2013), and 

regulating the development of host immunity (Gensollen, Iyer et al. 2016).  

1.2.1. The gut microbiota impacts host physiology  

Various studies using germ-free animals and antimicrobial cocktails have highlighted the 

functional contribution of the gut microbiota to host physiology (Gensollen, Iyer et al. 2016). 

Germ-free mice possess physiologically and anatomically altered gastrointestinal tracts 

(Gensollen, Iyer et al. 2016). For example, germ-free mice have an enlarged cecum, thinner 

intestinal walls, and reduced epithelial renewal compared with conventionalized controls 

(Gustafsson, Midtvedt et al. 1970, Thompson and Trexler 1971). Notably, administration of an 

antimicrobial cocktail yields germ-free-like characteristics, highlighting the indispensable role of 

the microbiota on host physiology (Kennedy, King et al. 2018). In addition, the gut microbiota 

plays an essential role in gastrointestinal immune cell recruitment and in developing a competent 

immune system (Gensollen, Iyer et al. 2016). In fact, germ-free mice have smaller spleen and 

mesenteric lymph nodes, a lower number of lymphoid cells, and fewer immunoglobulins 
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(Horowitz, Bauer et al. 1964, Gordon, Bruckner-Kardoss et al. 1966, Gensollen, Iyer et al. 2016). 

Matsumoto and colleagues have shown low intestinal MHCII expression in germ-free mice 

intestinal epithelial cells (IEC) (Matsumoto, Setoyama et al. 1992). Furthermore, the gut 

microbiota induces the excretion of antimicrobial peptide, REG IIIγ, by paneth cells (Cash, 

Whitham et al. 2006).  

Interestingly, germ-free mice lack functional circadian clocks (Leone, Gibbons et al. 2015). 

Antibiotic administration to wild-type mice has further confirmed the importance of gut microbiota 

for intestinal clock functionality (Mukherji, Kobiita et al. 2013), pointing to a potential 

bidirectional relationship between the gut microbiota and the intestinal clock. Altogether, 

microbiota-host crosstalk is essential for host physiological functions, either through direct 

interactions with the host or through its metabolic functions.  

1.2.2. Gut microbiota metabolic functions  

The genomic diversity of the gut microbiota provides novel enzymes and new biochemical 

pathways (AL-Taha, Wadi et al. 2018). These pathways increase food utilization by fermenting 

indigestible dietary products and utilizing epithelial-produced mucus (Cummings, Pomare et al. 

1987). Thus, the gut microbiota increases the amount of absorbable substrates and, consequently, 

the recovered metabolic energy for the host, while supplying nutrients and energy for microbial 

growth and proliferation. Although the gut microbiota is involved in several metabolic processes, 

here we will focus on SCFA fermentation and bile acid production.   

1.2.3. Short-chain fatty acids (SCFAs) 

The gut microbiota ferments non-digestible carbohydrates and generates SCFAs, including 

acetate, butyrate, and propionate (Cummings, Pomare et al. 1987, Cummings, Beatty et al. 1996). 
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SCFAs can also be produced by anaerobic metabolism of peptides and proteins (Macfarlane, 

Cummings et al. 1986). The effect of SCFAs on health has been extensively studied since 

discovering their receptor FFAR 2/3 in several cell types (Macfarlane, Cummings et al. 1986, 

Nilsson, Kotarsky et al. 2003). 

In terms of their role, SCFAs impact gut integrity, glucose metabolism, immune functions, and 

disease development (Cummings, Pomare et al. 1987, Sanna, van Zuydam et al. 2019). For 

example, colonocytes utilize SCFAs, especially butyrate, as energy sources (Clausen and 

Mortensen 1995). Butyrate also enhances intestinal barrier functions by regulating tight junction 

protein expression (Wang, Wang et al. 2012). Butyrate and propionate promote intestinal 

glycogenesis, improving energy and glucose homeostasis  (De Vadder, Kovatcheva-Datchary et 

al. 2014). Interestingly, SCFAs are also transported to the bloodstream, exerting extra-intestinal 

functions such as liver gluconeogenesis and lipogenesis (den Besten, Lange et al. 2013). As 

another example, acetate stimulates adipocyte leptin secretion, regulating energy balance and food 

intake (Zaibi, Stocker et al. 2010). Thus, and not surprisingly, the alteration of SCFAs has been 

linked to obesity and type 2 diabetes (de la Cuesta-Zuluaga, Mueller et al. 2018, Sanna, van 

Zuydam et al. 2019, Kaczmarczyk, Dabek-Drobny et al. 2022).  

1.2.4. Bile acids  

Many studies focus on bile acids as an important class of microbial-produced metabolites. Bile 

acids are synthesized by the liver from cholesterol and further metabolized by the gut microbiota 

(Wahlström, Sayin et al. 2016). Bile acids then act as signaling molecules to regulate host sterol, 

glucose, and energy homeostasis (Lambert, Amar et al. 2003, Ma, Saha et al. 2006). Bile acids 

also shape the gut microbiota by promoting bile-metabolizing bacteria, killing bile-sensitive 

bacteria, and inducing antimicrobial transcription through the bile acid receptor FXR (Inagaki, 
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Moschetta et al. 2006). However, bile acids and the microbiota do not interact in a unidirectional 

way. For its part, the gut microbiota regulates several enzymes involved in bile acid synthesis and 

uptake, in addition to its role in bile acid metabolism (reviewed by (Wahlström, Sayin et al. 2016)). 

For example, modulating the gut microbiota decreases weight gain through the bile acid-FXR 

signaling pathway (Li, Jiang et al. 2013). Moreover, germ-free experiments further prove that 

microbial-mediated bile acid modification alters obesity and glucose metabolism (Parséus, 

Sommer et al. 2017). Thus, and not surprisingly, bile acid alteration has been associated with 

metabolic disorders. For example, obese mice possess higher levels of the secondary bile acid 

deoxycholic acid (DCA) (Yoshimoto, Loo et al. 2013). Bile acid receptor deletion (FXR) results 

in hypercholesterolemia and hyperglycemia (Lambert, Amar et al. 2003, Ma, Saha et al. 2006). In 

summary, the interaction between the gut microbiota and bile acids is essential for maintaining 

host metabolic homeostasis.   

1.3.  Host-microbe interaction 

The cross-talk between the gut microbiota and the host ensures a homeostatic, mutualistic 

relationship. Accordingly, gut microbial dysbiosis has been associated with several diseases such 

as inflammatory bowel disease (IBD), diabetes, and obesity, with detrimental effects (Fan and 

Pedersen 2021). For example, most IBD mouse models do not develop inflammation in germ-free 

conditions (Keubler, Buettner et al. 2015).  

These microbe-host interactions have created multiple opportunities to modify the gut microbiota 

for our health. Consequently, several microbial-based interventions have been studied, with 

promising results (Nishida, Inoue et al. 2018). It is therefore of the utmost importance to identify 

the factors that shape the microbial ecosystem.  
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1.3.1. Factors shaping the gut microbiota  

The gut microbiota is controlled dynamically at multiple levels. Its formulation begins directly 

after birth upon exposure to the mother’s microbiota (Browne, Shao et al. 2022). Over time, the 

microbial diversity of the gut expands tremendously, outnumbering by 10 times the eukaryotic 

cells in the human body (Yao, Cai et al. 2021). However, many factors can shape our gut 

microbiota throughout our lives, including diet, environment, age, health status, and other host’s 

intrinsic factors (Parkar, Kalsbeek et al. 2019). For example, a diet switch can shift microbial 

composition within a day (Turnbaugh, Ridaura et al. 2009). A recent meta-analysis has 

demonstrated the consistent effects of a high-fat diet on microbial composition (Bisanz, Upadhyay 

et al. 2019). Moreover, the gut microbiota changes substantially at both extremes of life (Claesson, 

Cusack et al. 2011, Savage, Lee-Sarwar et al. 2018). Health status, too, impacts the microbial 

balance. For example, several studies have detected altered microbial composition and functions 

in obesity, type 2 diabetes, and IBD (reviewed in (Fan and Pedersen 2021)). Importantly, the gut 

microbiota is also influenced by host’s intrinsic factors, including their immune system and 

internal clocks (Thaiss, Zeevi et al. 2014, Thaiss, Zmora et al. 2016, Fulde, Sommer et al. 2018).   

1.3.2. The gut microbiota and the circadian system  

How does the circadian system influence the gut microbiota? Recently, it has been demonstrated 

that the gut microbiota oscillates diurnally in humans and mice (Thaiss, Zeevi et al. 2014, 

Reitmeier, Kiessling et al. 2020). This microbial rhythmicity seems to be imprinted through the 

host’s circadian clocks, diet, feeding time, and several environmental factors (Thaiss, Zeevi et al. 

2014, Zarrinpar, Chaix et al. 2014, Leone, Gibbons et al. 2015).  

Wu and colleagues have shown that luminal and mucosal-associated microbial rhythms depend on 

the presence of the LD cycle (Wu, Tang et al. 2018). Notably, gender also impacts microbial 
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diurnal oscillations, with females showing more robust oscillations in the fecal microbiota (Liang, 

Bushman et al. 2015). Interestingly, the rhythmicity of specific taxa depends on gut IgA secretion, 

especially IgA-bound bacteria. Thais and colleagues have pointed out that feeding behaviors 

control taxa-specific rhythmicity (Thaiss, Zeevi et al. 2014). On the one hand, feeding behavior is 

governed by the central clock through the sleep-wake cycle. On the other hand, rhythmic food 

intake is the main Zeitgebers controlling peripheral clocks (Damiola, Le Minh et al. 2000), 

suggesting a potential impact of the circadian system. Indeed, a functional host’s circadian system 

is required for microbial rhythmicity, and circadian disruption abolishes this rhythmicity (Thaiss, 

Zeevi et al. 2014, Liang, Bushman et al. 2015, Voigt, Summa et al. 2016). For example, Voigt has 

shown that environmental circadian disruption alters microbiota composition under a high-fat, 

high-sugar diet (Voigt, Forsyth et al. 2014). In addition, mice with genetic circadian disruption 

possess arrhythmic microbiota (Thaiss, Zeevi et al. 2014).  

Despite this evidence, several factors that might play a critical role in microbial rhythmicity 

remained to be addressed such as the roles played by the central clock, the peripheral clocks, and 

other environmental factors. 

1.3.3. Microbial rhythmicity  

What is the role of microbial rhythmicity? Kuang and colleagues have shown that the gut 

microbiota induces rhythmic histone acetylation in the small intestine, synchronizing nutrient 

uptake and metabolic gene expression (Kuang, Wang et al. 2019). Moreover, the gut microbiota 

controls NFIL3 rhythmicity through the circadian system, regulating lipid uptake and body 

composition (Wang, Kuang et al. 2017). The gut microbiota produces SCFAs rhythmically. 

SCFAs, in turn, alter peripheral clock-gene expression (Leone, Gibbons et al. 2015, Tahara, 

Yamazaki et al. 2018).  These results suggest a bidirectional relationship between the host 
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circadian system and microbial rhythmicity to maintain a fine balance, preserving host metabolic 

and intestinal homeostasis.  

 

A few studies have directly investigated the role of microbial rhythms. For example, Thais and 

colleagues have linked arrhythmic microbiota to body weight gain during chronic jet lag (Thaiss, 

Zeevi et al. 2014). Loss of microbial rhythmicity has also been found in type 2 diabetic patients; 

interestingly, microbial arrhythmicity can provide a risk signature for developing type 2 diabetes 

(Reitmeier, Kiessling et al. 2020). In summary, microbial rhythmicity seems to affect the metabolic 

homeostasis of the host, yet more research is needed to shed more light on its role and to decipher 

the mechanisms by which it impacts the host. 
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2. Aims and scope of dissertation  

The gut microbiota oscillates between day and night. Although microbial rhythms are affected by 

the circadian system and feeding time, little is known about the factors driving these rhythms. We 

hypothesize that circadian intrinsic factors play a major role in driving microbial 

oscillations. To address this point, we differentiated in this study between the intrinsic and 

extrinsic factors that might impact microbial rhythms, especially light, food, and the local intestinal 

clock. Firstly, we assessed the effect of the LD cycle on microbial oscillations by comparing 

microbial rhythms from mice in a 12:12 LD cycle and DD. Secondly, we identified the impact of 

rhythmic food intake on microbial rhythms by comparing the results of mice under the starvation 

protocol and those with ad libitum food access. Finally, we investigated the role of the intestinal 

clock on microbiota oscillations by comparing the microbial changes between intestinal clock-

proficient and clock-deficient mice. 

Shift work and chronic jetlag disrupt the circadian system, microbial rhythmicity, and metabolic 

homeostasis (Kiessling, Eichele et al. 2010, Thaiss, Zeevi et al. 2014, Voigt, Forsyth et al. 2014). 

Although studies have linked microbial arrhythmicity to metabolic disease (Thaiss, Zeevi et al. 

2014, Reitmeier, Kiessling et al. 2020), the cause-effect relationship between these factors during 

circadian disruption remains unclear. Here, we hypothesize a bidirectional relationship 

between the circadian system and microbial rhythmicity to maintain metabolic balance. To 

address this, we investigated the microbial-host interaction using genetic and environmental 

circadian disruption mouse models. Moreover, we directly assessed the role of microbial 

rhythmicity on host metabolism by colonizing germ-free mice with circadian disruption-associated 

microbiota.  
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3. Materials and method 

3.1.  Ethics statement 

Animal experiments were approved by the Bavarian Animal Care and Use Committee (No. TVA 

ROB-55.2Vet-2532.Vet_02-18-14) and by the Ministry of Agriculture, Environment, and Rural 

Areas (MELUR) of the state of Schleswig-Holstein (project license:42-5/18_Oster) for the 

experiments conducted at the Technical University of Munich and University of Lübeck, 

respectively. 

3.2.  Animal experiments  

All mice were single-housed with ad libitum access to water and a chow diet (Ssniff, Soest, 

Germany). Unless specified, animals were maintained under specific pathogen-free (SPF) 

conditions in accordance with the FELASA recommendation. Littermate animals of comparable 

age were used to minimize the cage effect on microbiota composition (Ubeda, Lipuma et al. 2012). 

To limit gender effects, only male mice were used for all experiments. Unless mentioned, animals 

were kept in a normal LD 12:12 cycle with 300 lux light intensity. The lights were turned on at 5 

a.m. (ZT 0) and turned off at 5 p.m. (ZT 12).  Mice were checked daily and monitored weekly for 

changes in body weight. 

3.2.1. Syt10 cre-bmal1IEC +/- and syt10 cre-bmal1IECfl/- mice  

SCN-specific bmal1 knockout mice and their control littermates (respectively: syt-10 cre/wt x 

bmal1fl/-, referred to in the text as bmal1SCNfl/- ; and syt-10 cre/wt x bmal1+/-, referred to in the 

text as bmal1SCN+/- ) on C57BlL6 genetic background were generated as described before (Husse, 

Zhou et al. 2011) at the University of Lübeck. On the second day of DD, mice were sacrificed at 

the indicated CT points.   

3.2.2. Bmal1 IEC-/- and bmal1 IECfl/fl mouse generation 

Intestinal epithelial-cell-specific bmal1 knockout C57BL/6J mice and their control littermates 

(bmal1fl/fl x villin cre/wt and bmal1fl/fl x villin wt/wt, referred to in the text as bmal1IEC-/- and 

bmal1fl/fl, respectively) were generated at the Technical University of Munich as previously 

described (Kawai, Kinoshita et al. 2019). At the age of eight weeks, mice were single-housed and 
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had free access to a running wheel. On the second day of DD, mice were sacrificed at the indicated 

CT points.  

3.2.3. Simulated shift work (SSW)  

Wild-type C57BL6 mice were bred at the Technical University of Munich. At the age of eight 

weeks, mice were single-housed and had free access to a running wheel. SSW mice were kept in 

LD cycle for two weeks (from week 8 to week 10) and then exposed to SSW for at least six weeks. 

At the age of 10 weeks, we changed the light intensity to 100 lux. SSW was accomplished by 

shifting the LD cycle in advance or delaying it by 8 hours every five days. Thus, on the first day 

of jet lag in the phase advance paradigm, we shifted ZT 12 from 5 p.m. to 9 a.m. Then, after five 

days, we introduced the mice to a phase delay by shifting ZT 12 from 9 a.m. to 5 p.m., as illustrated 

in Figure 2. 

 

Figure 2: Graphical illustration of SSW protocol 
LD cycle of SSW protocol, every row represents one day. Yellow represents the time with the lights on, 
while gray represents the time with the lights off  

 

3.2.4. LD and DD conditions  

We kept bmal1IEC-/- mice and their littermate controls, bmal1IECfl/fl, in LD 12:12 for two weeks at 

the age of 8-10 weeks. At the age of 10-12 weeks, mice were kept in DD. Afterward, at the age of 
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12-14 weeks, they were switched to constant light for another two weeks. Finally, the mice were 

maintained in LD.  

 

3.2.5. Food deprivation 

Fecal samples were collected from 12-13-week-old bmal1IEC-/- and control mice for starvation 

experiments. On the first day of DD at CT 0, the food was removed from the cages. Fecal samples 

were collected at the indicated time points, starting at CT 13 on the second day of DD until CT 10 

(for 13 hours of starvation till 34 hours), as indicated in Figure 3. 

 

Figure 3: Food deprivation protocol 
LD cycle and food availability of the starvation protocol, with red arrows indicating the time of fecal sample 
collection. Yellow represents the time with the lights on, while gray represents the time with the lights off. 

 

3.2.6. Germ-free wild-type mice  

Germ-free wild-type C57BL6 mice were kept single-housed in gnotobiotic isolators at the 

Technical University of Munich and provided ad libitum access to a standard autoclaved chow diet 

(Ssniff, Soest, Germany). Before starting the experiment, germ-free status was confirmed by fecal 

cultivation in a Wilkins-Chalgren Anaerobe (WCA) broth (OXOID, UK) and by gram staining 

from fecal suspensions. Mice were colonized at the age of 10 weeks and maintained for six weeks. 

Fecal samples were collected in LD at the age of 15 weeks. Finally, we sacrificed the mice on the 

second day of DD at the indicated CT points.  

3.3.  Gavage preparation  

Cecal microbiota from SPF mice sacrificed at ZT 13 were diluted by 1:10 in 40% sterile glycerol. 

A mixture of diluted cecal microbiota from 4-5 mice was centrifuged at 300 rcf for 3 minutes to 

remove the debris. The supernatant was further centrifuged at 8,000 rcf for 10 minutes. Finally, 
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we diluted the pellet in sterile PBS. After adjusting the gavage material to 7 x 106 bacteria/µl, 

germ-free mice were gavaged with 100 µl per mouse.   

3.4.  Behavior analysis  

Activity measurements were performed according to Jud and colleagues (Jud, Schmutz et al. 

2005). We analyzed running-wheel activity using ClockLab software (Actimetrics). Periods were 

determined based on the 10-14 days of every condition (tau was calculated with X2 periodogram 

and further confirmed by fitting a line to activity onsets), as well as active period duration (alpha), 

activity amount and activity ratio of subjective day/night (subjective night in DD condition is the 

active period between the onset and offset of activity). 

3.5.  Tissue collection  

Mice were sacrificed at 16-20 weeks old by cervical dislocation. On the second day of DD, we 

sacrificed bmal1SCNfl/-, bmal1 IEC-/-, germ-free mice, and their controls at the shown CT points. For 

the SSW experiment, control mice were sacrificed at the indicated ZT points, and we sacrificed 

mice undergoing SSW on the first day after the final phase advance shift at the indicated time point 

of the LD control group. Finally, tissues were collected, snap-frozen on dry ice, and then stored at 

-80°C until further processing.  

3.6.  Food intake and fecal sample collection 

Average food intake was calculated from the amount of food consumed over five consecutive days. 

Fecal samples were collected at the indicated ZT points in LD. For the experiment performed in 

DD, fecal samples were collected at the indicated CT points after adjusting for every mouse’s 

specific free-running period. This is because the internal period of mice within the same group can 

vary by 0.5 hours per day, and this can accumulate after several days in DD. Fecal samples of mice 

undergoing SSW were collected on the first day after the phase advance shift at the indicated time 

point of the LD control group. We collected fecal samples every 3 hours over the course of a day.  

3.7.  Complete gastrointestinal transit time (GITT) 

To measure GITT, we gavaged the mice with 100 µl of natural carmine red (6%, Sigma-Aldrich) 

after dissolving it in 0.5% methylcellulose (Sigma-Aldrich), according to Li and colleagues (Li, 

Chalazonitis et al. 2011). Before the gavage, mice were starved for 6 hours. Fecal pellets were 
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collected from the cage every 10 minutes to check for redness. The time between the gavage (T0) 

and the presence of red color in the fecal pellets was considered to be the GITT.  

3.8.  Gut permeability  

Ussing chambers were used to measure gut permeability, as described previously (Ussing and 

Zerahn 1951, Clarke 2009, Muller, Zietek et al. 2016). In brief, after dissecting the mice, 1.5 cm 

was freshly collected from the proximal colon. After cutting the tissue open, it was mounted in the 

Ussing chamber (six chamber system: Scientific instruments). A freshly prepared carbogen-gassed 

Krebs buffer (2.4 mM Na2HPO4, NaH2PO4, 5.4 mM KCl, 1.2 mM CaCl2, 114 mM NaCl, 1.2 

mM MgCl2, 21 mM NaHCO3, 10 mM glucose, 0.6 mM pH 7.4) was used to support the tissue at 

37°C. Then, 250 l of 1.7673 mM fluorescein was added to the luminal side. Samples were 

collected from the serosal part of the buffer at 45 and 60 minutes to determine fluorescence 

intensity and tissue permeability. 

3.9.  Plasma glucose and triglycerides measurement 

After sacrificing the mice at the indicated time point, fresh blood was collected by a 6%-EDTA-

rinsed needle directly from the portal vein. Next, blood samples were centrifuged at 4,000 rcf for 

10 minutes to collect plasma, which was stored at -80°C until further analysis. Non-fasting plasma 

glucose and triglycerides levels were measured using Fluitest ® GLU (Analyiticon, Germany) and 

Triglyceride gpo-pap (LT-SYS®, Germany) according to the manufacturers’ recommendations. 

     3.10.   Energy assimilation  

Total fecal samples produced over the course of five days were collected. After drying the fecal 

pellets for five days at 55°C, we ground the dried fecal pellets with TissueLyserII (Qiagen, Retsch, 

Haan, Germany), then pressed the results into one-gram pellets. A 6,400 Calorimeter (Parr 

Instrument Company, Moline, IL, USA) was used to calculate gross fecal energy. Finally, after 

measuring the food intake over the course of fecal sample collection, we calculated the assimilation 

efficiency using the following formula: 

Assimilation efficiency (%) =   ((Food intake [g] ∗  Efood [kJ ∗ g − 1]) −

 (Feces production [g] ∗  Efeces [kJ ∗ g − 1]))/(Food intake [g] ∗  Efood [kJ ∗ g − 1] ) x 100 
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3.11.  Gene expression analysis and quantitative real-time PCR (qPCR) 

Total RNA was extracted from snap-frozen tissues using a Trizol protocol. Briefly, tissues were 

placed in a 2 ml RNase-free screw-cap tube with beads and 400 µl Trizol (TRI reagent ®, Sigma). 

Samples were homogenized at 6 m/s for 40 seconds using a FastPrep®-24 bead beater (MP 

Biomedicals) with a cooling adapter. Next, we added 80 µl of chloroform to the samples and kept 

them on ice for 5 minutes before centrifuging for 30 minutes at 4°C and 16,000 rcf. After 

centrifuging, 200 µl of the top clear layer was added to 200 µl isopropanol. Then, samples were 

centrifuged for 30 minutes at 4°C and 16,000 rcf to precipitate the RNA. After discarding the 

supernatant, pellets were washed three times with 900 µl of 70% EtOH. Finally, the RNA pellets 

were suspended in 30 µl RNase-free water.  

 

Next, 1,000 ng of RNA was used to generate cDNA using the cDNA synthesis kit Multiscribe RT 

according to the manufacturer’s recommendation (Thermofischer Scientific). Using the Universal 

Probe Library system (UPL), qPCR was performed in the Light Cylcer 480 system (Roche 

Diagnostics, Mannheim, Germany) according to the manufacturer’s instructions. All genes were 

measured using the UPL system with qPCR master mix (Brilliant III Ultra-Fast, Agilent 

Technologies, USA). Gene expression was normalized to the housekeeping gene elongation factor 

1-alpha (ef1a). Table 3 summarizes the primers and probes used:  
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Table 3: Primers and probes used to measure gene expression 

Gene Forward primer Reverse primer Probe  

Elongation factor 1-alpha (ef1a) 5’- GCCAAT TTCTGGTTGGAATG-3’ 5’-GGTGACTTTCCATCCCTTGA-3’ 67 

Intestinal-type fatty acid-binding protein 

(ifabp) 

5’-

GGTTTCTGGTAATGAACTAATCCAG-

3’ 

 5’-

AAATCTGACATCAGCTTAGCTCTTC-3’ 

1 

Peroxisome proliferator activated receptor 

Gamma (pparg) 

5’- AAGACAACGGACAAATCACCA-3’ 5’- GGGGGTGATATGTTTGAACTTG-3’ 7 

Fatty acid binding protein 2 (fabp2) 5’- ACGGAACGGAGCTCACTG-3’ 5’- 

TGGATTAGTTCATTACCAGAAACCT-3’ 

56 

Glucose transporter 2 (glut2) 5’-TTACCGACAGCCCATCCT-3’ 5’-

TGAAAAATGCTGGTTGAATAGTAAAA

-3’ 

3 

Cryptochrome circadian regulator 1 

 (cry1) 

5’- ATCGTGCGCATTTCACATAC-3’ 5’- TCCGCCATTGAGTTCTATGAT-3’ 85 

D site of albumin promoter (Albumin D-

Box) binding protein (dbp) 

5’- ACAGCAAGCCCAAAGAACC-3’ 5’- GAGGGCAGAGTTGCCTTG-3’ 94 

Period 2 (per2) 5’-TCCGAGTATATCGTGAAGAACG-3’ 5’- CAGGATCTTCCCAGAAACCA-3’ 5 

Nuclear receptor subfamily 1 group D 

member 1 (rev-erbα) 

5’- AGGAGCTGGGCCTATTCAC-3’ 5’-CGGTTCTTCAGCACCAGAG-3’ 1 

Brain and muscle ARNT-Like 1 (bmal1) 5’-ATTCCAGGGGGAACCAGA-3’ 5’-GGCGATGACCCTCTTATCC-3’ 15 

Sodium/glucose cotransporter protein 1 

(sglt1) 

5’-CTGGCAGGCCGAAGTATG-3’ 5’-TTCCAATGTTACTGGCAAAGAG-3’ 49 
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3.12. High-throughput 16S ribosomal RNA (rRNA) gene amplicon 

sequencing analysis  

To isolate genomic DNA from fecal samples, we used the protocol suggested by Godon and 

colleagues (Godon, Zumstein et al. 1997), with slight modifications. In brief, we added 600 μl 

of DNA stabilizer solution (Stratec Biomedical) to snap-frozen fecal samples in a 2 ml screw-

cap tube with ~ 500 mg silica beads (0.1-mm-diameter; BioSpec Products). Next, 250 μl of 4 

M guanidine thiocyanate, 0.1 M Tris, and 500 μl of 5% N-lauroyl sarcosine salt were added. 

Samples were vortexed and incubated for 1 hour at 70°C and 700 rpm. Afterward, samples 

were disrupted mechanically at 6.5 m/s for 40 seconds three times using a FastPrep®-24 bead 

beater (MP Biomedicals) with a cooling adapter. After that, we added a polyphenol adsorbent 

(15 mg of Polyvinylpolypyrrolidine) (PVPP, Sigma Aldrich) and centrifuged the samples for 

3 minutes at 15,000 rcf.  Finally, the supernatant was incubated with 2 μl RNAse (10mg/ml) 

for 30 minutes at 37°C and 700 rpm to remove the RNA.  

For DNA purification, we used NucleoSpin gDNA columns (Machery-Nagel, No. 740230.250) 

according to the manufacturer’s instructions. To amplify the 16S rRNA of 24 ng of DNA, we 

used the 341F-ovh and 785r-ov primers, targeting the V3-V4 region, in two-step PCR. Pooled 

samples were sequenced with Illumina HiSeq in paired-end mode (2 x 250 bp) based on Rapid 

V2 chemistry, as described previously (Reitmeier, Kiessling et al. 2020). To assure 

reproducibility, two negative controls were included per 46 samples; the negative control 

consists of the DNA stabilizer.  

To analyze 16S rRNA data, we used high-quality sequences with at least 5,000 read counts. 

We used the NGS Toolkit (Version 3.5.2_64) to process FASTQ files with a 5-trim score at 

the 5’ end and 3’ end for both read R1 and R2. Next, the FASTQ mergepair script of 

USEARCH was used to remove chimera (Edgar 2010, Edgar, Haas et al. 2011). Then, we 

denoised, deduplicated, clustered, and merged quality-filtered reads to generate zero-radius 

operational taxonomic units (zOTUs) (Edgar 2010, Edgar 2016). Using zOTUs provides the 

maximum resolution possible from 16S rRNA data by denoising (correct sequencing error) and 

classifying unique sequences of 100% similarity as different microbial taxa. Taxonomy was 

assigned either to the Ezbiocloud database or the Greenbase database to compare our results 

with published data from Thaiss and colleagues (Thaiss, Zeevi et al. 2014). Finally, we used 

the RHEA pipeline to analyze the data (Lagkouvardos, Fischer et al. 2017). Low-abundant 

zOTUs were excluded; these were defined as zOTUs with a mean relative abundance of less 
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than 0.1% and a prevalence of less than 10%. Sequences were aligned to generate phylogenetic 

trees based on the maximum likelihood approach from MUSCLE by MegaX software (Kumar, 

Stecher et al. 2018). For tree visualization, we used Evolview 

(http://www.evolgenius.info/evolview) (Subramanian, Gao et al. 2019). Quantitative analysis 

of zOTUs was performed based on spike analysis, as described earlier (Heddes, Altaha et al. 

2021). 

3.13. PICRUST 2.0  

PICRUST 2.0 was used to predict metagenomic functionality. In brief, the metagenome was 

constructed based on zOTU sequences to predict functional genes, while zOTU normalized 

copy numbers were used to quantify zOTU genes. Finally, genes were assigned enzyme 

commission (EC) numbers and further assigned to Metacyc pathways. Metacyc pathways were 

used for calculating LDA effective score (LEFSE) after removing super-class pathways, using 

the following online tool: (http://huttenhower.sph.harvard.edu/galaxy) (Segata, Izard et al. 

2011). 

3.14. Metabolite measurements 

3.14.1. Sample preparation  

Mouse fecal samples were weighed in 2 ml bead-beater tubes (Lysing Matrix D, MP 

Biomedicals). To correct for losses from the work-up, we added 1 ml of methanol-based 

dehydrocholic acid extraction solvent with a concentration of 1.3 µmol/l as an internal 

standard. We extracted fecal samples by bead beating 3 times at 6m/s for 20 seconds, with a 

30-second break in-between, using a FastPrep-24 5G bead-beating grinder (MP Biomedicals) 

and CoolPrep adapter. 

3.14.2. Bile acid measurement 

For a 100 µl sample extract, we added 20 µl of isotopically labeled bile acids (7 µM each). To 

measure targeted bile acids, we used the QTRAP 5500 triple quadrupole mass spectrometer 

(Sciex, Darmstadt, Germany), which is coupled to the ultra-high-performance liquid 

chromatography system (ExionLC AD, Sciex, Darmstadt, Germany), in accordance with Reiter 

and colleagues (Reiter, Dunkel et al. 2021). Bile acids were detected and quantified using the 

multiple reaction monitoring (MRM) method. We used an electrospray ion voltage of -4,500 

V with ion source parameters set at (450°C), curtain gas (35 psi), entrance potential (-10 V), 

http://www.evolgenius.info/evolview/
http://huttenhower.sph.harvard.edu/galaxy/
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gas 1 (55 psi) and gas 2 (65 psi). To separate the analytes, we used a 100 × 2.1 mm, 100 Å, 1.7 

μm, Kinetex C18 column (Phenomenex, Aschaffenburg, Germany). 

For chromatographic separation, a constant flow (0.4 ml/min) of the mobile phase consisting 

of water (eluent A) as well as acetonitrile/water (95/5, v/v, eluent B) was used; both eluents 

contained 0.1% formic acid and 5 mM ammonium acetate. The elution buffer (B) was 

increased gradually. Starting at 3.5 minutes at 25%, it was increased over 2 minutes to 27%; 

after another 2 minutes, we increased it to 35% and kept it for 10 minutes. Then the buffer 

concentration was increased to 43% over 1 minute and was held for another 1 minute, then it 

was increased over 2 minutes to 58%, and held isocratically for 3 minutes at 58%. We increased 

the concentration to 65%, 80% and 100%, at 17.5, 18 and 19 minutes, respectively. A 100% 

concentration was held for 1 minute before starting the equilibration at 20.5 minutes for 4.5 

minutes. Then, 1 μl sample was injected into the column oven at 40°C, with the auto-sampler 

at 15°C. Analyst 1.7 software (Sciex, Darmstadt, Germany) was used for instrumental control 

and data acquisition, in accordance with Reiter and colleagues (Reiter, Dunkel et al. 2021). 

3.14.3. SCFA measurement 

SCFAs were quantified by the 3-NPH method (Han, Lin et al. 2015). We mixed 15 µl 

isotopically labeled standards (ca 50 µM) and a 40 µl fecal extract with 20 µL of 200 mM 3-

NPH HCL solution and 20 µl 120 mM EDC HCl-6% pyridine solution. Samples were shaken 

for 30 minutes at 1,000 rpm and at 40°C with Eppendorf Thermomix (Eppendorf, Hamburg, 

Germany); we then added 900 µl of acetonitrile/water (50/50, v/v). Samples were centrifuged 

for 2 minutes at 13,000 U/minute, and the supernatant was used for subsequent analysis. We 

used the same system described above for bile acid measurement, with an electrospray voltage 

of -4500 V, a temperature of 500°C and a curtain gas set to 35 psi, with ion source gas 1 to 55 

and ion source gas 2 to 65.  

To optimize MRM parameters, we used commercially available standards. We used a 100 × 

2.1 mm, 100 Å, 1.7 μm, Kinetex C18 (Phenomenex, Aschaffenburg, Germany) column for 

chromatographic separation with 0.1% formic acid, and 0.1% formic acid in acetonitrile, as 

elution solvents A and B, respectively. We used a flow rate of 0.4 ml/min with an injection 

volume of 1 µL. The elution buffer B concentration was held at 23% for 3 minutes, then 

increased to 30% at 4 minutes. At 6.5 and 7 minutes, the B concentration was further increased 

to 40% and 100%, respectively. After holding the B concentration at 100% for 1 minute, we 

started column equilibration. We set the column oven temperature to 40°C while the auto-
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sampler was at 15°C. Analyst 1.7 software (Sciex, Darmstadt, Germany) was used for 

instrumental control and data acquisition, in accordance with Reiter and colleagues (Reiter, 

Dunkel et al. 2021). 

3.15.  Statistical analysis  

We used GraphPad Prism, V 9.0.0 and R for statistical analysis. Using the RHEA pipeline, 

microbial diversity was determined based on generalized UniFrac (G. UniFrac) distance 

calculation, differences between group was assessed by PERMANOVA test and matrix 

dissimilarity was illustrated by MDS plots including a bar for dissimilarity distance 

(Lagkouvardos, Fischer et al. 2017). For a diurnal circadian profile of G. UniFrac, data were 

compared to ZT 1 or CT 1. To determine diurnal and circadian patterns and to calculate the 

phase for each 24-hour graph, a cosine-wave equation with a fixed 24-hour period was used: 

y = baseline + (amplitude ∙ cos (2 ∙ π ∙ ((x − [phase shift)/24)))    

The rhythmicity of clock genes, CCGs, phyla, family, richness, zOTUs, and metabolites were 

calculated with the cosine-wave equation. However, we used the following harmonic 

regression equation to calculate rhythmicity for some CCGs: 

 y =  baseline +  (amplitude A ∗  cos (2 ∙ π ∙  ((x – (phaseshift A) / 24))) +

 (amplitude B  ∗ cos (4 ∙ π ∙ ((x – [phase shift B)/ 24)))) 

To indicate the rhythmicity of individual 24-hour period graphs, a connected straight line is 

used, while a dashed line is used to indicate arrhythmicity. The rhythmicity of all zOTUs and 

pathways was calculated with JTK_CYCLE V 3.1.R (Hughes, Hogenesch et al. 2010). To 

compare overall rhythmicity between datasets, we used an adjusted version of the 

CompareRhythms R script (Pelikan, Herzel et al. 2021), by running DODR after JTK_CYCLE 

analysis (Singer and Hughey 2019). For Manhattan plots, the phase was calculated based on 

cosine-wave regression, while amplitude and p-value were calculated by JTK_CYCLE V 3.1.R 

(Hughes, Hogenesch et al. 2010).  

 

Notably, to better visualize the data, we removed the p-value = 1 in the Manhattan plots. To 

visualize samples and zOTU trees, we used the online platform “evolgenius.info” 

(Subramanian, Gao et al. 2019). We generated heatmaps with the “heatmapper.ca” online tool 

(Babicki, Arndt et al. 2016), after sorting the data on the peak phase of the control. We 

generated abundance plots using the function “check.associations()” from the SIAMCAT R 
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package (Wirbel, Zych et al. 2020). The non-parametric Mann-Whitney test was used to 

analyze the difference between the two groups. Group differences over different times and 

conditions were compared using a two-way ANOVA. P-values ≤ 0.05 are considered 

statistically significant. 
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4. Results  

4.1. Microbial rhythms are generated by the circadian system  

The gut microbiota oscillates diurnally in animal models and humans (Thaiss, Zeevi et al. 

2014, Leone, Gibbons et al. 2015, Reitmeier, Kiessling et al. 2020). However, this microbial 

rhythmicity could result from rhythmic external cues, Zeitgebers, such as the LD cycle, or be 

generated by the circadian system (Aschoff 1960), and thus persist in the absence of 

environmental timing cues. To address this point, we compared microbial rhythms from the 

same mice kept in a rhythmic LD cycle and, for two weeks, in DD (Figure 4). In both light 

conditions, we found comparable host rhythmic factors that might impact microbial 

composition such as food intake, locomotor activity, and total GITT (Heddes, Altaha et al. 

2022). 

  

Figure 4: Fecal sample collection protocol  
Representative actogram of activity behavior of WT mice in LD and DD, illustrating fecal sample 
collection time points. Each row represents one day, with tick marks illustrating running wheel activity. 
Yellow shading represents light, while white shading represents darkness. Red arrows point to the 
time of fecal sample collection. 
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To assess microbial composition and rhythmicity, we performed 16S rRNA gene sequencing 

of fecal samples collected from eight time points over the course of the day (Figure 4). 

Interestingly, microbial composition clustered according to the sampling time points instead of 

the light condition (Figure 5A). To assess the variation in microbial composition between 

samples, we quantified G. UniFrac to ZT 1.  

Our results identified rhythmic changes in microbial composition in LD and DD (Figure 5B). 

Importantly, the diurnal rhythm of microbial richness and Shannon effective persisted in DD, 

pointing to their circadian origin (Figure 5C). Rhythms also continued in DD at the phylum 

level, with Bacteroidetes and Firmicutes, the most dominant phyla, oscillating in antiphase 

(Figure 5D). Despite the popularity of analyzing microbiota composition according to relative 

abundance, this approach generates some caveats for the assessment of rhythmicity. For 

example, the oscillations of highly abundant taxa may mask the rhythmicity of other microbial 

communities with lower abundance, as demonstrated by previous research (Liang, Bushman et 

al. 2015). Therefore, we used synthetic DNA spikes to relatively quantify the 16S rRNA copy 

number in accordance with Tourlousse and colleagues (Tourlousse, Yoshiike et al. 2017), 

referred to hereafter as “quantitative analysis”. Both relative and quantitative analysis revealed 

similar rhythmicity among highly abundant phyla and families such as Lachnospiraceae and 

Muribaculaceae, in LD and DD (Figure 5D-E). Notably, in a few families such as 

Prevotellaceae, rhythms were only evident in the diurnal cycle (LD) but not the circadian (DD) 

cycle, indicating environmental control of these rhythms (Figure 5E).  
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 Figure 5: Circadian nature of microbial oscillations  
 (A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition of 
WT mice in LD and DD, stratified by the time points. Diurnal/circadian profile of microbial G. UniFrac 
distances (B), alpha diversity (C) as well as the major phyla and families (D-E) in relative and 
quantitative abundance. Wild-type mice in LD and DD are represented by light and dark blue, 
respectively. N = 6 mice/genotype/time point. Cosine-wave regression was used to assess rhythmicity. 
Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data 
are illustrated as mean ± SEM. 

After removing less abundant taxa, the remaining zOTUs showed rhythmic oscillation in LD 

and DD, according to relative and quantitative analyses (Figure 6 A-C, Figure 7 A-C). Notably, 

the peak abundances of zOTUs were distributed widely over the course of the day. For 

example, bacteria mainly belonging to Muribaculaceae peaked during the day while those 

belonging to Lachnospiraceae peaked at night (Figure 5E, Figure 6A-C, Figure 7A-C). These 

results suggest that different taxa dominate at different times of the day.  
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 Importantly, the majority of zOTUs (> 60%) were significantly rhythmic in LD as well as DD 

(Figure 6A-C, Figure 7 A-C), pointing to the circadian force behind these rhythms. Notably, a 

lower percentage of rhythmic microbial taxa was found in the literature (Thaiss, Zeevi et al. 

2014, Leone, Gibbons et al. 2015). To investigate this discrepancy, our results were compared 

to the published dataset from Thaiss and colleagues (Thaiss, Zeevi et al. 2014). The two 

different methods used to assign taxa, operational taxonomic units (OTUs) and zOTUs, show 

a similarity of 97% and 100% for taxa assignment, respectively, resulting in disparities in the 

percentage of rhythmic OTUs and zOTUs (Figure 6D). However, both studies show a 

comparable total abundance of oscillating bacteria (Figure 6D). 

 

Figure 6: Robust zOTU oscillations in LD and DD according to relative abundance analysis 
(A)  Heatmap illustrates 580 zOTUs’ relative abundance (relative abundance mean > 0.1% and 
prevalence > 10%). zOTUs are ordered based on the phase of zOTUs in the LD group; data are 
normalized based on the peak of each individual zOTU. (B) Significant adj. p-value, amplitude 
(calculated by JTK_CYCLE) and phase distribution (calculated by cosine regression) of all zOTUs in 
both light conditions. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. (C) Pie charts represent 
the percentage of rhythmic and arrhythmic zOTUs in LD and DD. (D) Bar charts illustrate the 
difference in percentage and abundance of microbial zOTUs rhythmicity between our data and 
previously published data of Thaiss and colleagues (Thaiss, Zeevi et al. 2014). Wild-type mice in LD 
and DD are represented by light and dark blue, respectively. N = 6 mice/genotype/time point.  
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The quantitative analysis further validated the rhythmicity of most rhythmic zOTUs identified 

by relative analysis in our study (Figure 7 A-C), e.g., taxa belonging to the genera Fusimonas, 

Alistipes, and Oscillibacter. Testing zOTUs’ rhythmicity using JTK_CYCLE (Hughes, 

Hogenesch et al. 2010), we further confirmed that the circadian system generates the majority 

of the microbial rhythm (Figure 5-7, Suppl. Figure 1). Comparing rhythms using DODR 

(Thaben and Westermark 2016) also confirmed the circadian nature of microbial rhythmicity, 

with 95% of zOTUs having similar rhythmicity in LD and DD, e.g., taxa belonging to 

Eubacterium and Lachnospiraceae (Figure 7 D, Suppl. Figure 1).  

 

  

Figure 7: Robust zOTU oscillations in LD and DD according to quantitative abundance analysis 
(A) Heatmap illustrates 580 zOTUs’ quantitative abundance (relative abundance mean > 0.1% and 
prevalence > 10%). zOTUs are ordered based on the phase of zOTUs in the LD group; data are 
normalized based on the peak of each individual zOTU. (B) Significant adj. p-value, amplitude 
(calculated by JTK_CYCLE) and phase distribution (calculated by cosine regression) of all zOTUs in 
both light conditions. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. (C) Pie charts represent 
the percentage of rhythmic and arrhythmic zOTUs in LD and DD. (D) Bar charts represent zOTUs’ 
rhythmicity comparison between light conditions according to adjusted CompareRhythms R script 
based on DODR. Wild-type mice in LD and DD are represented by light and dark blue, respectively. 
N = 6 mice/genotype/time point. 
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4.2. The gut microbiota oscillates rhythmically in the absence of 

rhythmic food intake  

Light and food represent the main Zeitgebers that impact the central and peripheral circadian clocks, 

respectively (Damiola, Le Minh et al. 2000, Schibler, Ripperger et al. 2003). Our results showed a 

mild effect of the LD cycle on microbial rhythms (Figure 5-7). Feeding time, on the other hand, 

alters the phase of rhythmic microbiota (Thaiss, Zeevi et al. 2014), suggesting dependency of 

microbial rhythms on rhythmic food intake. Thus, we investigated the relationship between bacterial 

oscillations and rhythmic food intake by studying microbiota rhythmicity in the absence of food and 

light. Therefore, fecal samples were collected from starved mice on the second day of DD (Figure 

8A). Despite the changes in microbial composition following starvation, the gut microbiota clustered 

according to the time points in both feeding conditions (Figure 8 B-C).  

 

 

Figure 8: Food deprivation alters microbiota composition  
(A) Graphical illustration of food deprivation (starvation) protocol, with red arrows indicating the time of 
fecal sample collection. Yellow represents the time with the lights on, while gray represents the time with 
the lights off. (B-C) MDS plots of beta diversity based on G. UniFrac distances of the fecal microbiota 
composition stratified by feeding condition (B) and time points (C) of wild-type mice under starvation and ad 
libitum food intake. Eleven mice per feeding condition were used to collect 81-83 fecal samples over eight 
time points.  
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Although the absence of rhythmic food intake resulted in arrhythmic microbial diversity 

(Figure 9A), rhythms persisted in the dominant phyla, highly abundant families, and the 

majority of zOTUs, independent of the feeding conditions (Figure 9 B-D). Notably, rhythmic 

food intake enhanced the rhythmicity of 16% of zOTUs (Figure 9E). However, highly abundant 

taxa, e.g., Ruminococaceae and Muribaculaceae, oscillated under starving conditions (Figure 

9F-G). Altogether, our data demonstrate that light and food slightly influence gut microbiota 

fluctuations, pointing to intrinsic factors driving microbial rhythms.    
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Figure 9: Rhythms persist in the absence of rhythmic food intake.  
(A-C) Circadian profile of microbial alpha diversity (A) and the major phyla (B) and families (C) in relative 
abundance. (D) Significant adj. p-value, amplitude (calculated by JTK_CYCLE) and phase distribution (calculated 
by cosine regression) of all zOTUs in both feeding conditions. Dashed line represents JTK_CYCLE adj. p-value = 
0.05. (E) Bar charts represent comparison of zOTU rhythmicity between feeding conditions based on adjusted 
CompareRhythms R script based on DODR. (F-G) Circadian profile of zOTUs’ relative (F) and quantitative (G) 
abundance. Wild-type mice under starvation and ad libitum food intake are represented by purple and black, 
respectively. For relative data (A-F), 11 mice per feeding condition were used to collect 81-83 fecal samples over 
eight time points. For quantitative data (G), five mice per feeding condition were used to collect 37-39 fecal 
samples over eight time points. Cosine-wave regression was used to assess rhythmicity. Solid lines indicate 
significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are illustrated as mean ± 
SEM. 
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4.3.  The intestinal clock drives microbial rhythmicity  

Host circadian clocks play an important role in microbial fluctuations (Thaiss, Zeevi et al. 2014, 

Liang, Bushman et al. 2015). Recent research has led to the discovery of a gastrointestinal-

specific circadian system, so called the gut clock (Moore, Pruszka et al. 2014). The 

gastrointestinal tract represents a critical interface for host-microbe interaction, controlling 

microbial composition (Coleman and Haller 2017). Thus, the gastrointestinal tract could drive 

microbial rhythmicity. To test this hypothesis, we used mice with an intestinal-specific clock 

deletion (bmal1IEC-/-). Bmal1IEC-/- mice have rhythmic locomotor activity and food intake 

behavior, as well as normal GITT and stool weight, pointing to a functional central clock 

(Heddes, Altaha et al. 2022).  

In bmal1IEC-/- mice, core clock genes were expressed arrhythmically in the proximal colon, 

cecum, and jejunum, while liver clock genes oscillated rhythmically, conforming to intestinal-

specific clock disruption (Heddes, Altaha et al. 2022). Moreover, genes impacting host-

microbe crosstalk such as muc2, tlr2, hdac3, and nfil3, lost rhythmicity in bmal1IEC-/- mice 

(Forman, deSchoolmeester et al. 2012, Mukherji, Kobiita et al. 2013, Hardbower, Asim et al. 

2016, Wang, Kuang et al. 2017, Wu, Wu et al. 2018, Kuang, Wang et al. 2019, Heddes, Altaha 

et al. 2022). Importantly, the absence of a functional intestinal clock altered microbial 

composition in LD and DD (Figure 10A, Figure 11A) and disrupted the rhythmicity of species 

richness (Figure 10B). Although the major phyla Firmicutes and Bacteroidetes were rhythmic 

in bmal1IEC-/- mice, according to relative abundance analysis, quantitative analysis revealed the 

loss of Firmicutes’ rhythmicity in the absence of the gut clock in LD and DD (Figure 10C, 

Figure 11B). The loss of the intestinal clock also resulted in lower quantitative abundance of 

Firmicutes and Bacteroidetes, which accords with the data from whole body-clock disrupted 

mice (Liang, Bushman et al. 2015), pointing to the importance of the quantitative analysis 
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(Figure 10C). Similarly, quantitative analysis revealed the loss of rhythm for families such as 

Ruminococcaceae and Lachnospiraceae (Figure 10D).  

 

Figure 10: The gut clock drives microbial rhythmicity  
A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition, stratified by 
genotype. (B-D) Circadian profile of microbial alpha diversity (B) and the major phyla (C) and families (D) in 
relative and quantitative abundance. Bmal1IEC-/- mice are represented by red, while the controls are 
represented by black. N = 5-6 mice/genotype/time point. Cosine-wave regression was used to assess 
rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. 
Data are illustrated as mean ± SEM. 
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Figure 11: Robust role of the gut clock in controlling microbial rhythmicity in LD condition 

(A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition stratified by 
genotype. (B) Circadian profile of quantitative abundance of major phyla. (C) Heatmap illustrates 580 zOTUs’ 
quantitative abundance (relative abundance mean > 0.1% and prevalence > 10%). zOTUs are ordered based on the 
phase of zOTUs in the ad libitum group; data are normalized based on the peak of each individual zOTU. Pie charts 
illustrate the percentage of rhythmic and arrhythmic zOTUs in both genotypes. Significant adj. p-value, amplitude 
(calculated by JTK_CYCLE) and phase distribution (calculated by cosine regression) of all zOTUs in both genotypes. 
Dashed lines represent JTK_CYCLE adj. p-value = 0.05. Bmal1IEC-/- mice in LD are represented by orange, while the 
controls in LD are represented by grey. N = 5-6 mice/genotype/time point. Cosine-wave regression was used to 
assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate 
arrhythmicity. Data are illustrated as mean ± SEM. 

Moreover, we observed disrupted zOTU oscillations upon the loss of the gut clock, as 

illustrated by relative and quantitative analyses of heatmaps (Figure 11C, Figure 12A-B). In 

both analyses, more than 60% of the zOTUs oscillate rhythmically in the controls (Figure 11C, 

Figure 12A-B). Importantly, the loss of the gut clock abolishes two-thirds of rhythmic zOTU 

circadian oscillations, independent of light conditions (Figure 11C, Figure 12A-B). According 

to both relative and quantitative analyses, the gut clock controls those zOTUs that 

predominantly belong to the families Ruminococcaceae and Lachnospiraceae (Figure 12 C-D, 

Figure 13A). Moreover, taxa belonging to Ruminococcus, Lactobacillus, Odoribacter, 

Anaerotignum, and Alistipes differ in their abundance and rhythmicity in bmal1IEC-/- mice, 

according to DODR analysis (Thaben and Westermark 2016) (Figure 12C). 
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Figure 12: The gut clock controls the majority of zOTUs’ rhythmicity according to relative and quantitative 
analyses  
(A-B) Heatmap illustrates 580 zOTUs in relative (A) and quantitative (B) abundance (relative abundance mean > 
0.1% and prevalence > 10%). zOTUs are ordered based on the phase of zOTUs in the control group, data are 
normalized based on the peak of each individual zOTU. Pie charts illustrate the percentage of rhythmic and 
arrhythmic zOTUs in both genotypes. Significant adj. p-value, amplitude (calculated by JTK_CYCLE) and phase 
distribution (calculated by cosine regression) of all zOTUs in both genotype. Dashed lines represent JTK_CYCLE 
adj. p-value = 0.05. (C) Bar charts show the significant (adj. p-value ≤ 0.05) abundance differences of zOTUs that 
lost their rhythmicity in bmal1SCNfl/- mice. (D) Circadian profile of zOTUs relative and quantitative abundance. 
Bmal1IEC-/- mice are represented by red, while the controls are represented by black. N = 5-6 mice/genotype/time 
point. Cosine-wave regression was used to assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 
0.05), while dashed lines indicate arrhythmicity. Data are illustrated as mean ± SEM. 
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 Although the gut clock controls the majority of rhythmic zOTUs (Figure 13A.), rhythms 

persisted in around 20% of zOTUs in bmal1IEC-/- mice such as Pseudoflavonifractor and 

Lactobacillus animalis (Figure 13B).  

 

 

Figure 13: Gut clock-controlled zOTUs  
(A) Taxonomic tree of the zOTUs that lost rhythmicity in bmal1IEC-l/- mice, shared between relative and quantitative 
analyses. Taxonomic ranking is indicated as the phylum level (outer dashed ring), family level (inner circle), and genus 
level (middle names). Every zOTU is represented by a single branch. (B) Circadian profile of zOTUs’ quantitative 
abundance. Bmal1IEC-/- mice are represented by red, while the controls are represented by black. N = 5-6 
mice/genotype/time point. Cosine-wave regression was used to assess rhythmicity. Solid lines indicate significant 
rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are illustrated as mean ± SEM. 

To test whether these remaining microbial rhythms are driven by bmal1IEC-/- mice rhythmic 

food intake, we analyzed fecal samples collected during the second day of DD of starved 

bmal1IEC-/- mice (Figure 8A). While the absence of rhythmic food intake -or starvation- alters 
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microbiota composition (Figure 14A), in both feeding conditions, the effects on major phyla 

were indistinguishable (Figure 14B). Furthermore, starvation slightly affects zOTUs’ 

rhythmicity in bmal1IEC-/- mice, as few taxa lost rhythmicity upon starvation in these mice (e.g., 

taxa belonging to Muribaculaceae and Turicimonas muris) (Figure 14C-E).  
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Figure 14: Starvation slightly induces zOTU arrhythmicity in bmal1IEC-/- mice 
(A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition stratified by 
feeding conditions. (B) Circadian profile of quantitative abundance of the major phyla. (C) Heatmap illustrates 
the quantitative abundance of the zOTUs that lost rhythmicity upon starving bmal1 IEC-/- mice. zOTUs are ordered 
based on the phase of zOTUs in the ad libitum group; data are normalized based on the peak of each individual 
zOTU. (D) Circadian profile of zOTUs quantitative abundance. (E) Pie charts represent the percentage of rhythmic 
and arrhythmic zOTUs in different experiments. Bmal1IEC-/- mice in starvation and ad libitum feeding conditions 
are represented by purple and black, respectively. N = 5-6 mice/genotype/time point for WT and bmal1IEC-/- mice 
in LD and DD. For the starvation experiment, six mice were used per group to collect 43-44 samples over eight 
time points from bmal1IEC-/- mice in ad libitum and starvation conditions. Cosine-wave regression was used to 
assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate 
arrhythmicity. Data are illustrated as mean ± SEM. 
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Next, we addressed the functional relevance of gut clock-controlled zOTUs. PICRUST 2.0 

(Langille, Zaneveld et al. 2013) analysis shows changes in abundance and loss of microbial 

pathway rhythmicity in bmal1IEC-/- mice (Figure 15 A-B).  The gut clock drives the oscillations 

of microbial pathways involved in SCFA fermentation, vitamin biosynthesis, and the 

metabolism of amino acids, fatty acids, and sugar. Altogether, based on fecal microbiota 

rhythmicity analysis in bmal1IEC-/-  mice and their controls, it can be stated that the gut clock 

represents the dominant driver of microbial rhythmicity and its rhythmic functionalities.  

 

Figure 15: Lack of the intestinal clock disrupts microbial pathways  
(A) Heatmap illustrates predicted microbial MetaCyc pathways of zOTUs that lost rhythmicity in bmal1IEC-/- mice. 
Pathways are ordered based on the phase of the control group and normalized to each pathway’s peak 
abundance. (B) Abundance differences between genotypes of predicted microbial MetaCyc pathways of zOTUs 
that lost rhythmicity in bmal1IEC-/- mice. To detect abundance differences, White’s non-parametric two-sided t-
test was used and then adjusting for multiple testing was performed using Benjamini Hochberg dales discovery 
rate. Bmal1 IEC-/- mice are represented by red, while the controls are represented by black. N = 6 
mice/genotype/time point. 
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4.4.  Genetic or environmental disruption of the central clock induces gut 

clock desynchronization  

Microbial dysbiosis has been associated with various metabolic diseases (Metwaly, Reitmeier 

et al. 2022). Moreover, a recent report has linked arrhythmic microbiota to obesity and 

development of type 2 diabetes (Reitmeier, Kiessling et al. 2020). On the other hand, various 

metabolic abnormalities are induced by circadian disruption through jet lag and shift work 

(Woller and Gonze 2021). For example, chronic jet lag promotes weight gain in mice (Thaiss, 

Zeevi et al. 2014, Voigt, Forsyth et al. 2014). Despite the impact of circadian disruption in term 

of altering the gut microbiota (Thaiss, Zeevi et al. 2014, Voigt, Forsyth et al. 2014), little is 

known about the relationship between microbial rhythmicity and circadian disruption in 

promoting metabolic disease. In the following sections, we provide mechanistic insights on the 

host-microbe interaction during circadian disruption and its impact on host metabolic balance.    

Central clock-disrupted mice (bmal1SCNfl/-) possess rhythmic food intake in LD cycle, with 

slightly reduced amplitude (Figure 16A). However, upon being released in DD, bmal1SCNfl/- 

mice lost their rhythmic food intake behavior (Figure 16B). These results accord with a 

previous report showing rhythmic locomotor activity of bmal1SCNfl/- mice in LD cycle, which 

is lost completely in DD (Husse, Leliavski et al. 2014).  



    RESULTS 

46 
 

 

Figure 16: Arrhythmic food intake of bmal1SCNfl/- mice in DD  
(A-B) Food intake behavior of bmal1SCNfl/- mice and their controls in LD (A) and on the second 
day in DD (B). Bmal1SCNfl/- mice are represented by blue, while the controls are represented by 
black. N = 12 mice/group/light condition. To assess the day-night and group differences, 2 
Way-ANOVA was used. * = p-value ≤ 0.05, **** = p-value ≤ 0.0001. Data are illustrated as 
mean ± SEM.  

  

A recent report has shown that the peripheral clocks are gradually desynchronized in bmal1SCNfl/ 

mice in DD (e.g., in the liver, adrenal, heart, kidney, white adipose tissue, and pancreas) (Husse, 

Leliavski et al. 2014, Kolbe, Husse et al. 2016). Due to global circadian desynchronization, 

bmal1SCNfl/- mice develop altered glucose metabolism and obesity (Kolbe, Leinweber et al. 

2019). Metabolic balance is partially regulated by gastrointestinal functions, which in turn are 

controlled by the circadian system (Segers and Depoortere 2021). To test the functionality of 

the gut clock in bmal1SCNfl/- mice, we measured clock-gene expression in the proximal colon, 

cecum, and jejunum on the second day of DD (Figure 17, Table4). 

A 
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The core clock genes rev-erbα, per2, and bmal1 oscillated rhythmically in the jejunum of 

bmal1SCNfl/- mice and their controls (Figure 17A, Table4). However, all examined clock genes 

were phase-advanced in the jejunum (rev-erbα: 5.7h, per2: 3.6h, bmal1: 2.7h). Moreover, we 

discovered a loss of cry1 rhythmicity and a reduction in rev-erbα baseline in the jejunum. Dbp 

did not reach a significant p-value according to cosine regression rhythmicity analysis; 

nevertheless, a significant time effect was found in both genotypes (p-value = 0.01) according 

to two-way ANOVA analysis. In the cecum, all examined clock genes lost rhythmicity, 

although two-way ANOVA showed a time difference in both genotypes (Figure 17B, Table 4) 

(two-way ANOVA time: bmal1 p-value = 0.006, per2 p-value = 0.002, rev-erbα p-value = 

0.0009, dbp p-value = 0.03, cry1 p-value = 0.003). In the proximal colon, both genotypes had 

comparable rhythmicity of cry1, per2, and bmal1 expression (Figure 17C, Table 4). However, 

dbp lost its rhythmic expression and rev-erbα expressed with a lower amplitude. In summary, 

in bmal1SCNfl/- mice, the clock in the jejunum free-runs with dampened amplitude, the cecal 

clock slowly loses its functionality, and the colon clock is still functional with reduced 

amplitude. Thus, our data demonstrate a profound intestinal clock disruption in the absence of 

central clock functionalities, which manifests directly upon releasing the mice in DD.  
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Figure 17: Disrupted-gut clock in bmal1SCNfl/- mice in DD 
Relative clock-gene expression in the jejunum (A), cecum (B) and proximal colon (C) of bmal1SCNfl/- mice and their controls. 
Bmal1SCNfl/- mice are represented by blue, while the controls are represented by black. N = 3-4 mice/genotype/time point. 
Cosine-wave regression was used to assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed 
lines indicate arrhythmicity. Significant phase shifts (p-value ≤ 0.05) are indicated by the number of hours of the phase shift.  
Data are illustrated as mean ± SEM. 
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Table 4:  Clock-gene rhythmicity of bmal1SCNfl/- mice gastrointestinal tract  

Gastrointestinal tissue Gene Group 
Rhythmicity Phase shift 

Amplitude 

difference 

Baseline 

difference 

(P. value) (P. value) (P. value) (P. value) 

Jejunum 

Bmal  
Bmal1SCN+/- 0.004 0.02 

0.64 0.42 
Bmal1SCNfl/- 0.01 Phase shift=3.6 

Per2 
Bmal1SCN+/- 0.02 0.04 

0.28 0.83 
Bmal1SCNfl/- 0.01 Phase shift=2.7 

Rev-erbα 
Bmal1SCN+/- 0.03 0.03 

0.28 0.04 
Bmal1SCNfl/- 0.04 Phase shift=5.7 

Cry1 
Bmal1SCN+/- 0.009 

0.33 0.07 0.11 
Bmal1SCNfl/- 0.42 

Dbp 
Bmal1SCN+/- 0.056 

0.08 0.08 0.14 
Bmal1SCNfl/- 0.06 

Cecum 

Bmal  
Bmal1SCN+/- 0.06 

0.53 0.34 0.3 
Bmal1SCNfl/- 0.33 

Per2 
Bmal1SCN+/- 0.00006 

0.54 0.37 0.59 
Bmal1SCNfl/- 0.31 

Rev-erbα 
Bmal1SCN+/- 0.02 

0.59 0.29 0.12 
Bmal1SCNfl/- 0.08 

Cry1 
Bmal1SCN+/- 0.37 

0.76 0.74 0.15 
Bmal1SCNfl/- 0.52 

Dbp 
Bmal1SCN+/- 0.056 

0.78 0.34 0.45 
Bmal1SCNfl/- 0.1 

Proximal colon  

Bmal  
Bmal1SCN+/- 0.01 

0.53 0.67 0.22 
Bmal1SCNfl/- 0.04 

Per2 
Bmal1SCN+/- 0.004 

0.56 0.13 0.25 
Bmal1SCNfl/- 0.001 

Rev-erbα  Bmal1SCN+/- 0.03 0.98 0.02 0.07 
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Bmal1SCNfl/- 0.03 

Cry1 
Bmal1SCN+/- 0.01 

0.27 0.94 0.47 
Bmal1SCNfl/- 0.01 

Dbp 
Bmal1SCN+/- 0.008 

0.39 0.002 0.04 
Bmal1SCNfl/- 0.07 
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4.5.  Dysfunctional central clock disrupts microbial rhythmicity 

The intestinal clock regulates microbial circadian oscillations (see Figures 10-13). Therefore, 

gut clock disruption in bmal1SCNfl/- mice might affect microbial rhythms and, consequently, its 

rhythmic functionalities. To test this, we collected fecal samples from bmal1SCNfl/- mice on the 

second day in DD. 16S rRNA analysis showed alteration in the gut microbiota in bmal1SCNfl/- 

mice (Figure 18A). Moreover, the observed rhythmicity in microbial diversity in the control 

mice was completely disrupted in the bmal1SCNfl/- mice (Figure 18B). Although relative 

abundance analysis showed similar rhythmicity patterns for Firmicutes and Bacteroidetes, 

quantitative analysis revealed a loss of circadian rhythmicity in both major phyla in bmal1SCNfl/- 

mice (Figure 18C). Moreover, families such as Lactobacillaceae and Clostridiales lost 

rhythmicity in bmal1SCNfl/- mice, independent of the analysis (Figure 18D). 
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Then, we analyzed microbial rhythmicity at the zOTU level. After removing low abundance 

taxa, heatmaps showed loss of zOTU oscillations in bmal1SCNfl/- mice in both quantitative and 

relative analyses (Figure 19A, Figure 20A). In fact, three-quarters of rhythmic zOTUs became 

arrhythmic in the absence of a functional central clock in DD. The majority of zOTUs that lost 

rhythmicity in bmal1SCNfl/- mice belong to the mucus forager families Muribaculaceae and 

 

Figure 18: Loss of the central clock disrupts microbial rhythmicity 
(A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition, stratified by 
genotype. (B-D) Circadian profile of microbial alpha diversity (B), the major phyla (C), and families (D) in 
relative and quantitative abundance. Bmal1SCNfl/- mice are represented by blue, while the controls are 
represented by black. N = 6 mice/genotype/time point. Cosine-wave regression was used to assess rhythmicity. 
Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are 
illustrated as mean ± SEM. 
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Ruminococcaceae (Figure 19B, Figure 20B), families involved in production of SCFAs and 

bile acids (Biddle, Stewart et al. 2013, Gerard 2013). In particular, SCFA-producing taxa such 

as Agathobaculum and Faecalibaculum became arrhythmic in bmal1SCNfl/- mice (Figure 19C, 

Figure 20C). Notably, some taxa not only lost their rhythmicity but also differed in their 

abundances such as Faecalibaculum Alloprevotella, and Muribaculaceae (Figure 19D). In 

summary, the loss of the central clock disrupts microbial rhythmicity.  
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Figure 19: Loss of zOTU rhythmicity in bmal1SCNfl/- mice in DD based on relative analysis  
(A)  Heatmap illustrates 412 zOTUs’ relative abundance (relative abundance mean > 0.1% and prevalence > 10%). 
zOTUs are ordered based on the phase of zOTUs in the control group; data are normalized based on the peak of each 
individual zOTU. Significant adj. p-value, amplitude (calculated by JTK_CYCLE) and phase distribution (calculated by 
cosine regression) of all zOTUs in both genotypes. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. (B) 
Taxonomic tree of the zOTUs that lost rhythmicity in bmal1SCNfl/- mice in DD based on relative analysis. Taxonomic 
ranking is indicated as the phylum level (outer dashed ring), family level (inner circle), and genus level (middle names). 
Every zOTU is represented by a single branch. (C) Circadian profile of zOTUs’ relative abundance in both genotypes. 
Bar charts show the significant (adj. p-value ≤0.05) abundance differences of zOTUs that lost their rhythmicity in 
bmal1SCNfl/- mice. Bmal1SCNfl/- mice are represented by blue, while the controls are represented by black. N = 6 
mice/genotype/time point. Cosine-wave regression was used to assess rhythmicity. Solid lines indicate significant 
rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are illustrated as mean ± SEM. 
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Figure 20: Loss of zOTU rhythmicity in bmal1SCNfl/- mice in DD based on quantitative analysis  
(A)  Heatmap illustrates 412 zOTUs’ quantitative abundance (relative abundance mean > 0.1% and prevalence > 10%). 
zOTUs are ordered based on the phase of zOTUs in the control group, data are normalized based on the peak of each 
individual zOTU. Significant adj. p-value, amplitude (calculated by JTK_CYCLE) and phase distribution (calculated by cosine 
regression) of all zOTUs in both genotypes. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. (B) Taxonomic tree of the 
zOTUs that lost rhythmicity in bmal1SCNfl/- mice in DD based on quantitative analysis. Taxonomic ranking is indicated as the 
phylum level (outer dashed ring), family level (inner circle), and genus level (middle names). Every zOTU is represented by 
a single branch. (C) Circadian profile of zOTUs quantitative abundance in both genotypes. Bmal1SCNfl/- mice are represented 
by blue, while the controls are represented by black. N = 6 mice/genotype/time point. Cosine-wave regression was used to 
assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data 
are illustrated as mean ± SEM. 

 

4.6.  Arrhythmic microbial functions in central clock-disrupted mice  

To address the functional relevance of microbial rhythmicity, we used PICRUST 2.0 analysis 

to assess the functionalities of the central clock-controlled zOTUs (Langille, Zaneveld et al. 

2013). Interestingly, microbial pathways relating to SCFA fermentation, fatty acid metabolism, 

and sugar metabolism lost rhythmicity and differed in abundance in bmal1SCNfl/- mice (Figure 

21 A-B). These results accord with the metabolic alteration found in these mice (Kolbe, 

Leinweber et al. 2019).  
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Furthermore, we found altered bacterial products such as SCFAs and bile acids in the fecal 

samples of bmal1SCNfl/- mice, according to targeted metabolite analysis (Figure 22-25). For 

example, bmal1SCNfl/- mice have lower levels of propionic acid (Figure 22), essential for lipid 

metabolism (Lin, Frassetto et al. 2012). Although total SCFA concentrations were normal in 

bmal1SCNfl/- mice, branched-chain fatty acids were reduced, e.g., 2-methylbutyric acid, 

isobutyric acid and, isovaleric acid (Figure 22).  

 

Figure 21: Lack of central clock disrupts microbial pathways  
(A) Heatmap illustrates predicted microbial MetaCyc pathways of zOTUs that lost rhythmicity in bmal1SCNfl/- mice. 
Pathways are ordered based on the phase of the control group and are normalized to each pathway’s peak 
abundance. (B) LDA score for MetaCyc pathways differed between bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- 
mice are represented by blue, while the controls are represented by black. N = 6 mice/genotype/time point. 
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Figure 22: Slight alteration of SCFA concentration in bmal1SCNfl/- mice 
Fecal SCFA concentration in bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- mice are represented by blue, 
while the controls are represented by black. N = 48 mice/genotype. Group differences were calculated 
based on Mann Whitney U test. Significance * = p-value ≤ 0.05 

 

Moreover, the absence of a functional central clock abolished rhythmicity in the accumulative 

abundance of SCFAs and other microbial products, including propionic acid, lactic acid, and 

acetic acid (Figure 23). Notably, some SCFAs oscillated rhythmically in both genotypes, 

including valeric acid and butyric acid (Figure 23). 
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Figure 23: Disrupted SCFA rhythmicity in bmal1SCNfl/- mice 
Circadian profile of fecal SCFAs in bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- mice are represented by 
blue, while the controls- are represented by black. N = 6 mice/time point/genotype. Cosine-wave regression 
was used to assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines 
indicate arrhythmicity. Data are illustrated as mean ± SEM. 

Additionally, the absence of a functional central clock alters bile acid concentration. For 

example, the concentration of 6-ketolithocholic acid is reduced, while tauro-a-muricholic acid 

and b-muricholic acid concentrations are increased in bmal1SCNfl/- mice (Figure 24).  
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Figure 24: Slight alteration of bile acid concentrations in bmal1SCNfl/- mice 
Fecal bile acid concentration in bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- mice are represented by 
blue, while the controls- are represented by black. N = 48 mice/genotype. Group differences are calculated 
based on Mann Whitney U test. Significance * = p-value ≤ 0.05, ** = p-value ≤ 0.01 

 

 

Figure 25: Disrupted bile acid rhythmicity in bmal1SCNfl/- mice 
Circadian profile of fecal bile acids in bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- mice are represented 
by blue, while the controls are represented by black. N = 6 mice/time point/genotype. Cosine-wave 
regression was used to assess rhythmicity. Solid lines indicate significant rhythms (p-value ≤ 0.05), while 
dashed lines indicate arrhythmicity. Data are illustrated as mean ± SEM. 
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Although other measured bile acids showed similar concentrations in both genotypes (Suppl. 

Figure 2), their rhythms were disrupted in bmal1SCNfl/- mice. Examples include allolithocholic 

acid, taurocholic acid, ursodeoxycholic acid, and 7-sulfocholic acid (Figure 25), suggesting 

altered cholesterol and fat metabolisms (Dawson and Karpen 2015).  

Altogether, the central clock is essential for synchronizing the intestinal clock. A disrupted 

intestinal clock might be the reason for arrhythmic gut microbiota in bmal1SCNfl/- mice. Loss of 

microbial rhythmicity abolishes its rhythmic functional output, including levels of bile acids 

and SCFAs, in bmal1SCNfl/- mice. 

4.7.  Simulated shift work (SSW) disrupts peripheral clocks 

Shift work and frequent jet lag promote metabolic diseases and weight gain (Parsons, Moffitt 

et al. 2015, Qiao, Beibei et al. 2020), as also seen in bmal1SCNfl/- mice (Kolbe, Leinweber et al. 

2019). These frequent environmental shifts disrupt the circadian system by inducing inter- and 

intra-clock desynchronization (Kiessling, Eichele et al. 2010). To investigate whether 

environmental circadian disruption promotes gut clock desynchronization, similar to 

bmal1SCNfl/- mice, we placed wild-type mice in SSW conditions (Figure 26A). Although mice 

in SSW have total activity that is comparable to the controls, their activity gradually adjusts to 

the new LD cycle in SSW, losing the day-night difference (Figure 26B-C).  
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Figure 26: SSW disrupts rhythmic activity behavior  
(A) Representative actogram of activity behavior of SSW mice and their LD controls. Each row 
represents one day and tick marks illustrate running wheel activity. Yellow shading represents light, 
while gray shading represents darkness. Red arrows point to the time of fecal sample collection. (B) 
Diurnal profile of SSW and LD mice total running wheel activity. (C) Running wheel activity summary 
in day and night of SSW and LD mice. N = 4-5 mice/light condition. The change of activity was 
assessed by two-way ANOVA. Significance * = p-value ≤ 0.05, *** = p-value ≤ 0.001, **** = p-value 
≤ 0.0001. Data are illustrated as mean ± SEM. 

In accordance with previous reports (Thaiss, Zeevi et al. 2014, Desmet, Thijs et al. 2021), SSW 

induced body weight gain, although food intake was comparable to that of the controls (Figure 

27 A-B). A previous report has correlated metabolic syndrome with intestinal permeability, 

thereby influencing nutrient uptake (Teixeira, Souza et al. 2012). While SSW slightly enhanced 

colon permeability at ZT 13, no significant difference between light conditions was detected. 

Moreover, mice in LD and SSW had similar energy assimilation (Figure 27C-D).  

 

 



    RESULTS 

62 
 

 

Figure 27: SSW induces weight gain  
(A) Normalized body weight over 10 weeks for mice in SSW and LD light condition. (B-D) Food 
intake (B), gut permeability (C), and energy assimilation (D) of mice in SSW and LD conditions. 
Red represents mice in SSW, while black represents mice in LD. N = 4-5 mice/time point/light 
condition. The change in body weight and gut permeability were assessed by two-way ANOVA. 
Food intake and energy assimilation differences were assessed by Mann Whitney U test. 
Significance ** = p-value ≤ 0.01, **** = p-value ≤ 0.0001. Data are illustrated as mean ± SEM. 

To test the effect of SSW on the gut clock, we measured clock-gene expression in the proximal 

colon, cecum, and jejunum at ZT 1 and ZT 13. In accordance with a previous report showing 

different resetting speeds of peripheral clocks in case of chronic jet lag (Kiessling, Eichele et 

al. 2010), SSW induced tissue- and gene-specific alterations in the examined peripheral clocks 

(Figure 28). For example, although per2 and bmal1 in the proximal colon, jejunum, and liver 

showed daytime differences in both light conditions, rev-erbα, dbp, and cry1 responded to SSW 

in a tissue-specific manner (Figure 28 A, C-D). For instance, rev-erbα is reduced dramatically 

at ZT 13 in the colon in SSW while losing its daytime difference in the liver (Figure 28 C-D). 

By contrast, SSW abolished bmal1 daytime differences and enhanced cry1 expression at ZT 

13 in the cecum without affecting rev-erbα, dbp, and per2 expression (Figure 28B). Moreover, 
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clock genes maintained daytime-dependent expression (except cry1) in the proximal colon of 

mice under SSW, although rev-erbα, dbp, and bmal1 were suppressed at ZT 13 (Figure 28C).  

Altogether, our results further confirm that SSW induces tissue- and gene-specific clock 

disruption. Consequently, SSW induces inter- and intra-gut clock disruptions.  
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4.8.  Arrhythmic microbial composition and function under SSW  

Environmental light conditions affect the gut microbiota (Thaiss, Zeevi et al. 2014, Voigt, 

Forsyth et al. 2014, Deaver, Eum et al. 2018, Li, Wang et al. 2021). To test the impact of SSW 

on microbial composition and rhythmicity, we collected fecal samples over the day from mice 

 

 

Figure 28: SSW disrupts gut and liver clock genes time difference 
Relative clock-gene expression in the jejunum (A), cecum (B), proximal colon (C) and liver (D) of mice in SSW and LD. Red 
represents mice in SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. Time and group 
differences were assessed by two-way ANOVA. Significance * = p-value ≤ 0.05, ** = p-value ≤ 0.01, *** = p-value ≤ 0.001, 
**** = p-value ≤ 0.0001.  
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in SSW and LD (Figure 26A). Indeed, exposing mice to SSW altered the microbial composition 

significantly (Figure 29A).  

 

Figure 29: SSW alters microbial composition  
(A) MDS plot of beta diversity based on G. UniFrac distances of the fecal microbiota composition 
stratified by light condition. (B) Diurnal profile of G. UniFrac distances calculated to the controls’ ZT 
1. Red represents mice in SSW, while black represents mice in LD. N = 4-5 mice/time point/light 
condition. Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate 
arrhythmicity. Significant phase shifts (p-value ≤ 0.05) are indicated by the number of hours of the 
phase shift. Data are illustrated as mean ± SEM. 

In terms of the impact of SSW on microbial rhythmicity, it shifted the phase of the rhythmic 

G. UniFrac distances as well as major phyla and families to align with the advanced rhythmic 

behavior (Figure 29B, Figure 30A, Figure 31A, Figure 32A). Moreover, quantitative analysis 

reveals a loss of Bacteroidetes rhythmicity in the SSW condition (Figure 30B).  
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Figure 30: SSW disrupts major phyla rhythmicity  
(A-B) Diurnal profile of major phyla in relative (A) and quantitative (B) analysis. Red represents mice 
in SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. Solid lines indicate 
significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Significant phase 
shifts (p-value ≤ 0.05) are indicated by the number of hours of the phase shift. Data are illustrated 
as mean ± SEM. 

Next, we addressed the impact of SSW at the level of zOTUs. SSW advanced the phase of 

rhythmic zOTUs, as illustrated by quantitative and relative abundance heatmaps (Figure 31B, 

Figure 32B). Furthermore, SSW disrupted almost half of the rhythmic zOTUs oscillating in 

LD (Figure 31C, Figure 32C, Figure 33A, Figure 34A), including Odoribacter, Lactobacillus, 

and Ruminococcus. Quantitative and relative analyses show that taxa belonging to 

Ruminococcus, Eubacterium, and Bacteroides lost rhythmicity in SSW (Figure 33A-B, Figure 

34A-B).  
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Figure 31: Altered microbial rhythmicity in SSW according to relative analysis  
(A) Diurnal profile of families’ relative abundance for mice in SSW and LD. (B) Heatmap illustrates 
the relative abundance of 473 zOTUs’ relative abundance (relative abundance mean > 0.1% and 
prevalence > 10%). zOTUs are ordered based on the phase of zOTUs in the control group, and data 
are normalized based on the peak of each individual zOTU. (C) Significant adj. p-value, amplitude 
(calculated by JTK_CYCLE) and phase distribution (calculated by cosine regression) of all zOTUs in 
both light conditions. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. Red represents mice in 
SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. Solid lines indicate 
significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Significant phase 
shifts (p-value ≤ 0.05) are indicated by the number of hours of the phase shift. Data are illustrated 
as mean ± SEM. 
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Figure 32: Altered microbial rhythmicity in SSW according to quantitative analysis  
(A) Diurnal profile of families’ quantitative abundance for mice in SSW and LD conditions. (B) 
Heatmap illustrates 473 zOTUs’ quantitative abundance (relative abundance mean > 0.1% and 
prevalence > 10%). zOTUs are ordered based on the phase of zOTUs in the control group, and data 
are normalized based on the peak of each individual zOTU. (C) Significant adj. p-value, amplitude 
(calculated by JTK_CYCLE) and phase distribution (calculated by cosine regression) of all zOTUs in 
both light conditions. Dashed lines represent JTK_CYCLE adj. p-value = 0.05. Red represents mice in 
SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. Solid lines indicate 
significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are illustrated 
as mean ± SEM. 

Interestingly, taxa that remained rhythmic in SSW have a 3.7-6.4-hour advanced phase (Figure 

31B-C, Figure 32B-C). These include the genera Oscillibacter, Roseburia, Alistipes, and 

Duncaniella, as well as taxa belonging to the family Lachnospiraceae. Notably, SSW altered 

the average abundance of taxa belonging to the genera Lactobacillus and to the families 

Ruminococcaceae and Muribaculaceae (Figure 33 B-C, Figure 34 B-C), which accords with 

previous data from mice maintained under conditions of sleep deprivation or chronic jetlag 

(Thaiss, Zeevi et al. 2014, Voigt, Forsyth et al. 2014, Deaver, Eum et al. 2018, Bowers, Vargas 

et al. 2020).  
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Figure 33: SSW-controlled zOTUs according to relative analysis  
(A) Taxonomic tree of the zOTUs that lost rhythmicity in SSW based on relative analysis. Taxonomic ranking is 
indicated as the phylum level (outer dashed ring), family level (inner circle), and genus level (middle names). Every 
zOTU is represented by a single branch. (B-C) Diurnal profile of zOTUs’ relative abundance in both light conditions. 
Red represents mice in SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. Solid lines 
indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Significant phase shifts (p-
value ≤ 0.05) are indicated by the number of hours of the phase shift. Data are illustrated as mean ± SEM. 
 

 

Figure 34: SSW-controlled zOTUs according to  quantitative  analysis  
(A) Taxonomic tree of the zOTUs that lost rhythmicity in SSW based on quantitative analysis. Taxonomic ranking is 
indicated as the phylum level (outer dashed ring), family level (inner circle), and genus level (middle names). Every 
zOTU is represented by a single branch. (B) Diurnal profile of zOTUs’ quantitative abundance in both light 
conditions. Red represents mice in SSW, while black represents mice in LD. N = 4-5 mice/time point/light condition. 
Solid lines indicate significant rhythms (p-value ≤ 0.05), while dashed lines indicate arrhythmicity. Data are 
illustrated as mean ± SEM. 
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Since both SSW and central clock disruption induced gut clock desynchronization, we tested 

whether they induced comparable disturbances of microbial rhythmicity. However, the 

microbiota compositions of both experiments were not comparable due to different animal 

housing facilities (Supplementary Figure 3). These results accord with frequent reports 

showing the impact of housing conditions on the gut microbiota (Parker, Albeke et al. 2018).  

Next, we assessed microbiota functionality using PICRUST 2.0 analysis for zOTUs that lost 

rhythmicity in SSW. Microbial pathways were then compared to the results obtained from 

central clock-controlled zOTUs (Figure 21). Interestingly, both environmental and genetic 

circadian disruption altered the abundance and abolished the rhythmicity of microbial pathways 

related to metabolism of sugar, fatty acids, and amino acids as well as SCFA fermentation 

(Figure 21 A-B, Figure 35A-B, Figure 36). These results suggest a functional link between the 

gut clock and circadian microbiota functionalities.   
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Figure 35: SSW disrupts microbial pathways  
(A) Heatmap illustrates predicted microbial MetaCyc pathways of zOTUs that lost rhythmicity in SSW. Pathways are 
ordered based on the phase of the control group and normalized to each pathway’s peak abundance. (B) LDA score of 
MetaCyc pathways differs between mice in SSW and their LD controls. Mice in SSW are represented by red, while the LD 
controls are represented by black. N = 4-5 mice/genotype/time point. 

 

 

Figure 36: Genetic and environmental circadian disruption induce similar disruption in microbial 
pathways  
Bar charts represent the number of shared microbial pathways that lost rhythmicity in SSW and 
bmal1SCNfl/- mice. N = 36-48 mice/group  
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4.9.  Arrhythmic microbiota alters host homeostasis  

To directly test the physiological relevance of SSW-induced microbial alteration, we colonized 

germ-free wild-type mice with cecal microbiota from mice exposed to SSW and their LD 

controls (Figure 37A). SSW-associated microbiota induced a significant increase in body 

weight in comparison to LD-associated microbiota (Figure 37B), which accords with previous 

data from germ-free mice colonized with the fecal microbiota of chronic jet-lagged mice 

(Thaiss, Zeevi et al. 2014).  

 

Interestingly, after six weeks of colonization, both SSW and LD recipients had similar body 

weights and similar weights for most organs, indicating temporary effects of arrhythmic 

microbiota on a rhythmic host (Suppl. Figure 4A). Notably, SSW-associated microbiota 

increased cecum weight and slightly increased plasma glucose, while no effect was observed 

in plasma triglycerides (Suppl. Figure 4B).  

 

 

Figure 37: SSW microbiota induces weight gain  
(A) Schematic illustration of cecal microbiota transplantation from donor mice under SSW and LD conditions (n = 
4-5) to germ-free wild-type mice. (B) Normalized body weight over six weeks of recipient mice. Changes in body 
weight were assessed using two-way ANOVA. Red represents germ free (GF) mice receiving SSW microbiota, while 
black represents GF mice receiving LD microbiota. N = 12 mice/recipient group. Data are illustrated as mean ± 
SEM. 
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Previous reports showed that the gut microbiota and its derived products such as SCFAs and 

bile acids impact intestinal clock-gene expression (Leone, Gibbons et al. 2015, Tahara, 

Yamazaki et al. 2018). Therefore, we measured the expression of intestinal clock genes in SSW 

and LD recipients as well as in germ-free controls. Indeed, after six weeks of colonization, 

SSW-associated microbiota altered intestinal clock-gene expression (Figure 38). Although 

most examined clock genes in the proximal colon showed daytime-dependent expression in 

SSW and LD recipient groups, SSW-associated microbiota suppressed per2 expression at ZT 

13 and abolished rev-erbα daytime-dependent expression (Figure 38C). Similarly, per2, dbp, 

and cry1 expression in the jejunum and per2, dbp, and rev-erbα expression in the cecum are 

suppressed at ZT 13 as a result of receiving SSW-associated microbiota (Figure 38A-B). 

Notably, mice receiving SSW-associated microbiota followed a similar trend of dampened time 

differences in intestinal clock-gene expression, as seen in germ-free control. These results point 

to the importance of microbial rhythmicity for intestinal clock functionalities and, 

consequently, gastrointestinal physiology. 
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Figure 38: SSW-associated microbiota alters the gut clock  
Relative clock-gene expression in the jejunum(A), cecum(B), and proximal colon (C) of mice receiving SSW and LD microbiota 
and their germ free (GF) controls. Red represents GF mice receiving SSW-associated microbiota, while black represents GF 
mice receiving LD-associated microbiota and green color represents GF control. N = 5-6 mice/time point/group. Time and 
group differences were assessed by two-way ANOVA. Significance * = p-value ≤ 0.05, ** = p-value ≤ 0.01, *** = p-value ≤ 
0.001, **** = p-value ≤ 0.0001.  Data are illustrated as mean ± SEM. 

Next, we investigated the impact of SSW-associated microbiota on CCGs, especially genes 

related to fat and glucose metabolism such as sglt1, glut2, fabp2, ifabp, and ppary (Duszka, 

Picard et al. 2016, Lau, Marques et al. 2016, Lackey, Chen et al. 2020). We found suppressed 

expression in the jejunum of sglt1 and glut2, glucose uptake regulators (Gouyon, Caillaud et 

al. 2003, Lehmann and Hornby 2016), as well as fabp2, important for lipid uptake (Lau, 

Marques et al. 2016) (Figure 39). Moreover, SSW-associated microbiota enhanced ifabp and 

ppary expression in the colon, important regulators for lipid and glucose metabolism (Figure 

39) (Duszka, Picard et al. 2016, Oh, Visvalingam et al. 2019). In summary, our results 
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demonstrate the importance of gut clock–microbial rhythmicity crosstalk for host metabolic 

homeostasis.  

 

Figure 39: SSW alters intestinal metabolic genes expression  
Relative metabolic genes expression in the jejunum(A) and proximal colon (B) of mice receiving SSW 
and LD microbiota and their germ free (GF) controls. Red represents GF mice receiving SSW-
associated microbiota, while black represents GF mice receiving LD-associated microbiota and green 
represents GF controls. N = 5-6 mice/time point/group. Time and group differences were assessed 
by two-way ANOVA. Significance * = p-value ≤ 0.05, ** = p-value ≤ 0.01, *** = p-value ≤ 0.001, **** 
= p-value ≤ 0.0001.  Data are illustrated as mean ± SEM. 
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5. Discussion     

In the present work, we have investigated the factors driving microbial rhythmicity. Moreover, 

we provide mechanistic insights into the role of the gut microbiota during circadian disruption. 

First, we studied the impact of environmental factors on taxa rhythmicity. Although light and 

food represent the main Zeitgebers for the central and peripheral clocks, respectively, the 

withdrawal of these timing cues are found to slightly impact microbial rhythms, indicating their 

circadian nature. Second, using an intestinal-specific clock-deficient mouse model, we have 

pinpointed the intestinal clock as the primary driver of microbial rhythms. Next, we observed 

intestinal clock disruption in both genetic and environmental circadian disruption mouse 

models. A desynchronized intestinal clock disturbed rhythmic microbial composition and 

function. But what is the role of microbial rhythmicity? Germ-free transfer experiments reveal 

that circadian disruption-associated microbiota alters metabolic homeostasis and disrupts the 

intestinal clock. Therefore, our results demonstrate a bidirectional relationship between the 

host intestinal clock and microbial rhythms affecting host metabolic homeostasis.  

5.1.  Robust circadian rhythms despite environmental changes  

The gut microbiota follows a diurnal rhythm in humans and mice (Thaiss, Zeevi et al. 2014, 

Zarrinpar, Chaix et al. 2014, Leone, Gibbons et al. 2015, Liang, Bushman et al. 2015, 

Reitmeier, Kiessling et al. 2020). Here, we demonstrate that most taxa oscillate not only 

diurnally but also in the absence of environmental timing cues such as light and food. 

Therefore, our results reveal for the first time the circadian nature of fecal microbial 

rhythmicity. These findings are in contrast to previous data showing attenuated cecal and ileal 

microbial rhythmicity in mice kept in darkness (Wu, Tang et al. 2018). Our results instead 

demonstrate robust circadian oscillations of the fecal microbiota in DD.  
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These different results might be explained by the use of different mouse lines, the alteration in 

microbial composition between animal facilities, and the variation of microbial niches across 

the gastrointestinal tract (Parker, Albeke et al. 2018, Anders, Moustafa et al. 2021). 

Furthermore, previous research frequently suggests the prominent role of feeding time on 

microbial rhythmicity (Thaiss, Zeevi et al. 2014, Zarrinpar, Chaix et al. 2014, Leone, Gibbons 

et al. 2015). By contrast, our data illustrate the robust microbial rhythmicity of dominant taxa 

in starvation conditions. These results accord with a previous report showing microbial 

oscillations in mice continually fed parenteral nutrition intravenously (Leone, Gibbons et al. 

2015). Therefore, rhythmic food intake is not the driver of microbial oscillations. 

 Previous reports indicate rather a small percentage of rhythmic fecal microbiota in comparison 

with the high percentage found in our results (Thaiss, Zeevi et al. 2014, Leone, Gibbons et al. 

2015). Our comparison analysis points to the different taxa classification methods as one of the 

main reasons for this discrepancy. However, other methodological differences might impact 

study comparability: for example, sampling intervals (our data: 3h/day, (Thaiss, Zeevi et al. 

2014): 4h/day, (Wu, Tang et al. 2018): 6h/day), as well as amplicon sequencing of the 16S 

rRNA target region (our data: V3-V4, (Thaiss, Zeevi et al. 2014): V1-V2, (Wu, Tang et al. 

2018): V4, (Voigt, Forsyth et al. 2014): V1-V3, (Deaver, Eum et al. 2018): Meta-

transcriptome). In summary, the gut microbiota follows a circadian rhythm. The persistence of 

microbial rhythmicity under constant environmental conditions suggests host or bacterial 

circadian mechanisms driving microbial circadian oscillations. 

5.2. The gut clock is the dominant driver of microbial rhythmicity  

The host circadian system plays a role in microbial rhythmicity. For example, tissue-wide loss 

of per1/2 or bmal1 in mice abolishes taxa rhythmicity, e.g., Lachnospiraceae, 

Lactobacillaceae, and Odoribacteraceae (Thaiss, Zeevi et al. 2014, Liang, Bushman et al. 
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2015). Yet it is unclear which of a host’s clocks drive microbial rhythms. Our results 

demonstrate a similar loss of microbial oscillations using an intestinal-specific loss of bmal1, 

pinpointing the gut clock as the driver of these rhythms. In fact, the lack of a functional 

intestinal clock disrupts microbial rhythms dramatically. For example, two-thirds of rhythmic 

taxa in our study became arrhythmic in the absence of a functional intestinal clock. This 

dominant role of the gut clock in driving taxa rhythmicity is further confirmed by the data 

obtained from experiments in normal LD conditions, and using relative and quantitative 

analysis. 

It is notable that, despite the wide use of relative abundance in analyzing microbial 

composition, this might exaggerate microbial oscillations due to the masking effect of highly 

abundant taxa (Liang, Bushman et al. 2015). Indeed, relative and quantitative analyses did not 

yield identical results, highlighting the importance of both analyses for interpreting circadian 

microbiota composition. Notably, some of the few rhythmic taxa in bmal1IEC-/- mice lost their 

rhythmicity upon starvation. Some of these bacteria have previously been reported to be 

affected by food availability (Thaiss, Zeevi et al. 2014, Zarrinpar, Chaix et al. 2014). 

Importantly, although bmal1IEC-/- mice eat rhythmically, the loss of the intestinal clock 

abolished microbial rhythms. These data further prove the importance of the intestinal clock as 

the driver of microbial rhythms, in comparison with the modulatory effect of environmental 

factors (Figure 40). 

This leads us to the question how the intestinal clock regulates microbial rhythms. Previous 

studies show rhythmic oscillations in various intestinal functions that impact host-microbe 

interaction, including microbial patterns of recognition, immune functions, nuclear receptors, 

aryl hydrocarbon receptors, mucus secretion, and antimicrobial peptide production (Mukherji, 

Kobiita et al. 2013, Kuang, Wang et al. 2019, Frazier, Kambal et al. 2020). Interestingly, the 

gut clock drives the rhythmic expression of genes involved in microbe-host crosstalk such as 
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ang4, tlr2, muc2, hdac3, and nfil3 (Heddes, Altaha et al. 2021). For example, we found loss of 

hdac3 and tlr2 rhythmicity in bmal1IEC-/- mice; deletion of these genes disrupts microbial 

composition and intestinal homeostasis (Caricilli, Picardi et al. 2011, Alenghat, Osborne et al. 

2013). Moreover, muc2, another gut-clock-controlled gene, alters gut microbiota: directly by 

providing mucin glycans to metabolize (Wu, Hashimoto-Hill et al. 2020), and indirectly 

through bacterial cross-feeding (Schroeder 2019). Although the gut clock controls several 

genes that affect microbiota composition, further research is required to fully understand the 

gut clock mechanism for driving microbial oscillations.  

 

 

Figure 40: The gut clock drives microbial rhythmicity, in comparison with the modulatory effects of 
light and food.  
Here, we summarize the impact of environmental factors and the intestinal clock on microbial 
rhythmicity. A cosine wave represents rhythmic oscillations, whereas a straight line represents 
arrhythmic fluctuation. The blue line represents activity. Yellow and grey shading illustrate light and dark 
phases, respectively.  

 

5.3.  Microbial rhythms are essential for host homeostasis 

The gut microbiota is essential for host homeostasis (Turnbaugh, Ley et al. 2006, Coleman, 

Lobner et al. 2018, Lloyd-Price, Arze et al. 2019, Reitmeier, Kiessling et al. 2020). Our results 
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show that the gut clock controls rhythmic SCFA-fermenting taxa such as Odoribacteraceae, 

Lachnospiraceae, and Ruminococcaceae, lactate acid-producing taxa such as 

Lactobacillaceae, and mucus foragers, Lachnospiraceae, Muribaculaceae, and Rickenellaceae 

(Carr, Chill et al. 2002, Biddle, Stewart et al. 2013, Tailford, Crost et al. 2015). Moreover, we 

found that the gut clock regulates the rhythmicity of bile acid-converting taxa, including 

Ruminococcus and Lactobacillus (Gerard 2013). Consequently, the gut clock is likely to 

influence microbial functions. Indeed, the loss of the gut clock alters the abundance and 

abolishes the rhythmicity of microbial pathways related to the metabolism of amino acids, fatty 

acids and sugar, the biosynthesis of vitamins and the fermentation of SCFAs. Interestingly, 

many gut clock-controlled pathways lose rhythmicity in obesity and diabetes, pointing to the 

functional relevance of microbial rhythmicity (Thaiss, Zeevi et al. 2014, Beli, Prabakaran et al. 

2019, Reitmeier, Kiessling et al. 2020). In fact, a recent report links arrhythmic microbiota to 

obesity and the development of type 2 diabetes (Reitmeier, Kiessling et al. 2020). Moreover, 

germ-free transfer experiments demonstrate the importance of rhythmic microbiota for host 

metabolic and intestinal homeostasis (Heddes, Altaha et al. 2022). Although microbial rhythms 

are indispensable for the host’s homeostasis, further research should address the role of 

microbial rhythmicity in various microbiota-associated diseases. 

5.4.  Environmental and genetic circadian disruption alter intestinal 

clock functionalities  

Microbial dysbiosis and circadian disruption promote various metabolic diseases (Thaiss, 

Zeevi et al. 2014, Voigt, Forsyth et al. 2014, Metwaly, Reitmeier et al. 2022). Yet little is 

known about the link between circadian disruption and the gut microbiota in metabolic 

abnormalities. Using genetic and environmental circadian disruption models, we can shed light 

on the role of the gut microbiota in metabolic abnormalities during circadian disruption.  
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The lack of the central clock desynchronizes peripheral clocks such as those in the liver, heart, 

pancreas, and epididymal white adipose tissue (eWAT) (Husse, Leliavski et al. 2014, Kolbe, 

Leinweber et al. 2019). According to our results, the absence of the central clock further 

disrupts the intestinal clock. Moreover, we also observed a disrupted intestinal clock in wild-

type mice in SSW conditions. This accord with a previous report showing altered colonic clock-

gene expression in mice exposed to chronic jet lag (Thaiss, Zeevi et al. 2014).  

Notably, distinct sections of the gastrointestinal circadian system respond differently to 

circadian disruption. These results might be explained by the clock genes’ temporal phase 

gradient through the gut craniocaudal axis (Polidarova, Sotak et al. 2009). Although both 

environmental and genetic models of circadian disruption possess an altered intestinal clock, 

differences in intestinal clock-gene expression patterns between models are noted. This 

discrepancy may be a result of different food intake behaviors between models. Our results 

show arrhythmic food intake in bmal1SCNfl/- mice in DD, whereas SSW shifts food intake 

behavior without impacting its rhythmicity (Zhong, Li et al. 2019). Importantly, intestinal clock 

disruption is common in environmental and genetic circadian disruptions. 

5.5.  Arrhythmic gut microbiota and circadian disruption  

The gut clock drives the majority of microbial rhythms. Consequently, the lack of a functional 

intestinal clock may, upon circadian disruption, alter microbial rhythmicity. Indeed, our results 

demonstrate the loss of rhythmic microbiota in both environmental and genetic circadian 

disruption models. Similar to intestinal clock-deficient mice, many taxa lose their rhythmicity 

in mice undergoing SSW as well as in bmal1SCNfl/- mice. These include taxa belonging to the 

families Muribaculaceae, Ruminococcaceae, and Rikenellaceae, and the genera Alistipes and 

Lactobacillus. Notably, genetic disruption of the central clock has a more pronounced effect 
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on microbial rhythmicity than SSW. For example, losing central clock functionalities disrupts 

the rhythmicity of major phyla and families.  

Despite the loss of substantial microbial rhythms in SSW, the phylum Bacteroidetes and a 

reasonable number of bacteria remain rhythmic, but with an altered phase. This discrepancy 

between models could be explained by the difference in food-intake behavior. In fact, feeding 

time controls the phase of some taxa belonging to Lactobacillus, Alistipes, and Bacteroides 

(Thaiss, Zeevi et al. 2014, Heddes, Altaha et al. 2021). Moreover, our data from mice under 

starvation conditions show that rhythmic food intake drives the rhythm of some bacterial taxa. 

Therefore, some taxa oscillate rhythmicity with an altered phase in SSW, which is likely the 

result of advanced rhythmic food intake behaviors. Nevertheless, SSW abolishes the 

rhythmicity of many taxa, similar to the genetic loss of the central and intestinal clocks. 

Therefore, an altered gut clock during environmental and genetic circadian disruption is likely 

responsible for microbial arrhythmicity. 

5.6.  Arrhythmic gut microbiota promotes metabolic abnormalities 

A recent report links arrhythmic microbiota to obesity and type 2 diabetes development in 

humans (Reitmeier, Kiessling et al. 2020), suggesting a causative role of microbial rhythmicity 

in metabolic diseases. Indeed, germ-free transfer experiments provide direct evidence of the 

role of microbial rhythmicity in metabolic health. For example, fecal microbiota transferred 

from human donors experiencing jet lag have been shown to promote an obesity-associated 

phenotype in germ-free recipient mice (Ridaura, Faith et al. 2013, Thaiss, Zeevi et al. 2014, 

Voigt, Forsyth et al. 2014). Moreover, in another study, the transfer of arrhythmic microbiota 

from bmal1IEC-/- mice disrupted germ-free recipients’ intestinal homeostasis (Heddes, Altaha 

et al. 2022). In accordance with these studies, we found that microbiota transferred from mice 

undergoing SSW induced weight gain in germ-free recipients. These results accord with the 
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previous reports showing an increase in body weight after receiving fecal microbiota from mice 

undergoing jet lag (Thaiss, Zeevi et al. 2014). Overall, microbial rhythmicity is a critical factor 

for host metabolic homeostasis. 

5.7.  Circadian disruption alters gastrointestinal homeostasis   

Gastrointestinal metabolism is strongly affected by the gut microbiota and its derived products 

such as SCFAs and bile acids (Rios-Covian, Ruas-Madiedo et al. 2016, Just, Mondot et al. 

2018). Our results demonstrate the loss of rhythmic microbial functionalities during 

environmental and genetic circadian disruption, especially pathways related to SCFA 

fermentation as well as the metabolism of fatty acids, amino acids, and sugar. Moreover, 

targeted metabolite analyses confirm the loss of SCFAs’ and bile acids’ rhythmicity upon 

genetic circadian disruption in bmal1SCNfl/- mice. For example, circadian disruption resulted in 

arrhythmic propionic acid and acetic acid. Both SCFAs are crucial for fat and glucose 

metabolism, in addition to their role in preventing insulin resistance and diet-induced obesity 

(Lin, Frassetto et al. 2012). Moreover, circadian disruption altered taurine-conjugated bile acids 

and secondary bile acid abundance and rhythmicity, disturbing glucose and lipid homeostasis 

(Dawson and Karpen 2015).  

What are the consequences of losing bacterial metabolite rhythmicity following circadian 

disruption? Considering the essential role of SCFAs and bile acids in sugar and fatty acid 

metabolism as well as host metabolism (Nieuwdorp, Gilijamse et al. 2014, Wahlström, Sayin 

et al. 2016), their loss of rhythmicity might disrupt host metabolic homeostasis. In fact, both 

genetic and environmental circadian disruptions lead to the development of obesity-related 

phenotypes (Thaiss, Zeevi et al. 2014, Kolbe, Leinweber et al. 2019). For example, bmal1SCNfl/- 

mice show a significant increase in body weight and impaired glucose metabolism following 

multiple weeks in DD (Kolbe, Leinweber et al. 2019). Interestingly, we found a loss of 



    DISCUSSION 
 

84 
 

microbial rhythms and subsequent functionalities involved in lipid and glucose metabolism in 

bmal1SCNfl/- mice following their second day in DD, preceding the onset of the obesity 

phenotype in these mice. Therefore, loss of microbial rhythmicity might be an early event that 

promotes the development of obesity, potentially through losing bacterial byproduct 

rhythmicity (Kolbe, Leinweber et al. 2019). 

5.8.  Arrhythmic gut microbiota disrupts intestinal clock functionalities   

How does microbial arrhythmicity disturb the host’s metabolic homeostasis? Our results show 

that SSW-associated microbiota promotes weight gain, slightly induces plasma glucose levels, 

and directly impacts the host’s intestinal clock functions. In particular, intestinal clock 

disruption in SSW donors is also evident in germ-free recipients. For example, both donor and 

recipient mice have suppressed rev-erbα expression in the colon and dbp expression in the 

jejunum, indicating a microbial role in transferring the circadian phenotype. 

 The intestinal clock controls various functions by regulating tissue-specific CCGs such as 

muc2, tlr2, hdac3, and nfil3 (Zhang, Lahens et al. 2014, Kawai, Kinoshita et al. 2019, Chen, 

Yu et al. 2021, Martchenko, Martchenko et al. 2021, Heddes, Altaha et al. 2022). Accordingly, 

we found that disrupted intestinal clocks in recipient mice altered clock control genes involved 

in fat and glucose metabolism such as glut2, ppary, sglt1, ifabp, and fabp2. (Gouyon, Caillaud 

et al. 2003, Duszka, Picard et al. 2016). Our results suggest a bidirectional relationship between 

microbial rhythms and the intestinal clock in controlling tissue homeostasis. Indeed, bacterial 

byproducts such as SCFAs and bile acids directly affect intestinal clock rhythmicity and host 

metabolic response (Govindarajan, MacSharry et al. 2016, Tahara, Yamazaki et al. 2018, 

Segers, Desmet et al. 2019, Desmet, Thijs et al. 2021). 

 In summary, circadian disruption desynchronizes the intestinal clock, abolishing microbial 

rhythmicity. The arrhythmic microbiota further disrupts the host’s intestinal clock and 
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metabolic homeostasis. Together, our data provide for the first time mechanistic insights into 

the microbial-dependent metabolic phenotype observed in circadian disruption (Figure 41). 

 

 
Figure 41: Bidirectional relationship between the intestinal clock and rhythmic microbiota 
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Closing remarks  

In this work, we explore the origin of gut microbiota oscillations. In line with current literature, 

our data showed diurnal oscillations of the gut microbiota. Importantly, we also provide the 

first evidence of the circadian origin of these oscillations, identifying environmental signals as 

mere modulators of microbial rhythms. Moreover, we demonstrate that the intestinal clock 

drives the majority of microbial rhythms. Although the lack of the intestinal clock abolishes 

such rhythms, some taxa (~30%) manage to sustain their rhythmicity, which might result from 

rhythmic food intake, and the LD cycle. Indeed, environmental signals, rhythmic food intake 

and the LD cycle, control the rhythmicity of some microbial taxa. Notably, a few taxa (~15%) 

oscillate despite the absence of the aforementioned factors (gut clock, rhythmic food intake, 

and the LD cycle). Therefore, future research should investigate other factors that may impact 

microbial rhythmicity such as microbial intrinsic factors and other peripheral clocks.  

In this dissertation, we also shed light on the impact of circadian disruption on the intestinal 

clock and microbiota rhythmicity. We show that genetic and environmental circadian 

disruptions desynchronize peripheral clocks, especially the intestinal clock. Moreover, we have 

observed a loss of microbial rhythmicity in both models, thereby reinforcing the role of the 

intestinal clock in driving microbial rhythms. Although circadian disruption mouse models 

possess different microbial ecosystems, both share a similar loss of rhythmic microbial 

functionalities.  

Finally, the microbial colonization experiment reveals a bidirectional relationship between the 

intestinal clock and oscillating taxa, and demonstrates its importance for the host’s metabolic 

health. Several future directions for research could follow from our findings. For example, it 

would be useful to explore the role of microbial rhythmicity on microbiota-dependent disease 

development. Future studies could also target the peripheral clocks, including the intestinal 
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clock, to prevent circadian disruption-induced metabolic abnormalities, e.g., by restricting 

feeding. In summary, we highlight the relevance of investigating the role of the intestinal clock 

in driving microbial rhythmicity for host metabolic homeostasis and disease development. 
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Supplementary  

Supplementary figures 

 

 

 
Supplementary figures 1: Circadian zOTUs 
Taxonomic tree of circadian zOTUs that are shared between relative and quantitative analysis. 
Taxonomic ranking is indicated as the phylum level (outer dashed ring), family level (inner circle), 
and genus level (middle names). Every zOTU is represented by a single branch. 
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Supplementary figures 2: Lack of central clock induces slight alteration in bile acid concentrations  
Fecal bile acid concentration in bmal1SCNfl/- mice and their controls. Bmal1SCNfl/- mice are represented by blue, while 
the controls are represented by black. N = 48 mice/genotype. Group differences were calculated based on Mann 
Whitney U test.  
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Supplementary figures 3: Different microbial composition between SSW and bmal1SCNfl/- mouse 
models  
(A-B) Microbial composition at the phyla (A) and families (B) level according to relative analysis of 
fecal microbiota of SSW experiment (performed in Munich) and bmal1SCNfl/- experiment (performed 
in Lübeck). N = 48 mice/group.  
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Supplementary figures 4: SSW microbiota has no impact on organ weights, plasma glucose and 
triglyceride  
(A-B) Bar charts represent organ weights (A), plasma glucose and Triglyceride (B) in germ free (GF) 

mice receiving SSW and LD microbiota. Red represents GF mice receiving SSW microbiota, while black 

represents GF mice receiving LD microbiota. N = 12 mice/recipient group. Differences were assessed 

by Mann Whitney U test. Significance * = p-value ≤ 0.05. Data are illustrated as mean ± SEM. 
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