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Abstract

In this thesis, erbium dopants in nanophotonic silicon structures are investigated as prac-
tical building blocks for quantum network nodes. Resonant spectroscopy in nanophotonic
waveguides demonstrates that erbium dopants are reproducibly integrated in silicon at a
small number of previously unknown, well-defined lattice sites. Two of these novel sites
stand out for their favorable properties for quantum technologies with optical transitions
at 1537.76 nm and 1536.06 nm. They further exhibit narrow inhomogeneous broaden-
ings < 0.5 GHz, short radiative lifetimes < 200 ps, and narrow homogeneous linewidths
< 0.01 MHz implying promising optical coherence properties. The latter are preserved
up to temperatures of 8 K due to the large crystal field splittings > 1.7 THz. Further-
more, these two sites are also observed in low-loss waveguides fabricated as part of a
commercial multi-project wafer run. This demonstrates the compatibility of erbium
dopants in silicon with industrial nanofabrication processes for mass production.

To enhance the optical coupling to individual dopants, one-dimensional photonic crys-
tal cavities are designed and fabricated. These devices achieve a Q-factor of ~ 1 x 10°
and a mode volume of < 1 ()\/n)S. In these resonators, a small number of single erbium
dopants are spectrally resolved and individually addressed. Single dopants show spectral
diffusion linewidths of < 15 MHz, Purcell enhancements of up to 177, and their emitted
photons exhibit high single-photon purity g (0) < 0.02. Furthermore, optical Rabi os-
cillations are observed, and photon echo measurements show an optical coherence time
of T, = 1.31(5) ps. By applying a magnetic field, the electronic spin states of a single
dopant are resolved and optically polarized. This forms an optically addressable spin
qubit. The eigenstates states of this qubit are detected with a fidelity of 87.2(5) %. This
result represents the first demonstration of an optical single-shot readout of a single spin
qubit in silicon. In addition, the spin states can be coherently driven by directly applying
microwave pulses, and spin echo sequences show a spin coherence time of ¢, = 48(2) ps.

The results presented in this work establish erbium dopants in silicon as a promising
candidate for chip-based and scalable quantum network nodes.
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1. Erbium dopants in silicon: A scalable
material platform for quantum networks

The 2022 Nobel Prize in Physics was awarded for the entanglement of photons, the
violation of Bell’s inequality, and for experiments that pioneered the field of quantum
information science. With their work, the laureates, Aspect, Clauser, and Zeilinger, have
not only tested fundamental predictions of quantum science but they also brought its
technological applications closer (Nobel Prize Outreach AB 2022). The enormous inter-
est in these technologies stems from the predicted superiority of the quantum systems
over their classical counterparts in certain applications. So far, such quantum advan-
tages have been envisioned in four main areas (Acin et al. 2018; Reiserer 2022). These
areas are quantum computation (Preskill 2018), quantum simulation (Bloch, Dalibard,
and Nascimbene 2012; Georgescu, Ashhab, and Nori 2014; Daley et al. 2022), quantum
sensing (Degen, Reinhard, and Cappellaro 2017), and quantum communication (Wehner,
Elkouss, and Hanson 2018; Gisin and Thew 2007; Lu et al. 2022).

The fundamental building blocks of these technologies, i.e., the elementary carriers of
quantum information, are called quantum bits, or qubits for short. Ideally, these qubits
are quantum systems whose states can be initialized, coherently controlled, and read out
with high fidelity, but which are otherwise completely isolated from their environment.
This is difficult to implement experimentally. As a result, breakthroughs in quantum
technologies are often associated with novel qubit encodings. For example, the key to
the award-winning experiments of the three Nobel laureates was the encoding of qubits
in the states of optical photons (Nobel Prize Outreach AB 2022).

To date, the ability to address and manipulate individual qubits has also been achieved
on several other experimental platforms, such as ions (bruzewiczTrappedionQuantumComputing2019
or neutral atoms trapped in vacuum, superconducting circuits, and many different solid-
state systems (de Leon et al. 2021; Becher et al. 2023). All of these qubit realizations
have individual strengths and challenges, and first indications of a quantum advantage
for special types of problems have been demonstrated with today’s experimental hard-
ware (Arute et al. 2019; Zhong et al. 2020; Wu et al. 2021). Nevertheless, the challenge
of building quantum hardware that allows the realization of large-scale and deployable
systems remains open (de Leon et al. 2021). A key limitation for most systems is the
scalability of the number of qubits and the number of quantum information processing
units. To overcome this, hybrid systems which combine the favorable properties of dif-
ferent qubit implementations and novel material platforms which are compatible with
existing technologies are explored.

In this work, erbium dopants in silicon are investigated as a novel material platform
for quantum technologies. The motivation to investigate this material platform stems
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from its compatibility with established silicon nanofabrication technology and with fiber-
optical networks. The material platform is thus particularly attractive for elementary
quantum network nodes and promises unprecedented scaling potential once sufficient
control of individual qubits can be achieved.

1.1. Quantum Networks

A central goal associated with quantum communication is the realization of quantum net-
works (Kimble 2008). Future quantum networks will provide entanglement, the central
resource for quantum information processing, between stationary network nodes. The
shared entanglement will enable, e.g., communication with verifiable security, distributed
quantum sensing, and blind and distributed quantum computing (Wehner, Elkouss, and
Hanson 2018) between the remote nodes. To create shared entanglement between the
remote nodes, they will be connected with quantum links. These quantum links will be
photonic links that allow the distribution of quantum states encoded in photons at the
fastest possible speed, the speed of light, similar to the information exchange in classical
networks based on classical electromagnetic fields (Reiserer 2022).

In the simplest case, the photonic link operates by sending a single qubit encoded in
a single photon. To realize network nodes, these flying qubits have to be interfaced with
stationary qubits, which allow storing and manipulating the quantum states locally.
Stationary qubits for quantum network nodes should fulfill two requirements. First,
their coherence must exceed the time of flight of the photon from one node to another
and the signaling time for classical information exchange between the two nodes after
photon arrival. Second, the stationary qubits require an efficient coupling to the flying
qubit (DiVincenzo 2000). These requirements can be fulfilled by spin qubits encoded in
long-lived electronic spin, nuclear spin, or superhyperfine states of atom-like emitters.
Many quantum network protocols are further enhanced or enabled by embedding the
emitters into an optical resonator (Reiserer 2022).

Examples of atom-like emitters that couple to spin states with sufficient coherence
times are neutral atoms or ions trapped in vacuum and optically addressable spin qubits
in solid-state host materials. Neutral atoms trapped in vacuum have been established
as one of the leading platforms for quantum network nodes and offer several advantages.
First, all atoms are completely identical, i.e., the individual qubits do not require fur-
ther characterization, and the frequencies of two emitters are always identical. Second,
they are very well isolated from their environment in ultra-high vacuum, resulting in
sufficiently long coherence times (Reiserer and Rempe 2015).

In contrast, many optically addressable solid-state qubits studied to date are more sus-
ceptible to decoherence induced by their environment, in particular their host crystal.
However, an advantage of this material platform is that the technological effort to oper-
ate a network node can be lower, in particular, because neither laser trapping and laser
cooling nor ultra-high vacuum chambers are required. This may reduce both the cost
and the difficulty of operating a quantum network node based on solid-state spin qubits
(de Leon et al. 2021). In addition, solid-state systems could potentially be integrated on
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a single chip, which could significantly increase the qubit density. This miniaturization
and scaling potential is particularly large if the host material is compatible with estab-
lished semiconductor nanofabrication methods (Wolfowicz et al. 2021). Examples for
optically addressable solid-state spin qubits with sufficient coherence times for quantum
networking are color centers in large band-gap semiconductors and rare-earth dopants
(Reiserer 2022). This thesis focuses on erbium dopants, which are part of the group of
rare-earth elements.

1.2. Rare-earth dopants in solids

The rare-earth elements, i.e., the lathanides, yttrium and scandium, are a group of ele-
ments which have similar chemical properties. In solids, rare-earth dopants are typically
found in their triply ionized state. In materials with a sufficient band gap and dilute
dopant concentration, they form atom-like quantum systems surrounded by an effective
semiconductor vacuum which exhibit optical transitions between the 4f orbitals. These
transitions are electric-dipole-forbidden in free space but become partially allowed when
embedded in a host crystal (Liu and Jacquier 2005). Still, the oscillator strength of these
transitions remains weak even in host crystals. Compared with color centers, rare-earth
dopants thus have usually orders of magnitude longer optical lifetimes.

Furthermore, the jf orbitals are closer confined to the atomic nuclei than the com-
pletely filled 5s and 5p orbitals (shown in Fig. 1.1 a for erbium) (Liu and Jacquier 2005).
Therefore, the electrons in the 5s and 5p orbitals partially compensate for the electric
field induced by neighboring atoms of the host crystal. This characteristic shielding of
the inner 4f electrons leads to the long spin lifetimes and excellent spin coherence times
observed for many rare-earth dopants. Furthermore, due to this characteristic shielding,
the host crystal of rare-earth dopants acts more like a perturbation on the Hamiltonian
of the ion in free space, rather than defining it. In particular, the host crystal lifts
the degeneracy of the spin-orbit energy levels of the optical ground and excited states.
However, the level splittings induced by the crystal field remain typically orders of mag-
nitude smaller than the optical transition energy. For instance, erbium dopants typically
exhibit a crystal field splitting of about 1 THz to 10 THz, but the optical transition is
found at =~ 195 THz independent of the host crystal (Fig. 1.1 b, ¢). Importantly, this
implies that for rare-earth dopants, the choice of the host material can be seen as an
engineering degree of freedom.

Rare-earth dopants are further classified into Kramers ions with an odd number of
electrons in the 4f shell and non-Kramers ions with an even number, each in the triply
ionized state. Non-Kramers ions (e.g., Pr, Eu, Tm) at sites with sufficiently low sym-
metries have quenched electronic moments (Macfarlane 2002) which are less sensitive
to magnetic noise and thus provide excellent coherence properties. A record coherence
time of 6h is found for nuclear spin states of Eu ions in an yttrium orthosilicate (YSO)
host (Zhong et al. 2015) despite the high density of nuclear spins in the crystal used.

In contrast, Kramers ions (e.g., Er, Nd, Yb) cannot have quenched electronic moments
and typically tend to interact more strongly with the surrounding magnetic environment.
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Figure 1.1.: Er*" in a dielectric host crystal. (a) Schematic spatial distribution of
the radial wavefunctions of an Er®" ion. The valence electron in the 4f
shell (blue) is located closer to the nucleus (red) than the electrons in 5s
and 5p shells (green) leading to an effective shielding from the environment.
This has direct consequences on the energy levels of the Er®" ion (b-e).
In particular, any dielectric host material acts only as a perturbation (c)
on the free space Hamiltonian of Er®* (b) lifting the degenerate spin-orbit
energy levels. This is called the crystal field splitting. (d) By applying a
magnetic field, the electron spin degeneracy is further lifted, and a qubit can
be encoded in the optical ground state. (e) All but one erbium isotope do
not have a nuclear spin. Only '®"Er has a nuclear spin of 7/2, which gives
rise to a hyperfine splitting.

In general, this is detrimental to the spin lifetimes and coherence times (Car et al. 2019).
In particular, it is challenging to achieve long coherence times in presence of strong and
anisotropic interactions even with dynamical decoupling sequences (Merkel, Cova Farina,
and Reiserer 2021). To overcome this, quantum states can be encoded in hyperfine
(Kindem et al. 2020) or nuclear (Ruskuc et al. 2022) spin states. A particular interesting
approach is to freeze out the electronic spin of Kramers ions by applying sufficiently large
magnetic fields at sufficiently low temperatures. Under these conditions, coherence times
exceeding seconds are found (Rancié¢ et al. 2018). As an alternative, Kramers ions at
low dopant concentrations (Bottger et al. 2006; Cova Farina et al. 2021) in crystals
with few and weak nuclear spin moments (Dantec et al. 2021; Ourari et al. 2023) are
promising. In this case, an advantage of the Kramers ions is that the single unpaired
electron behaves as an effective spin-1/2 system (Maryasov and Bowman 2012), i.e.,
an ideal qubit (Thiel, Bottger, and Cone 2011; Reiserer 2022), once a magnetic field is
applied to lift the degeneracy of the spin state (Fig. 1.1 d).



1. Erbium dopants in silicon: A scalable material platform for quantum networks

1.3. Erbium

Initial experiments with elementary quantum network nodes have been carried out in
laboratory environments, where the propagation loss of the photonic links is typically
not limiting. Once such networks are scaled up to global distances, this propagation
loss becomes a major concern. Depending on the wavelength of the transmitted light,
the absorption coefficient varies by several orders of magnitude (Fig. 1.2 a), which has
drastic consequences for the transmission probability of a single photon through 50 km of
optical glass fiber (Fig. 1.2 b). The wavelength range around the absorption minimum
from 1500nm to 1600 nm is therefore also called the telecommunication window and
is used for most modern fiber-based communication technologies. However, most of
the emitters studied to date couple to photons in the visible range, including defects
in diamond and silicon carbide (red in Fig. 1.2), neutral atoms and ions trapped in
free space (green), and various rare-earth dopants (blue). Importantly, only transitions
originating from long-lived optical ground states which provide sufficiently long memory
times are included here. To this end, single quantum dots are not shown, despite their
wide tunability, because of the unsolved challenge of coupling them to suitable memory
qubits (Lodahl, Mahmoodian, and Stobbe 2015).

Fig. 1.2 b shows that visible photons are transmitted over 50 km with a probability
of < 1 x 1071% which prevents communication at a reasonable rate. To overcome this,
quantum frequency conversion (QFC) can be applied to the photonic qubits. To this
end, a photon of any wavelength is converted locally at the network node to another
photon typically within the telecom window while preserving all the encoded quantum
information (Krutyanskiy et al. 2023; Zhou et al. 2023). State-of-the-art QFC devices
have already achieved device efficiencies of around ~ 60% (van Leent et al. 2022),
but the additional technological overhead seems detrimental for scaling up quantum
networks. To avoid this, other emitters, i.e., color centers in silicon and silicon carbide,
and erbium dopants, are investigated, which exhibit optical transitions closer to the
absorption minimum.

Erbium features an optical transition at ~ 1536 nm and is the only emitter precisely
in the minimum. After 50 km of optical fiber, the probability that an emitted photon
is transmitted is still about 10 % (Reiserer 2022). Remarkably, the coherence of this
optical transition approaches the lifetime limit in optical cavities (Merkel, Ulanowski,
and Reiserer 2020).

Due to the limited influence of the host crystal on the optical transition frequency, the
compatibility with optical fiber networks is preserved in most transparent host crystals
(Sec. 1.2). Thus, the choice of the host material is a degree of freedom that can be used
to optimize the properties of the spin-photon interface. To fully exploit the technological
potential of erbium dopants, the material system formed by the dopants and the host
should fulfill four properties: (1) The erbium dopants should integrate at a well-defined
lattice site leading to a high integration yield. (2) The smallest energy splitting between
the lowest, long-lived state in each crystal field manifold and the nearest crystal field
level should be as large as possible since this determines the temperature at which the
spin qubit can still be operated coherently. In particular, this excludes the integration
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Figure 1.2.: Absorption and transmission after 50 km in optical glass fiber. The
black solid lines indicate (a) the absorption coefficient and (b) the transmit-
tance after 50km, respectively. Dots (red: color centers, green: trapped
atoms and ions, blue: rare-earth ions) indicate the optical transition wave-
lengths of different material systems studied in the context of quantum
technologies. The dashed lines in (a) indicate the contributing processes,
i.e., Rayleigh scattering for short wavelengths and infrared multi-photon
absorption for longer wavelengths (Reiserer 2022). In most commercially
available fibers, OH-groups generated during fiber fabrication cause sev-
eral peaks of the absorption coefficient between 1200 nm and 1550 nm (not
shown) (Thomas et al. 2000). The Er®" ion stands out as the only emitter
with an optical transition at the maximum transmittance. Figure adapted
from (Reiserer 2022).

of erbium dopants at lattice sites with too high symmetries, e.g., cubic sites, where the
degeneracy of the spin-orbit energy levels in free space may not be entirely lifted by the
host (Stevenson et al. 2022). (3) The host crystal should provide a magnetic vacuum,
i.e., it should consist of atoms without nuclear spin moments. This excludes all host
matrices consisting (partially) of elements with odd principal quantum numbers. (4)
The host material should be compatible with nanofabrication to allow up-scaling by
on-chip integration.

So far, erbium has been extensively studied in yttrium-based crystals, e.g. YSO, in
which erbium dopants substitute yttrium very well thus satisfying condition (1). Further-
more, YSO also satisfies condition (2) since the smallest crystal field splitting (=~ 1.1 THz)
is sufficiently large to operate spin qubits at temperatures of about 1.7 K accessible with
4He cryocoolers. Unfortunately, all yttrium isotopes carry a small magnetic moment,
and yttrium crystals appear to be notoriously incompatible with nanofabrication. Hence,
YSO does not satisfy conditions (3) and (4). To overcome this, erbium dopants have
recently been integrated in other host crystals, such as calcium tungstate (CaWO,)
(Ourari et al. 2023; Dantec et al. 2021), titanium dioxide (TiO,) (Phenicie et al. 2019),
and magnesium oxide (MgO) (Stevenson et al. 2022). In all of these hosts, magnetic vac-
uum (i.e., condition (3)) can be achieved by isotopic purification, but nanofabrication is



1. Erbium dopants in silicon: A scalable material platform for quantum networks

difficult and typically requires hybrid integration. Another alternative is the integration
of erbium dopants in silicon, which is the focus of this work. Conditions (3) and (4) are
fulfilled very well by silicon. Conditions (1) and (2), i.e., the dopant integration and the
crystal field splitting, are studied in this thesis.

1.4. Silicon

The semiconductor industry has driven the nanofabrication capabilities of the silicon
electronics platform to a unique level of maturity. In addition, silicon is one of the
most studied materials for nanophotonic applications. The band gap in silicon is only
1.12 eV corresponding to a free space wavelength of ~ 1100 nm (Gross and Marx 2018).
Silicon photonics is therefore not compatible with visible wavelengths. Moreover, for
wavelengths in the proximity of the band gap, i.e., in the near-infrared regime, silicon
photonic devices are limited to low optical powers, below the onset of two-photon ab-
sorption processes. Once this condition is met, the absorption in silicon can be very low
because samples with residual impurities on the level of 50 ppm or lower are available. In
addition, silicon has a large refractive index & 3.45 at 1550 nm. In combination with the
established nanofabrication techniques, this allows the realization of optical resonators
with ultra-high quality factors (1 x 107) (Asano et al. 2017) and ultra-low mode vol-
umes (1 x 1073 (A/n)?) (Hu et al. 2018). Furthermore, arrays of cavities with near-unity
vertical coupling efficiency can be fabricated in a 300 mm full-wafer processing run us-
ing UV-lithography demonstrating the scaling potential of the platform (Panuski et al.
2022).

In addition to its favorable optical properties, silicon can also be an excellent host
for spin qubits. For this purpose, silicon is isotopically purified to avoid decoherence
due to the nuclear spin of the 2°Si isotope, which has a natural abundance of ~ 5 %.
Importantly for photonic applications, silicon-on-insulator wafer with a pure 22Si device
layer grown by molecular-beam-epitaxy have also been realized (Liu et al. 2022). Single
spins embedded in an isotopically purified 2Si environment exhibit coherence times up
to 3h at cryogenic temperatures (Sacedi et al. 2013). Even at room temperature, a
spin coherence time of 39 min is measured in a configuration where spin initialization
and readout are performed at cryogenic temperatures (Sacedi et al. 2013). Quantum
dots and single spins in purified silicon have thus demonstrated one- and two-qubit gate
fidelities close to the requirements for fault-tolerant quantum computing (Xue et al.
2022; Noiri et al. 2022; Philips et al. 2022; Madzik et al. 2022).

However, to date, spins in silicon have not been controlled optically as required for
quantum networks. Optically active quantum dots in silicon and thus spin-photon inter-
faces based on quantum dots are hindered by the indirect band gap of silicon (Lodahl,
Mahmoodian, and Stobbe 2015). Instead, color centers in silicon like the T center (Hig-
ginbottom et al. 2022; Simmons 2023) or the G center (Saggio et al. 2023; Redjem et al.
2020; Hollenbach et al. 2022; Komza et al. 2022) and erbium dopants (this work) seem
to be promising candidates to exploit the outstanding scaling potential and the excellent
magnetic vacuum provided by silicon.
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Thesis outline

This thesis consists of two main parts. First, I investigate the properties of erbium
dopants in a silicon host crystal (Chap. 2). For this purpose, ensembles of erbium dopants
are integrated into nanophotonic waveguides and studied spectroscopically (Weiss et al.
2021). In pure silicon and with optimized sample preparation methods, erbium dopants
integrate at two sites with favorable optical properties (Gritsch et al. 2022). These two
sites are investigated in detail. Furthermore, I show that erbium dopants can also be
studied in commercially fabricated samples (Rinner et al. 2023).

I then turn to the second part of this thesis which focuses on resolving and control-
ling single dopants in silicon. To facilitate such measurements, individual emitters are
coupled to a cavity mode (Chap. 3). To this end, a suitable photonic crystal cavity is
designed and fabricated (Chap. 4). Next, Purcell enhancement of single erbium dopants
in silicon is demonstrated in this cavity (Chap. 5) (Gritsch, Ulanowski, and Reiserer
2023). In addition, the electronic spin states of a single erbium dopant are resolved by
applying a magnetic field. These electronic spin states form a solid-state spin qubit.
To characterize this qubit, optical initialization, optical single shot readout, and direct
driving of the spin states using microwave pulses are investigated.

Finally, I give a short conclusion of the results achieved with ensembles of erbium
dopants in silicon and single erbium dopants in nanophotonic silicon cavities (Chap. 6).



2. Ensembles of erbium dopants in silicon

In this chapter, the properties of ensembles of erbium dopants in silicon are investigated.
The work presented in this chapter has so far resulted in three publications (Weiss et al.
2021; Gritsch et al. 2022; Rinner et al. 2023). First, the experimental approach to study
ensembles of erbium dopants by integrating them into nanophotonic silicon waveguides
is presented (Sec. 2.1). Then, the effect of impurities and implantation-induced defects
on the integration of erbium dopants is discussed, motivating novel implantation and
annealing conditions (Sec. 2.2). Next, a detailed overview of the samples (Sec. 2.3) and
the nanophotonic waveguides (Sec. 2.4) studied in this work is given. Resonant spec-
troscopy on these waveguides reveals that erbium dopants are reproducibly integrated at
a few novel, well-defined lattice sites in the silicon host matrix (Sec. 2.5). Two of these
sites stand out for their favorable properties. In particular, the erbium dopants at these
sites exhibit large crystal field splittings > 1.7 THz (Sec. 2.6), narrow inhomogeneous
linewidths of about 0.5 GHz (Sec. 2.7), short optical lifetimes < 200 s (Sec. 2.8), and
narrow homogeneous linewidths smaller than 10kHz (Sec. 2.9). The latter implies ex-
ceptional optical coherence, which remains intact up to temperatures of about 8 K due
to the large crystal field splittings. Furthermore, the electronic spin states of the erbium
dopants are resolved by applying a magnetic field (Sec. 2.10). Finally, these results are
summarized and an outlook on future experiments with ensembles of erbium dopants in
silicon is provided (Sec. 2.11).

2.1. Resonant fluorescence spectroscopy in nanophotonic
waveguides

The integration of erbium dopants in silicon requires a non-equilibrium technique due to
the low solubility of erbium in silicon (Kenyon 2005). The low solubility is explained by
the ionic size mismatch of the erbium dopants and the silicon atoms (Rahm, Hoffmann,
and Ashcroft 2016) and by the mismatch in the chemical nature of their bonds. Silicon
exhibits covalent bonding while erbium dopants form triply positively charged ions in
solids (Sec. 1.2).

The most commonly used non-equilibrium integration technique is ion implantation
(Kenyon 2005), which is also used in this work. The implantation depth from the crystal
surface is proportional to the energy used to accelerate the ions and is typically limited
to the order of ~ 1 pum.

Alternatively, erbium dopants can be integrated during the growth of the silicon crys-
tal, for example, by molecular beam epitaxy (MBE) or chemical vapor deposition (CVD)
(Polman 1997; Vinh, Ha, and Gregorkiewicz 2009). The thickness of the erbium-doped
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Figure 2.1.: Resonant fluorescence spectroscopy in nanophotonic waveguides.
(a) Illustration of an experimental device (not to scale). Erbium dopants
are integrated in a nanophotonic silicon waveguide (light grey) fabricated
on a silicon-on-insulator (SOI) chip (buried-oxide (BOX) layer: blue, han-
dle: grey). Light is efficiently coupled in and out of the waveguide by an
adiabatic coupling interface formed by an inversely tapered waveguide end
and a tapered optical fiber (blue cone). The other end of the waveguide is
terminated by a broadband photonic crystal reflector formed by air holes.
Bottom right inset shows the cross-section of the waveguide overlayed with
its fundamental mode (red) and sketches the position of the dopants (black
arrows). (b) In our first experiment, nine narrow peaks are found in the
fluorescence spectrum between 1529 and 1539 nm after resonant excitation
(Weiss et al. 2021). Inset: Lorentzian fits to the peaks show imhomogeneous
linewidths of about 2 GHz.

silicon layer that is achieved using MBE or CVD techniques is comparable to ion im-
plantation and limited by finite growth rates.

Thus, all these integration techniques have in common that they create a quasi two-
dimensional doped region along the surface of the sample. This is a challenge for conven-
tional photoluminescence or fluorescence spectroscopy techniques, where an excitation
laser illuminates the sample perpendicular to the surface and thus to the two-dimensional
doped region. Only a small fraction of the dopants is then within the laser spot. In
addition, the high refractive index of silicon leads to a small critical angle for total inter-
nal reflection, and thus the outcoupling efficiency perpendicular to the two-dimensional
layer into free space is small. This makes it difficult to study erbium ensembles with low
dopant concentrations.

To overcome this, we have developed a novel approach and integrated erbium dopants
into nanophotonic silicon waveguides extending in the two-dimensional doped region
(Fig. 2.1 a) (Weiss et al. 2021). These waveguides provide sufficient fluorescence to
study ensembles with low emitter concentrations. For this purpose, the ~ 220 nm-thin
device layer of a commercially available silicon-on-insulator (SOI) wafers is homoge-
neously implanted with erbium dopants. Millimeter-long nanophotonic waveguides are
then fabricated in these device layers. An efficient and broadband fiber-to-chip coupling
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interface is realized by adiabatic side-coupling between a tapered waveguide end and a
tapered optical fiber. On their other end, the nanophotonic waveguides are terminated
with a broadband photonic crystal mirror.

Most previous experiments focusing on this material platform applied off-resonant
excitation of the erbium dopants by creating free charge carriers in the conduction band.
This above band-gap excitation mechanism is attractive for building solid-state lasers
that could then be electrically pumped (Priolo et al. 1998; Kenyon 2005; Przybylinska et
al. 1996). With this method, narrow photoluminescence lines and even indications for low
optical gain were found (Ha et al. 2010). A major limitation of this off-resonant excitation
is that it is sensitive only to the subsets of erbium dopants that couple efficiently to the
conduction band. In contrast, resonant excitation is sensitive to all erbium dopants that
decay predominantly radiatively. The lack of coupling to the electronic band structure
seems even advantageous in the context of materials for quantum technologies as it
reduces a potential source of decoherence. In addition, resonant excitation selectively
addresses only one site at a time, which improves the signal-to-noise ratio.

In the first experiment of this kind, nine sharp resonances are observed in the fluo-
rescence signal (Fig. 2.1 b) with a typical width of about 2 GHz (inset) (Weiss et al.
2021). This demonstrated that erbium dopants in nanophotonic silicon structures can
be integrated at well-defined sites.

2.2. Implantation induced defects and impurities

Erbium implantation, even at low energies and doses, results in significant damage to
the silicon host crystal in the form of lattice defects. These defects increase the op-
tical absorption of the silicon layer to a level that hinders any optical measurements.
To restore the transparency of the silicon, an appropriate thermal treatment during or
after implantation is required. The thermal treatment partially heals the damage and
restores the crystalline structure of the silicon matrix. Importantly, the thermal treat-
ment must not recrystallize the silicon from its melt (melting point of silicon: 1687 K)
which would cause all impurities, including the erbium dopants, to cluster and to diffuse
to the surfaces.

In our first measurements, we examine samples that have been heated up to 1000 K
for 10 min after the ion implantation step (Sec. 2.1, Fig. 2.1) (Weiss et al. 2021) as it has
already been shown that erbium dopants in silicon become optically active under these
conditions (Yin et al. 2013). Using similar implantation conditions, eight out of the
nine resonances found in our sample and about 50 additional resonances are observed
in erbium-doped silicon by another group (Berkman et al. 2023a) demonstrating the
reproducibility of this result. Although the narrow inhomogeneous linewidths of these
resonances are promising, their large number indicates a variety of different sites. This is
detrimental for quantum applications that rely on a high optical depth at a single, well-
defined site, e.g., ensemble-based quantum memory protocols including atomic frequency
comb (AFC), electromagnetically induced transparency (EIT), or controlled reversible
inhomogeneous broadening (CRIB).
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Vacancy related defects Interstitial related defects
Defect Temperature [K] Defect Temperature [K]
V.P 400 B, 310
V-H, V- -H, 500 C; 330
V.-V 550 G, P, 380
V-0 620 Si; - H, 495
C,-0 650

Table 2.1.: Defects in silicon. Selected intrinsic defects in silicon with annealing tem-
peratures above room temperature. Temperature are rounded to multiples
of 10K. The defects are formed by vacancies V and the following elements:
phosphor P, hydrogen H, oxygen O, boron B, and carbon C. The indices in-
dicate interstitial ¢ and substitutional s lattice positions. Data from (Watkins
2000).

At the same time, this large number of observed resonances is unexpected at first
glance since silicon is a highly symmetric monoatomic crystal. Therefore, the incor-
poration of a single erbium dopant should result in only a limited number of possible
integration configurations. A possible explanation for the large number of resonances is
gettering of the erbium dopants, i.e., that they tend to form clusters with other dopants,
impurities, or lattice defects. Assuming gettering, each site would be formed not just by
a single erbium dopant at different lattice positions but by an erbium dopant surrounded
by other erbium dopants, crystal defects, impurities, or a combination of these. Fur-
thermore, gettering is consistent with the strong dependence of the properties of erbium
dopants in silicon on implantation conditions, including different types of co-doping, on
annealing conditions, and on the properties of the silicon layer, observed in various stud-
ies (Berkman et al. 2023a; Berkman et al. 2023b; Przybylinska et al. 1996; Kenyon 2005;
Vinh, Ha, and Gregorkiewicz 2009; Ha et al. 2010). In particular, the increase in erbium
solubility and photoluminescence intensity in silicon co-doped with oxygen suggests the
formation of erbium-oxygen clusters (Kenyon 2005).

To achieve a higher integration yield on a single lattice site, we choose novel implan-
tation and annealing conditions. The idea is to study erbium in pure silicon, i.e., to aim
for a single erbium dopant surrounded only by silicon atoms. For this purpose, we pre-
pare samples that satisfy two conditions. First, the silicon starting material should be
as pure as possible, i.e., free of any other elements. Second, the annealing temperature
should be significantly lower than 1000 K, at which erbium dopants in silicon start to
become mobile (Kenyon 2005). In particular, the annealing temperature is chosen to be
800 K. This annealing temperature is still sufficient to heal most known crystal defects
in silicon (Watkins 2000) (Tab. 2.1).
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2.3. Sample preparation

In this chapter, ensembles of erbium dopants are studied in four different types of samples
with properties listed in Table 2.2. All of these samples are based on commercially
available SOI wafers from different suppliers (Subsec. 2.3.1). The samples are then
implanted with erbium dopants (Subsec. 2.3.2). In addition, nanophotonic waveguides
are fabricated on each of these samples (Subsec. 2.3.3).

The waveguides on three out of the four sample types are fabricated in-house. These
three sample types differ in the crystal growth technique used for the silicon device
layer, i.e., float zone (FZ), Czochralski (CZ), and chemical vapor deposition (CVD).
In addition, the waveguides on the fourth sample type are fabricated in a commercial
multi-project wafer (MPW) run at Advanced Micro Foundry (AMF). Accordingly, the
four types of samples are labeled FZ, CZ, CVD, and AMF.

2.3.1. Starting material: Silicon-on-insulator wafers

The CVD samples are fabricated starting from a SOI wafer (University Wafer (UW))
with a silicon device layer thickness of 70 nm and a buried oxide layer (BOX) thickness of
2pm. The CVD growth process is performed at the Lawrence Semiconductor Research
Lab (LSRL). To prepare the top surface of the device layer for the growth process,
the samples are baked in hydrogen for one minute at 1200 K. During this process, the
top oxide and parts of the silicon device layer are evaporated. The top surface of the
device layer is then used as the seed for the crystal growth. To this end, a silicon layer
of around 0.14 um is grown by chemical vapor deposition, resulting in a overall device
layer thickness of about 0.19 pm. X-ray measurements show that the epitaxial layer has a
single crystalline structure, and white-light interferometry confirms that the CVD-grown
layer has a small surface roughness (R,,,, = 0.28(3) nm).

The CZ samples (Silicon Valley Microelectronics) have a comparable device layer thick-
ness of 0.22 pm and a BOX layer thickness of 3 pm. In general, SOI wafers with a device
layer thickness in this range are also called ”"thin SOI”. In contrast, the FZ samples
(Ultrasil) have an approximately ten-fold thicker device layer of 2 pm in thickness and a
BOX layer of 1 pm in thickness. SOI wafer with such device layer thicknesses are called
“thick SOI”. The device layer thickness of the commercial AMF samples is also 0.22 pm,
but the other properties of the wafer remain undisclosed by the foundry. In contrast to
the FZ, CZ, and CVD samples, the nanophotonic structures on the AMF samples are
fabricated prior to the implantation of erbium dopants.

The impurity concentrations in the CZ and CVD samples are characterized by sec-
ondary ion mass spectroscopy (SIMS) at RTG Mikroanalyse GmbH Berlin. In the CZ
(CVD) samples, a carbon concentration of 1 x 1017 em™ (2 x 106 ecm™3) and an oxygen
concentration of 1 x 1017 em™3 (1 x 1017 cm~3) are found. The available SIMS charac-
terization is not sensitive enough to measure the impurities in the FZ samples used in
this work. In general, FZ crystal growth is crucible-free hence FZ silicon is expected to
be significantly less contaminated with impurities, which is in good agreement with the
thousand times higher specified resistivity of the FZ samples used in this work compared
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Sample type CcZ CVvD FZ AMF
Silicon-on-insulator wafer
Manufacturer / vendor SVM Uw, LSRL Ultrasil AMF
Device layer thickness 0.22 0.19 2 0.22
[nm]
BOX thickness [pm)] 3 2 1 undisclosed
Device layer bonding smart-cut smart-cut bond-and-cut-  undisclosed
back
Resistivity [2 cm] 10(2) unknown > 10000 undisclosed
Doping concentration boron, undoped (seed: undoped undisclosed
[cm™3] 1 x 101° unknown)
Carbon impurities 1 x 10%7 unknown < 1x10'6 (*) undisclosed
[em™] (*)
Oxygen impurities 1x 108 unknown < 1x10%* (*) undisclosed
[em™?] (*)
Erbium implantation

Site IBS IBS ELBE IBS
Dose [10'2 cm 2] 3.6 2.9 2,20 3.6
Energies [MeV] 0.07, 0.1, 0.35 15,25, 4.0 0.07, 0.16,

0.16, 0.35 0.35
Simulated peak 2 x 1017 2 x 107 2 x 10'6 and 2 x 107
concentration [cm™?] 2 x 107
Isotopic content 170E, 170y 167E, all 170E,

(50 %:50 %)
Angle 7° 7° 7° 7°
Annealing
Temperature [K] 800 800 800, 900, 300, 700,
1000 800, 900

During / post during during post sweep
implantation

Table 2.2.: Sample overview. Properties of the silicon-on-insulator (SOI) wafers,
implantation and annealing conditions of the different sample types in-
vestigated in this chapter. Abbreviations: Silicon Valley Microelectronics
(SVM), Advanced Micro Foundry (AMF), Ion Beam Services (IBS), Univer-
sity Wafer (UW), Lawrence Semiconductor Research Lab (LSRL), and ELBE

at Helmholtz-Zentrum Dresden-Rossendorf (ELBE).

(*): Literature values: (Ouaddah et al. 2019; Jakiela et al. 2018; Muiznieks

et al. 2015)
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to the CZ and the CVD samples. In the literature, typical values for the upper bound of
oxygen and carbon impurities are between 1 x 105 ecm™ and 1 x 10 cm™3 (Ouaddah
et al. 2019; Jakiela et al. 2018; Muiznieks et al. 2015).

2.3.2. Implantation and annealing

To maximize the fluorescence signal for a given peak dopant concentration, the implan-
tation should target a homogeneous dopant distribution in the device layer. For a single
implantation energy, the depth profile of the implantation is a Gaussian distribution.
Thus, in order to obtain an approximately homogeneous depth profile, erbium dopants
are implanted with multiple energies. For this purpose, the implantation depth pro-
files depending on the implantation energy are calculated numerically (Ziegler, James
2023). The resulting depths are further corrected by applying a heuristic correction fac-
tor (Palmetshofer, Gritsch, and Hobler 2001). Then, two or three implantation energies
and suitable implantation doses are selected for each implantation run. The resulting
implantation profiles are shown in Figure 2.2.

The CVD samples are implanted with two energies, 0.1 MeV and 0.35MeV, for each
of the isotopes '%7Er and '"Er. The corresponding implantation doses are listed in
Tab. 2.2. This procedure is performed at Ion Beam Services. During the implantation
process, the samples are held at 800 K and mounted at an angle of 7° to avoid channeling.
After the implantation, the samples are diced into pieces of 10 mm x 10 mm.

The CZ and AMF samples are implanted together at the same supplier and with a
similar process as the CVD samples. To facilitate joint implantation, the CZ samples
are diced into pieces of 10mm x 10 mm. Multiple chips of both sample types are then
attached to a silica wafer with double-sided tape. The silica wafer is then mounted in
the implantation apparatus. In contrast to the CVD samples, only the isotope '"°Er
is implanted. Furthermore, three different implantation energies are used instead of
two to improve the homogeneous distribution of the ions. The implantation energies
are 0.07MeV, 0.16 MeV, and 0.35MeV. The implantation doses are chosen accordingly.
An approximately homogeneous erbium dopant concentration of ~ 2 x 10! cm™3 in
the device layer is achieved for the CVD, CZ, and AMF samples. Furthermore, to
compare the effect of the annealing temperature, additional batches of AMF samples
are implanted at different temperatures, i.e., 300 K, 700 K, and 900 K.

The FZ samples are similarly diced into pieces of 10 mm x 10 mm before implanta-
tion and mounted on a silica wafer with double-sided tape. The FZ samples are then
implanted in the Tandetron accelerator at ELBE at the Helmholtz-Zentrum Dresden
Rossendorf. Due to their thick device layer, significantly higher energies are required
to achieve a homogeneous distribution of erbium dopants throughout the device layer.
Again, three different implantation energies are chosen: 1.5MeV, 2.5 MeV, and 4 MeV.
Two batches of FZ samples are implanted with different doses resulting in homogeneous
erbium concentrations of ~ 2 x 106 cm™3 (FZ) and ~ 2 x 1017 cm™2 (FZ high dose), re-
spectively. Similar to the other samples, the erbium dopants are implanted with an angle
of 7°. The FZ samples are implanted with the natural abundance of erbium isotopes since
isotope selection is not available at ELBE. Furthermore, the sample temperature during
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implantation cannot be controlled hence annealing during implantation is not possible.
To overcome this, the FZ samples are annealed after implantation in a home-built rapid
thermal annealing furnace. During this process, a sample is heated to a temperature of
800 K within 3 min. This temperature is stabilized for 1 min. Then, the sample starts to
cool down with an initial ramp rate of about 7K s~! without active cooling.

2.3.3. Nanofabrication

The waveguides on the FZ, CZ, and CVD samples are fabricated following the same
nanofabrication procedure. A detailed description of each step is given in App. A.
Furthermore, the process of optimizing the nanofabrication is outlined in Sec. 4.3 for
photonic crystal cavities which are more sensitive to imperfections than the nanophotonic
waveguides measured in this chapter.

In short, the wafer pieces of 10 mm x 10 mm are cleaned and spin-coated with a positive-
tone electron-beam resist. The resist is then patterned by electron-beam lithography
and developed in n-amyl acetate and methyl isobutyl ketone. Reactive-ion etching is
applied to transfer this mask into the device layer. The etch process applied for the
waveguide samples involves a mixture of argon (Ar), oxygen (O,), and sulfur hexafluoride
(SF¢). During the etch process, the samples are kept at cryogenic temperatures of about
—100°C. This etch process relies predominantly on physical Ar sputtering as the main
etch mechanism. The mixture of O, and SFg passivates the sidewalls at cryogenic
temperatures ensuring an anisotropic etch profile. In addition, SFg helps to transport
individual silicon atoms away from the samples (de Boer et al. 2002).

2.4. Nanophotonic waveguides

The silicon device layer of the FZ samples is about ten times thicker than the device layer
of the other sample types (Tab. 2.2). As a result, different nanophotonic waveguides and
fiber-to-chip coupling schemes are required. To this end, rib waveguides are designed for
the thick samples and ridge waveguides are designed for the thin samples (Subsec. 2.4.1).
Due to their small cross-section, ridge waveguides modify the local photonic density of
states and thus affect the optical lifetime in these waveguides compared to bulk crystals
(Subsec. 2.4.2). In addition, the effect of erbium implantation on the propagation loss
is characterized (Subsec. 2.4.3).

2.4.1. Design and fiber-to-chip coupling

On the CZ and CVD samples, ridge waveguides are fabricated which are defined by fully
etched trenches (Fig. 2.2 b). The length of these waveguides ranges from 0.1 mm to 6 mm.
The width of the ridge waveguides is typically 0.7 pm, unless specified otherwise. This
value is a trade-off between the number of emitters that can be excited and measured,
which increases with width, and the fraction of light that is guided in the fundamental
TE-like mode, which decreases with width. For a width of 0.7 jnm, at least one additional
TE-like mode and one additional TM-like mode are also guided (Yamada 2011).
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(a)
Jum_ BOX

Figure 2.2.: Different waveguide designs. Different thicknesses of the silicon device
layers require different waveguide designs to confine a single mode (inten-
sity profile of fundamental mode shown in colors). (a) Rib waveguides are
fabricated in the 2pm thick device layer of the FZ samples. Erbium is
implanted with three different energies resulting in an approximately homo-
geneous distribution of dopants within the device layer (red profile). (b)
Ridge waveguides are fabricated on all other samples, i.e., CVD, CZ, and
AMF, with device layer thicknesses ranging from 0.19 pm to 0.22 pm. Simi-
larly, an approximately homogeneous distribution of dopants is achieved by
two (CVD, red profile) or three (CZ and AMF, dark blue line) implantation
energies.

Efficient and broadband side coupling to the ridge waveguides is engineered as depicted
in Fig. 2.1. To this end, the waveguide is tapered to a tip width of about 0.1 pm over a
length of 30 pm (Weill 2022). This waveguide taper is then aligned with high precision to
a tapered single-mode optical fiber. The tapered optical fibers used for this fiber-to-chip
coupling scheme are fabricated in-house. In short, bare ends of optical fibers are dipped
into hydrofluoric acid covered with silicone oil. This mixture is then gradually pumped
out of the etching vessel with a syringe pump so that the fiber end becomes conically
shaped. Further details can be found in (Weif§ 2022; Nikbakht et al. 2015; Burek et al.
2017). This fiber-to-chip coupling scheme achieves one-way efficiencies of about 20 %
for these waveguides (Weif3 2022) limited by the loss to the BOX layer. By removing
the latter, one-way coupling efficiencies larger than 90 % are expected (Weif§ 2022; Zeng
et al. 2023).

The other end of each of the nanophotonic waveguides is terminated with a photonic
crystal mirror formed by 30 air holes with a lattice constant of 0.33 pm. The design
diameter of the holes ranges from 0.15 pm to 0.18 um, which accounts for the different
thicknesses of the respective device layers and provides increased robustness against
fabrication imperfections.

Similar to the CZ and CVD samples, the waveguides on the AMF samples are also
ridge waveguides but with a slightly smaller width, i.e., 0.5um. Again, broadband
and efficient side-coupling is achieved by a tapered optical fiber and an inversely ta-
pered waveguide end. The limited resolution of the applied optical lithography process
prevents the fabrication of holes with a feature size smaller than 0.2 pm and thus the
fabrication of photonic crystal mirrors. Therefore, instead of a photonic crystal reflec-
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tor, the waveguides on the AMF samples are terminated with a loop reflector. The loop
reflector is formed by a balanced 1 x 2-beamsplitter where the two arms are connected
to form a loop.

On the FZ samples, rib waveguides are fabricated (Fig. 2.2 a) which support only
a single optical mode despite their significantly larger cross-section (Powell 2002). By
design, the width of the rib waveguides is 2 pm, and the trench depth is 0.45 pm.

The thick device layer prevents the fabrication of fully etched holes and waveguide
bends for either photonic crystal or loop reflectors, and efficient off-chip coupling to a
tapered optical fiber. Thus, the waveguides are fabricated over the entire 10 mm x 10 mm
chip so that the waveguides are terminated by the diced edges. The chip edges are then
polished to create a smooth surface. Light can then be coupled from one of the rib
waveguides to a cleaved single-mode fiber (SMF-28) positioned directly in front of the
waveguide facet. The fiber is glued to this waveguide facet at room temperature. For
this purpose, the sample is clamped on a fixed mount, and the fiber is positioned using
a three axis stack of micrometer screws. The fiber position is optimized based on the
light transmitted through the waveguide measured with an IR camera on the opposite
facet of the waveguide. After optimization, the fiber is glued with an UV-curing low
outgassing epoxy (Norland NOA 88).

The mode diameter of the single-mode fiber is still significantly larger than the mode
diameter of the rib waveguide thus limiting the expected coupling efficiency to less
than 5%. At the same time, the coupling is more robust against displacement during
the cooldown which is induced by different thermal contraction coefficients. The second
facet of the waveguide is kept open without any dedicated mirror such that the only back
reflection occurs at the silicon-air interface. Therefore, the fluorescence signal measured
on the FZ samples originates mostly from ions emitting backwards, i.e., in the opposite
direction to the excitation pulse. Future samples could be improved either by depositing
a thin layer of a metal with high reflectivity, such as gold, on this second facet, or by
gluing a second fiber to this facet, allowing simultaneous measurements at both ends of
the waveguide.

2.4.2. Modification of the local density of states

For light fields with vacuum wavelengths of about 1.55 pm, the refractive index of silicon
at cryogenic temperatures is 3.45 (Li 1980). Thus, in bulk silicon, these light fields
exhibit wavelengths of about 0.45um. At the same time, the dimensions of the ridge
waveguides on the thin-SOI samples with cross-sections of about 0.22 pm x 0.7 pm are on
the same scale. In this case, when the dimensions of a dielectric are comparable to the
optical wavelength, the local density of states of the optical modes is affected. To get a
qualitative understanding of this effect, the ridge waveguides are modeled numerically
with MEEP, an open-source finite-difference time-domain (FDTD) software (Oskooi et
al. 2010).

The simulation comprises electric dipole emitters which are placed in a ridge waveguide
with a cross-section of 0.19 pm x 0.7 pm corresponding to the CVD samples. The cross-
sections of the CZ (0.22pm x 0.7 pm) and AMF (0.22pm x 0.5 pm) samples are only
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Figure 2.3.: Modification of the local density of states in nanophotonic wave-
guides. Purcell factors P and (-factors of the electric-dipole emission are
modeled numerically by finite-difference time-domain (FDTD) calculations
depending on the emitter position (cross-sectional images) and the dipole
orientation (black symbols). (a, b) In ridge waveguides, which are fabricated
on the CZ, CVD, and AMF samples, Purcell factors and S-factors strongly
depend on the emitter position and the dipole orientation. In addition, the
Purcell factors significantly deviate from the bulk value Fp = 1. (c) To
model the effect on optical lifetime measurements in these waveguides, the
temporal decay of the excited state probability for an ensemble of emitters
with random position within the waveguide cross-section is calculated for the
three dipole orientations (black circles). Single (dashed) and bi-exponential
(solid) decays are fit to the data for each dipole orientation. The (fast) life-
times extracted from these fits vary within a factor of ~ 3 and are longer
than the actual bulk decay (red). (d, e) In contrast to the ridge waveguides,
the rib waveguides on the FZ samples, which have a significantly larger
cross-section, do not show a significant deviation of the Purcell factor from
the bulk value and show smaller but more homogeneous S-factors. The rib
waveguides are thus better suited to measure the optical lifetime of erbium
dopants.
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2. Ensembles of erbium dopants in silicon

slightly different. Thus, a comparable effect is expected. The exact orientation of the
dipole moments of the erbium transition is unknown. Therefore, dipoles oriented along
all three main axes of the coordinate system are examined as an example. For each
dipole orientation, the local density of states is calculated for different positions within
the waveguide cross-section. The Purcell factor P, depending on the position 7 and the
dipole orientation ¢ of the emitter, is then calculated from these local densities of states

(LDOS):

4e (7)

where € is the dielectric function, and w is the angular frequency. Figure 2.3 a shows the
Purcell factor for the three dipole orientations within the cross-section of the waveguide.
A Purcell factor of P = 1 corresponds to the Purcell factor in bulk silicon. The Purcell
factor strongly depends on the dipole orientation and the position of the emitter within
the waveguide cross-section. The maximum Purcell factor of about 1.2 is found for
dipoles oriented along the width of the waveguide. The largest suppression (P ~ 0.3) of
the emission is found for dipoles oriented along the height of the waveguide.

Similar to the local density of states, the small waveguide cross-section affects the
probability to emit into a guided waveguide mode, i.e., the S-factor. The S-factor can
be calculated from the ratio of the emission rate into the waveguide 7, to the sum of
all emission rates Yy,

f=Tne (2:2)
Vtotal
For a purely radiative emitter, the S-factor can thus be calculated in a numerical model
by comparing the intensity emitted into the waveguide with the total emitted intensity
for a single electrical dipole.

Figure 2.3 b shows that the S-factor strongly depends on the dipole orientation and
the emitter position, similar to the Purcell factor. The largest values of the g-factor are
found at the center of the waveguide for a dipole oriented along the width of waveguide.
Again, the smallest values for the S-factor are found for dipoles oriented along the height
of the waveguide.

Importantly, the modification of the local density of states directly affects lifetime
measurements in these nanophotonic waveguides. This effect is modeled numerically
(Gritsch et al. 2022). In this model, an emitter F(z,y, d) is represented by three random
variables, i.e., the z- and the y-coordinates within the waveguide cross-section and the
dipole orientation d. The ensemble of erbium dopants is represented by a large number
of these emitters. The emitter positions within the waveguide cross-section are chosen
from probability distributions representing the implantation profile (Fig. 2.2 b). In
addition, each emitter is randomly assigned to one of the three dipole orientations.
For each emitter, the Purcell factor is then extracted from the simulation data shown
in Figure 2.3 a. From the Purcell factor, the optical lifetimes are calculated for each
emitter. Next, the time-resolved ensemble fluorescence decay is calculated for each
dipole orientation (Fig. 2.3, black dots). For this purpose, the fluorescence decays of all
individual emitters with the same dipole orientation are weighted by their S-factors and
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2. Ensembles of erbium dopants in silicon

summed.

The model shows that the measured lifetime of ensembles of emitters in nanophotonic
ridge waveguides depends significantly on both the dipole orientation and the emitter
position. For all dipole orientations (colors), bi-exponential decays (Fig. 2.3 ¢, solid lines)
fit the simulated data better than single exponential decays (dashed). Interestingly,
the actual bulk decay (red, dotted) is faster than all single exponentials and all fast
components of the bi-exponentials.

For comparison, the Purcell factor and the S-factor are also calculated for the rib
waveguides on the FZ samples. Figure 2.3 d shows that for these waveguides, the Purcell
factor is always close to one, independent of the dipole orientation and the position
within the waveguide cross-section. Therefore, rib waveguides are more suitable than
ridge waveguides for measuring the bulk lifetime of dipolar emitters. The S-factor in
rib waveguides (Fig. 2.3 e) shows a slight dependence on the dipole orientation and the
emitter position and is typically smaller than the S-factor in the ridge waveguides.

2.4.3. Implantation-induced propagation loss

The integration of erbium dopants into the nanophotonic waveguides can increase the
optical propagation loss .. To analyze this effect, erbium-doped samples (type CVD)
are compared with undoped reference samples from the same SOI wafer using our room-
temperature characterization setup. Further details of this setup are given App. B. For
this purpose, waveguides of different lengths L are fabricated on both samples. For each
waveguide, the wavelength-averaged relative power, i.e., the ratio of the optical power
after P, pecteq t0 before the P, reflection at the sample, is measured:

P
% = Rn? exp (—2al). (2.3)

1

The reflectivity R of the photonic crystal mirror and the fiber-to-chip coupling efficiency
1 can be altered by fabrication imperfections. To overcome this, the reflected power is
measured on multiple structures for each waveguide length L. For each length, all but
the structures with the highest relative power are then discarded. For the remaining
structures, the coupling efficiency and the reflectivity of the mirror are close to their
respective maxima: 1 ~n_ . and R ~ R . Figure 2.4 shows the relative power for
these remaining structures as a function of the waveguide length for both the doped and
undoped samples. An exponential fit to each dataset allows extracting the propagation
losses. The propagation loss is agepeq = 5.7(12) dB cm™! for the doped sample and
Fyndoped = 3-5(12) dBem ™! for the undoped sample, respectively.

In addition, the propagation loss is also investigated using nanophotonic ring res-
onators. To this end, ring resonators with a round-trip length of 70 pm are fabricated
on a CVD sample. The individual modes of the ring resonators show quality factors
of about 1 x 10°. This allows us to calculate an upper bound for the propagation loss
Ogoped < 8(1)dBem ™! (Bogaerts et al. 2012). This value is in good agreement with the
first approach. In conclusion, the implantation of erbium dopants in silicon (with the
dopant concentration of the CVD samples) could lead to a slight increase of the propa-
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Figure 2.4.: Implantation-induced loss in ridge waveguides. The reflectance of
waveguides with different lengths is measured on a CVD sample (blue) and
an undoped reference sample (red). Exponential fits to the data reveal prop-
agation losses of ag,peq = 5.7(12) dBem ™" and @, ,gopeq = 3-5(12) dBem ™
for the doped waveguides and undoped waveguides, respectively.

gation loss. The reason for this could be residual crystal damage which was not cured by
the annealing step. Improving the annealing conditions could thus help to further reduce
the propagation loss. A second possible explanation is that the roughness of the etched
sidewalls might be increased for the implanted samples, leading to additional scattering
loss.

2.5. Novel integration sites in silicon

After the nanofabrication, the samples with the erbium-doped waveguides are mounted
in a closed-cycle cryostat with a base temperature of 2 K. The cryostat is equipped with
a variable temperature insert (VTI) that allows the temperature to be adjusted between
the base temperature and room temperature. For the spectroscopic characterization of
the erbium dopants, a wavelength-tunable, continuous-wave laser is pulsed by acousto-
optic modulators (AOMSs) to resonantly excite the dopants. After the excitation laser
is turned off, the fluorescence signal is recorded with superconducting nanowire single-
photon detectors (SNSPDs). Further details on the cryogenic setup as well as the pulse
shaping and data acquisition are given in App. B.

In the first measurement, the excitation wavelength is scanned from 1530 nm to 1540 nm
where the intra-4f transitions are expected for erbium dopants. During the scan, the
laser wavelength is modulated over approximately 1 pm to ensure that no narrow spec-
tral features are missed. Figure 2.5 shows the recorded fluorescence integrated within
the first 450 pus after an excitation pulse of 5 s on an FZ sample. In this data, several
narrow peaks are identified. Three of these peaks are approximately ten times brighter
than the others. The three bright peaks have not been observed in previous studies,
including our own work which investigated samples prepared with different annealing
conditions (Sec. 2.1) (Weiss et al. 2021).
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Figure 2.5.: Novel integration sites in silicon. The fluorescence spectrum of er-
bium dopants measured in the nanophotonic silicon waveguides shows sev-
eral sharp resonances. The three bright resonances correspond to three
previously unreported sites and are labeled (and colored) A (blue), B(red),
and P (green). Sites A and B exhibit favorable properties for quantum ap-
plications and are the focus of this work.

To demonstrate the reproducibility of these novel sites, similar measurements are
repeated on the three other sample types, i.e., CVD, CZ, and AMF (Fig. 2.6). Due
to the different waveguide geometries and fiber-to-chip coupling efficiencies, the pulse
power and pulse amplitude is optimized on each sample waveguide individually for the
best signal-to-noise ratio of the bright peaks. The measured spectra on all four sample
types are very similar despite the different starting materials, implantation conditions,
and sample preparation methods (Sec. 2.3). This implies that the novel integration sites
of erbium dopants in silicon are reproducible.

In the following sections, we will show that two of the three bright peaks correspond to
erbium integration sites with favorable properties for quantum applications (Gritsch et
al. 2022). These novel sites are named A and B and are colored blue and red throughout
this chapter. The third bright site is named P for a precipitate or pair site and is colored
green. This site has about twice as many crystal field levels in the excited state manifold
(Gritsch et al. 2022) as possible for a single erbium dopant. This indicates that site P
involves at least two erbium dopants. Moreover, the integration yield of site P relative
to the integration yield of sites A and B increases with implantation dose, e.g., from the
FZ samples to the FZ (high dose) samples (Weill 2022). Overall, these properties of site
P do not seem attractive for quantum technology applications. Therefore, site P will not
be discussed further in this thesis. Details can be found in (Gritsch et al. 2022; Weif
2022).

The remaining narrow peaks observed in Figure 2.6 have not yet been investigated.
In principle, these sites could also have interesting properties and could therefore be
studied in future experiments. A certain disadvantage of these sites is the low yield on
these sites for the novel implantation and annealing conditions compared to the yield on
sites A and B.

In addition to the three bright sites, i.e., A, B and P, and the other narrow peaks, a
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Figure 2.6.: Reproducible integration of erbium dopants in silicon. Comparing
the flourescence spectra measured on the four different sample types FZ,
CVD, CZ, and AMF shows that erbium dopants integrate reproducibly at
sites A, B, P, and O under the novel annealing conditions motivated in Sec-
tion 2.2 independent of the starting material. These sites are fundamentally
different than the sites found in previous work on a CZ sample prepared
with different annealing conditions indicated by the black triangles at the
bottom of the CZ panel (Weiss et al. 2021).
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broadband background is observed in the fluorescence signal (Fig. 2.6). The emission
spectrum of this background shows several sharp peaks, independent of the excitation
wavelength. Therefore, this background can be explained by the creation of free charge
carriers in the conduction band of silicon. Furthermore, the sharp resonances in the
emission spectrum indicate the presence of at least one optically active site. The optically
active site is labeled O and colored brown. Similar to site P, site O will not be discussed
further. Details can be found again in (Gritsch et al. 2022; Weif3 2022).

The broadband background significantly reduces the signal-to-noise ratio. The back-
ground, and thus the free charge carriers, seems to originate from erbium dopants since
it is observed predominantly in the wavelength range between 1530 nm to 1545 nm and
strongly suppressed at longer wavelengths. In addition, two-photon absorption is ex-
pected to be negligible for the optical intensities in the waveguides during the excitation
pulses in undoped silicon (Sinclair et al. 2019).

The smallest relative amplitude of the background is observed in the FZ samples. One
possible explanation is that the free charge carriers in the rib waveguides can diffuse
into regions where the S-factor is very small before recombining. In contrast, in ridge
waveguides, the diffusion of the free charge carriers is stopped at the sidewalls of the
waveguide where the S-factor is still significant. Another explanation is that free charge
carriers contributing to the broadband background are created at clusters of multiple
dopants and impurities. The reduced relative background fluorescence in the FZ samples
could then also be explained by the ten times lower peak concentration of erbium and
the smaller concentrations of oxygen and carbon relative to erbium concentration (Tab.
2.2). The latter would be in good agreement with previous studies showing that co-
implantation of oxygen also increases the photoluminescence intensity and the optical
activity of erbium in silicon (Kenyon 2005; Vinh, Ha, and Gregorkiewicz 2009).

2.6. Crystal field

We begin our study of sites A and B by measuring the crystal field levels (Fig. 1.1 ¢). For
this purpose, a tunable narrowband filter with a full width at half maximum (FWHM)
of 0.11nm is inserted into the detection path of the experiment. First, this filter is
tuned on resonance with the transitions between the lowest crystal field levels (Z; - Y7,
Fig. 1.1), i.e., 1537.76 nm for site A and 1536.06 nm for site B (Fig. 2.5). To identify the
remaining levels in the crystal field manifold of the optical excited state, the excitation
wavelength is scanned to shorter wavelengths, and the fluorescence after the excitation
pulse is recorded for each site (Fig. 2.7 a). The peaks observed in the fluorescence
spectrum correspond to the transitions between Z; and the excited state crystal field
levels. For site A and site B, seven excited state crystal field energy levels are observed.
This corresponds to the maximum number of excited state crystal field levels for a single
erbium dopant in the *Iis manifold. The degeneracy of the spin-orbit states is thus
completely lifted indicatiflg that the erbium dopants are integrated on a site of low
symmetry (Liu and Jacquier 2005). Subsequently, the excitation laser is tuned to the
brightest peak in the excited state crystal field manifold (Z; - Y, for both sites). This is
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Figure 2.7.: Crystal field spectroscopy. Inserting a tunable narrowband filter in
the detection path allows determining the crystal field energy levels in the
ground and excited state. (a) The narrowband filter is tuned on resonance
(triangles in panel b) with site A (blue) and site B (red), respectively, and
the excitation laser is scanned to shorter wavelengths. The resonances cor-
respond to the transitions from the lowest-lying energy level in the ground
state to the excited state energy levels. (b) The excitation laser is then kept
at the brightest resonance (triangles in panel a), and the narrowband filter
is tuned to longer wavelengths for each site. The resonances correspond to
the transitions from the lowest-lying energy level in the excited state to the
ground state energy levels.

possible because the timescale on which the excitation decays via phonons within each
crystal field manifold, i.e., to ¥; and Z;, is much faster than the optical decay (Liu and
Jacquier 2005). The narrowband filter is then scanned to longer wavelengths (Fig. 2.7
b). The energy levels in the optical ground state crystal field manifold are extracted
from the positions of the resonances in the resulting emission spectra. Eight energy
levels are resolved in the ground state manifold which is expected for dopants in the
a7 1 configuration on a low symmetry site. Six of them are shown in Fig. 2.7 b, and the
remaining two are found at longer wavelengths (Tab. 2.6). The crystal field splitting in
the ground state is thus consistent with the splitting in the excited state.

The extracted crystal field splittings are summarized in Table 2.3. The energy splitting
between the two lowest-lying crystal field levels of site A and site B is larger than in any
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Ground State
CF level - Z;  site A [GHz] site B [GHz]

Z, 2634.2 2186.5
Zs 3095.9 2730.5
Z, 5388.9 4636.1
Zy 6414.3 5969.1
Z, TATT.9 7045.8
Z, 9456(10) 8461(10)
Zs 12264(10) 12095(10)

Excited State
CF level - Y;  site A [GHz] site B [GHZ]

Y, 2417.9 1766.3
Y, 3080.9 2492.8
Y, 3685.3 3035.6
Yy 4057.0 3241.2
Yy 6175.9 4725.9
Y, 7832.5 7334.7

Table 2.3.: Crystal field levels. The frequency splittings of the crystal field (CF) levels
in the excited and the ground states for sites A and B. The smallest energy
splittings in both the ground state and the excited state exceed the crystal
field splittings reported for erbium dopants for any other material (Tab. 2.6).

other known host (Tab. 2.6). In particular, site A exhibits splittings of 2634(1) GHz
in the ground state and 2187(1) GHz in the excited state. Site B shows only slightly
smaller splittings of 2418(1) GHz and 1766(1) GHz for the ground and the excited states,
respectively. Large crystal field splittings are generally beneficial because they set the
temperature scale for the Orbach process. The Orbach process is a spin-lattice relaxation
process that reduces the electron spin lifetime and thus can limit the optical coherence.
This effect will be studied in detail later in this chapter (Sec. 2.9).

In addition, the branching ratio of the direct decay from the lowest level of the excited
state Y; to the lowest level of the ground state Z; is measured. This branching ratio
is important because this is the transition between the long-lived crystal field levels in
the ground and excited manifold. This property is thus required for the calculation
of the Purcell enhancement of the erbium dopants in optical resonators which will be
discussed later in this work (Chap. 3). The branching ratio is measured by calibrating
the transmission through the filter and then measuring with and without the filter. A
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branching ratio of 23(5) % is obtained for both sites (Gritsch et al. 2022). The large
uncertainty of this value results from the decrease of both the detector efficiency and
the transmission of the fiber optical elements for longer wavelengths. In addition, the
different decays may have different dipole orientations which can induce a systematic
error in the branching ratio because each transition would then have a different effective
[-factor.

2.7. Inhomogenenous broadening and erbium integration

On the FZ, CZ, and CVD samples, erbium dopants integrated on site A and site B
exhibit inhomogeneous broadenings (Tab. 2.4) that are comparable to or narrower than
the inhomogeneous broadening observed for other sites in previous studies. These nar-
row broadenings indicate that the dopants are integrated at well-defined lattice sites
and that the dopants are not inducing large inhomogeneous strain fields in their local
environments. The inhomogeneous broadening is determined by fitting a Lorentzian
distribution to the fluorescence after resonant excitation. Similar to the crystal field
measurements, the fluorescence signal is filtered using the tunable narrowband filter.
In contrast to the previous measurements, the excitation laser frequency is no longer
modulated and the excitation power is reduced to avoid artificial line broadening.

The smallest inhomogeneous broadenings are measured on the CZ sample where a
FWHM of 0.46(1) GHz is extracted for site A and a FWHM of 0.50(1) GHz is extracted
for site B (Fig. 2.8) (Gritsch et al. 2022). Similar values for the FWHM are measured
on the CVD sample. However, instead of a single peak, each site splits into two peaks
with a separation of 0.65(1) GHz for site A and 0.36(1) GHz for site B. This double
peak structure could be caused by inhomogeneous strain distributions resulting from
the CVD growth (Subsec. 2.3.1) or by the two isotopes which have been implanted in
these samples.

The FZ samples show considerably broader lines, i.e., 0.96(1) GHz for site A and
1.07(1) GHz for site B despite the approximately tenfold lower concentration of erbium
dopants. This suggests that the dominant broadening mechanism is caused by the im-
plantation process itself due to the higher implantation energies necessary to achieve a
homogeneous dopant concentration in the thicker device layer. This is consistent with
the approximately tenfold broader lines (A: 7.8(1) GHz, B: 13.9(1) GHz) measured on
the FZ (high dose) sample which has a tenfold higher erbium concentration than the FZ
samples (Weifs 2022). To further test this hypothesis, another FZ (high dose) sample is
annealed at 900K instead of 800K (Tab. 2.2). This leads to a significant reduction of
the inhomogeneous linewidth to 1.8(1) GHz for site A and to 3.8(1) GHz for site B. To
further investigate this trend, another FZ (high dose) sample is annealed to 1000K, a
common annealing temperature in previous studies, including our own work (Weiss et al.
2021), again with a hold time of 1 min. At this temperature, erbium dopants in silicon
start to become mobile (Kenyon 2005). Strikingly, after annealing at this temperature,
sites A and B are no longer observed. This indicates that erbium dopants have formed
clusters with other impurities or other erbium dopants. These results further imply that
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Figure 2.8.: Inhomogeneous broadenings. Filtered resonant fluorescence after res-
onant excitation of dopants integrated on sites A and B. The narrowest
inhomogeneous broadening is observed in the CZ samples (top). The larger
broadening observed for the FZ samples (center) is attributed to additional
implantation-induced damage and the natural abundance of isotopes. The
linewidth of the CVD samples (bottom) is comparable to the CZ, but a
double peak is clearly visible.

the annealing conditions can still be optimized. Unfortunately, further studies with dif-
ferent annealing conditions using the FZ or the FZ (high dose) samples were not possible
due to the limited amount of wafer pieces available.

Instead, samples of type AMF are used for further investigation. For this purpose,
AMF samples are implanted at room temperature, 700K, 800K, and 900K (Rinner
et al. 2023). The residual crystal damage on the sample which was implanted at room
temperature is too large for any optical measurements. Sufficient transparency of the
silicon waveguides is restored when the sample temperature is kept at 700 K during the
implantation process. On this sample, erbium dopants are again observed at sites A and
B with inhomogeneous broadenings of 3.3(1) GHz and 1.8(2) GHz, respectively. These
broadenings are significantly larger than the values found for the CZ, CVD, and even the
FZ samples. Similar values are also found for implantation at 800 K and for the sample
implanted at room temperature after an additional annealing step at 800 K using the
same recipe and conditions as for the FZ samples (Tab. 2.4). The combination of the
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Annealing Inhomogeneous Linewidth
Sample Iso- Tempera- during / post site A site B [GHz]
topes ture [K] implantation [GHz|
Ccz L70Ey 800 during 0.46(1) 0.50(1)
Fz all 800 post 0.96(1) 1.07(1)
CVD 170y, 800 during double peak  double peak
167gy 0.40(1) 0.44(1)
FZ (high all 800 post 7.8(1) 13.9(4)
dose)
FZ (high all 900 post 1.8(1) 3.8(1)
dose)
FZ (high all 1000 post not visible not visible
dose)
AMF L70Ey 700 during 3.3(1) 1.8(2)
AMF = 800 post 3.3(1) 2.4(1)
AMF = 800 during double peak 1.4(2)
3.8(5)
AMF 170y 900 during not visible not visible
Table 2.4.: Inhomogeneous linewidths depending on sample type and implan-

tation conditions. The inhomogeneous linewidths of the erbium dopants
observed on the CZ and CVD samples are comparable to the narrowest
inhomogeneous linewidths for erbium dopants in any known host crystals
(Tab. 2.6). Further, the inhomogeneous linewidth is a good indicator for
studying the effect of annealing on implantation-induced damage of the host
crystal. For the FZ (high dose) samples, the inhomogeneous linewidth is
significantly reduced with increasing annealing temperature indicating po-
tential for further improvement. In contrast, the inhomogeneous linewidth
on the AMF samples shows no clear dependence on the annealing tempera-
ture implying other sources for the inhomogeneous broadening. In addition,
sites A and B disappear at different annealing temperature in the FZ (high
dose) and AMF samples, which is attributed to additional impurities clus-
tering with the erbium dopants in the AMF samples, which become mobile
at already at lower temperatures.
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broadened lines and the different dependence on the annealing temperature indicates
that the AMF samples exhibit different dominant broadening mechanisms compared to
the other samples. A possible explanation is that, in contrast to the other samples,
the nanophotonic structures are fabricated prior to implantation such that the erbium
dopants are directly implanted into the waveguides. Moreover, the silicon device layer of
the AMF samples may be contaminated with more or different impurities than the silicon
device layers of the other samples. This hypothesis is strengthened by the observation
that already at an annealing temperature of 900 K, sites A and B are no longer observed
in the AMF samples.

In conclusion, strain fields stemming from implantation-induced damage still broaden
the inhomogeneous linewidth. Thus, further optimization of the implantation and an-
nealing conditions may result in even narrower lines. In addition, residual broadening
is caused by strain sources not associated with ion implantation, i.e., different thermal
expansion coefficients of the silicon and the BOX layers as well as the mixed isotopic
composition of the crystal and residual impurities. The amount and nature of the latter
depend on the purity of the starting material. As a result, the optimal implantation and
annealing conditions may ultimately depend on the starting material, particularly in the
presence of impurities that become mobile at temperatures below the onset of erbium
mobility and tend to cluster with erbium dopants at the same time.

In future experiments to further optimize the annealing and implantation conditions,
the absolute integration yield at a given site should also be determined and included
in the comparison. So far, this has been hindered by the different fiber-to-chip cou-
pling efficiencies, waveguide losses, and by changes in the optical setup in between the
measurements. Furthermore, the heating and cooling rates during annealing are of the
same order of magnitude or even longer than the actual holding times at the desig-
nated annealing temperature. To further optimize this, a rapid thermal annealer with
higher heating rates and active cooling seems attractive. As an alternative, even higher
ramp rates are expected once individual waveguides can be annealed directly with a
laser. With these improvements, a better understanding of the underlying microscopic
processes is expected.

2.8. Optical lifetime

To measure the optical lifetime, the narrowband filter is tuned on resonance with the
transition between Y; and Z;. For the best signal-to-noise ratio, the erbium dopants are
excited at the brightest crystal field level (Y, for both sites). This also ensures that the
resonant background contribution to the signal, which has a different lifetime from the
dopants on the sites A and B, is negligible. The time-resolved fluorescence is integrated
in frequency within one inhomogeneous linewidth for each site (Fig. 2.9). For the rib
waveguides on the FZ samples, the resulting decay is fit with a single exponential decay
for each site. From these fits, optical lifetimes of 142(1) nus and 186(1) ps are extracted for
sites A and B, respectively. These values correspond to the bulk lifetimes of sites A and
B since the Purcell factor is not significantly modified in the rib waveguides (Sec. 2.4)
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Figure 2.9.: Optical lifetime. The time-resolved resonant fluorescence decay is mea-
sured after excitation of a higher crystal field to avoid resonant background
contributions on the FZ (dots) and CVD (squares) samples. The lifetimes
extracted from single exponential fits (solid lines) to the data for sites A
(blue) are shorter than for site B (red). The lifetimes of 142(1) ps for site
A and 186(1) ps for site B observed in the rib waveguides on the FZ sam-
ple correspond to the bulk lifetime of the erbium dopants. In contrast,
the local density of states in the ridge waveguides on the CVD samples is
modified such that slower decays are found which are better described with
bi-exponential fits (dashed).

The observed optical lifetime is more than an order of magnitude shorter than the
lifetime of erbium dopants in all other known host crystals. These optical lifetimes are
also significantly shorter than the expected lifetime of about 2.4 ms for a purely magnetic
dipole transition despite the silicon large refractive index of silicon, i.e., ng; = 3.45 (Dod-
son and Zia 2012). Instead, this observation implies that the erbium dopants on sites A
and B exhibit an electric dipole transition induced by the host material. Furthermore,
the fast optical decays may indicate that these dopants are integrated on interstitial
rather than substitutional sites. For interstitial sites in silicon, the local correction
factor is about ten times larger than for substitutional sites (de Vries and Lagendijk
1998). Interstitial sites seem also consistent with the large crystal field splittings assum-
ing that the perturbation of the free-space Hamiltonian of the erbium dopants induced
by the silicon atoms increases with a shrinking distance between them and the erbium
dopant (Sec. 2.6).

In contrast to the FZ samples, the Purcell factor is modified in the ridge waveguides of
the CVD samples. As expected from the model (Sec. 2.4), the decay is better fit with a
bi-exponential fit whereby both extracted timescales are slower than the bulk decay. An
exact quantitative modeling that would allow a parameter-free fit to the decay requires
a detailed understanding of the dipole strengths and orientations of the erbium sites.

To rule out that different lifetimes are caused by the different sample preparation
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techniques, an additional CZ sample is fabricated with ridge waveguides of different
cross-sections. On this sample, the waveguide width is varied from 0.45pm to 0.9 pm.
As expected, the optical lifetime observed for these waveguides decreases from narrower
to wider waveguides. This confirms that the different lifetimes observed in different ridge
waveguide geometries are a consequence of the modification of the photonic density of
states. Furthermore, the dependence of the measured lifetime on the photonic density
of states implies that the decay from the optically excited state to the ground state is
predominantly radiative (Gritsch et al. 2022).

2.9. Homogeneous linewidth

For quantum technologies based on the exchange of photons, optical coherence of the
emitters is a fundamental requirement. The established method for measuring the optical
coherence of an ensemble of emitters is the photon echo technique (Liu and Jacquier
2005). For the ensembles of erbium dopants in the nanophotonic silicon waveguides, no
photon echoes could be observed so far. In these samples, several effects impede this
measurement technique which are discussed in the following:

First, a photon echo is a collective effect that relies on coherent rephasing of many emit-
ters. Therefore, a sufficiently large number of emitters is required. In the nanophotonic
waveguides, the concentration of dopants at the sites of interest is small. Optimizing the
integration yield at sites A and B will help to increase the number of emitters present
in future samples. In addition, longer waveguides will also increase this number as long
as the propagation loss is negligible.

Second, in the samples studied in this work, the silicon is not isotopically purified.
The natural abundance of 2?Si, which carries a nuclear spin, is about 5 %. Thus, erbium
dopants can interact with 2°Si nuclear spins via the superhyperfine interaction leading
to a fast collapse of the echo signal. The effect of these nuclear spins can be frozen out
by applying large magnetic fields (Car, Le Gouét, and Chaneliere 2020) or avoided by
using transitions between hyperfine states of "Er (Ortu et al. 2018). Alternatively, the
effect of the 2°Si can be eliminated by studying erbium dopants in isotopically purified
samples.

The third effect that may prevent the observation of photon echoes is induced by the
excitation pulses. For the latter, large excitation pulse powers are desirable because
the visibility of photon echoes is expected to increase with stronger but shorter, and
thus spectrally broader, pulses. However, in the samples studied in this work, the fluo-
rescence stemming from the broadband background increases with the excitation pulse
power. The broadband background is related to the creation of free charge carriers
in the conduction band (Sec. 2.5) by the excitation pulses. The free charge carriers
can induce electric fields at the positions of the erbium dopants or change the state
of localized charge traps. In this case, the transition frequency of the erbium dopants
could be Stark-shifted. The excitation pulses then effectively cause instantaneous spec-
tral diffusion preventing the coherent rephasing and thus the emission of a photon echo.
To overcome this, the integration yield of erbium dopants at sites contributing to the
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broadband background should be minimized. If this is not possible, the nanophotonic
waveguides could also be integrated into a suitable p-i-n diode (Lodahl, Mahmoodian,
and Stobbe 2015; Anderson et al. 2019; Appel et al. 2021). In such a configuration, the
charge carriers created during the excitation pulses may be removed fast enough from
the surroundings of the erbium dopants to reduce the instantaneous spectral diffusion.
Furthermore, even without the creation of free charge carriers, exciting neighboring er-
bium dopants may lead to instantaneous spectral diffusion if either the electric dipole,
the magnetic dipole, or the locally induced strain field differs between the optical ground
state and the excited state (Louchet-Chauvet et al. 2023). In this case, a reduction of
the dopant concentration in the waveguides or spectrally narrower pulses that address
only a fraction of the dopants might be necessary.

In addition to the spectral diffusion caused by the excitation pulses, the emitters
could be exposed to spectral diffusion from other sources. Omne possible source are
residual paramagnetic impurities that can interact with the erbium spins. Similar to
29Gi, the detrimental effect of these impurities can be overcome by freezing them out at
large magnetic fields (Rinner et al. 2023) or by removing them from the starting material.
Furthermore, spectral diffusion could also be caused by two-level systems or charge traps
at the surfaces of the nanophotonic structures. To reduce the resulting electrical noise,
the integration of the waveguides into p-i-n diodes seems promising again.

In conclusion, the photon echo technique is not very well suited to study the optical
coherence of the erbium dopants in the samples studied in this work. As an alternative,
the optical coherence time T, can be inferred indirectly by measuring the homogeneous
linewidth v, of the erbium transition. The homogeneous linewidth is related to the

optical coherence as follows:
1

2 271,

(2.4)

In the following, a transient spectral holeburning scheme to measure the homogeneous
linewidth using only weak excitation pulses is introduced (Subsec. 2.9.1). This scheme
is then applied to extract an upper bound for the homogeneous linewidth by varying
the intensity of the excitation pulses (Subsec. 2.9.2). The homogeneous linewidth is fur-
ther investigated as a function of the sample temperature (Subsec. 2.9.3). In addition,
persistent spectral holes are observed which are attributed to the polarization of the elec-
tronic spin states (Subsec. 2.9.4). Furthermore, measuring the homogeneous linewidth
allows an order of magnitude estimate of the integration yield at sites A and B (Subsec.
2.9.5). Finally, we show that similar values for homogeneous linewidth are found with
the measurement scheme introduced in (Berkman et al. 2023a) (Subsec. 2.9.6).

2.9.1. Measuring the homogeneous linewidth using weak pulses

The measurement scheme to characterize the homogeneous linewidth using weak excita-
tion pulses was pioneered for erbium dopants by our group (Weiss et al. 2021) inspired
by previous work with other emitters (Szabo 1975). The scheme is called transient spec-
tral hole burning and allows measuring the power-broadened homogeneous linewidth
Yhom ({). For this purpose, the ensemble of emitters is excited by N laser fields with
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equidistant detunings 0 and intensities I (Fig. 2.10 b, inset). The measurement scheme
is qualitatively understood by comparing the fluorescence S expected from an ensemble
of emitters in two regimes. In the first regime, the detuning between the laser fields is
much larger than the power-broadened homogeneous linewidth. In this case, the dif-
ferent laser fields address different subsets of the inhomogeneously broadened ensemble.
Then, the fluorescence depends linearly on the number of laser fields:

S o N, for 6 > yyom (I). (2.5)

In the second regime, the detuning between the laser fields is much smaller than the
power-broadened homogeneous linewidth. Then, the equidistant laser fields address the
same emitters, and the fluorescence follows the saturation laws, i.e., it increases with a
square root dependence on the number of laser fields:

S o VN, for § < yyom (I) . (2.6)

In both cases, the frequency span of the equidistant laser fields is assumed to be signifi-
cantly smaller than the inhomogeneous broadening: N < ¥ihom-

We model this measurement scheme numerically. In this model, an emitter £ (z, y, w,)
is defined by three random variables. Similar to the model in Subsec. 2.4.2, z and y rep-
resent the coordinates of the emitter within the waveguide cross-section. For simplicity,
we assume the same dipole orientation for all emitters. From the mode profile of the
waveguide (Fig. 2.2), the intensity I (x,y) of the laser fields at the position of each emit-
ter can be calculated. The third parameter, w,, represents the transition frequency of
the emitter and is a random variable with a Lorentzian probability distribution (FWHM:
0.5 GHz, Sec. 2.7) to account for the inhomogeneous broadening. The dynamics of the
excited state probability p, for each emitter in the presence of N laser fields is described
by the rate equation for a two-level system:

M=

Ly = —Ap— (2.~ 1)) 0i8, 27)
i=1
In this equation, A is the spontaneous emission rate. The term describing the stimulated
emission and absorption is generalized for the NV laser fields by introducing the sum
over all laser fields. This term can be simplified further. Since the intensity in each
applied laser field is identical and the detuning between these fields is much smaller than
the transition frequencies of the dopants, i.e., § < wy, the photon flux ®, = @ (z,y)
is identical for all fields and depends only on the position of the emitter within the
waveguide. In addition, the absorption cross-section for each laser field o, depends on
the normalized detuning Al of the laser field and the transition frequency of the emitter

as follows:

— ~ L 2
0 (A) =722 (A=0) " &, - @izw) (2.8)
1+ A, 70

where ¢ (A = 0) is the absorption cross-section on resonance. The steady state solution
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Figure 2.10.: Transient spectral hole burning. (Inset in b). Schematic depiction
of three equidistant laser fields applied to measure the power-broadened
homogeneous linewidth. (a) The calculated fluorescence (dots) depending
on the detuning 0 between the three laser fields for three different power
setpoints (colors) shows two dips at small and large detunings, which are
well-fit with double-Lorentzian functions (solid lines). From the fit to the
dip at small detunings, the power-broadened homogeneous linewidth is
extracted. (b) With decreasing excitation power, this power-broadened
homogeneous linewidth (blue, dots) converges to homogeneous linewidth
(black dashed). The data points are well-fit with a saturation law (blue,
solid). For even smaller excitation powers, the dip at small detunings
vanishes (black in panel a, calculated fluorescence scaled by a factor of
10). The linewidth of the second dip at large detunings corresponds to the
inhomogeneous linewidth and is independent of the excitation power (gray
dots).

(t & o0) of Eq. 2.7 can then be expressed as a function of the ratio T of the excitation

intensity I to the saturation intensity Ig:

I(z,y) <05, T(ay) = L@Y _ 2@y ol =0

- 1
p€<I($,y),w0):*~ 1
et S ’ !
(2.9)
The expected fluorescence for the ensemble of emitters is then calculated by summing
over all emitters: B B
S(T)oc > pe(T(@,y),w)B(zy), (2.10)
E(x,y,w0)
with the S-factor (Subsec. 2.4.2) which depends on the position of the emitter within
the cross-section of the waveguide. This model still contains two free parameters, the
homogeneous linewidth and the saturation intensity. A quantitative prediction for the
homogeneous linewidth could be made if the saturation intensity can be directly calcu-
lated from the dipole moment of the erbium transition.
As an example, the expected fluorescence is calculated for three laser fields N = 3
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and three different excitation powers (Fig. 2.10, colors) as a function of the detuning ¢
between the laser fields. For each excitation power P, the values for the intensities I (z,y)
at the positions of the dopants are calculated according to the fundamental mode of the
waveguide. Fig. 2.10 a shows that the fluorescence decreases with decreasing excitation
power. For each power setpoint, the fluorescence exhibits two dips as a function of
the detuning. The first dip is found at large detunings and is explained by the finite
inhomogeneous broadening, i.e., the signal is reduced once the detuning of the sidebands
approaches Yy nom- The width of this dip is not affected by decreasing the excitation
power (Fig. 2.10 b). The width of the second dip at small detunings is proportional
to the power-broadened homogeneous linewidth. Since the laser fields have the same
intensity, the power-broadened homogeneous linewidth is given by half of the dip width.
The dip depth is approximately v/N = /3, as expected from comparing Eq. 2.5 and Eq.
2.6. The fluorescence is fit with a model consisting of two Lorentzians centered at 6 = 0
to account for both dips. Fig. 2.10 b shows the homogeneous linewidth extracted from
such fits to the fluorescence as a function of the excitation power. The homogeneous
linewidths are fit with a saturation model:

“Thom X YoV 1+P (211)

The model fits the data very well (Fig. 2.10 b). Importantly, the slope of this fit function
is not a free parameter, but given by the square-root dependence. For small excitation
intensities, the power-broadened homogeneous linewidth converges to the homogeneous
linewidth v, and the dip depth at small detunings decreases. For even smaller excitation
powers, no dip is visible any more (Fig. 2.10 a, black). Therefore, we conclude that this
measurement scheme allows measuring an upper bound for the homogeneous linewidth
which corresponds to a lower bound for the optical coherence time. The advantage of
this measurement scheme is that only weak excitation pulses are required.

2.9.2. Optical coherence

Experimentally, three equidistant laser fields are efficiently generated from a single laser
by an electro-optic phase modulator (EOM) in the excitation path (App. B). The de-
tuning between the laser fields is then given by the EOM modulation frequency. The
RF driving power of the EOM is adjusted so that the carrier and the two first-order
sidebands have approximately equal power. In this configuration, the higher order side-
bands are still strongly suppressed and can be neglected. The ensemble is then excited
with 150 ps long pulses. To avoid persistent spectral holeburning (Subsec. 2.9.4), the
carrier frequency is shifted in between two subsequent excitation pulses within the in-
homogeneous line. The fluorescence is then recorded after each excitation pulse. Figure
2.11 a shows the fluorescence as a function of the applied EOM modulation frequency
for different excitation powers (different colors) measured for site B on a CVD sample.
The measured fluorescence is in good qualitative agreement with the prediction from
the model (Fig. 2.10). Similar to the numerical results, the datasets for the different
excitation powers are fit with the model including two Lorentzian terms, for the power-
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Figure 2.11.: Measuring the homogeneous linewidth. N equidistant laser fields
are generated with electro-optic phase modulators. The fluorescence is
measured for different excitation powers (colors) as a function of the de-
tuning between the laser fields. The datasets are in good qualitative agree-
ment with the numerical model (Fig. 2.10). The dips at small modulation
frequencies correspond to the power-broadened homogeneous linewidths
which are well-fit with a Lorentzian decrease with excitation power. (a)
For N = 3, the fit function contains a second Lorentzian term describing
the reduction of fluorescence at large modulation frequencies due to the
inhomogeneous linewidth. (b) For N = 27, the contrast of the power-
broadened homogeneous linewidths is enhanced facilitating measurements
at even lower excitation powers than for N = 3.

broadened homogeneous linewidth and for the inhomogeneous broadening, respectively.
For small excitation powers, the fluorescence signal approaches the dark count level of
the detector preventing further measurements at lower powers. To overcome this, the
number of equidistant laser fields is increased from three to 27. For this purpose, three
EOMs are concatenated in the excitation path. For the same power per laser field, the
same power-broadened homogeneous linewidths are measured, but the signal-to-noise
ratio is significantly improved (Fig. 2.11 b) allowing us to continue the measurement at
lower powers.

In the experiment, a deviation of the dip depth is observed from the expected values
of v/3 and v/27 for three and 27 laser fields, respectively. This deviation could be caused
by unequal powers of laser fields generated by the EOMs, by fluorescence induced by
second-order sidebands, and by a contribution originating from broadband background.
The dip decreases when the power-broadened homogeneous linewidth approaches the
homogeneous linewidth at small powers due to the finite spectral densities of the emitters,
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Figure 2.12.: Homogeneous linewidth. Power-broadened homogeneous linewidth as
function of the excitation power using 27 equidistant laser fields for sites
A and B measured on a CVD sample. The data points are well-fit with a
saturation law. The narrowest power-broadened homogeneous linewidths,
9(3) kHz for site A (blue crosses) and 10(2) kHz for site B (red dots), set
an upper bound for the homogeneous linewidth of the emitters which is
approximately 20 times larger than the lifetime-limited linewidth. For
site B, these data points are extracted from the measurements shown in
Fig. 2.11 b.

which is also observed in the numerical model. In addition, for small powers where the
signal-to-noise ratio decreases, the detector dark counts can also lead to a deviation of
the dip depth.

Figure 2.12 shows the extracted homogeneous linewidths from measurements on both
sites with 27 laser fields as a function of the excitation intensity. Similar to the numerical
model, the homogeneous linewidths are well-fit with saturation laws. At the powers that
give the smallest measurable signal, homogeneous linewidths of 9(3) kHz and 10(2) kHz
are observed for site A and site B, respectively. These values correspond to an upper
bound for the homogeneous linewidth. They are only a factor of ~ 20 larger than the
lifetime-limited linewidth in the CVD samples of ~ 0.6 kHz. Due to the modification of
the LDOS, the lifetime in the CVD samples is longer than in the FZ samples, hence the
lifetime-limited linewidth is slightly smaller (Sec. 2.8).

The narrow homogeneous linewidths measured for both sites are comparable to the
narrowest spectral features observed in nanostructured devices (Zhong and Goldner
2019). Based on the homogeneous linewidths, lower bounds for the optical coherence
times of 17(6) s for site A and 16(3) ps for site B are expected which imply exceptional
coherence properties of the erbium dopants. Comparable homogeneous linewidths are
also observed on the FZ and CZ samples (Gritsch et al. 2022).

Nevertheless, spectral diffusion of a few Megahertz at longer timescales is expected for
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the erbium dopants similar to most other solid-state quantum emitter (Wolfowicz et al.
2021). This spectral diffusion is attributed to the nuclear spin bath and to the proximity
to charge traps at the surfaces of the nanostructures and will be further discussed in
Sec. 5.3.

2.9.3. Temperature dependence and spin-lattice relaxation processes

The optical coherence time T, cannot exceed the spin lifetime ¢;. This is because the
effective magnetic field at the position of the erbium dopants is always non-zero due to
the Earth’s magnetic field and the nuclear spin bath even without applying an external
magnetic field. This effective magnetic field leads to a Zeeman splitting of the electronic
spin states of the erbium dopants. Due to the Zeeman interaction, the different spin
states have slightly different energies, and thus a spin flip always induces instantaneous
spectral diffusion annihilating the optical coherence.

For small dopant concentrations, the electron spin lifetimes of rare-earth dopants in
solids are usually limited by spin-lattice relaxation processes (Liu and Jacquier 2005).
Three spin-lattice relaxation processes are known to occur for rare-earth dopants: one-
phonon direct relaxation, and the Raman and the Orbach processes which are two-
phonon processes (Wolfowicz et al. 2021). At cryogenic temperatures and in the absence
of an external magnetic field, the direct process can be neglected. The Orbach process
(Orbach and Bleaney 1997) involves the absoprtion of a phonon resonant with another
energy level which, in case of erbium dopants, is usually a neighboring crystal field level.
From this energy level, the electron then decays again while emitting a phonon. In
contrast, the Raman process describes a process in which no resonant energy level is
present, and thus only virtual phonons are exchanged. The transition rates of all three
processes are intrinsically strongly dependent on the sample temperature since they scale
with the phonon population in the crystal.

To investigate this experimentally, the sample temperature is tuned from base tem-
perature to 18 K. The homogeneous linewidth of site A is measured for four different
power setpoints (Fig. 2.13, different symbols). For all power setpoints, the homogeneous
linewidth remains constant up to temperatures of ~ 8 K. Above ~ 8K, the homoge-
neous linewidth increases with temperature. We find, that this temperature dependence
is well-fit with an Orbach model:

A3

A b
2(;_ Ai: + Foffsct' (212)
A, in Apg,Ags P < T ) —1

(T) =

The model sums over all crystal field levels in the ground and excited states (Agg, Axg)
and assumes that the Orbach coefficient A, is identical for all crystal field levels.
Furthermore, I' 4. is added to account for the offset of the homogeneous linewidth due
to power broadening. Since the crystal field splittings are measured independently, this
model has only two free fit parameters, i.e., A and I' ... From the fits to the data,
Orbach coefficients of 1.1(4) x 103s™ K3 and 0.9(4) x 103s ' K3 are extracted for
site A and site B, respectively. These values are approximately 60-fold smaller than the
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Figure 2.13.: Temperature dependence of homogeneous linewidth. We measure
the homogeneous linewidth for four different power setpoints (different sym-
bols) as a function of the temperature for site A on a CVD sample. The
temperature is controlled by a resistive heater connected to the VTI. Si-
multaneously, the optical lifetime is measured so that the lifetime-limited
homogeneous linewidth (purple) can be calculated. The lifetime-limited
homogeneous linewidth does not increase within the shown temperature
range. In contrast, the homogeneous linewidth starts to increase for tem-
peratures larger than 10 K. From a Orbach fit to the data, we can extrapo-
late that lifetime-limited linewidths may be obtained below a temperature
of 8K (black).

Orbach coefficient found for erbium dopants in Y,SiOy (Dibos et al. 2018) implying a
favorable scaling with temperature.

In addition, the optical lifetime is measured for the different temperatures to ensure
that the increase of the homogeneous linewidth is not caused by an increasing lifetime-
limited linewidth. As expected for a predominately radiative decay (Sec. 2.8), the optical
lifetime and the corresponding lifetime-limited linewidth remain constant (Fig. 2.13, pur-
ple diamonds). A similar dependence of the homogeneous linewidth on the temperature
is observed for site B (Gritsch et al. 2022).

This result is of significant technological importance. In particular, the lifetime of
the electron spin of erbium dopants in silicon does not limit the optical coherence at
temperatures which are accessible with *He pulse-tube cryostats. These cryostats reach
base temperatures between 1 K to 4 K. Such cryostats are much cheaper than the dilution
refrigerators needed to achieve temperatures below 1 K.

2.9.4. Persistent spectral holes

In the previous homogeneous linewidth measurements, the frequencies of the applied
laser fields are always shifted by a random global offset between two successive exci-
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Figure 2.14.: Persistent spectral holes. The linewidths measured with the transient
holeburning scheme show a saturation at small powers (orange) attributed
to persistent spectral holeburning. The persistent spectral holes are ex-
plained by the polarization of the electron spin states which are non-
degenerate due to the finite magnetic field at the position of the dopants
even without an externally applied magnetic field. To overcome this effect,
a random global frequency offset is added to the laser fields in between
two subsequent excitation pulses. This allows measuring power-broadened
homogeneous linewidths not limited by persistent spectral hole burning
(blue).

tation pulses. In the following, this measurement technique is further motivated. In
the previous Subsec. 2.9.3, we found that the effective magnetic field at the position
of the erbium dopants is always finite and that below temperatures of about 8 K, the
electronic spin lifetimes are expected to exceed the optical lifetimes. This implies that,
when the ensemble is probed at a single frequency, the population in the electronic spin
states can be transferred to the ground state which is not resonant with the excitation
light. This results in persistent spectral holeburning (Fig. 2.14, orange). In this case,
the homogeneous linewidth measurement probes the width of these persistent holes once
the width of the power-broadened homogeneous linewidth becomes smaller than these
persistent holes. The measured linewidths then converge to the width of the persistent
holes for small powers.

To avoid probing the persistent spectral hole width, the excitation frequency of the
laser fields is randomly shifted within 20 MHz in between two successive excitation
pulses. Then, the measured linewidth does no longer saturate at small excitation powers
(Fig. 2.14, blue). Instead, the measured linewidth again follows a square-root depen-
dence as expected for the power-broadened homogeneous linewidth.

2.9.5. Integration yield

The homogeneous linewidth measurements can be used to estimate the integration yield
at sites A and B. The integration yield is the fraction of implanted ions which is integrated
on the respective sites after implantation and annealing.
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For each site, the fluorescence signal is recorded at the center of the inhomogeneous
broadening. For the same pulse parameters, the power-broadened homogeneous line-
width is then measured. With the detection efficiency of photons in the nanophotonic
waveguides, the number of dopants contributing to the fluorescence signal can be de-
duced. By comparing the inhomogeneous and the homogeneous linewidths, this number
of dopants can be related to the total number of dopants at the respective integra-
tion site. This number is then compared to the implanted dose. For the nanophotonic
waveguides, an approximate yield between 0.05% to 1% for sites A and B is extracted.

This measurement technique allows us to obtain an order of magnitude lower bound for
the integration yield. In particular, it omits all types of photon losses in the nanophotonic
waveguides. These include propagation loss and mirror imperfections as well as finite
B-factors (Subsec. 2.4.2).

In future samples, the integration yield may be more accurately determined from ab-
sorption measurements. In the samples used in this work, the low dopant concentration
combined with oscillating reflection signals from the fiber-to-chip interfaces hindered ab-
sorption measurements. In addition to increasing the optical depth, either by increasing
the dopant density or by using longer waveguides, absorption measurements can also
benefit from a geometry without mirror. This allows obtaining a pure transmission mea-
surement that avoids the effect of photon backscattering at the fiber-to-chip interface.

2.9.6. Alternative transient holeburning measurement scheme

The measurement scheme introduced in Subsec. 2.9.1 is compared to a second transient
hole burning scheme which was first reported in (Berkman et al. 2023a) after our initial
results were published (Weiss et al. 2021). For the experimental implementation of this
scheme, only one laser field with a single frequency is required. The dopants are excited
with a burn pulse and a probe pulse with same length and power, which are applied
without any temporal delay in between. The fluorescence is then measured as a function
of the frequency detuning between the burn and the probe pulse. Again, we can get an
intuition by comparing two regimes. In the first regime, the shift between the two pulses
is much smaller than the power-broadened homogeneous linewidth. Then, the probe
pulse continues to excite the same dopants as the burn pulse. In the second regime, the
detuning between the burn and probe pulse is much larger than the power-broadened
homogeneous linewidth of the dopants. In this case, the laser field addresses a different
set of dopants, which have not yet been excited, after shifting the excitation frequency.
This scheme exploits that the excitation dynamics, i.e., the solution of Eq. 2.7, follow
an exponential behavior. Because of this behavior, the increase of the excited state
probability is largest at the beginning of the excitation process. Therefore, a larger
fluorescence is expected in the second case (Berkman et al. 2023a).

Experimentally, the frequency shift of the laser field is applied by using an acousto-
optic modulator (AOM). In Figure 2.15, both techniques are compared. For the tran-
sient holeburning scheme described in this section (dark blue), two pulses with lengths of
12.5 ps are applied. For the comparison with the other scheme, an EOM is additionally
used to apply these pulses at three different frequencies with a separation of 80 MHz.
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Figure 2.15.: Different transient hole burning schemes. The transient holeburning
scheme used in this work (dark red) is compared to the transient holeburn-
ing scheme introduced in (Berkman et al. 2023a). Lorentzian fits (solid
lines) to the measurements show that with both schemes, the same power-
broadened homogeneous linewidth is measured. The scheme used is this
work provide a better dip contrast improving the SNR.

For the transient hole burning scheme described in Subsec. 2.9.1 (dark red) pulses with
the same power and with lengths of 25 s, and three laser fields are applied. For both
measurement schemes, dips corresponding to the power-broadened homogeneous line-
width are observed at low modulations frequencies which are well-fit with Lorentzians.
From these fits, linewidths of 3.8(1) MHz and 3.8(4) MHz are extracted for the scheme
used in this work and for the scheme introduced by (Berkman et al. 2023a), respectively.
The power-broadened homogeneous linewidths are identical within the uncertainty, but
the scheme used in this work provides a better signal-to noise-ratio.

2.10. Electronic spin states

Having focused on the optical properties of the erbium dopants in the previous sections,
we now turn to their spin. Erbium dopants integrated at sites that completely lift the
degeneracy of their 4f orbitals form effective spin 1/2 systems (Sec. 1.2, Fig. 1.1 ¢, d).
Furthermore, the g-tensor of the erbium dopants is generally anisotropic and different
for the ground g, and excited g, state (Maryasov and Bowman 2012).

Thus, when a magnetic field is applied to an ensemble of erbium dopants, several
magnetic classes can be observed. The magnetic classes emerge because the same erbium
integration site can be found at multiple positions within the unit cell of the host crystal
with different orientations with respect to the magnetic field axis. In addition, for each
of these classes, two spin-preserving transitions with a splitting of A, o ] 99— ge‘ B and
two spin-flip transitions with a splitting of A, o ] gy + ge] B can be spectrally resolved.

To investigate this for erbium dopants in silicon, a magnetic field is applied along
the [100] crystallographic axis of an AMF sample implanted at room temperature and
annealed to 500 °C (Sec. 2.3, Tab. 2.2). This sample is doped only with 1"°Er which has
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Figure 2.16.: Magnetic field dependence. For several different magnetic field am-
plitudes applied along (100), the peak positions (dots) in the fluorescence
spectra are extracted. Peaks that occur symmetrically around the center
frequency at zero field of site A (a) and site B (b) belong to the respec-
tive sites and are colored while the gray peaks belong to other sites. The
saturation of the dots indicates the amplitude of the respective peak. Two
magnetic classes are observed for site A and three magnetic classes for site
B. From linear fits to the colored peaks, the differences (spin-preserving)
and sums (spin-flip) of the g-factors g, and g, are calculated (Tab. 2.5).

no nuclear spin. In the cryostat, the sample temperature is kept at a temperature of
14 K so that the spin lifetime is short compared to the optical lifetime and persistent
population transfer to the other spin state is avoided (Subsecs. 2.9.3 and 2.9.4).
Fluorescence spectra with ranges of 200 GHz around the center frequencies of the
two sites A and B are then recorded for several magnetic field strengths ranging from
0T to 1T. In these spectra, several peaks are observed. In Figure 2.16, the center
frequencies of these peaks (dots), extracted from Lorentzian fits, are shown as a function
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Site  Spin-flip: |gg +ge| Spin-preserving |gg —ge|

A 21.48(6) 0.39(5)
A 20.26(20) 2.04(5)
B 18.37(12) 1.22(1)
B 20.94(13) 2.23(7)
B - 3.72(16)

Table 2.5.: Sums and differences of effective g-factors along (100). Sums and
differences of the effective g-factors extracted for the magnetic classes of sites
A and B found in Figure 2.16. The energy splitting in the optical ground
state exceeds the energy splitting in the excited state, but the spin-preserving
lines can not yet be assigned to the spin-flip lines to determine g, and g,.

of the applied magnetic field. The brightness of the peaks is hereby proportional to the
saturation of the colors. For both sites, pairs of peaks that occur symmetrically around
the center frequency at zero field are assigned to the respective site (colored blue and
red). The effective sums and differences of the g-factors in the ground and the excited
state are then extracted from linear fits to these peak positions. At least two magnetic
classes for site A and at least three magnetic classes for site B are observed (Tab. 2.5).

By repeating the measurement at a large magnetic field of several Tesla and a temper-
ature of 2K, where the electron spin starts to freeze out, we find that the high energy
branch is more populated indicating that the splitting in the ground state is larger than
in the excited state. Nevertheless, the spin-preserving and spin-flip transitions cannot
be unambiguously assigned to each other. This prevents the calculation of g, and g, for
each class. Basically, single dopants can be studied to assign the spin-preserving to the
spin-flip transitions since each of them can only belong to one magnetic class. This will
be discussed later in this work (Subsec. 5.3.4). However, an intrinsic disadvantage of
this technique is that single dopants may exhibit deviations from the ensemble g-tensors
due to lattice defects in their local environment.

In future experiments with ensembles of dopants, the spin-preserving and spin-flip
lines can be related by spectral holeburning. For such measurements, a pump laser field
is used to polarize the spin population in the optical ground state. A weaker probe field
is then applied to measure the spin population on the other transitions. Intrinsically,
a population transfer is only observed between the transitions belonging to the same
magnetic class.

In addition, samples exclusively doped with 7Er will be studied in the future. The
167Er isotope has a nuclear spin of 7/2. At potential zero-first-order-Zeeman (ZEFOZ)
points at small magnetic fields or at very large magnetic fields, which freeze out the
electron spin, the nuclear spin states of '“Er can exhibit exceptional coherence times
(Ortu et al. 2018; Rancié et al. 2018).
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2.11. Summary and outlook

In summary, we have found that erbium dopants integrate into silicon at two novel sites,
i.e., site A and site B, which have promising properties for quantum technologies. Site A
and site B are reproducibly formed by ion implantation and annealing under novel con-
ditions. These sites are also observed in commercially available nanophotonic structures
fabricated on wafer scale, demonstrating the scaling potential of this material platform.
Compared to erbium dopants in other host materials (Tab. 2.6), the novel erbium sites
in silicon show inhomogeneous broadenings that are only a factor of two larger than the
narrowest broadenings reported in the literature. Moreover, these sites exhibit radiative
decays that are more than an order of magnitude faster than in any other host material
and narrow homogeneous linewidths indicating excellent optical coherence. Due to the
large Debye temperature in silicon and the crystal field splittings which are larger than
in any other host, the narrow homogeneous linewidths are preserved up to temperatures
of 8 K. These results make silicon a highly promising host material for erbium dopants.

In future experiments, the microscopic composition of the two novel sites will be
further investigated, which may help to optimize the integration yield. For this purpose,
an applied magnetic field will be rotated relative to the sample along at least three axes.
From such measurements, the symmetry of the sites can be determined. Moreover, the
position of the erbium dopants within the unit cell of the silicon host crystal may be
inferred in combination with the crystal field measurements.

A challenge for this material system is to increase the fluorescence in the nanophotonic
waveguides. One way to do this is to increase the length of the waveguides if the
waveguide propagation loss is small enough. To this end, the origin of the slightly
increased propagation loss observed for waveguides fabricated after erbium implantation
will be further studied. In addition, the integration yield at sites A and B could be
improved. This will require further optimization of the implantation and annealing
conditions. This optimization should also focus on reducing the background contribution
which will increase the signal-to-noise ratio.

With an increased fluorescence, the spin dynamics in the ensemble of erbium dopants
could be probed with spectral holeburning techniques. If sufficiently narrow spectral fea-
tures can be prepared, the erbium dopants could be used to realize chip-based quantum
memories, e.g., with the atomic frequency comb protocol (Afzelius et al. 2009). Due
to the narrow homogeneous linewidths, microsecond long optical coherence, and thus
similar storage times, can be expected for such a quantum memory. The storage times
might be further enhanced by using the nuclear spin states of ”Er isotope at zero or
very large magnetic fields. Then, the coherence time is likely limited by the spin bath
induced by natural abundance of the 2°Si isotope which can be eliminated by isotopic
purification (Liu et al. 2022). This may result in potentially second (Ranci¢ et al. 2018)
or even-hour long coherence times (Saeedi et al. 2013).

Another possible application, which will be pursued in the next chapters, is the real-
ization of a spin-photon interface with a single erbium dopant in silicon coupled to an
optical cavity.
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Si (site A) Si (site B) Y,SiO; (S1) Y,SiO; (S2)
Wavelength [nm)] 1537.76 1536.06 1536.48 1538.90
Optical Lifetime [ms] 0.142 0.186 11.4 9.2
Branching ratio 0.23(5) 0.23(5) 0.2 -
Min inhom. LW [GHz] 0.45(2) 0.50(2) 0.2 0.2
homogeneous LW [kHz] <10 <10 0.07 0.7
Lifetime limited LW [kHz] 1.121 0.856 0.014 0.017
CF splitting Z, [THz] 2.634(3)  2.187(3) 1.9 1.4
CF splitting Z, [cem™] 87.9(1) 73.0(1) 63.4 46.7
CF splitting Y, [THz] 2.418(3)  1.766(3) 1.2 1.2
CF splitting Y, [em™!] 80.7(1) 58.9(1) 40.0 40.0
Debye temperature[K] 640 640 580 580
CaWO, Y,AlLO;, LiINbO, TiO, YVO,  Y,O,
Wavelength [nm)] 1532.2 1527  1531.52 1520 1529.2 1535.69
Optical Lifetime [ms] 2.8 6.9 2 5.3 33 8.5
Branching ratio - - - - 0.42 0.22
Min inhom. LW [GHz] 1 30 250 045 0.2 0.4
homogeneous LW [kHz] 2 5 3 - 1 0.6
Lifetime limited LW [kHz] 0.057 0.023 0.080 0.03 0.048 0.022
CF splitting Z, [THz] 0.6 0.66 1.9 1.06 1.1 1.2
CF splitting Z, [cm™] 20.0 22.0 63.4 354 367 40
CF splitting Y5 [THz] 0.25 15 1.9 046 0.055 1
CF splitting Y5 [cm™!] 8.3 50 63.4 153 1.8 33.4
Debye temperature [K] 267 405 503 740 443 230

Table 2.6.: Comparison of erbium dopants in different host materials. Refer-
ences: Si (site A) and Si (site B): (Gritsch et al. 2022), Y,SiO5 (S1) and
Y,Si05 (S2): (Thiel, Bottger, and Cone 2011), Y,05: (Thiel, Bottger, and
Cone 2011; Fukumori et al. 2020), CaWO,: (Thiel, Bottger, and Cone 2011;
Ourari et al. 2023), Y3Al;O,4: (Thiel, Bottger, and Cone 2011), LiNbOs:
(Thiel, Bottger, and Cone 2011), TiOy: (Phenicie et al. 2019), YVO,: (Li

et al. 2020; Xie et al. 2021).

48



3. Spin-photon interfaces with single
emitters in optical cavities

Spin-photon interfaces enable quantum logic operations, e.g., quantum gates between
spin qubits and photonic qubits. In quantum networks, such interfaces are required at
each network node so that entangled states between flying qubits encoded in optical
photons and stationary qubits encoded in spin states can be created. These photonic
qubits are used in turn to create entanglement between spin qubits located at remote
nodes. To facilitate this, the spin-photon gates require an optical nonlinearity which is
inherently provided by single emitters. Furthermore, these gates should be fast, and im-
plemented with high success probability, enabling large quantum information processing
rates, which requires a strong, ideally deterministic spin-photon interaction (Borregaard,
Serensen, and Lodahl 2019). Single emitters in free-space or bulk materials do not fulfill
this requirement because they have only a small absorption cross-section compared to
a diffraction-limited laser spot. To overcome this, single emitters can be embedded in
optical resonators (Reiserer and Rempe 2015). Optical resonators can confine light fields
in time and space at the location of the emitter such that even deterministic interactions
can be achieved. Single emitters in optical cavities then become pristine candidates for
quantum networking (Reiserer 2022) and quantum computation (Simmons 2023).

In this chapter, important aspects that allow the modeling of single erbium dopants
embedded in an optical cavity are reviewed (Sec. 3.1). Then, it is discuss how such a
device can be used to create entanglement between a spin and a photon, and between two
spins (Sec. 3.2). Finally, different cavity realizations suitable for single erbium dopants
in silicon are compared (Sec. 3.3).

3.1. Single emitters in optical cavities

An emitter embedded in an optical resonator experiences a strong modification of the
local photonic density of states. Thus, the light-matter interaction inside the resonator
can be fundamentally different compared to the situation in free-space. To describe
this, the cooperativity (Subsec. 3.1.1), the central figure of merit to describe the coher-
ent interaction between a cavity mode and an emitter, and the Purcell enhancement
(Subsec. 3.1.2), the lifetime reduction of the optically excited state, are introduced. In
addition, the reflection coefficient of a resonator and the probability to couple photons
out of the emitter-cavity system are outlined (Subsec. 3.1.3).
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3.1.1. Cooperativity

The interaction between a single emitter and a cavity mode is defined by three parameters
(Fig. 3.1). These are the emitter-photon coupling parameter g, the photon decay rate
of the cavity mode «, and the total dephasing rate of the emitter v (Fox 2006; Janitz,
Bhaskar, and Childress 2020). Note that here x and + are intensity decay rates. In the
literature, they are sometimes used to express the electric field decay rates which leads
to factors of 2 in all equations (Reiserer 2022).

The emitter-photon coupling rate, which is generally defined by the electric field am-
plitude E at the position of the emitter and the electric-dipole vector fi. , is given in a

resonator as (Fox 2006):
1
- A 2 2
= Hegll ([ pegw 3.1)
h 2e0hV ) 7 '

with the vacuum permittivity ¢,, the Planck constant f, and the angular frequency
w of the resonant transition. In addition, optimal alignment between the dipole and
the electric field is assumed in this equation. The mode volume V'is a property of the
cavity that measures the spatial confinement of the resonant light fields and is defined
as (Reiserer and Rempe 2015):

fe|E|2 d3r

(3.2)

where € is the permittivity within the cavity volume. A stronger spatial photon con-
finement leads to a smaller modal volume and thus to a larger emitter-photon coupling
rate.

The photon decay rate is given by the sum of all photon scattering rates out of the
cavity (Fig. 3.4) and thus corresponds to the temporal confinement of the photons in
the cavity mode (Reiserer and Rempe 2015):

K= Kout + Kloss = Aw (33)

Albeit the dynamics in the cavity is not affected by in which of the channels the photons
are lost, it is of practical importance to distinguish between the outcoupling channel x,,;
where the photons are collected and measured and all other channels where the photons
are lost and thus undetectable x;,,,. In addition, x is proportional to the linewidth in
frequency domain of the resonator mode A f = %, which can be measured by sweeping
the frequency of a laser over the cavity resonance. To compare cavities with different
resonant frequencies, the dimensionless quality factor (Q-factor) is introduced (Janitz,
Bhaskar, and Childress 2020):

Q=-"===71 (3.4)
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Figure 3.1.: Single emitter in an optical cavity. The dynamics of an emitter (black
dot) coupled to a cavity mode (red) is defined by three parameters: the
emitter-photon coupling g, the photon decay rate of the cavity mode x,
and the total dephasing rate . The photon decay rate consists of two
components corresponding to the light scattered out of the cavity in the
direction where it is collected (k,,,;) and the light scattered into other modes
(Kjpss)- The emitter-cavity system is controlled and probed by light fields
with single or few photons (curly arrows) impinging on one of the two cavity
mirrors.

The total dephasing rate of the emitter is given by the homogeneous linewidth of the
emitter. It results from multiple effects: the optical decay through the cavity-coupled
transition 7y, radiative or non-radiative decay through non-coupled transitions v, and
the pure dephasing rate of the emitter ~,:

Y= +m +"7 (3.5)

These three parameters are combined into a single quantity, the cooperativity C, which
expresses the probability of coherent emitter—photon interaction (Janitz, Bhaskar, and
Childress 2020; Borregaard, Sgrensen, and Lodahl 2019):

_4g°
-

C (3.6)

In particular, for C' > 1, the emitter-photon interaction inside a resonator can become
deterministic (Reiserer and Rempe 2015). Furthermore, two different regimes are distin-
guished for the light-matter interaction in the resonator. In the strong coupling regime
g > max (k, ), the light-matter interaction is reversible. In this case, C' > 1 is trivially
satisfied such that the interaction is always deterministic. The dynamics of the system is
then described by the Jaynes-Cummings Hamiltonian. In contrast, in the weak coupling
regime, also called the fast cavity or Purcell regime g < max (k,~), the light-matter
interaction is not reversible. Importantly, also in this regime, for C > 1, which can be
realized by k > g > 7, the light-matter interaction can be deterministic.

3.1.2. Purcell enhancement

Similar to Subsec. 2.4.2, the modification of the local density of states leads to a change in
the lifetime of the emitter, i.e., the Purcell effect or Purcell enhancement. In particular,
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in cavities with large Q-factors and small mode volumes, the transition rate of the
emitter to the cavity-coupled light mode 7, is drastically increased compared with the
bulk transition rate v,. This can be accessed experimentally by measuring the optical
lifetime of the emitter in the cavity 7} and comparing it with the bulk lifetime 7} -

Ye =Py, T1= Tl,i;ulkv (3.7)
where P is the Purcell factor. P can be expressed as (Janitz, Bhaskar, and Childress
2020):

2 3 2 3
p:Cl:ﬂ:i<i> Q’ %ZNLW:} (3.8)
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where A is the vacuum wavelength, and n is the refractive index. Typically, the mode
volume is expressed in units of (\/n)?, which makes it easier to compare resonator designs
for different wavelengths. In contrast to the cooperativity, the Purcell factor depends
only on cavity parameters since g and «y, are both proportional to the transition dipole

matrix element ji., such that it cancels out in the equation for P (Reiserer 2022).

The Purcell factor in Eq. 3.8 represents the theoretically largest value for an ideal,
optimally placed and orientated two-level emitter in a cavity. However, the Purcell factor
of an emitter embedded in a cavity at position 7 can be reduced by the following effects:

First, the Purcell enhancement decreases if the emitter is not placed exactly at the
position with the largest field intensity. In this case, the reduction of the Purcell factor is
given by the ratio of the field intensity at the position emitter compared with the intensity
maximum. This is particularly relevant for solid-state systems in which the position
of the emitter cannot be changed, and its location typically stems from probabilistic
integration techniques like ion implantation.

Second, misalignment of the electric field vector and the orientation of the induced
dipole leads to a reduction proportional to the scalar product of the direction vectors
of the dipole and the electric field. Again, for emitters in the solid-state, this term can
be significant because the dipole orientation of the transition is determined by the host
crystals which often cannot be orientated arbitrarily with respect to the cavity mode.

Third, the Purcell enhancement is also reduced in presence of other decay channels,
e.g., nonradiative decay or transitions to other energy levels of the emitter. This applies
to almost all emitters. In particular for erbium dopants, this term is given by the
branching ratio Y; — Z; (Dibos et al. 2018) (Sec. 2.6). For color centers, it is usually
given by the Debye-Waller factor, i.e., the branching ratio into the zero-phonon line
(Janitz, Bhaskar, and Childress 2020).

Fourth, the Purcell enhancement is also reduced if the transition frequency of the
emitter and the resonance frequency of the cavity are detuned (Fox 2006). Including all
of these effects, the Purcell factor can be then written as:

P(T”,w)—iQ (E(?)>2“E‘ ") Heg| o 1

(
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; (3.9)
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where w, is the resonance frequency of the cavity. Because of Eq. 3.8, the same correction
terms also apply for the cooperativity.

Importantly for erbium dopants, the Purcell enhancement reduces the long excited
state lifetimes > 100 ps which would significantly limit the repetition rate of many quan-
tum information processing operations.

3.1.3. Cavity reflection spectrum and outcoupling efficiency

To probe the dynamics in the cavity, light fields are reflected off the cavity. The response
is given by the reflection coefficient r (w), which can be derived from input-output theory
(Reiserer and Rempe 2015):

2K’out

Qi(w—wc)-l—/ﬂ-ﬁ-ﬁ

r(w)=1-— (3.10)

Remarkably, the reflection coefficient can be affected by the presence of a single emitter
(Reiserer and Rempe 2015) for sufficiently low probe photon fluxes which do not saturate
the cavity-coupled transition. The reflection spectrum of the cavity is further given as
R=|r(w).

Furthermore, the modification of the local photonic density of states also affects the
distribution of spatial and frequency modes in which the photons are emitted. In par-
ticular, the fraction of photons emitted into the cavity mode is given as:

P

(3.11)
Thus, in resonators with large Purcell enhancement, almost all photons are emitted into
the cavity mode. In addition, the fraction of photons which are coupled out of the cavity
can be calculated from the ratio of the scattering rates «,,, and k;,,;. The outcoupling
efficiency 7, which describes the probability that an excitation of the two-level system
creates an outcoupled photon, is then given as:

Kout P
Rloss + Kout 1+P

K

n=-2p = (3.12)
K

Optimizing the outcoupling efficiency is critical for some applications of optical res-

onators, e.g., single-photon sources (Knall et al. 2022).

3.2. Generating entanglement

Protocols entangling spin qubits with optical photons and remote spin qubits were first
demonstrated in pioneering experiments with the electronic spin of an NV center in
diamond (Bernien et al. 2013; Hensen et al. 2015). Remarkably, these experiments
could be realized without an optical cavity due to the large transition dipole moment
of the NV center. In comparison, the transition dipole moment of erbium dopants in
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silicon is about four orders of magnitude smaller such that even for proof-of-concepts
experiments cavity integration seems mandatory.

In the following, we thus consider the general case of a single optically addressable spin
qubit embedded in an optical cavity. This applies specifically for a spin qubit encoded in
the Zeeman states of a single erbium dopant embedded in a cavity and generally for many
other solid-state qubits (Wolfowicz et al. 2021). The cavity is further assumed to be on
resonance with one of the two spin-preserving optical transitions, i.e., the bright state
of the spin qubit (|1), Fig. 3.2). The other spin state |]) is assumed to be off-resonant
with the excitation laser and thus ”dark”.

To enable two-qubit entangling gates between the spin and the photon and also be-
tween different spins, the following control operations must be available for the spin
qubit (DiVincenzo 2000):

First, these control operations include the initialization of the spin qubit in the eigen-
states of the Z-basis ([1),]])). This can be achieved by optical pumping on either the
spin-flip or the spin-preserving transitions. Depending on the detuning of these transi-
tions with respect to the resonance frequency of the cavity, the required fields might be
applied in different polarization or spatial modes.

Second, coherent qubit rotations are required to prepare the spin in superposition
states. These rotations can be realized by direct driving of the spin transition with
radiation fields in the microwave (MW) domain or with all-optical Raman control using
two-color laser fields. Moreover, these rotations can be applied for dynamical decoupling
sequences to extend the coherence time of the spin qubit.

Third, one needs the ability to determine the state of the qubit after each experimental
sequence, which can be implemented by fluorescence state detection. In this scheme,
the bright spin-preserving transition is repeatedly probed, and the number of photons
detected is used to discriminate between the dark and the bright state. This is possible
if both the lifetime of the spin states exceeds the sequence length and the spin-flip
probability from the optically excited state is sufficiently low. Embedding the spin
qubit in an optical resonator can significantly improve the scheme either if the splitting
between the spin-flip transitions and the probed transition is larger than the resonator
linewidth or if the dipoles are oriented such that only the spin-preserving transition
is enhanced. In both cases, the resonator increases the number of probe repetitions
that can be applied before an unwanted spin-flip occurs such that this effect is called
cavity-enhanced cyclicity (Raha et al. 2020).

In addition to these control operations, it is paramount that the emitted optical pho-
tons are coherent, i.e., indistinguishable in all degrees of freedom except the one degree
of freedom which is used to encode the photonic qubit. This indistinguishability can
be verified by Hong-Ou-Mandel interference of two subsequently emitted photons or,
alternatively, by measuring the optical coherence time T, of the emitter with optical
echo sequences. Ideally, the optical coherence time is lifetime-limited 7, = 27). For
this purpose, cavities can be a key enabler in order to overcome emitter dephasing by
sufficient reduction of the optical lifetime as long as the cavity itself does not introduce
additional contributions to the dephasing (Reiserer 2022).

Once these requirements are fulfilled, the spin qubits can be used for interference-based
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Figure 3.2.: Time-bin entanglement. The state of a qubit encoded in the optical
ground state of a two-level spin system can be entangled with the emission
time of an optical photon. For this purpose, the qubit is prepared in a
superposition state (faint colored dots). (a) Then, an optical 7-pulse reso-
nant with one of the two spin-preserving transitions (red arrow) is applied.
(b) Subsequently, the state of the qubit is rotated in the z-basis (orange).
(c) Finally, another optical m-pulse is applied on the same transition as the
first m-pulse.

quantum information protocols (Reiserer 2022). For this purpose, the spin qubits are
first entangled with a photonic qubit. Photonic qubits can be defined in different degrees
of freedom. Possible options are time of emission (Barrett and Kok 2005), polarization
(Reiserer and Rempe 2015), or frequency (Mochring et al. 2007). Importantly, these
photonic qubits are loss-tolerant in contrast to qubits encoded in the photon number
states for which photon loss, which is unavoidable in any realistic implementation, leads
to a rotation of the qubit.

In the following, we choose time-bin encoding, which has been successfully realized
with optically addressable spin qubits in the solid-state (Fig. 3.2) (Bernien et al. 2013;
Bhaskar et al. 2020). To generate an entangled state between the spin and the photon,
the spin qubit is prepared in a superposition state (faint colored dots, Fig. 3.2). Then,
an optical m-pulse (red arrow) is applied on the bright spin-preserving transition which
is resonant with the cavity mode. The time interval after this m-pulse corresponds to
the early time-bin |e) of the photonic qubit. Next, the population of the spin-qubit is
swapped by a m-pulse on the qubit transition (orange arrow). Then, a second optical
m-pulse is applied on the bright spin-preserving transition, and the subsequent time
interval corresponds to the late time-bin |I). If the spin qubit is initially prepared in an
equal superposition state, this protocol creates a maximally entangled state shared by
the photon and the spin |V, ):

[Wps) o< led) +[17) (3.13)

The efficiency of this entanglement generation protocol can be greatly enhanced by em-
bedding the spin qubit in a suitable cavity, but a cavity is not strictly required (Bernien
et al. 2013). In contrast, for C' > 1, a cavity-enabled dispersive phase gate can be
realized, which was first demonstrated in pioneering experiments with trapped atoms
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Figure 3.3.: Remote entanglement. To generate remote entanglement, the spins are
at first entangled with photonic time-bin qubits. The emitted photons are
interfered at a beamsplitter, to erase the which-path information. Exactly
one click in both the early and the late time bin heralds successful generation

of an entangled state shared by the two spins (Barrett and Kok 2005; Bernien
et al. 2013).

Clicks

(Reiserer et al. 2014; Tiecke et al. 2014) and could later be also implemented with SiV
centers in diamond (Bhaskar et al. 2020; Stas et al. 2022). This gate relies on the ef-
fect that the reflection of a cavity can be changed by the presence of a single emitter
(Eq. 3.10). For a sufficiently large cooperativity, this effects allows resolving the state
of the spin qubit so that the spin-dependent reflection from the cavity can be used as a
gate operation. Remarkably, this spin-photon gate avoids bringing the spin qubit to its
optically excited state, which may reduce its decoherence.

After explaining these different ways to genereate spin-photon entanglement, it will
be discussed how this can be used to establish an elementary quantum network link
by generating remote entanglement between two spin qubits (Barrett and Kok 2005).
This scheme has been successfully realized with NV centers in diamond (Bernien et al.
2013). To this end, two remote spin qubits are prepared in equal superposition states.
Then, by applying the sequence described above, both spins are entangled with photonic
time-bin qubits. The photonic qubits are then interfered at a beamsplitter to erase the
which-path information (Fig. 3.3). If two clicks are detected in either the early or the
late time bin, the spins are projected to a separable state. In contrast, if one photon
is detected in each time-bin, the successful creation of a maximally entangled state |¥)
shared by the two spin qubits is heralded.

(W) oc [11) £ 1) (3.14)

Importantly, the spin qubits must not dephase during this sequence, thus the coherence
time of the spin ¢, must exceed the sequence length including the traveling time of the
photons to the measurement station.
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3.3. Cavity designs for erbium dopants in silicon

Optical resonators suitable to resolve single erbium dopants in silicon can be divided
into open microcavities and nanophotonic cavities. The most prominent example of
open microcavities are Fabry-Perot cavities which are formed by two ultra-high reflec-
tivity Bragg mirrors (Fig. 3.4 a). Such mirrors require surfaces with ultra-low scattering
loss which can be fabricated by CO,-laser ablation on glass substrates or on optical
glass fibers and subsequent deposition of multiple dielectric layers (Hunger et al. 2012;
Uphoff et al. 2015). To stabilize the resonant frequency of the cavity, the cavity length,
i.e., the distance between the two mirrors, requires good passive stability and often also
active stabilization. Passive stability is achieved by using appropriate dampers and soft
springs to decouple the cavity from vibrations in the environment. This is particularly
challenging in closed-cycle cryostats where helium pumps and compressors are connected
to the sample space via a pulse tube cooler (Merkel, Ulanowski, and Reiserer 2020). In
such settings, and generally for Fabry-Perot cavities with large Q-factors, additional
active stabilization is implemented, e.g., with piezoelectric elements manipulating the
distance between the mirrors and locking schemes such as the Pound-Drever-Hall tech-
nique (Merkel 2021; Black 2001).

With trapped atoms, ground-breaking experiments in the strong coupling regime
(C > 10) were demonstrated in Fabry-Perot resonators (Reiserer and Rempe 2015). In
addition, such cavities are compatible with all types of solid-state host materials, includ-
ing silicon, which can be polished to sufficiently flat surfaces to avoid excessive scattering
loss. The host material, usually thinned to a few micrometers (Merkel, Ulanowski, and
Reiserer 2020) or in the form of nanocrystals (Casabone et al. 2021), is then placed
in between the two mirrors. Erbium dopants in YSO membranes embedded in Fabry-
Perot resonators demonstrated Purcell enhancements P > 110 (Ulanowski et al. 2023;
Ulanowski, Merkel, and Reiserer 2022).

A special type of Fabry-Perot cavities are fiber cavities comprising at least one mirror
fabricated on a facet of an optical fiber which can then be used for in- and outcoupling
of light fields (Hunger et al. 2010). In contrast to conventional Fabry-Perot cavities, this
eliminates the need for free-space optics to couple light in and out of the resonator and
may also lead to a reduction in the device footprint. Erbium embedded in yttrium oxide
(Y503) nanocrystals showed a Purcell enhancement P > 120 in such cavities (Deshmukh
et al. 2023).

Alternatively, erbium dopants can be embedded in nanophotonic resonators. A key
advantage of such cavities is that they are lithographically fabricated and thus can be
integrated on photonic chips together with other photonic elements (Panuski et al. 2022),
with only a fraction of the device footprint compared to open micro-cavities. Examples of
such resonators are ring resonators (Fig. 3.4 b) or photonic crystal resonators (Fig. 3.4 ¢).
The latter, specifically one-dimensional photonic crystal cavities, fabricated directly from
erbium-doped silicon, are used for this work.

Photonic crystal cavities typically have mode volumes of about 1 (A\/ n)3 which is sig-
nificantly smaller than the mode volumes of most ring resonators (Bogaerts et al. 2012)
and Fabry-Perot cavities. Thus, the number of dopants within that volume which expe-
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rience significant Purcell enhancement is reduced. The Q-factors achieved for photonic
crystal cavities depend strongly on the material and the available nanofabrication meth-
ods. Large Q-factors have been observed in diamond, silicon nitride, and silicon carbide,
but the largest Q-factors to date have been observed in silicon, enabled by the unique
level of maturity of silicon nanofabrication (Asano et al. 2017).

The cooperativity and Purcell factors achieved in photonic crystal cavities exceed the
values reported for all other cavities with record cooperativities > 1 x 102 observed for a
single SiV center in diamond (Bhaskar et al. 2020) and Purcell factors of about 1 x 10°
observed for erbium dopants in CaWO, and MgO (Ourari et al. 2023; Horvath et al.
2023). Remarkably, the latter was achieved by a hybrid integration approach. To this
end, nanophotonic silicon resonators are coupled evanescently to emitters in a different
host material which is incompatible with nanofabrication (Dibos et al. 2018). In these
devices, the maximum intensity of the electric and magnetic fields is still located in the
silicon device such that even larger values of P can be expected if the dopants are directly
integrated there.

Furthermore, nanophotonic resonators are monolithic, i.e., they are less susceptible to
vibration-induced instabilities and do not require special passive or active stabilization.
However, this entails also that the tuning of the resonance frequency after fabrication is
limited (Sec. 4.5).

Finally, we note that, despite these promising properties of photonic crystal cavities,
the intrinsic proximity of the erbium dopant to the surfaces be detrimental for the
coherence of these emitters and induce additional spectral diffusion (Kuhlmann et al.
2013). This effect is avoided in micrometer-thin membranes in Fabry-Perot cavities such
that measurements in such a setting can significantly enhance the understanding of the
properties of single erbium dopants in silicon.

In the next chapter, the design, fabrication, and characterization of the one-dimensional
photonic crystal cavities used in this work is described in detail.
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Figure 3.4.: Comparison of different cavity types. Different types of optical cavi-
ties in which erbium dopants in silicon can be investigated. The advantages
and disadvantages of these cavities are discussed in the main text. (a) Op-
tical image of an Fabry-Perot cavity formed by two mirrors with ultra-high
reflectivity. (b) SEM micrograph of a ring resonator with two coupling wave-
guides. (c) SEM micrograph of a one-dimensional photonic crystal cavity
formed by air holes in a waveguide.
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Nanophotonic one-dimensional photonic crystal cavities have been established as a lead-
ing platform for spin-photon interfaces with record cooperativities (Bhaskar et al. 2020)
and Purcell enhancements (Ourari et al. 2023; Horvath et al. 2023) (Sec. 3.3). Silicon
is a pristine material for fabricating of these devices due to the unrivaled maturity of
available nanofabrication methods. Thus, the largest Q-factors (Asano et al. 2017) and
the smallest mode volumes (Hu et al. 2018) achieved for photonic crystal cavities have
been reported in silicon devices.

In this chapter, the concept of photonic crystals is introduced (Sec. 4.1). Starting from
photonic band structure calculations, an optimized design process for one-dimensional
photonic crystal cavities is outlined (Sec. 4.2). Then, optimized nanofabrication pro-
cesses for these photonic crystal cavities are described (Sec. 4.3). To facilitate efficient
prototyping, the photonic properties of the nanostructures are subsequently character-
ized at room temperature (Sec. 4.4). Moreover, techniques for tuning the resonance
wavelength to the transition wavelength of the erbium dopants at cryogenic tempera-
tures are discussed (Sec. 4.5).

4.1. Photonic crystals

Photonic crystal-based devices have been established as a versatile tool to modify the
spatiotemporal properties of light modes on photonic chips (Joannopoulos 2008; Panuski
et al. 2022). In general, photonic crystals are dielectric structures with a periodic modu-
lation of the permittivity on the length scale of the optical wavelength in the material. In
analogy to electrons or phonons in the solid-state, this periodicity leads to photonic Bloch
modes supported in the material stack. This can be derived directly from the Maxwell
equations in a medium without free charges or currents (Gross and Marx 2018):

-

- . 0B - . 9D
VB=0, VxE+—=0, VD=0, VxH—-—=0. (4.1)
ot ot
The displacement field D can then be expanded in the electric field E (Joannopoulos
2008):

Di = 2 o 3 -

= Zgij (7,w) E; + Z XE,;,k (F,w) E;Ef + Z XE,;,I@,Z (F,w) E;E B+ 0O (EY). (4.2)

0 J ik gok,l

with the vacuum permittivity €, and the dielectric tensor ¢;;. For a photonic crystal
consisting of air holes fabricated in the device layer of an SOI wafer, the dielectric tensor
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is given by the scalar permittivities of silicon, silicon dioxide, and air, which are in
good approximation isotropic and dispersion-free for wavelengths around the erbium
transition at &~ 1536 nm, such that:

g;5 (F,w) = e (7). (4.3)

Importantly, the effect on the permittivity caused by the low erbium concentration
< 50 ppm in the silicon device layer (Sec. 2.3) can be neglected here. For small optical
intensities, the expansion (Eq. 4.2) can be truncated after the linear term (Joannopoulos
2008). Nevertheless, we note that for centrosymmetric crystals such as silicon, the
second order nonlinear term corresponding to the Pockels effect vanishes, i.e., xg) E=
(Berciano et al. 2018). In contrast, the Kerr nonlinearity o XE?’; k1 18 finite in silicon and
may lead to small perturbations for very large optical powers (Sinclair et al. 2019).
Continuing with only the linear term and separating the spatial and temporal compo-

nents, the following equation for the spatial solutions is derived (Joannopoulos 2008):
Vx (—v x B (“)21?(*) (4.4)
)| =(— 7 .
e (7) ’

where p,. &~ 1 is used for the relative magnetic permeability of the material stack. This
equation has the structure of an eigenvalue problem for the electromagnetic field repre-
sented by H (7). Thus, the symmetries of the solutions of this equation are determined
by the symmetries of the permittivity. In particular, a periodic modulation leads to
periodic eigenmodes, which in turn give rise to photonic band structures of the guided
modes (Joannopoulos 2008).

4.2. Design

A lattice defect in a photonic crystal can induce strongly localized modes. Photonic
crystal resonators are devices that optimize the properties of these localized modes and
use them as cavity modes (Akahane et al. 2003). To this end, dedicated engineer-
ing approaches have been developed for the design of the defect (Englund, Fushman,
and Vuckovic 2005; Joannopoulos 2008). These optimization approaches are enabled by
both finite-element methods (FEM) and finite-difference time-domain methods (FDTD).
These methods numerically solve Maxwell’s equations in time domain for different cavity
designs such that key properties of the cavity modes, including @-factors, mode volumes,
and outcoupling efficiencies, and spatial mode profiles can be extracted (Joannopoulos
2008; Oskooi et al. 2010). Initially, photonic crystal cavities were designed by analyzing
the scattering loss of the localized mode in Fourier space (Akahane et al. 2003; Srini-
vasan and Painter 2003). A key finding of this approach is that the spatial envelopes of
the resonant modes should be Gaussian to maximize the Q-factors. Furthermore, this
approach has been used to iteratively optimize the Q-factor by individually modifying
photonic unit cells (Nakamura et al. 2016). This enabled the record Q-factor Q ~ 1x 107
observed experimentally for a photonic crystal resonator (Asano et al. 2017). Alterna-
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tively, different numerical optimization methods are used to optimize the properties the
cavity modes (Chan et al. 2012). To this end, genetic algorithms with a variety of fitness
functions are applied to optimize for different cavity properties (Nguyen et al. 2019;
Knall et al. 2022). In addition, genetic algorithms can also be combined with dedicated
machine learning methods (Guimbao et al. 2022). Furthermore, photonic crystal cavity
designs based on inverse design methods have also been proposed (Molesky et al. 2018).

In this work, a different design approach for one-dimensional photonic crystal cavities
is used which was originally pioneered by (Quan and Loncar 2011). This design approach
allows cavity designs with large Q-factors to be derived from photonic band structures
without individually modifying photonic unit cells. This eliminates the need for com-
putationally expensive optimization involving FEM or FDTD methods. Instead, this
approach requires only photonic band structure calculations, which are computationally
much cheaper (Oskooi et al. 2010), and a few FDTD simulations.

This design approach is presented in the following, starting with photonic band struc-
tures calculated for different unit cells (Subsec. 4.2.1). Based on these band structures,
photonic crystal cavity designs with large @-factors can be derived (Subsec. 4.2.2). Fur-
thermore, different schemes are discussed which allow optimizing the cavity outcoupling
efficiency (Subsec. 4.2.3). The designs are then finalized using FDTD methods (Sub-
sec. 4.2.4).

4.2.1. Photonic band structures

The first step in designing a photonic crystal cavity is to choose the lattice, the funda-
mental unit cell, and the geometric degree of freedom which is used to induce the defect
in the photonic lattice. The photonic unit cell used in this work comprises a single el-
liptical air hole in a silicon ridge waveguide (Fig. 4.1 a, inset), and the lattice is formed
by a one-dimensional array of these unit cells. Elliptical air holes are advantageous over
circular air holes because they maximize the width of the narrowest connections of the
dielectric material in between two air holes, and between the air hole and the edge of
the waveguide. Alternative unit cells include "alligator” (Burgers et al. 2019) or "saw-
fish” (Bopp et al. 2022; Pregnolato et al. 2023) designs, which are characterized by a
variation of the waveguide width. As the sweep parameter to induce the geometrical
defect, the lattice constant a is chosen, i.e., the length of the photonic unit cell which
also corresponds to the distance between two air holes. In principle, the size of the air
holes could also be used to induce the defect, e.g., by varying the hole radii (Quan and
Loncar 2011; Quan, Deotare, and Loncar 2010), however, fabrication imperfections of
air holes with diameters of about 100 nm can be strongly size dependent, so in principle,
each hole size requires dedicated optimization.

For a given unit cell (waveguide width w,, = 700 nm, waveguide thickness w, = 220 nm,
semiaxes h, = 75nm,h, = 162.5nm, lattice constant a = 358 nm), the first four pho-
tonic bands are then calculated numerically using the MPB library which is part of the
MEEP software package (Oskooi et al. 2010). Fig 4.1 a shows the band structure along
k., i.e., the momentum vector along the one-dimensional lattice. The modes located in
the light cone (gray shaded) are not confined inside the silicon because the condition for
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Figure 4.1.: Photonic crystal cavity design from band structure calculation.
(a) (Inset) Top view of a unit cell of a one-dimensional photonic crystal
with an elliptical air hole. (Main panel) The photonic band structure for
the unit cell shows band gaps (green and blue shaded regions) between
the two lowest lying quasi-TE (green) and quasi-TM (blue) bands. The
resonance frequency of the erbium dopants (red dashed) is within the quasi-
TE band gap. (b) Band edges (solid lines) and band gaps (shaded regions)
for the quasi-TE (green) and quasi-TM (blue) bands as a function of the
lattice constant, i.e., the length of the unit cell. With increasing lattice
constant, the bands are shifted to smaller frequencies. The black dotted line
indicates the lattice constant for which the full band structure is shown in
(a). (c) Within the bandgap, the mirror strength of the unit cell is non-zero.
For the target frequency (red dashed in b), the mirror strength is shown as
a function of the lattice constant. The mirror strength is maximized in the
center of the bandgap. (d) To form a cavity, the lattice constant of the first,
€.8., Niaper = 7 unit cells on both sides of the center are adapted such that
the mirror strength is linearized. To facilitate efficient outcoupling through
the coupling mirror (left), the mirror strength is only increased to a fraction
of Yeoupling = 0.7 relative to its maximum. In addition, extra unit cells
(orange shaded) are added on both sides to increase the @-factor.
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total internal reflection is not fulfilled. Furthermore, the four guided modes obey two
different parities and can thus be grouped into quasi-TE modes (green) and quasi-TM
modes (Joannopoulos 2008). Photonic band gaps are observed for both parities (blue
and green shaded). In general, the bands below the photonic band gaps, i.e., at lower
frequencies, are called the dielectric modes, and the bands above the band gaps are called
air modes. For the quasi-TE modes studied in this work, the principal electric field com-
ponent of the dielectric mode is more strongly confined in the dielectric than the principal
electric field component of the air mode (Joannopoulos 2008). For the given parameters
of the photonic unit cell, the target frequency of the resonator fi, .. = 195 THz, which
is between the optical transition frequencies of the erbium dopants on sites A and B in
silicon, is within the band gap of the TE-bands (red dashed).

To determine the photonic band gaps of different unit cells, it is sufficient to calculate
the band edge frequencies, i.e., the frequencies at the edge of the unit cell in momentum
space. Fig. 4.1 b shows these band edges for the first four guided modes depending on
the lattice constant, i.e., the sweep parameter which induces the geometrical defect that
generates the cavity mode. The band gaps for the different parities (green and blue
shaded areas) shift to smaller frequencies with increasing lattice constant.

4.2.2. Linearzation of the mirror strength

The next step in the cavity design process is to calculate the mirror strengths. The
mirror strength v is the imaginary part of the complex k-vector, k, = k, , —iv, and
is thus non-zero only within the photonic bandgap. For a given target frequency, the
mirror strength can be calculated from the band edge frequencies for the different lattice
constants a (Quan, Deotare, and Loncar 2010):

”(“)‘ng(awfl(a)) (P ) b= HETRE as)

with the dielectric band edge f;, the air band edge f,, and the mid-gap frequency f,
(Quan, Deotare, and Loncar 2010). In Fig. 4.1 ¢, the mirror strength is plotted for the
desired target frequency f, ..o and for quasi-TE parity.

Linearization of the mirror strength between adjacent unit cells leads to approximately
Gaussian envelopes of the localized defect modes (Quan and Loncar 2011). These en-
velopes in turn lead to large Q-factors (Akahane et al. 2003).

The first step of composing the unit cells to a cavity design is choosing the lattice
constant (or, more generally, the geometric sweep parameter) of the central photonic
unit cell such that the dielectric band edge is resonant with the target frequency. Sub-
sequently, a defined number of photonic unit cells N, is added on both sides of the
central unit cell such that the mirror strength increases linearly until it reaches the max-
imum value for which the target frequency is exactly in the center of the photonic band
gap (Fig. 4.1 d). In addition to these unit cells with tapered lattice constants, more unit
cells with maximum mirror strength are typically added to further increase the Q-factor
(Fig. 4.1 d, orange).
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An intuitive understanding why a linearized mirror strength leads to approximately
Gaussian envelopes can be gained by considering a plain-wave ansatz for the electric field
E(x) oc e7%=%_ Inserting the complex k-vector into this ansatz results in an oscillatory
term E (z) oc e =% and a damping term. The latter defines the envelope of the mode
profile and becomes Gaussian for a generic linear mirror strength ~ (x):

E(z) oc e @)% oc e for ~(x) o . (4.6)

4.2.3. Cavity-to-waveguide coupling

In this work, the cavities are designed for measurements in reflection. To this end, light
is coupled in and out of the resonator by a feed waveguide which is attached to one
mirror, i.e., the coupling mirror (Fig. 4.2 a). To facilitate efficient cavity outcoupling
to the feed waveguide, an asymmetric cavity design is used in which the reflectivity of
the coupling mirror is reduced compared to the back mirror. Albeit this reduces the
Q-factor, the overall device performance may improve (Knall et al. 2022) depending on
the application. Conventional designs typically realize this asymmetry by reducing the
number of unit cells of the coupling mirror N, piing
cells of the back mirror N, (Quan and Loncar 2011). A novel approach to optimize
the outcoupling efficiency, recently introduced by (Knall et al. 2022), not only reduces
the number of unit cells of the coupling mirror but also adjusts the relative maximum
mirror strength of the coupling mirror 0 Yooupling = 7“#‘)’:;3 <1 (Fig. 4.14d).

In addition, the cavity-to-waveguide coupling efficiency can be improved by adding
unit cells with tapered air hole sizes between the coupling mirror and the feed waveguide
to improve the spatial mode matching (Knall et al. 2022). The number of these air holes

is defined as N,,,.

compared to the number of unit

4.2.4. Finite-difference time-domain simulations

To finalize the design, finite-difference time-domain (FDTD) simulations are applied
which are implemented using MEEP (Oskooi et al. 2010). From these simulations, the
Q@-factor, the mode volume, the resonance frequency, and the spatial mode profile are
extracted. By tuning the cavity design parameters, Nypors Neoupling: 214 Yeouplings the
Q-factor and the mode volume can be adjusted. Importantly, this optimization does not
involve an additional modification of individual photonic unit cells beyond linearizing
the mirror strength. Thus, only few of these computationally expensive simulations are
required to find suitable choices for the cavity design parameters. In addition, Ny, is
not optimized, but chosen such that it is significantly larger than Ny, to facilitate an
asymmetric design. Furthermore, the cavity resonance frequency calculated by FDTD
deviates slightly from fi, ... For given values of Ny,pcr, Neouplings 304 Yeouplings this shift
is approximately constant which is also reported in previous work (Quan and Loncar
2011). Thus, by tuning Jtarges Of the cavity design, the resonance frequency is adapted
to the desired frequency.

Applying this design approach, we find the following values for the cavity design
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Figure 4.2.: Finite-difference time-domain (FDTD) simulations. (a) Top view
of a one-dimensional photonic crystal cavity designed with the process de-
scribed in the main text. From left to right, the cavity comprises a feed
waveguide, N, . = 2 unit cells for spatial mode matching (green), a coupling
mirror formed by Ny, = 8 unit cells with a relative mirror strength of
Yeoupling = 0-7 (orange), Ny, ., = 7 unit cells with linearized mirror strengths
on both sides of the center of the cavity, and Ny, = 20 unit cells form-

ing the back mirror (orange). The amplitude of the principal electric field
component of the fundamental quasi-TE mode, calculated with FDTD, is
overlayed (red and blue). (b) Zoom into the central region of (a). (c) Cross-
section at the center of the cavity, also overlayed with the principal electric
field component of the fundamental quasi-TE mode.

parameters: Neooo = 7, Negupling = 85 Feoupling = 0-7- Furthermore, Ny, = 20 and
N_,,, = 2 are chosen independently to ensure the asymmetry and to improve the spatial

mode matching, respectively (Fig. 4.2 a). For these settings, the FDTD simulation
predicts a Q-factor of Q = 0.68 x 10°, a mode volume of V = 0.83(A\/n), and a
resonance frequency of f, = 1.9499 x 10° GHz corresponding to a resonance wavelength
of Ay, = 1537.5nm, for the fundamental cavity mode with quasi-TE parity. Fig. 4.2 b
shows the amplitude of the principal electric field component of the latter at the center
of the silicon device layer (colors). As expected, the electric field antinodes are located
in the silicon layer where the erbium dopants will be integrated. In addition, Fig. 4.2 ¢
shows a section perpendicular to the waveguide at the center of the cavity for the same
mode.

4.3. Nanofabrication

The nanofabrication process of the photonic crystal cavities is similar to the one used
for the in-house fabricated nanophotonic waveguides (Subsec. 2.3.3, App. A). However,
the performance, in particular the Q-factors, of the nanophotonic cavities can be more
severely altered by fabrication imperfections inducing excess scattering loss. To minimize
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Figure 4.3.: Nanofabrication of photonic crystal resonators. To achieve the de-
sired cavity properties, the electron beam lithography and reactive etching
processes are optimized. (a) Scanning electron microscope (SEM) image.
Top view of the first eight air holes of a photonic crystal cavity with N, =3
unit cells for mode matching. Smooth sidewalls and non-distorted, elliptical
air holes indicate good electron beam lithography. (b) SEM image. Af-
ter cleaving the sample perpendicular to photonic waveguides, their profile
is inspected. Vertical sidewalls confirm the high anisotropy of the applied
etching recipe. (¢) SEM image. Suspended photonic crystal cavity after all
steps of successful nanofabrication.

the latter, the nanofabrication process is optimized for smooth sidewalls for both the
waveguide and the air holes (Fig. 4.3 a, b).

To achieve sidewalls with low line edge roughness, i.e., a smooth horizontal profile, the
resist mask, fabricated by electron beam lithography, is optimized. To this end, prox-
imity effect correction, including an over-dose under-size scheme, is applied (BEAMER
- GenlSys GmbH 2023). The latter improves the line edge roughness of the mask by
exploiting the blurring effect of over-dose exposure while compensating the effect on
the feature size. Furthermore, the resist is developed with n-amyl actetate and methyl
isobutyl ketone kept at cold temperatures of 5°C which also improves the line edge
roughness (Ocola and Stein 2006).

To facilitate smooth, vertical etch profiles, the composition of the etch gases which
provide chemical etching and sidewall passivation, i.e., SFs and O,, is optimized together
with the biasing of the etching plasma (de Boer et al. 2002; Nojiri 2015; Dussart et al.
2014; Yang et al. 2019). In contrast to the nanophotonic waveguides, the cavities are
etched without Ar sputtering at another RIE machine.

Similar to the nanophotonic waveguides, the cavities comprise a tapered waveguide
end which is used for adiabatic coupling to a tapered optical fiber. The theoretical
limit for the coupling-efficiency using this approach increases from about 20 % to above
90 % when the BOX layer beneath the tapered waveguide is removed (Weif3 2022; Zeng
et al. 2023; Nikbakht et al. 2015). The latter is facilitated by immersing the sample
in hydrofluoric acid and subsequent drying using a critical point dryer. To guarantee
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sufficient mechanical stability of the suspended device, additional support structures
connect the nanostructures with the remaining silicon device layer (Fig. 4.3 ¢). For the
photonic crystal cavities used in this work, this is feasible with only one pair of support
structures. The width of the latter is about 200 nm for which the additional scattering
loss is expected to be less than 5% based on FDTD simulations. The experimentally
achieved one-way coupling-efficiency of these suspended nanostructures is about 50 %
(Pforr 2023) and is probably limited by angular misalignment between the fiber and the
waveguide.

As an example for the final result of nanofabrication, an SEM micrograph of a fully
processed, suspended one-dimensional photonic crystal cavity is shown in Fig. 4.3 c.

4.4. Characterization

After nanofabrication, the Q-factors, the cavity-to-waveguide coupling efficiency, and
the resonance wavelength of the photonic crystal cavities are characterized at room
temperature (App. B). Based on these characterization measurements, the cavity design
and the nanofabrication processes can be optimized.

To detect the modes of the cavities, the wavelength-dependent reflection off the nano-
structures is measured. A cavity mode is then indicated by a Lorentzian dip at its
resonance wavelength (Eq. 3.10). From the linewidth of the Lorentzian, the Q-factor of
the cavity mode (Eq. 3.4) is derived. In addition, the amplitude of the Lorentzian dip
is given by the cavity-to-waveguide coupling efficiency, for which three different regimes
are distinguished:

< 0.5, Ky < Kppss, undercoupled,

out __ out _
= =0.5, K
K Kioss + Kout

critically coupled, (4.7)

out — Kloss>

> 0.5, Koy > Kppsss Overcoupled.

However, to distinguish between an undercoupled and an overcoupled cavity, it is neces-
sary to not only measure the intensity of the reflected light but also its phase (Fig. 4.4 a)
(Reiserer and Rempe 2015). In particular, the phase of the reflected light exhibits a
jump ¢, when the laser wavelength is scanned over the resonance wavelength of the cav-
ity mode. The magnitude of this phase jumps is proportional to the cavity-to-waveguide
coupling efficiency:

< T, Koyt < Klpss, undercoupled,
Gr =T, Kyur = Kioss, Critically coupled, (4.8)

>, Kour > Kiosss Overcoupled.

To facilitate a phase measurement (Jacobs 1988), a heterodyne setup is used (Friih
2020). The latter comprises a single laser which is frequency-shifted by 110 MHz using
an AOM to form a local oscillator. The light is then reflected off the cavity. The local
oscillator and the cavity reflection interfere at a beamsplitter and are detected with a
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fast amplified photo diode (APD). The AC part of the electric output signal of the APD
is then demodulated to its I and @) components using the 110 MHz source used for the
local oscillator as reference. From I and @, the amplitude A and the phase ¢ of the
electric field reflected off the cavity can then be calculated as follows:

¢ = arctan (é) , A=+I?+ Q> (4.9)

The reflectivity of the cavity is proportional to the amplitude, i.e., R oc A2.

As an example, Figure 4.4 b and ¢ show the reflectivity and the phase of two photonic
crystal cavities with Q-factors of about 1 x 105. The first cavity mode (b) exhibits a
dip to about 0.5 (Fig. 4.4 b). The phase measurement shows that the phase jump on
resonance is smaller than 7 such that we can infer that the cavity mode is undercoupled
(Fig. 4.4 ¢). In contrast, the second cavity mode (c) is found on a device with a more
asymmetric cavity design. This results in a critically coupled cavity mode, i.e., it exhibits
a reflectivity dip to almost 0 and a phase jump of about .

Despite the careful optimization of the nanofabrication processes, residual feature-size
fluctuations altering the waveguide width and the air hole sizes cannot be fully elim-
inated. In contrast to excess scattering loss, these imperfections do not dramatically
reduce the expected Q-factors of the used cavity designs but shift their resonance wave-
length away from the target wavelength given by the transition wavelengths of the erbium
dopants on sites A and B. In particular, the fluctuations of the resonance wavelength
exceed the limited tuning range of a few nanometers of optical wavelength (Sec. 4.5).
Moreover, we find that on a single photonic chip, the wavelength fluctuations consist of
a statistical and a systematic contribution. The latter causes wavelength fluctuations of
tens of nanometers in between two subsequent nanofabrication runs and can significantly
exceed the statistical fluctuations. To overcome this, a large number of photonic crystal
cavities (~ 100) with design wavelengths linearly varying over a range between 50 nm
and 100 nm are fabricated on each sample. As an example, Fig. 4.4 d shows the detuning
between the design wavelength and the measured wavelength for four different cavities
with resonances spread over ~ 50 nm. Importantly, sufficient Q-factors Q > 0.7 x 10° are
found for all of these cavities. This sample design ensures that on each photonic chip,
at least a few cavities are within the accessible tuning range to the erbium dopants.

For spectroscopy on single emitters, a sample is then mounted in the cryogenic setup
and cooled to temperatures of about 2K (App. B). During the cooldown, the resonance
wavelengths of the cavities exhibit a blue shift of about 15nm due to the temperature
dependent refractive index of silicon and thermal expansion. At cryogenic temperatures,
the resonance wavelength of a large number of cavities is then measured to determine
those which are within the tuning range. Figure 4.4 e shows the resonance wavelengths
of approximately 50 cavities, spread over a wavelength range of about 20nm. Here,
statistical fluctuations of the feature-sizes cause wavelength shifts of a few nanometers.
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Figure 4.4.: Characterization of photonic crystal cavities. The @Q-factor and the

coupling regime of the fabricated photonic resonators are characterized in
reflection. (a) Light reflected from an optical resonator exhibits different
reflection dips and phase jumps on resonance depending on the coupling
regime, i.e., overcoupled (green), undercoupled (orange) and critically cou-
pled (blue). Only from the reflected intensity (top panel), an overcoupled
resonator can not be distinguished from an undercoupled resonator. In-
stead, the phase needs to be measured (bottom panel). (b, c) Experimental
data showing a critically (b) and an undercoupled (c) resonator. (d) To
compensate for fluctuations of the resonance wavelength due to fabrication
imperfections, up to a few hundred resonators are fabricated on each sample
with design wavelengths swept over 50 nm to 100 nm. The detuning between
the target wavelength and the design wavelength is about 10 nm exemplarily
shown for four structures. In case of successful nanofabrication, most res-
onators show a high Q-factor > 0.7x10°. (e) At cryogenic temperatures, the
resonance wavelengths of ~ 50 resonators are measured. The large number
of resonators within 20 nm guarantees that some resonators can be tuned on
resonance with the erbium dopants on site A and B (blue and red horizontal
lines).
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4.5. Tuning

Despite the large number of cavities on a single photonic sample, it is very unlikely that
the resonance wavelength of one of them perfectly matches the transition wavelength of
the erbium dopants. Thus, tuning methods are required to trim the resonance wavelength
inside the cryostat and at base temperature.

To tune the resonance wavelength of a photonic crystal cavity, the effective permit-
tivity seen by the cavity mode needs to be modified. Inside the cryostat, this can be
achieved by gas condensation. For this purpose, a suitable gas, e.g., argon, nitrogen,
xenon, or carbon dioxide, is guided to the surface of the nanophotonic chip which is
kept below the freezing point of the gas (Mosor et al. 2005). Thus, once the gas gets
in contact with the sample surface, a thin layer of ice is created on the nanostructure,
which has a different refractive index compared to vacuum. In this work, argon gas is
used and further details on technical realization can be found in App. B. Since argon ice
(as well as ice of the other gases) has a refractive index larger than one, the resonance
wavelengths of the cavity experience a shift to longer wavelengths. The maximum tuning
range which can be achieved with argon ice condensation is about 20nm (Fig. 4.5 a),
which is in good agreement with FDTD simulations. Remarkably, the @-factor of the
cavity is only slightly affected by the argon ice.

An intrinsic disadvantage of gas condensation is that the flow of gas cannot be inter-
rupted fast enough to facilitate controlled tuning. In addition, the gas condensation is
not selective to an individual cavity, but the thin layer of ice covers the entire sample.
Therefore, to overcome these limitations, ice can be locally evaporated by exploiting res-
onant heating. To this end, a laser is coupled into the nanostructure, and its wavelength
is ramped with a rate of a few Hertz over the resonance of the cavity mode. Then, the
laser power is increased until the resonance wavelength starts to shift to longer wave-
lengths. This indicates that the ice in the vicinity of the cavity starts to evaporate. The
onset of this effect is observed for approximately 10 uW at the feed waveguide. Impor-
tantly, this laser tuning technique is stopped intrinsically once the laser is no longer on
resonance with the cavity such that, by choosing the range of the wavelength ramp, the
desired tuning range can be precisely controlled (Fig. 4.5 b). We further note that the
exchange gas in the sample space of the used cryostat is removed during the laser tuning
procedure to reduce the thermalization of the ice with the VTI.

Combining the two aforementioned techniques, the resonance wavelengths of the cavity
modes can be tuned over multiple nanometers with high precision. However, it is impor-
tant to note that directly after the cooldown, the cavity wavelengths are not centered
within this tuning range. Instead, tuning is only possible towards longer wavelengths.

Furthermore, an additional temperature-dependent shift of the resonance wavelength
is observed between the base temperature of about 1.7K and ~ 4K (Fig. 4.5 ¢). The
resonance shifts to shorter wavelengths with lower temperatures indicating the formation
of a layer with a refractive index larger than one on the cavities. In addition, with an
increasing amount of argon ice on the resonators, a slight reduction of this temperature
tuning range is observed. This effect is thus attributed to the He exchange gas inside
the sample space which becomes liquid at this temperature and might form a thin film
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covering the sample. Over the mentioned temperature range, the tuning range induced
by this effect is only a few Gigahertz, which corresponds to a few linewidths for typical
cavities studied in this work. Despite the small range, the advantages of this temperature
tuning are that it is easily reversible and very precise.

The previously mentioned methods allow the precise tuning of photonic crystal cav-
ities only at cryogenic temperatures. As an alternative, tuning by controlled oxidation
of individual cavities can be applied. This could even be demonstrated on wafer-scale
(Panuski et al. 2022) and allows tuning of a large number of resonators persistently on
resonance with each other. However, due to the temperature required for the oxidation,
this process might not be feasible after implantation of erbium dopants without ham-
pering their properties (Sec. 2.2). Moreover, fast (&~ 1ps) and reversible tuning can be
realized by controlling the distance between a pair of coupled, suspended one-dimensional
photonic crystal resonators (Deotare et al. 2012). This would allow for tuning the cavity
on and off resonance with individual dopants during experimental sequences.

Finally, in contrast to tuning the resonance wavelength of the cavity, the transition
wavelength of the erbium dopants could also be tuned on resonance with cavity mode by
applying electric or magnetic fields. This is particularly attractive for experiments in a
high B-field regime where tuning the dopants over a range of multiple tens of Gigahertz
may not fundamentally change the physical properties of the system.
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Figure 4.5.: Tuning of photonic crystal cavities. Argon gas is condensed onto the
sample. (a) Because the refractive index of argon ice exceeds that of vacuum,
the resonance of the cavity is shifted to longer wavelengths, with an observed
maximum shift of ~ 20nm for suspended cavities. Remarkably, the Q-
factor is only slightly altered by the argon ice. (b) Argon ice tuning is
difficult to control. Overtuning, i.e., tuning of the resonance to a wavelength
smaller than the target wavelength is hard to avoid. The excess ice can be
melted again in a controlled way by applying a laser on resonance with the
cavity mode. (c) In addition, a small temperature dependence of the cavity
resonance is observed close to base temperature of the cryostat. In contrast
to the other methods, this is easily reversible. This effect is attributed to
the He exchange gas in the sample space as the effect starts at ~ 4K, i.e.,
at the temperature at which He becomes liquid.
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In this chapter, the properties of single erbium dopants embedded in silicon photonic
crystal cavities are investigated. A part of these results has been published in (Gritsch,
Ulanowski, and Reiserer 2023).

First, the sample that allowed the first observation of single dopants is introduced,
and its limitations are described (Sec. 5.1). To overcome the latter, a new generation of
optimized samples is designed and fabricated, and the experimental setup is improved
(Sec. 5.2). In these nanophotonic devices, single erbium dopants are resolved spectrally,
and their properties are studied. They show spectral diffusion linewidths as low as
13(5) MHz and Purcell enhancements up to 177. In addition, their emitted photons
exhibit high single-photon purity ¢g* < 0.02. Furthermore, the electronic spin states
of single emitters are resolved by applying an external magnetic field (Sec. 5.3). Then,
the properties of a spin qubit encoded in a single erbium dopant are studied. First,
the optical coherence of the bright state of such a qubit is investigated. In particular,
optical Rabi oscillations are observed, and photon echo measurements reveal optical
coherence times of T, = 1.31(5) ps (Sec. 5.4). Furthermore, the eigenstates of such a
qubit are initialized by optical pumping and read out by fluorescence state detection
with a fidelity of 87.2(5) % (Sec. 5.5). In addition, direct driving of the spin transition
using microwave pulses is demonstrated. On this transition, Rabi oscillations and a spin
echo coherence time of t, = 48(2) ps are observed (Sec. 5.6). Finally, these results are
summarized, and an outlook on future measurements is given (Sec. 5.7).

5.1. First observation of single erbium dopants in a silicon
photonic crystal cavity

For the first experiment targeting single emitters, a sample of type CVD as described
in Chap. 2 is used. On this sample, photonic crystal cavities are fabricated with the
following design parameters (Sec. 4.2): Neaper = 20, Negupting = 05 Noack = 55 Veoupling =
1, and N, = 0. For these nanophotonic resonators, a mode volume of V = 1.45 (\/n)*
is calculated by an FDTD simulation (Subsec. 4.2.4).

Using argon tuning (Sec. 4.5), a cavity with a Q-factor of 0.73(3) x 105 is tuned on res-
onance with the erbium dopants integrated at site B. This cavity mode is undercoupled
and has a dip depth of about 0.3, corresponding to a cavity-to-waveguide coupling effi-
ciency of about 10 % (Sec. 4.4). Since this resonator is not underetched, the fiber-to-chip
coupling efficiency for this device is only about 10 %. In addition, in order to optimize
the signal-to-noise ratio, the SNSPDs (App. B) are operated with a reduced quantum
efficiency of only 40 %. This results in a relatively moderate detection efficiency for a
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Figure 5.1.: First observation of single erbium dopants embedded in a
nanophotonic silicon cavity. (Main panel) The fluorescence after res-
onant excitation is compared for two time intervals. On longer timescales,
i.e., 10 us to 48 us after the excitation pulses, the signal (dark gray) shows a
single Lorentzian peak corresponding to the inhomogeneous linewidth of the
dopants in the feed waveguide which do not experience a Purcell enhance-
ment. In contrast, within the first microsecond after the excitation pulses,
the fluorescence exhibits several narrower peaks (red) which are attributed
to single erbium dopants. (Inset) In the tail of this spectrum (dashed box
in main panel), a single, well-resolved emitter is found.

single photon emitted into the cavity mode of about 0.1 %.

At the base temperature of the cryostat, i.e., 1.7K, second-long spin lifetimes are
expected (Sec. 2.9). In addition, the effective magnetic field at the position of the erbium
dopants is likely to be non-zero since paramagnetic impurities, neighboring spins, and
the Earth’s magnetic field cause a non-zero Zeeman splitting of the optical transition.
If this splitting is larger than the pulse bandwidth, spins can be pumped to the other
Zeeman branch and thus end up in an effective dark state. To avoid this, the sample
is heated to 14 K, which reduces the spin lifetime below the optical lifetime without
broadening the erbium transition (Sec. 2.9). We then perform resonant fluorescence
spectroscopy, similar to the experiments in nanophotonic waveguides, using laser pulses
with a length of 0.4 ps and a square pulse shape, corresponding to a spectral resolution
of about 1 MHz. These excitation pulses are repeated every 50 s in order to adapt to
the expected Purcell enhancement.

In the resulting fluorescence spectrum, two different timescales can be identified which
are compared in the following (Fig. 5.1, main panel). First, a single peak (dark gray) is
identified when the fluorescence is integrated over the time interval from 10 ps to 48 ps
after the excitation pulses. Since the whole chip and not only the mode maximum of
the photonic crystal cavity is implanted with erbium, this peak is attributed to the in-
homogeneous distribution of the erbium dopants at site B integrated either within the
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50 pm long feed waveguide or within the resonator volume, but not or not significantly en-
hanced by the Purcell effect. In contrast, about 20 peaks are observed in addition to this
inhomogeneous distribution when the fluorescence signal is integrated only within the
first 1 ps after the excitation pulses (red). We attribute these peaks on short timescales
to individual erbium dopants coupled to the cavity mode such that their optical decay
rate is significantly enhanced by the Purcell effect (Dibos et al. 2018; Ulanowski, Merkel,
and Reiserer 2022). The inhomogeneous broadening of these single emitters is compa-
rable to or exceeds the inhomogeneous broadening of the dopants which are not Purcell
enhanced and is explained by the same effects, i.e., random strain fields and the mixed
isotopic composition of the crystal (Sec. 2.7). The spectral diffusion linewidths of these
peaks, which are extracted by individual Lorentzian fits, vary from 10 MHz to 100 MHz
(Fig. 5.1 inset). Thus, the dopants are spectrally not well separated, making it difficult
to address them individually. Combined with the background contribution from the
non-coupled dopants and the low single-photon detection efficiency (Fig. 5.1 inset), this
limits the ability to investigate the properties of individual dopants coupled to the cavity
mode.

Because of these limitations, we now turn to a second, improved nanophotonic sample.
However, we note that the results obtained on this device mark the first observation
of single erbium dopants embedded in a nanophotonic silicon resonator including the
resolution of the electronic spin states of a single emitter and the observation of coherent
Rabi oscillations (Gritsch, Ulanowski, and Reiserer 2023).

5.2. Improved cavity

To overcome the limitations of the cavity mentioned in the previous section, a second
generation of samples with optimized properties has been designed and fabricated. This
second generation differs from the first generation in the SOI wafer used as the starting
material, in the concentration and the implantation profile of the erbium dopants, and
in the cavity design of the photonic crystal cavities (Subsec. 5.2.1). In the following
sections, the focus of this work is on the results obtained with one of these optimized
nanophotonic resonators. First, the maximum Purcell enhancement and the spatial
distribution of the Purcell enhancement within this resonator is modeled and compared
to the first cavity belonging to the first sample generation (Subsec. 5.2.2). Spectroscopic
measurements on the optimized resonator then confirm that the improvements lead to
significantly fewer and thus better addressable erbium dopants coupled to the cavity
mode (Subsec. 5.2.3).

5.2.1. Sample properties and cavity design

The properties of the first (1. Gen) and the second (2. Gen) generation of samples are
summarized and compared in Tab. 5.1. For the second generation of cavity samples, a
CZ-grown SOI wafer with a device layer thickness of 220 nm and a BOX layer thickness
of 3pm is used. This wafer is then implanted at Innovion with a dose of 0.1 x 10'2 cm™2,
which corresponds to a 29-fold reduction compared to the first generation of samples.
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Sample name 1. Gen 2. Gen
Silicon-on-insulator wafer
Growth method CVD (¥) Ccz
Manufacturer / vendor Uw, LSRL SOITEC
Device layer thickness [jim)] 0.19 0.22
BOX thickness [pm] 2 3
Device layer bonding smart-cut smart-cut
Resistivity [€2 cm)] unknown 8.5 —11.5

Doping concentration [cm ] undoped, (seed: unknown)

boron, 1 x 10'°

Erbium implantation

Site IBS Innovion
Dose [10'? cm 2] 2.9 0.1
Energies [MeV] 0.1,0.35 0.25
Simulated peak concentration [cm™?] 2 x 1017 1016
Isotopic content 170Ey, 167Er (50 %:50 %)  6SEr, 167Er, 168y
Angle 7° 7°
Annealing
Temperature [K] 800 800
During / post implantation during post
Cavity design
Ntapcr 20
Ncoupling 8
Nback 20
acoupling 0.7
Ny 0 2
BOX removed no yes

Table 5.1.: Sample overview. Properties of the SOI wafers, implantation and an-
nealing conditions, and cavity design of the two sample generations used
for studying single erbium dopants. Abbreviations: Silicon Valley Micro-
electronics (SVM), Ion Beam Services (IBS), University Wafer (UW), and
Lawrence Semiconductor Research Lab (LSRL). (*) Same as the CVD sam-

ples in Chap. 2.
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The isotopes used for implantation are %6Er, 17Er, and '%8Er due to the precision of
the available mass filtering. In addition, the dopants are implanted with a single energy
of 250keV, targeting the center of the silicon device layer to increase the fraction of
dopants integrated near the field maximum of the cavity mode. During the implantation,
the wafer is kept at room temperature. To cure the implantation induced defects, the
samples are annealed at a temperature of 800K for 1min after implantation (App. A,
Sec. 2.3.2).

On these samples, photonic crystal cavities with an optimized outcoupling efficiency
are fabricated to increase the detection efficiency for a single photon emitted into the
cavity mode. For this purpose, the asymmetry between the coupling mirror and the back
mirror is significantly increased by choosing the following design parameters: Ny, ., =7,
Neoupling = 8 Noack = 20, Feoupling = 0.7, and Ny, = 2. A cavity with these design
parameters is then tuned on resonance with the erbium dopants on site A and used for the
subsequent spectroscopic measurements. After tuning with argon gas condensation and
a resonant laser (Sec. 4.5), this cavity exhibits a mode with a Q-factor of 0.82(2) x 10°.
This cavity mode is further almost critically coupled such that the cavity-to-waveguide
coupling efficiency is about 50 % (Sec. 4.4). This represents an approximately five-fold
increase compared to the first sample generation. The increase in the Q-factor achieved
in spite of the enhanced outcoupling is attributed to improvements of the nanofabrication
recipes and to statistical fluctuations of the Q-factor (Sec. 4.3 and 4.4). Moreover, the
mode volume V' = 0.83 (/\/77,)37 derived from FDTD simulations for the optimized cavity
design, is only about 60 % of the mode volume of the first resonator.

5.2.2. Expected Purcell enhancement

Next, we calculate the expected maximum Purcell factor and estimate the number of
dopants with a given Purcell enhancement for the improved cavity. These values are
compared with those of the cavity used for the first study of erbium dopants embedded in
a nanophotonic silicon resonator (Sec. 5.1). For both resonators, the maximum Purcell
enhancement (Sec. 3.1) is derived from the measured @Q-factors, the simulated mode
volumes, and the branching ratio of 0.23(5) for the transition Y; — Z; which is identical
for both sites A and B (Sec. 2.6). From these values, maximum Purcell enhancements of
P =1.7(1) x 10* and P = 0.88(19) x 10% are found for the cavities of the second and the
first sample generation, respectively. The improvement expected for the second sample
generation is mostly resulting from the reduced mode volume of the optimized design.
In the fabricated devices, most dopants will exhibit a reduced Purcell enhancement
because they are randomly distributed within the cavity due to the probabilistic ion
implantation process and because their electric dipole vectors are not necessarily opti-
mally aligned with the electric field in the cavity (Subsec. 3.1.2). To model these effects,
random numbers representing the coordinates of individual emitters are drawn from the
probability distributions representing the implantation profiles of the samples similar to
Subsec. 2.4.2 and Subsec. 2.9.1. Since the orientation of the transition dipole moment
is unknown for the erbium sites, the Purcell enhancement distribution is calculated for
the three principal axes of the coordinate system. For each of these positions and dipole
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Figure 5.2.: Purcell enhancement distribution in photonic crystal cavities. Pur-
cell enhancement (colors) at the center of the silicon device layer for the
photonic crystal cavities studied on the first (a) and second (b) genera-
tion of samples. The slightly higher @-factor and the reduced mode volume
achieved for the improved cavity lead to a larger maximum Purcell enhance-
ment. From these spatial mode distributions and the implantation profiles,
the expected number of dopants with a Purcell factor exceeding the value
on the = axis for dipoles orientated along the principal axes of the coordi-
nates system (colors) are calculated for the first (¢) and the improved (d)
resonator. For each dipole orientation, an integration yield of 0.1 % is as-
sumed. For both devices, the strongest enhancement is observed for dipoles
along y (red), a weaker enhancement along z (blue), and no significant en-
hancement along z (black). The black dotted lines represent an expectation
value of one. In particular, for the improved cavity, this one-dopant expecta-
tion value is significantly smaller than the maximum Purcell enhancement.
In addition, the largest experimentally observed Purcell enhancement is in-
dicated for each cavity (orange dashed, Sec. 5.3).
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orientations, the Purcell enhancement is then calculated using the spatial mode profiles
of the electric field components (Fig. 5.2 a, b).

A distribution of the Purcell enhancements for each dipole orientation is deduced by
binning the resulting values. These distributions are rescaled using the implantation
dose of the respective sample and assuming an integration yield of 0.1 % for each dipole
orientation based on the measurements with erbium ensembles (Subsec. 2.9.5). After
rescaling, the distributions are cumulated so that they describe the expectation value
for the number of dopants exceeding a given threshold value for the Purcell enhancement
(Fig. 5.2 ¢, d).

For both cavities, the dipoles oriented along y (red) experience the strongest Purcell
enhancement, as expected, since the principal electric field component of the cavity mode
is oriented along this direction. Dipoles oriented along x (blue) experience a weaker but
still significant Purcell enhancement in contrast to dopants oriented along z (black) for
which almost no Purcell enhancement is expected.

For the cavity belonging to the first generation of samples (Fig. 5.2 ¢), we find that the
Purcell enhancement for which the expectation value for the number of dopants exceeds
one is close to the maximum Purcell enhancement. In contrast, due to the much smaller
implantation dose used for the second cavity generation, the Purcell enhancement at
this one-dopant threshold is reduced by almost an order of magnitude compared to the
maximum Purcell enhancement for the cavity with the improved design.

To overcome the latter without increasing the total number of dopants, which would
again lead to spectral overlapping of single dopants hindering selective addressing, masked
implantation can be applied for future samples. To this end, not the entire silicon device
layer but only a small region around the center of the cavity mode is doped with er-
bium. Using the electron lithography technology available in our cleanroom and taking
into account the expected horizontal straggle from numerical simulations (Ziegler, James
2023), it should be feasible to integrate emitters only within a volume with a radius of
about 50 nm around the maximum of the cavity mode. In this case, almost all emitters
will experience the maximum Purcell factor.

5.2.3. Spectroscopy

For the spectroscopic measurements on the improved cavity, an optical single-sideband
modulator is added to the setup. The latter increases the frequency bandwidth of subse-
quent excitation pulses to 1.4 GHz compared to about 0.1 GHz achieved with the AOMs.
In addition, the improved setup allows addressing of transitions within 14 GHz with a
single laser field. This overcomes the requirement to keep the sample at temperatures for
which the spin lifetime is expected to be short compared to the optical lifetime because
in each experimental sequence both Zeeman branches can be addressed. Instead, the
sample is now kept within the tuning range of the temperature tuning (Sec. 4.5).

In addition to the improved cavity-to-waveguide outcoupling, the improved cavity is
also underetched (Sec. 4.3), i.e., the BOX layer beneath the waveguide taper is removed
so that the fiber-to-chip coupling efficiency is increased to about 50 %. The combination
of these improvements leads to an overall detection efficiency for a single photon emitted
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Figure 5.3.: Fluorescence spectroscopy on improved device. Resonant fluores-
cence spectroscopy similar to Fig. 5.1, but on the cavity belonging to the
second generation of samples. The reduced dopant concentration in the res-
onator entails that more individual dopants can be selectively addressed and
that the broadband background is strongly suppressed compared to the first
device. Three of the single emitters (colors) are studied in further detail. In
addition, the absolute fluorescence signal recorded after each repetition is
significantly improved due to the optimized cavity design and nanofabrica-
tion processes.

in the cavity of about 5%. This corresponds to a 50-fold increase compared to the first
device.

Figure 5.3 shows the fluorescence spectrum of the improved cavity integrated within
the first 20 ps after excitation pulses with a length of 150ns. In comparison to the
first sample generation, almost no signal originating from dopants coupled to the feed-
waveguide is observed. Instead, the data shows only a small number of peaks which
are again attributed to single emitters. At least three of these emitters are sufficiently
well-isolated such that they can be selectively addressed (blue, green, and red). Similar
to the first cavity, the inhomogeneous distribution of the single dopants is about 1 GHz
and hence comparable to the value obtained with the ensembles. Thus, removing the
BOX layer beneath the cavity, which is expected to change the local strain environment,
does not strongly influence the inhomogeneous distribution.

5.3. Single dopants

We now turn to the properties of the three single erbium dopants, which are colored in
Fig. 5.3. In particular, the Purcell enhancement (Subsec. 5.3.1), the spectral diffusion
linewidth (Subsec. 5.3.2), and the purity of the emitted photons (Subsec. 5.3.3) are
investigated. Furthermore, the electronic spin states of the dopants are resolved by
applying an external magnetic field (Subsec. 5.3.4).
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Figure 5.4.: Purcell enhancement. The cavity resonance is tuned across the inhomo-
geneous linewidth by temperature tuning. (a) For each dopant, the largest
Purcell enhancement is observed when the cavity is exactly on resonance
with their transition frequency. Extracting the lifetime from exponential
fits to the fastest observed decays shows that the blue dopant exhibits the
largest Purcell enhancement (7 = 0.803(11)ps, P = 177(2)), followed by
the green (T} = 1.59(3) ps, P = 89(2)) and the red dopant (77 = 4.83(20) ps,
P =29.4(10)). (b) The Purcell enhancement is normalized to the maximum
for each dopant and plotted as function of the cavity detuning in units of the
cavity linewidth. The datasets follow the theory curve according to Eq. 3.4
(black) without free parameters.

5.3.1. Purcell enhancement

First, the Purcell enhancement of the three colored dopants is measured. For this pur-
pose, the cavity is tuned across the inhomogeneous linewidth using the temperature
tuning approach (Sec. 4.5). For each frequency setpoint of the cavity, a fluorescence
scan is recorded. The time-resolved fluorescence is then integrated in frequency within a
FWHM around the center of the spectral diffusion linewidth and fit with an exponential
fit model. From these fits, the lifetimes are extracted which in turn are used to derive the
Purcell enhancement by comparing these values to the bulk lifetime of site A (Sec. 2.8).

As expected, the shortest optical lifetimes, and hence the largest Purcell enhance-
ments, are found when the cavity is exactly on resonance with the single dopants
(Fig. 5.4 a). Comparing the three dopants, we find the largest Purcell enhancement for
the blue emitter P = 177(2), followed by the green P = 89(2) and the red P = 29.4(10)
one.

Furthermore, the Purcell enhancement is measured as a function of the detuning of
the resonator. The datasets show that the Purcell enhancement follows the expected
(Eq. 3.4) Lorentzian behavior (Fig. 5.4 b). This confirms that the reduction of the
optical lifetime can be attributed to the cavity enhancement.

The largest observed Purcell enhancement is about ten-fold lower than the theoretical
maximum for the cavity. The main contributions to the discrepancy are attributed to
both the imperfect dipole alignment and the spatial position of the dopant relative to the
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maximum of the cavity mode. Remarkably, this experimentally observed value for the
maximum Purcell enhancement is close to the one-dopant threshold shown in Fig. 5.2
for dipoles orientated along y. However, we note that more data, i.e., more dopants
embedded into different resonators, is needed for a quantitative analysis.

While the position of individual dopants cannot be changed after nanofabrication, the
dipole orientation can be modified using a superconducting vector magnet which would
allow rotating the spin with respect to the cavity mode (Raha et al. 2020). However,
such a magnet was not available.

Still, already at the current stage, the measured Purcell enhancement is larger than
that reported in many other experiments with quantum dots (Lodahl, Mahmoodian, and
Stobbe 2015) and color centers in diamond coupled to nanophotonic resonators (Bhaskar
et al. 2020; Ruf et al. 2021). Furthermore, the Purcell enhancement is comparable
to that of erbium dopants in macroscopic Fabry-Perot resonators (Ulanowski, Merkel,
and Reiserer 2022; Ulanowski et al. 2023) (Tab. 5.2). In comparison to the record
values, demonstrated with erbium dopants in MgO and CaWOQO, evanescently coupled to
nanophotonic silicon resonators, the measured Purcell enhancement in this work is only
six, respectively five times smaller (Ourari et al. 2023; Horvath et al. 2023).

Albeit the value of P is well-suited to characterize the performance of the resonator,
the absolute value of the shortened lifetime is more important for practical purposes as
it sets the repetition rate for many quantum information processing operations. This
work on erbium dopants in silicon thus stands out, vastly because of the exceptionally
fast optical lifetime for sites A and B compared with erbium in other host materials (Sec.
2.8, Sec. 2.11). The lifetimes of all three dopants reported here are shorter than the
shortest lifetime of 7.4 ps observed for a single erbium dopant in any other host crystal
(Ourari et al. 2023). In particular, the optical lifetime of the blue dopant is about nine
times shorter than this value.

5.3.2. Spectral diffusion linewidth

The narrowest spectral diffusion linewidth of 13.5(5) MHz is observed for the red dopant
(Fig. 5.5). Furthermore, the blue and the green emitters show spectral diffusion line-
widths of 47(3) MHz and 32.7(16) MHz, respectively. All of these spectral diffusion line-
widths are more than two orders of magnitude larger than the lifetime-limited linewidths
calculated for each dopant from their Purcell enhanced lifetimes (blue: 0.198(3) MHz,
green: 0.100(3) MHz, red: 0.033(1) MHz). The spectral diffusion linewidths do not show
a dependence on the Purcell enhancement of the dopant, which is tested by tuning the
resonance frequency of the cavity with respect to the dopants. In addition, the optical
power of the excitation pulses are chosen such that the spectral diffusion linewidths are
not power-broadened, and the measured linewidths are much larger than the bandwidth
(~ 3MHz) of the 150 ns-long excitation pulses.

Thus, the spectral diffusion has to be attributed to microscopic noise sources that
may be detrimental to applications in quantum technologies. The variation of these
spectral diffusion linewidths hints towards local broadening mechanisms such as fluctu-
ating charge traps at the nearby surfaces which are a known problem for semiconductor
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Figure 5.5.: Spectral diffusion linewidth. The spectral diffusion linewidths for the
three dopants are obtained from Lorentzian fits to the data. The nar-
rowest spectral diffusion linewidth, about 13.5(5) MHz, is observed for the
red dopant, followed by the green and the blue emitter with linewidths of
32.7(16) MHz and 47(3) MHz, respectively.

quantum devices (Kuhlmann et al. 2013). This challenge is also known for erbium
dopants in other host materials where the ratios between the spectral diffusion and the
lifetime-limited linewidths are on the same order of magnitude or even larger than in
this work (Tab. 5.2).

An important exception are sites for which the static electric dipole moment is strictly
zero because of symmetry constraints such that dopants integrated at these sites cannot
exhibit first order Stark shifts (Phenicie 2021). Accordingly, erbium dopants integrated
on such a site in CaWO, show spectral diffusion linewidths which are only less than one
order of magnitude larger than their lifetime-limited linewidth (Ourari et al. 2023).

Compared with the T center in silicon, the emitters studied here exhibit ratios of the
spectral diffusion linewidth and the lifetime-limited linewidth which are up to 30-fold
smaller than the average value observed in micropucks (Higginbottom et al. 2022) and
about 60-fold smaller than the value reported for a T center coupled to a nanophotonic
cavity (Johnston et al. 2023).

5.3.3. Single-photon purity

The spectral lineshape and the measured reduction of the optical lifetime give already
a strong indication that the colored peaks in Fig. 5.3 are indeed single emitters. To
confirm this and to extract the purity of the emitted single photons, the autocorrelation
function ¢ is measured.

To obtain the latter, a Hanbury Brown and Twiss interferometer is not necessary
because the dead time of our superconducting single-photon detector is < 10 ns and hence
about two orders of magnitude shorter than the lifetime of the emitters. Accordingly,
g® can be extracted by correlating all photon detection events recorded on the detector
during a repeated pulsed fluorescence experiment. To this end, all photon detection
events within one optical lifetime after the excitation pulse are taken into account.
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Figure 5.6.: Autocorrelation measurements. The autocorrelation function ¢? is
measured for all three dopants, and clear anti-bunching at zero delays is ob-
served for all dopants (insets): (a) blue: ¢g® (7 =0) = 0.019(1); (b) green:
g% (1 =0) = 0.071(8); (c) red: ¢g? (1 =0) = 0.098(2). For non-zero de-
lays, the green and the red dopant show a clear bunching indicating spectral
diffusion on longer timescales. Moreover, the bunching of the green dopants
clearly shows a modulation, which implies a periodically evolving contribu-
tion to its spectral diffusion.

Moreover, for this measurement, the length of the excitation pulses and the pulse am-
plitudes are optimized individually for each dopant so that the anti-bunching g (1 = 0)
is minimized. To this end, pulses with lengths of 20 ns, 25 ns, and 50 ns are used for the
blue, green, and red dopant, respectively. The bandwidths (~ 10 MHz to 30 MHz) are
thus still comparable or even narrower than the spectral diffusion linewidth of the respec-
tive dopant. Compared to our previous work, these measurements benefit vastly from
the more than 50-fold increased single-photon detection efficiency (Gritsch, Ulanowski,
and Reiserer 2023).

The autocorrelation functions show clear anti-bunching at zero delay and thus con-
firm that all three peaks are single emitters (Fig. 5.6). The highest photon purity of
g (1 =0) = 0.019(1) is observed for the blue dopant (Fig. 5.6 a, inset). The small
residual value is attributed to detector dark counts. Similar photon purities are found
for erbium dopants in other host crystals (Ourari et al. 2023) and for color centers in si-
licon coupled to nanophotonic resonators (Islam et al. 2023; Johnston et al. 2023; Saggio
et al. 2023).

The blue dopant shows almost no bunching for non-zero time delays. In contrast, the
green dopant exhibits a strong bunching in this regime which clearly shows an additional
modulation (Fig. 5.6 b). The latter indicates that the transition frequency of this dopant
is influenced by a periodically evolving system. The latter might be a two-level system
such as another close-by erbium or 2?Si nuclear spin rotating in a magnetic field. The
red dopant also exhibits bunching at non-zero delays, however, no signs of a dominating
modulation are observed (Fig. 5.6 c¢). In addition, the bunching decays on a more than
ten-fold longer timescale.

For the green and the red dopant (Fig. 5.6 b, c, insets), slightly larger values of
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g (1 =0) = 0.071(8) and ¢'¥ (7 = 0) = 0.098(2), respectively, are found for the anti-
bunching at zero delay. This residual fluorescence is attributed to the unwanted excita-
tion of other cavity-coupled dopants and of dopants coupled to the feed waveguide which
are either integrated on site A or belong to the broadband background (Sec. 2.5). We
note that, in comparison to our initial work, this background contribution is drastically
reduced due to the lower dopant concentration in the new device (Gritsch, Ulanowski,
and Reiserer 2023).

5.3.4. Resolving the spin states

After focusing on the optical properties of the single dopants, we now turn to their elec-
tronic spin. For this purpose, an external magnetic field is applied along the (100) axis
of the silicon host crystal. Thus, the degeneracy of the spin-1/2 Zeeman levels is lifted
similarly to Sec. 2.10. In contrast to our earlier work, the sample is kept at tempera-
tures below 5K, i.e., in a regime for which the electron spin lifetimes are expected to
significantly exceed the repetition interval of the fluorescence measurements of about
30ps. These long spin lifetimes are overcome by sufficiently strong excitation pulses
which are able to reset the spin state. Possible mechanisms for the reset of the spin
state include the off-resonant excitation of the spin and the subsequent decay along its
spin-flip transition, and the excitation of other spins in the vicinity of the emitter which
then in turn flip the spin. Such neighboring spins may be erbium dopants integrated at
other sites, in particular also those sites which contribute to the broadband background.
An additional explanation would be a change of the electric environment in the nano-
structure, e.g., due to the creation of free charge carriers which may also induce spin
flips (Wolfowicz et al. 2021). Although the reset of the spin state is beneficial for the
spectroscopic measurements presented in the following, it may be detrimental for the
performance of a spin qubit encoded in these states (Sec. 5.5).

The resonant fluorescence signal is recorded while increasing the setpoint of the applied
magnetic field from 0 mT to 100 mT in steps of 20mT (Fig. 5.7). For clarity, an offset on
the y-axis proportional to the applied field is added to every dataset. As a guide to the
eye, the spectra for each magnetic field setpoint are colored where the spin-preserving
transitions of the three dopants from the previous measurements (blue, green, red) and
of an additional dopant (orange) are observed. Because of their different splittings in
the magnetic field, the four dopants can be grouped into two magnetic classes. For
the first magnetic class, to which the red and the green dopants are attributed, an
effective g-factor Ag = |gg — ge’ for the spin-preserving transitions of Ag = 2.05(6) is
extracted. This value is in good agreement with one of the effective g-factors observed
in the ensemble measurement (Sec. 2.10, Tab. 2.5). For the second magnetic class (blue
and orange dopants), an effective g-factor of Ag = 0.30(2) is found. The latter slightly
deviates from the second value observed in the ensemble measurements. The deviation
might be caused by sample misalignment with respect to the magnetic field axis. Within
each magnetic class, the single dopants exhibit slightly different effective g-factors, which
may be explained by the inhomogeneous distribution of the spin transitions. To further
study this effect, more single dopants need to be measured in future devices.
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Figure 5.7.: Resolving the electronic spin. An external magnetic field is applied
along the (100) direction of the host crystal and increased in steps of 20 mT
so that the Zeeman levels of the dopants are resolved spectrally in the flu-
orescence signal. To the latter, a y-offset proportional to the magnetic field
setpoint is added for clarity. As a guide to the eye, the frequency range
around the Zeeman states of four dopants are colored. We observe that the
dopants belong to two magnetic classes (blue and orange, red and green)
with different effective g-factors as expected from the ensemble measure-
ments (Sec. 2.10). For small magnetic field setpoints, a deviation from a
linear splitting is observed which is attributed to magnet hysteresis effects.

For small magnetic fields, the splittings seem to deviate from a linear behavior, which
is attributed to some hysteresis of the magnetic field at the position of the sample.
Thus, in this section, the effective g-factors have been calculated only from the resonance
frequencies extracted at 100 mT.

To provide further evidence that the peaks which are associated to a single emitter
in the previous measurement indeed belong to each other, a pump-probe scheme can be
applied. For this purpose, 500 pump pulses with a pulse length of 100 ns and a detuning
Joump Telative to the transition frequency at zero field are applied. After each of these
pump sequences, a resonant fluorescence spectrum is recorded by varying the probe
detuning f,,he and using pulses with a length of 200 ns to increase the spectral resolution.
The intensities of all pulses are chosen so that, in comparison to the first measurement,
the probability of excitation-pulse induced spin resets is significantly reduced. Thus, in
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Figure 5.8.: Pump-probe map. To determine which peaks belong to the same dopant,

a pump-probe measurement scheme is used. To this end, 500 pump pulses
with a detuning of f,,,,, are applied prior to each measurement of the probe
spectrum. (Top panel) The fluorescence after the probe pulses, averaged for
all pump detunings, is used as the baseline. (Main panel) The increase
or decrease of the recorded fluorescence relative to this baseline depending
on the pump detuning reveals that the two large peaks in the top panel
belong to the same dopant. Furthermore, the spin-flip transitions can be
identified. The magnet is set to 45 mT. Black dashed line (guide to the eye):

fpump = fprobe'

combination with the sufficiently long spin lifetimes, the spin states can be polarized by
the pump pulses.

Using this pump-probe scheme, a dopant which belongs to the magnetic class with the
smaller splitting (Ag = 0.30(2)) between the spin-preserving transitions is investigated at
a magnetic field of 45mT (Fig. 5.8). The resonant fluorescence, averaged over all pump
detunings, shows 4 peaks. Here, we focus on the two largest peaks belonging to the
single emitter of interest which are centered within the probe detuning range (Fig. 5.8,
top panel). The main panel shows the deviation of the fluorescence from its averaged level
depending on the pump detuning. In particular, blue areas correspond to a reduction of
the fluorescence indicating that the pump sequence reduces the population of the spin
state at the respective probe detuning. As an example, this is observed for identical pump
and probe detunings f, ope = foump ~ £0.1 GHz. Accordingly, red areas indicate that
the fluorescence increases because of the pump sequence. In particular, the combination
of the reduced fluorescence of the peak which is addressed by the pump fields with the
increased fluorescence on the other peak demonstrates that the peaks belong to the same
dopant and that its spin states can be polarized. Furthermore, the data shows that the
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spin states are also polarized for two pump detunings at f,,, = £0.4 GHz in addition
to the two spin-preserving transitions. These pump detunings are also symmetrically
split around the transition of the dopant at zero field and are thus identified as the
spin-flip transitions (Fig. 5.8). An effective g-factor of 1.2(1) is extracted for the spin-flip
transitions which is proportional to the sum of the g-factors in the ground and the excited
state ‘ gy + ge‘. In addition, the spin-flip transition and the spin-preserving transition
which similarly polarize the spin states can be assigned to the same ground state. Thus,
the ground-state g-factor g, = 0.76(5) and the excited-state g-factor g, = 0.45(5) can be
unambiguously inferred.

The spin-flip transitions are barely visible in the averaged probe spectrum (Fig. 5.8,
top panel), which is attributed to a dominant branching of the decays of the excited
states via the spin-preserving transitions, i.e., a large cyclicity of the latter. Therefore,
pumping on the spin-flips rapidly polarizes the spin to its other ground state, and the
spin-flip transitions becomes dark. Importantly, we note that the detuning of the spin-
flips is still significantly smaller than the cavity linewidth. Thus, the large cyclicity of
the spin-preserving transition either indicates that the dipoles are favorably aligned by
the external magnetic field (Raha et al. 2020) or that the cyclicity of this magnetic class
is also large in absence of a cavity mode. The latter hypothesis is supported by the
ensemble measurements in which a spin-flip transition with this effective g-factor could
not be identified (Sec. 2.10, Tab. 2.5).

The dataset shown in Fig. 5.8 was taken on the same cavity but during a previous
cooldown for which the center frequencies of the dopants were slightly different. These
shifts are attributed to random strain fields generated by, e.g., the condensed argon gas.
The center frequency of the dopant was close to the center frequency of the blue dopant.

Finally, we note that performing the same measurement on another dopant belonging
to the second magnetic class reveals a ground-state g-factor of g, = 11.5(5) and an
excited-state g-factor of g, = 9.4(5).

5.4. Optical coherence

In the previous section, we demonstrated that the electronic spin states of a single erbium
dopant can be spectrally resolved and polarized by optical pumping. In this setting, a
single spin qubit can be encoded in the electronic spin states of the optical ground state of
the emitter. In the following section, the properties of such a spin qubit are investigated.
To this end, we focus on the blue dopant of the previous measurements. Furthermore,
a magnetic field of 0.3 T is applied such that the splitting between the spin-preserving
transitions is about 1.25(5) GHz, and the splitting between the spin-flips is 5.2(2) GHz.
The cavity is then tuned on resonance with one of the spin-preserving transitions. Due
to this choice of the applied magnetic field setting, an additional enhancement of the
cyclicity is expected because the spin-flip transitions are now detuned by more than one
cavity linewidth.

We start the investigation of the properties of the spin qubit by measuring the opti-
cal coherence of the qubit. The optical coherence is paramount for interference-based
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entanglement protocols (Sec. 3.2) (Reiserer 2022). First, optical Rabi oscillations are
measured (Subsec. 5.4.1). Then, to determine the optical coherence time, photon echo
sequences are used (Subsec. 5.4.2).

5.4.1. Optical Rabi oscillations

To measure optical Rabi oscillations, the fluorescence is recorded as a function of the elec-
tric field amplitude of the excitation pulses (Fig. 5.9 a). This measurement is repeated
for multiple excitation pulse lengths varying from 15ns to 100ns. Thus, the frequency
bandwidth of the excitation pulses is changed from about 30 MHz to 4.5 MHz. For all
pulse lengths, an oscillatory behavior on an increasing background can be observed with
larger electric field amplitudes. This oscillatory behavior is a clear signature of coherent
Rabi oscillations. With increasing pulse lengths, the amplitudes of the coherent oscilla-
tions decrease. This is attributed to two effects: First, the excitation-pulse bandwidth is
significantly smaller than the spectral diffusion linewidth of the emitters which entails a
reduced excitation probability. Furthermore, the amplitude of the modulation decreases
if the pulse length is comparable with the optical coherence time T,. To separate these
effects, the latter can be directly measured using a photon echo technique (Subsec. 5.4.2).

Remarkably, the residual fluorescence recorded after an optical 27-pulse seems to
be unaffected by the excitation pulse length, while the signal recorded after a m-pulse
decreases with increasing pulse length (Fig. 5.9 b). To investigate this effect further,
the fluorescence signal showing the Rabi oscillations, which is recorded within the first
3us (Fig. 5.9 ¢, blue), is compared with the signal measured between 7nus and 10 ps
after the excitation pulses (black: as measured). The latter is also rescaled for clarity
(gray) such that its dependence on the electric field amplitude can be compared with
the fluorescence on short timescales.

In the later time interval, i.e., about seven optical lifetimes after the excitation pulses,
the fluorescence of the dopant is expected to be about three orders of magnitude smaller
than in the earlier time interval. The signal exceeds this value, indicating a small contri-
bution to the fluorescence originating from other dopants with longer optical lifetimes.
However, the dependence of this signal on the electric field amplitude of the excitation
pulses deviates clearly from the background signal on shorter timescales around which
the Rabi oscillations are observed (Fig. 5.9 ¢, blue). Hence, this background fluorescence
cannot be attributed directly to the other, weakly coupled dopants in the nanostructure.

Instead, also the fluorescence recorded after 2m-pulses seems to stem predominately
from the dopant which undergoes the Rabi oscillations. This is confirmed by lifetime
measurements. To this end, the time-resolved signals recorded after m (Fig. 5.9 d,
red) and 27-pulses (black) for two different pulse lengths (25ns: diamonds and 75 ns:
crosses) are compared. In all four cases, the same optical lifetime is extracted from fits
to the data. To understand this effect in detail, further investigations are necessary. As
a first step, similar measurements may be recorded on several dopants with different
spectral diffusion linewidths. Moreover, Rabi oscillations with even shorter excitation
pulse lengths can be measured. In the current setup, this is hindered by the rise times of
the AOMs of about 6 ns. To overcome this, electro-optical amplitude modulators might
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Figure 5.9.: Optical Rabi oscillations. (a) For pulse lengths ranging from 15ns to

100 ns, the resonant fluorescence (blue) is recorded depending on the elec-
tric field amplitude of the excitation pulses. For all pulse durations, clear
signatures of coherent Rabi oscillations on an increasing background are ob-
served. From fits (red) to the data between zero and the first minimum, -
and 27-pulse amplitudes are extracted (b) The fluorescence signal observed
after a m-pulse (red dots, first maximum in a) decreases with increasing -
pulse duration which is attributed to the decreasing bandwidth. However,
the fluorescence signal observed after a 2m-pulse (black dots, first minimum
in a) does not show a clear dependence on the excitation pulse length. The
background fluorescence also originates from the dopant under investigation.
(¢) To demonstrate this, the fluorescence signal recorded after pulses with
a length of 75ns is integrated in two different time intervals. In particu-
lar, the signal measured within the first 3pus (blue) is compared with the
signal recorded between 7ps and 10pus after the excitation pulses (black).
To enhance the visibility, the latter is also rescaled to the maximum of the
fluorescence on short timescales (gray). Albeit the fluorescence in the later
time interval increases slightly with larger electric field amplitudes indicat-
ing the excitation of other emitters, its general dependence clearly deviates
from the signal around which the oscillations occur. (d) The fluorescence
after both, the 7- (red) and 27-pulses (black), decays with the same lifetime,
i.e., the lifetime of the emitter, which is exemplarily shown for pulse lengths
of 25ns (diamonds) and 75ns (crosses). The data is normalized and offset
along y-axis for clarity.
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be used, with which pulse lengths of about 1ns can be realized. In this regime, the
pulse bandwidth would then exceed the spectral diffusion linewidth by about one order
magnitude.

5.4.2. Photon echo

The dephasing of the optical transition of the qubit is studied with a photon echo mea-
surement scheme (Fig. 5.10 a inset) (Ulanowski, Merkel, and Reiserer 2022). The photon
echo sequence consists of three pulses with the same length. The amplitude of the first
pulse is chosen such that it corresponds to an optical 7/2-pulse which creates a coherence
between the optical ground and excited state for one spin orientation. After half of the
sequence length T, /2, an optical m-pulse, i.e., a pulse with twice the amplitude of the
first pulse, is applied to cancel the static detuning between the laser and the emitter.
After an additional waiting time of T, /2, a second 7/2-pulse is applied to rotate the
state of the emitter to the ground or to the excited state depending on the relative
phase to the first pulse. In particular, for a relative phase of 0 (), the emitter should
be in the excited (ground) state at the end of the pulse sequence. To probe this, the
fluorescence is recorded within the first 3 ps after the last pulse for both relative phases
depending on the sequence length T, (Fig. 5.10 a, b). The obtained datasets clearly
show a difference in the fluorescence signals for the two different input phases. This
difference corresponds to the photon echo amplitude (Fig. 5.10 ¢, d). The decay of the
echo for increasing sequence lengths is well-fit with a single exponential model.

This measurement is then repeated for more pulse lengths. The echo amplitude ob-
tained from the exponential fits to the decay decreases as a function of the pulse length
(Fig. 5.10 e), which is expected due to the decreasing pulse bandwidth compared to the
spectral diffusion linewidth. The fit to the data shows that the decrease is inversely pro-
portional to the pulse length and thus in turn linear in the bandwidth. Remarkably, the
optical coherence time, which is also extracted from the fit to the echo decay, increases
with the pulse length. In particular, for the longest pulses with a length of 300 ns, an
optical coherence time of T, = 1.31(5) ps is observed. The latter corresponds to 66(3) %
of the lifetime-limit of T, < 277.

The increase of the coherence time with longer pulses may indicate that shorter, and
thus stronger, excitation pulses cause decoherence of the emitter. Possible reasons for
this effect are that the pulses alter the electric environment of the dopant by creating
free charge carriers, either due to two-photon absorption or due to optically active er-
bium complexes or by changing the state of neighboring charge traps. Thus, to minimize
this effect, samples with the lowest possible impurity concentration should be studied.
Furthermore, dedicated termination of the surfaces of the nanophotonic structure might
reduce the number of charge traps, and integration of the p-i-n diode into the device
layer may help to stabilize the electric environment also during the excitation pulses. In
addition, strong excitation pulses may induce decoherence by resonant or off-resonant
excitation of the other emitters which in turn lead to instantaneous spectral diffusion
of the emitter. This effect may be reduced in samples with lower dopant concentration.
However, for the given integration yield on the preferred sites, the expected number of
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Figure 5.10.: Single-dopant photon echo. (a, inset) To study the optical coherence
time T,, a photon-echo measurement scheme is applied. For this purpose,
an optical 7/2-pulse creates a coherent superposition between the optical
ground and excited states of one spin orientation. After half of the sequence
length T, /2, a m-pulse is applied to compensate for a static detuning
between the qubit and the laser. After waiting again for 7,.,/2, another
m/2-pulse is applied, which transfers the state to either the excited or back
to the ground state, depending on the phase of the first 7/2-pulse. (a, b)
The fluorescence signal recorded after the second 7/2-pulse for both input
phases (red and blue) depending on the sequence length for two different
input pulse lengths: 20ns and 300 ns. (c, d) For each pulse length, the echo
amplitude is then calculated by subtracting the fluorescence signals of the
different input phases from each other. The decays of the echos are well-fit
with a single exponential function (dark green). (e) The echo amplitude
decreases (x 1/z, dashed) and (f) the optical coherence time increases with
increasing duration of the input pulses. Before the saturation sets in, the
increase of the coherence time in the pulse length is well-fit with a linear
fit model (dashed).
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dopants with a large Purcell factor per nanophotonic cavity will be significantly smaller
than one which reduces the scaling potential of the material platform (Fig. 5.2, Sub-
sec. 5.2.2). To overcome this, it is crucial to enhance the integration yield.

5.5. Fluorescence state detection

For all entanglement protocols, it is paramount that the state of the qubit can be re-
trieved after each repetition of the experiment. This is also called single-shot readout
(SSRO) and can be achieved by fluorescence state detection.

Here, the state of the spin qubit is identified by probing the optical spin-preserving
transition which is on resonance with the cavity, i.e., the optical transition associated
with the bright state. In an ideal system, the state of the spin could be inferred if
a photon is detected or not after such an excitation pulse. However, the detection
efficiency for a single photon is only about 5% (Sec. 5.2). Therefore, in absence of a
detected photon, it is impossible to discriminate between photon loss and the spin being
in its dark state. To overcome this, the optical transition is probed repeatedly, and the
detected fluorescence photons are cumulated (Reiserer 2022; Raha et al. 2020). Then,
a threshold number of photons is defined which is used to distinguish between the dark
state and the bright state.

This readout scheme demands that the state of the spin is not changed during the
experimental sequence, which entails two requirements: First, the spin lifetime needs
to be longer than the sequence length. Second, the decay of the optically excited state
needs to preserve the spin orientation. To this end, the relevant figure-of-merit is the
cyclicity C which is related to the number of excitation pulses n, that can be applied
until the autocorrelation function g(?' decays to 1/e (Raha et al. 2020):

6 = NoPex (51)

with the probability p,, to create an excitation by the applied probe pulses. Importantly,
the cyclicity can be significantly enhanced by embedding the spin qubit into an optical
resonator (Sec. 3.2) (Raha et al. 2020).

In the following, we optimize the fidelity of such a fluorescence state detection scheme
for the qubit encoded in the electronic spin states of the erbium dopant by tuning the
number of readout pulses and the threshold number of photons. For this purpose, the
qubit is first initialized in either the dark or the bright state by optical pumping on the
respective spin-flip transition (Subsec. 5.3.4). The advantage of pumping on the spin-
flip transition is that due to the dominant decay via the spin-preserving transition, the
spin states can be quickly polarized. We note that in the current setting, the spin-flips
are spectrally close enough to the cavity transition such that they can still be driven
efficiently. If the spin-flip transitions would be further detuned, e.g., for a dopant which
belongs to the second magnetic class of site A, driving of the spin-flip transition could
still be facilitated with an orthogonal polarization of the excitation light field for which
the photonic crystal cavity is transparent.

After initialization of the spin state, up to V.

probe — 1000 pulses are applied on the
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Figure 5.11.: Fluorescence state detection. (a, inset) The spin state of the qubit

is initialized by optical pumping on the spin-flip transitions in either the
bright (orange) or the dark (blue) state. The system is then probed by N
readout pulses resonant with the spin-preserving transition of the bright
state (red arrow). (a) Recorded fluorescence depending on the index of the
readout pulses. When the qubit is prepared in the bright state, a large
fluorescence signal is detected at the beginning of the readout sequence,
which decreases to 1/e within about 175 readout pulses. When the qubit is
prepared in the dark state, almost no fluorescence is observed initially. (b)
By analyzing the click traces of each repetition of the readout sequence, the
probability distributions to detect a certain number of photons during the
first N = 124 pulses depending on the initialized state are reconstructed.
(c) Using the corresponding cumulated distributions (colored area), the
fidelity for the fluorescence state detection can be determined. To this end,
for each value of the photon threshold ¢, which corresponds to the largest
number of photon detection events still associated with a dark state, the
probability to predict the dark (blue diamonds) and the bright (orange
stars) states correctly is calculated. The overall fidelity for a certain value of
the photon threshold ¢ is given by the minimum of the individual fidelities.
The optimal fidelity, 87.2(5) %, is found for ¢ = 1. (d) Fidelity depending
on the number of readout pulses for thresholds of ¢ = 1,2, 3 (lightgreen,
green, lightblue, dashed) and with simulateneous threshold optimization
(dark green).
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spin-preserving transition of the bright state (Fig. 5.11 a). For this purpose, pulses with
a length of 25ns are used. The amplitude is further chosen such that these pulses are
approximately 7/2-pulses, i.e., the probability of creating an excitation for each pulse is
about p., = 0.5. Depending on the spin state, a significant difference of the fluorescence
is observed indicating successful initialization. After the spin is initialized in the bright
state, the fluorescence decays with an increasing number of readout pulses. From an
exponential fit to the data, a cyclicity of C = 88(10) is extracted.

In contrast, after the spin is initialized in the dark state, the fluorescence increases
with more readout pulses. The number of pulses which can be applied until the equi-
librium fluorescence is reached is comparable for both the dark and the bright state. A
possible explanation would be that the cyclicity is limited by the spin lifetime. However,
varying the delay time between subsequent readout pulses shows almost no impact on
the obtained cyclicity. Instead, this again indicates that the used excitation pulses, even
when applied off-resonantly, can induce spin-flips and thus reset the spin (Subsec. 5.3.4).
This spin-reset effect is still attributed to resonant or off-resonant excitation of other
emitters in the vicinity of the qubit. The pulse parameters used in this section are a
trade-off between minimizing this effect and facilitating significant excitation probability
per shot for a fast readout.

Next, the probability distributions for the number of photons detected during a single
readout sequence of N = 124 is reconstructed for both the bright and the dark state
(Fig. 5.11 b). For this purpose, the photon detection events after each repetition of
the readout sequence are cumulated. The reconstructed probability distributions are
significantly different from each other, which is expected because of the good contrast
between the two qubit states (Fig. 5.11 a). For the dark state, the largest probability is
found for the detection of zero photons. In contrast, the probability distribution of the
bright state is more flat with a maximum at three detected photons.

Based on these probability distributions, the readout fidelity of the applied pulse
sequence can be calculated. To this end, the photon threshold ¢, which represents the
minimum number of detected photons during a readout sequence for which the spin state
is estimated as bright, is varied from one to eleven (Fig. 5.11 ¢). For each photon thresh-
old, the fidelities for the dark (blue diamonds) fy,, and the bright (orange stars) fi,;en
state are calculated individually from the probability distributions. The overall fidelity of
the readout is then given by the minimum of these two fidelities f = min ( Joright fdark).

For the given number of readout pulses, N = 124, the optimal value for the threshold
is found as ¢ = 1. For the threshold, we determine an overall fidelity of 87.2(5) %.
We note that this fidelity also includes the initialization fidelity such that the fidelity
of the fluorescence state detection is expected to be slightly larger. In particular, an
estimate for the initialization fidelity of 95(1) % is obtained by calculating the ratio
of the fluorescence signals of the bright and the dark state averaged over the first ten
readout pulses. Thus, a fidelity of 92(1) % is inferred for the spin readout.

In addition, Fig. 5.11 d shows the fidelity depending on the number of readout pulses
with simultaneous optimization of the photon threshold ¢ (solid line, dark green). The
fidelity exhibits several local optima, each of them corresponding to a certain value of
the photon threshold ¢ (dashed lines, different colors).
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These results represent the first optical single-shot readout of a spin qubit in silicon.
The readout time, which is given by the sequence length of about 10 ps times the number
of the readout pulses, is approximately 1.24ms. A comparably fast readout with a
larger fidelity of 97% could be demonstrated for erbium dopants in CaWO, (Ourari
et al. 2023). Still, the readout of single erbium dopants is much slower than the state
detection schemes which have been realized for color centers in diamond, that benefit
from significantly shorter optical lifetimes. In particular, single-shot readout of the spin
of a NV center is possible with a fidelity about 97 % in only 4 ps (Hensen et al. 2015).
Furthermore, for the SiV center, a significantly larger readout fidelity of 99.98 % in 30 ps
could be achieved by exploiting the modification of the cavity reflection by a single
strongly coupled emitter (Bhaskar et al. 2020).

In future experiments, the fluorescence state detection of a single erbium dopant can
be sped up by further increasing the Purcell enhancement. In addition, the fidelity can be
improved by enhancing the cyclicity of the erbium transition. For this purpose, samples
with a lower dopant concentration will be investigated in which spin-flips induced by
neighboring emitters are expected to be suppressed. Furthermore, the cyclicity may be
optimized either by aligning the spins with a vector magnet along an axis for which the
spin-flip probability of the optical decay is minimized or by operating the spin qubit
in a regime for which the spin-flips are more strongly suppressed by the cavity (Raha
et al. 2020). This can be achieved either by increasing the magnetic field which shifts
the spin-flips further away from the cavity resonance or by increasing the Q-factor of the
cavity. As an alternative approach, spins of the second magnetic class can be studied
which show a significantly larger splitting of the spin-flip transitions compared to the
spin-preserving transitions (Subsec. 5.3.4).

5.6. Spin control

In addition to initialization and readout of the spin state, coherent rotations or one-qubit
gates are a fundamental requirement for quantum information protocols (Sec. 3.2). For
optically addressable spin qubits, two different approaches have been studied to facilitate
such gates (Reiserer 2022). The first approach is all-optical control with detuned Raman
pulses (Reiserer and Rempe 2015). Such a Raman state transfer requires that the de-
tuning between the pulses from the optical transition frequency is much larger than the
spectral diffusion linewidth to avoid population in the excited state. For emitters with
large spectral diffusion linewidths, this in turn demands strong optical pulses in order
to facilitate m-pulses on both the spin-flip and spin-preserving transitions. So far, our
studies of both the optical coherence properties and the fluorescence state detection have
shown that strong pulses may induce detrimental effects to the qubit performance. In
particular, strong pulses lead to optical decoherence and may cause unwanted spin flips.
As an alternative, coherent rotations of the spin qubit can also be realized by directly
driving the spin transition with electromagnetic fields in the microwave domain, which
is investigated in this section (Wolfowicz et al. 2021).

In the following, we demonstrate the controlled transfer of the spin state by directly
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applying such fields (Subsec. 5.6.1). Furthermore, the coherence properties of the spin are
studied by measuring spin Rabi oscillations (Subsec. 5.6.2) and spin echos (Subsec. 5.6.3).

5.6.1. Optically detected spin transfer

To apply radiation fields in the microwave domain, the setup is extended with a copper
wire mounted in the vicinity of the nanostructure above the sample within a distance
of about 2mm (App. B). This copper wire is connected with low-loss coax cables to
the outside of the cryostat. Microwave pulses which create a magnetic field with a
component that is perpendicular to the external guiding field are generated with an
arbitrary waveform generator and amplified using a 100 W amplifier.

Since the optical frequencies of all four spin-flip and spin-preserving transitions are
known, the frequency of the spin transition in the optical ground state can be directly
calculated. The measurement sequence starts with the initialization of the spin by
optical pumping on the spin-flip transition. Here, we initialize the spin in its dark
state (Fig. 5.12 a). Then, a microwave pulse with a length of 1.1ps is applied. When
the frequency of that pulse is resonant with the spin transition, the spin population
is transferred to the bright state. The latter is then probed with N = 250 readout
pulses. Since this measurement does not intrinsically require to determine the spin state
after each repetition of the experiment, the fluorescence is again averaged over many
iterations.

Figure 5.12 b shows the fluorescence recorded after the optical readout pulses as a
function of the frequency of the microwave pulses. The signal shows a triple peak
structure at the expected resonance frequency of the spin transition and is well-fit with a
model containing three Lorentzian terms which all have the same FWHM. The extracted
linewidth is 2.6(1) MHz.

The spectrum consisting of three peaks is not expected for the electronic spin of a
single erbium dopant. A possible explanation is that the triple peak structure may
result from the coupling of the electronic spin of the erbium dopant to two nuclear spins,
possibly of 29Si. The hypothesis would entail that one of the two nuclear spins is about
two-fold stronger coupled than the other. In this case, the amplitude of the central peak
would be expected to be about two-fold larger than that of the outer peaks which agrees
with the observation.

While the evidence of spin transfer is already promising, the observation of the triple
peak structure and the suspected coupling of the spin to other nuclear spins may be
detrimental to its performance as a spin qubit at the current setting of the external
magnetic field. However, these nuclear spins may become attractive candidates for en-
coding a spin qubit at much larger magnetic fields where the electron spin is frozen
out.

5.6.2. Spin Rabi oscillations

Next, we study the coherence of the spin transition. Similar to the investigation of
the optical coherence of a single dopant, we first measure Rabi oscillations. For this
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Figure 5.12.: Direct spin transfer. (a) Measurement scheme. The spin qubit is ini-
tialized in the dark state by pumping on the spin-flip transition (orange).
Subsequently, a microwave pulse is applied which changes the population
of the spin state if its frequency is on resonance with the spin transition in
the optical ground state (blue). Then, the population of the bright state is
probed by recording the fluorescence signal after excitation pulses resonant
with the spin-preserving transition of the bright state (red). (b) Sweeping
the frequency of the microwave pulse allow us to determine the transition
frequency of the spin qubit. Instead of one peak, the transition is split into
three which are well-fit with a model containing three Lorentzian terms
which all have the same linewidth FHWM = 2.6(1) MHz (dark blue). The
triple peak structure may indicate that the spin is coupled to nuclear spins
in its local environment.

purpose, we change the excitation pulse area by varying the pulse length from 0.5 ps to
15ps. Furthermore, the microwave source is tuned to the transition frequency of the
central and largest of the three peaks observed in Fig. 5.12 a. In addition, the optical
initialization and the readout of the spin qubit is identical to the previous subsection.

As a function of the pulse length, an oscillation of the recorded fluorescence is observed
which is a clear indication of coherent spin Rabi oscillations (Fig. 5.13). The decay of
this oscillations for longer pulses is attributed to decoherence of the spin state and fit
with a Gaussian envelope (Suter and Alvarez 2016). Because of the triple peak structure
found in the spin spectrum (Fig. 5.12 a), an additional beating on the envelope of the
Rabi oscillations, resulting from the frequency detuning of the peaks, may be observed.
To this end, further measurements are necessary.

In the current configuration, we find that the m-pulse length is limited to about 1.5 ps.
To overcome this on future samples, gold striplines can be fabricated directly onto the
chip. These striplines are then about two orders of magnitude closer to the dopants
compared to the copper wire in the current configuration. Thus, we expect a significant
increase of the achievable Rabi frequencies which improves the clock speed of qubit
rotations..
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Figure 5.13.: Spin Rabi oscillations. After initialization of the spin in its dark state
similar to Fig. 5.12, microwave pulses with varying length and resonant to
the central spin transition are applied. As a function of the pulse length, an
oscillation can be clearly identified which implies that the spin transition
is driven coherently. The decay of the oscillations for longer pulse lengths
is fitted with a Gaussian envelope and attributed to the decoherence of the
spin.

5.6.3. Spin echo

The spin coherence time of the qubit encoded in the electron spin states is studied using
an echo technique similar to the scheme which is applied to measure optical coherence
properties (Sec. 5.4). For this purpose, the spin is again initialized by optical pumping.
Then, a microwave 7/2-pulse creates a coherent superposition between the spin states.
After half of the sequence time T, /2, a 7-pulse is used to eliminate the effect of a static
detuning between the microwave source and the spin. Subsequently, another w/2-pulse
is applied to rotate the spin either back to its dark state or to the bright state depending
on the relative phase of the first pulse. After the last pulse, the fluorescence is again
integrated over 250 readout pulses. The datasets for the two different input phases are
shown in Fig. 5.14.

The echo amplitude is then calculated by subtracting the two signals from each other
and its decay is well-fit with a Gaussian (Fig. 5.14 b). From the latter, a spin coherence
time of ¢, = 48(2) ps is extracted. Similar values for the coherence time are found for a
spin qubit encoded in the electronic ground state of a single erbium dopant in CaWOQO,
(Ourari et al. 2023). However, the measured coherence time is still significantly lower
than the achieved values for spin qubits in diamond (Bernien et al. 2013; Bhaskar et al.
2020) (Tab. 5.3). Importantly, this spin coherence time excludes spin noise as the source
for the optical decoherence.

The Gaussian shape of this decay indicates that the coherence time can be extended
with dynamical decoupling sequences (Suter and Alvarez 201 6). The performance of
such sequences can be significantly improved on future samples with integrated gold
striplines since microwave much shorter m-pulses with higher bandwidth will then be
available.
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Figure 5.14.: Spin echo sequence. (inset) Similar to the photon measurement
(Fig. 5.10), the coherence of the spin state is investigated with an echo
sequence. To this end, the dark state is initialized by optical pumping.
Then, microwave m/2-pulses with different phases are used to create a co-
herent superposition between the two spin states. Next, a m-pulse cancels
the static detuning between the laser and the spin transition. Finally, an-
other 7/2-pulse is applied which, in the ideal case, rotates the spin back
to either the up or the down state. (a) After the pulse sequence, the fi-
nal state is read out by measuring the fluorescence on the bright state. (b)
The decay of the echo amplitude, which corresponds to the difference of the
fluorescence signals recorded after the two input phases, is well-fit with a
Gaussian fit model. From the latter, a spin coherence time of ¢, = 48(2) ps
is extracted.

Longer spin echo decay times may be found in isotopically purified samples in which
the nuclear spins of the 29Si isotope are removed if they are limiting the spin coherence.
In experiments with ensembles of erbium dopants in silicon, this effect has been recently
observed (Berkman et al. 2023b). In particular, electron spin coherence times of about
one millisecond could be observed for two different sites in this experiment. Furthermore,
in isotopically purified samples, the spin transition is not expected to split as observed
in Subsec. 5.6.1 such that it might be driven more efficiently.

For quantum information processing, it is paramount that the coherence times exceeds
the traveling time of the emitted photons and the subsequent classical signaling time.
In particular, for a quantum network with a fiber link length of 100 km, the duration
of these operations is about 0.5ms. Thus, for the application in such networks, the
coherence time of the qubit which is interfaced using the single erbium dopant must be
significantly improved. This may be achieved by encoding qubits in nuclear spin states,
e.g., of the '"Er isotope (Rancic¢ et al. 2018) or of neighboring 2?Si spins similar to what
has been observed for color centers in diamond (Reiserer et al. 2016).
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5.7. Summary and outlook

In summary, single erbium dopants embedded in nanophotonic silicon resonators have
been investigated. In an optimized nanophotonic device, few dopants are selectively
addressed using frequency-domain multiplexing. These dopants exhibit large Purcell
enhancements which are only about six-fold lower than the largest reported values
(Tab. 5.2). Moreover, the ratio between the spectral diffusion linewidths and the lifetime-
limited linewidths obtained for these dopants is significantly smaller than the values
found for erbium dopants in other host materials without inversion symmetric integra-
tion sites coupled to nanophotonic cavities (Dibos et al. 2018; Horvath et al. 2023).
Furthermore, the observed ratio is comparable to the value found for erbium dopants
in non-inversion symmetric sites coupled to Fabry-Perot resonators (Ulanowski, Merkel,
and Reiserer 2022). In addition, this ratio is also much smaller than the values reported
for color centers in silicon (Johnston et al. 2023; Higginbottom et al. 2022). The dopants
studied in this chapter further emit photons with high single-photon purity.

In an external magnetic field, the electronic Zeeman levels of the emitters can be
resolved and initialized such that they form an effective spin qubit. The properties of
such a qubit have been further investigated. In particular, optical Rabi oscillations are
observed, and photon echos recorded for the bright state of this qubit indicate that
the optical coherence time approaches the lifetime-limit for sufficiently long excitation
pulses. Furthermore, we demonstrated that the states of the qubit can be optically
read out by fluorescence state detection, which represents to the first optical single-
shot readout of spin qubit in silicon. Compared with the record values for spin qubits
encoded in the electronic spin states of erbium dopants in other host materials (Ourari
et al. 2023), a comparable readout speed and an approximately 10 % smaller readout
fidelity are observed (Tab. 5.3). In addition, the spin transition of the qubit can be
directly driven by microwave fields. On this transition, the spin exhibits coherent Rabi
oscillations and spin echoes with a coherence time again comparable to erbium spins in
other host materials (Ourari et al. 2023) (Tab. 5.3).

For future experiments, the nanophotonic samples may further be improved. To this
end, about five-fold higher @Q-factors will be targeted. Such @Q-factors are still more
than an order of magnitude smaller than the record @Q-factor observed in silicon and is
accessible with state-of-the-art nanofabrication techniques (Panuski et al. 2022). By fur-
ther optimizing the design, about two-fold smaller mode volumes seem feasible. Together
with implantation of erbium dopants only at the mode maximum of the resonator, a ten-
to hundred-fold improvement of the Purcell factor may then be achieved. In this case,
Purcell factors significantly exceeding the record values reported to date are expected.
This would entail optical lifetimes ranging from 10ns to 100ns and hence fast optical
operations, comparable to leading solid-state spin qubit platforms based on color centers
in diamond (Tab. 5.3). Moreover, based on the coherence time observed in this work,
such Purcell factors are likely sufficient to facilitate lifetime-limited optical coherence.
In the best case, this would entail that the lifetime-limited linewidth is comparable to
the currently observed spectral diffusion linewidth.

In addition, a reduction of the spectral diffusion may be targeted in future samples.
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Host crystal Cavity Purcell Spectral diffusion Lifetime-limited
type factor linewidth [MHz] linewidth [MHz]
Si (this work, PhC 177 47 0.198
blue dopant)
Si (this work, red  PhC 29 14 0.033
dopant)
CaWO, PhC 850 0.16 0.02
MgO PhC 1040 0.69 0.008
Y,S5i04 FP 120 0.2 0.002
Y,SiOy PhC 650 5 0.01
Y,04 FC 125 3.8 0.002

Table 5.2.: Optical detection of single erbium dopants in different host ma-
terials. Abbreviations: Photonic crystal cavity (PhC), Fabry-Perot cavity
(FP), fiber cavity (FC). Data from: (Dibos et al. 2018; Ulanowski et al. 2023;
Ourari et al. 2023; Horvath et al. 2023; Deshmukh et al. 2023).

To this end, one approach is to minimize electric stray fields. The latter are often
created by charge traps and dangling bonds at the surfaces of nanostructures. Thus,
dedicated surface termination might reduce this effect. Furthermore, p-i-n-diodes could
be integrated into the cavities which might help to stabilize the charge environment at
the position of the dopants. In addition, these p-i-n-diodes can also remove charges
created during the excitation pulses, possibly on a sufficiently fast timescale to reduce
the spectral diffusion. If the spectral diffusion cannot be overcome in samples with the
mentioned improvements, another option is to turn to entanglement protocols which are
insensitive to spectral diffusion, for example, by using high-resolution detection of the
photon emission time and shelving states to compensate in real-time for the random
phases resulting from the stochastic emission process (Ruskuc et al. 2023).

To study the effect of resonant or off-resonant excitation of other emitters, which
may cause optical decoherence and undesired spin-flips, samples with different dopant
concentration will be investigated. If a reduction of the dopant concentration leads to a
significant improvement of the mentioned detrimental effects, improving the integration
yield on the favorable sites, as suggested in Sec. 2.11 will be crucial for the scalability of
spin qubits based on this platform.

Future samples may also significantly improve the spin properties and the spin control.
To this end, isotopically purified samples will be investigated. In such samples, the
coherence properties of the electron and nuclear spins and the addressing of individual
spins may be significantly enhanced (Berkman et al. 2023b; Saeedi et al. 2013) compared
to samples with natural abundance of all silicon isotopes. If the spin coherence time is
still insufficient in such isotopically purified samples, one may turn to the nuclear spin
of the '7Er isotope. For the latter, excellent spin coherence properties are expected at
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5. Single erbium dopants in silicon

Er:Si (this work) Er:CaWO, SiV:C  NV:C

Optical emission wavelength 1537 nm 1533nm  737nm 637nm
Nanophotonic cavity integration yes yes yes no
SSRO fidelity [%] 87 97 99.98 97
SSRO duration [ms] 1.24 >1.5 (*) 0.03  0.004
Spin coherence time (without 48 44 >200 >500

dynamical decoupling) [us]

Table 5.3.: Comparison of several spin qubits encoded in the electronic spin
degree of freedom. (*) Value inferred from optical lifetime and number
of readout repetitions. Data from: (Ourari et al. 2023; Bernien et al. 2013;
Hensen et al. 2015; Bhaskar et al. 2020).

potential ZEFOZ points at small fields (Ortu et al. 2018) or at very large magnetic fields
(Ranci¢ et al. 2018).

Furthermore, gold striplines for directly driving the spin transition will be integrated
onto the photonic chips. Thus, the distance between the dopants and the microwave
antenna is reduced by about two orders of magnitude. This will lead to significantly
higher spin Rabi oscillations increasing the rate at which of the qubit can be controlled.
This does not only enhance the operation speed of the qubit, but also facilitates fast
dynamical decoupling sequences which may in turn be used to increase the coherence
time of the spin qubit (Suter and Alvarez 2016).
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6. Conclusion

In this work, erbium dopants have been integrated into nanophotonic silicon structures
to investigate the potential of this material platform for optical quantum technologies.
Ensemble spectroscopy in nanophotonic waveguides at cryogenic temperatures reveals
that erbium dopants integrate at two novel, previously unreported sites during an op-
timized implantation and annealing process. These sites exhibit favorable properties
including narrow inhomogeneous linewidths of < 0.5 GHz, large crystal field splittings
of > 1.7THz, and exceptionally short optical lifetimes of < 200ps in comparison with
erbium dopants in other host crystals. Furthermore, the dopants integrated at these
sites show narrow homogeneous linewidths < 0.01 MHz indicating promising optical co-
herence properties. These two sites are also found in samples that were fabricated as
part of a commercial multi-wafer project run, demonstrating the compatibility of this
material platform with industrial nanofabrication processes.

In addition, single emitters integrated at the novel sites are embedded in silicon pho-
tonic crystal cavities. In such devices, individual dopants are spectrally addressed us-
ing frequency-domain multiplexing and characterized. Single emitters exhibit an up to
177-fold lifetime reduction and narrow spectral diffusion linewidths of < 15 MHz. Fur-
thermore, they emit single photons with high purities of ¢/® (0) < 0.02. By applying
an external magnetic field, the optical spin-preserving and spin-flip transitions can be
addressed individually and the properties of a spin qubit encoded in the electronic spin
states of a single dopant are investigated. The optical coherence time T, = 1.31(5) ps of
such a qubit approaches the lifetime-limit for sufficiently long and weak excitation pulses.
Furthermore, the state of the spin qubit is read out using a fluorescence state detection
scheme with a fidelity of 87.2(5) %. This represents the first reported optical single-shot
readout of a spin qubit in silicon. In addition, state transfer and coherent rotations of
the qubit is demonstrated by directly driving the spin transition with microwave fields.
From a spin echo sequence, an electron spin coherence time of t, = 48(2) ps is obtained.
Thus, the four key requirements for interference-based entanglement generation, i.e.,
initialization, readout and coherent rotations of the spin, and optical coherence have
been demonstrated in a proof-of-principle manner. These results thus establish spin
qubits based on erbium dopants as a prime candidate for optical quantum technologies
in silicon.

The suggested improvements in Sec. 2.11 and Sec. 5.7 may enhance the properties of
these spin qubits based on single erbium dopants such that they ultimately approach
or even exceed the performance of spin qubits in diamond (Hensen et al. 2015; Bhaskar
et al. 2020). In this case, the compatibility with both the most developed nanofabri-
cation platform and existing optical glass fiber technology will provide a fundamental
advantage of single erbium dopants in silicon over these previously studied spin qubits.
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6. Conclusion

Single erbium dopants in silicon then offer unprecedented scaling potential for quantum
communication (Reiserer 2022) and quantum computation (Simmons 2023) hardware
based on solid-state spin qubits.
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A. Sample preparation

The nanophotonic waveguides (Sec. 2.4, Sec. 2.3) and cavities (Sec. 4.3, Subsec. 5.2.1)
used for this work are fabricated in the cleanrooms at the Zentrum fiir Nanotechnolo-
gie und Nanomaterialien (ZNN) at Technical University of Munich (TUM) and at the
Walther-Meifiner-Institut (WMI).

The nanofabrication process comprises several steps depicted in Figure A.1. Over
the course of this PhD project, these steps have been regularly revised, adapted, and
optimized for both performance and efficiency. In the following, the process parameters
for each step are outlined ’as is’ at the end of this PhD project (December 2023).

SOl chip layers lon implantation  Spin coating E-beam litho.
and annealing

220 nm
3um
725 um i

Resist develop. Reactive ion etch. Resist removal BOX removal

B ) B [

Figure A.1.: Nanofabrication process. Details for each step are described in the main
text. Figure adapted from (Burger 2020).

Rapid thermal annealing

o Applies only to samples which were not annealed during implantation.
o Rapid thermal annealer (RTA), ADVANCE RIKO MILA-5000 series.
« Annealing conditions: chip in vacuum (~ 2 x 1072 mbar).

 Annealing recipe: Temperature rate heating: ~ 8 Ks™!; (typical) annealing tem-
perature: 500 °C; hold time: 30s; passive cooling: chip temperature below 300 °C
in < 100s.
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A. Sample preparation

Sample preparation

¢ Rinse chip: Sonicate chip for 3 min in acetone; sonicate chip for 3 min in IPA; blow
dry with Nj.

¢ Clean surface with oxygen plasma: RF power: 400 W; oxygen flow: 75sccm; pres-
sure: 75 Pa for 195s.

 Spin coat electron beam resist (ZEP-520A, ZEON Corp.) onto the sample: Speed:
4000 rpm; acceleration: 2000 rpm/s; duration: 120s.

o Softbake resist for 180s at 180 °C.

Electron beam lithography
o nb5 (Nanobeam Ltd.) machine at the clean room at WMI.

o Proximity correct design file (typical format: GDSII) with BEAMER (Genisys
GmbH) to compensate for secondary electron scattering effects.

e Write pattern with smallest available current ~ 2nA which corresponds to the
smallest possible beam size ~ 2nm. Typical base dose: 1.5Cm™2 to 3Cm™2.
Fixed accleration voltage: 80kV.

Resist development

o Immerse and gently stir sample in cold (=~ 5°C, placed in a cold plate) n-amyl
acetate for 70s.

o Immerse and gently stir sample in cold (=~ 5°C, placed in a cold plate) methyl
isobutyl ketone (MIBK) for 10s.

e Blow dry with N,.

o Hardbake for 180s at 140 °C.

Reactive ion etching

¢ Oxford Instruments, PlasmaPro 100 Cobra ICP RIE Etch, clean room at ZNN.
e Clean the chamber with the standard oxygen plasma for 10 min.

o Cool the table on which the back wafer is mounted to —120 °C.

e Condition the chamber with the cryogenic etch recipe for 5 min.

e Mount the sample attached with thermal grease (Apiezon N) to a dummy back
wafer.

e Run the cryogenic etch recipe.
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A. Sample preparation

o Parameters of cryogenic etch recipe: table temperature: —120°C; chamber pres-
sure: 7.5mTorr; gas flows: sulfur hexafluoride (SFg) 60sccm, Oy 18 scem; forward
power: 15 W; ICP power: 600 W, etching time: 28s; etch rate: ~ 0.47 pmmin !,

Resist stripping

o Immerse sample in warmed up (=~ 100 °C, placed in a hot plate) N,N-dimethylacetamide
(ZDMAC, Zeon Corp.) for 10 min.

o Rinse chip: sonicate sample in warmed up (~ 50 °C) N,N-dimethylacetamide for
10 min; sonicate sample in acetone for 5min; sonicate sample in IPA for 2 min;
blow dry with Nj.

¢ Clean surface with oxygen plasma: RF power: 400 W; oxygen flow: 75sccm; pres-
sure: 75 Pa for 195s.

BOX removal

e Immerse sample in buffered oxide etch for 30 min.

o Immerse and stir sample in water (alternatively IPA) for 1 min.
¢ Keep sample submerged in water and transfer it to WMI.

e Submerge sample in ethanol.

o Dry sample with critical point dryer (Leica Microsystems GmbH, EM CPD300).
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B. Experimental setups

For this work, a room temperature setup for characterization of the optical properties
of the nanophotonic samples and a cryogenic setup for spectroscopy of erbium dopants
have been built. Over the course of this PhD project, parts of these setups have been
revised, adapted, and optimized. In the following, the components of both setups are
presented ’as is’ at the end of December 2023.

B.1. Room temperature setup

The room temperature (RT) setup (Fig. B.1) is used for characterizing the photonic
properties of waveguides and cavities. It is based on a motorized three-axis XYZ stage
with additional piezo actuators (Thorlabs NanoMax MAX381). On this stage, a sample
with nanophotonic structures is mounted at ambient conditions. The sample can be
moved relative to a fixed tip of a tapered optical fiber. To monitor this relative move-
ment, a microscope objective (Thorlabs LMM40X-P01) and a CCD camera (Thorlabs
CS165MU) are mounted above the fiber tip. A blue LED (Thorlabs M490L4) and a
pellicle (Thorlabs BP145B1) are used to illuminate the fiber tip and the sample.

Camera (vis. light) ®

Tapered fiber XYZ stage

Figure B.1.: Room temperature setup. The photonic properties of the nanostruc-
tures are characterized with this setup prior to spectroscopic measurements
at cryogenic temperatures. Light emitted by a wavelength-tunable laser is
coupled to the nanostructure via a tapered fiber tip. The reflected light is
then recorded by a photodiode. Further details in the text. Figure adapted
from (Burger 2020).

Further, a fiber-coupled laser (Toptica CTL1500 or Toptica CTL1550) with a tuning
range > 100nm is guided through a free-space setup comprising a half-wave plate and
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B. Experimental setups

a quarter-wave plate for polarization control and non-polarizing beamsplitter (Thorlabs
BS012) with 50:50 splitting ratio. The tap output of the beamsplitter is recorded by
a photodiode (PD, Thorlabs PDA10CS2) and used for normalization while the signal
output is coupled into an optical fiber guiding the laser to the nanophotonic structure.

The light reflected from the nanostructure is then measured at the fourth port of
the beamsplitter with a similar PD (Thorlabs PDA10CS2). The signals from both PDs
are recorded with an oscilloscope (Picoscope 5000 series). To measure the wavelength-
dependent reflection of the nanophotonic structures, a digital trigger sent from the laser
to the oscilloscope marks the start of an internal wavelength ramp of the laser.

B.2. Cryogenic setup

For most spectroscopic measurements, the nanophotonic samples are mounted in a
closed-cycle cryostat (Attocube Attodry 2100) with a base temperature of about 1.7K
in its standard configuration. The sample is thermalized by helium exchange gas. The
sample temperature can be controlled with high precision between base temperature and
room temperature by a variable temperature insert (VTT). In addition, the cryostat is
equipped with a superconducting magnet which can apply magnetic fields of up to 9T
at the position of the sample. Alternatively, a second closed-cycle cryostat with base
temperature of about 1.0 K (ICE Oxford DRY ICE 1K) is used. It is a vacuum cryostat
without an exchange gas in the sample space and further equipped with a superconduct-
ing magnet which can apply magnetic fields of up to 3T.

Cryogenic sample mount and argon gas tuning

The cryostat (Attocube Attodry 2100) is a top-loading system in which the sample is
located at the end of a &~ 1 m long stick. At the lower end of this sample stick, the sample
is mounted on a stack of piezo steppers (Attocube ANPx312, ANPz 102) such that it
can be aligned relative to a fixed tapered optical fiber in three dimensions. Similar to
the RT-setup, the sample position is monitored with a blue LED, a pellicle, and a CCD
camera outside of the sample space. Instead of an objective lens, a cryo-compatible
triplet collimator (Thorlabs TC18FC-405) is mounted above the sample on the sample
stick inside the sample space. As an exception, the waveguides on the FZ samples do
not require nanopositioning inside the cryostat because optical fibers are glued to the
waveguide facets (Sec. 2.4). Further details, including a technical drawing regarding the
sample holder and the built-in microscope, can be found in (Weiff 2022).

In addition, the sample stick comprises gas lines which allow condensing argon gas
onto the nanophotonic cavities to tune their resonance frequencies (Sec. 4.5). To this
end, the requirement is that the sample itself is kept below the freezing point of the used
gas while the tube in which the gas is guided is heated to a temperature larger than this
point. This is achieved by using a copper tube thermally coupled to a resistive heater
with a sufficiently small heating effect on the sample itself. Using a temperature sensor
(Cernox 1030), the temperature of the copper tube is then controlled by a cryogenic
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B. Experimental setups

90% Eg',\‘,,aig Camera (vis. light)
. e LED

Powermeter 17K
Ry | E
Fast f 95% ;

Gate
Eel b

SNSPD

Laser and stabilization Pulse shaping Cryostats

Figure B.2.: Cryogenic measurement setup. The light of a frequency stabilized cw
laser is pulsed and modulated by acousto-optic modulators and either three
electro-optic phase modulators or an optical single side-band modulator.
The resulting pulses are guided via a 95:5 beam splitter to the sample
which is mounted in a cryostat. The photons reflected from or emitted by
the sample are then measured with superconducting nanowire single-photon
detectors. PM (SM) optical fibers are colored blue (yellow). Further details
are provided in the text.

temperature controller (SRS CTC100). The gas flow is controlled manually with a
needle valve mounted outside of the cryostat.

Laser systems and stabilization

For optical excitation of the erbium dopants, one of the following continuous wave (cw)
lasers is used: Toptica CTL1500, Toptica CTL1500, Toptica DL pro or NKT Photon-
ics BASIK X15 ’Koheras’ These laser systems are coupled to polarization maintaining
fibers (Fig. B.2, blue). Further, all laser systems are phase-locked (Leibrandt and Hei-
decker 2015) to a frequency comb (Menlo Systems FC1500-250-ULN) with a repetition
rate of 250 MHz. The comb is further stabilized to an external reference cavity (Menlo
Systems ORS1500) with sub-hertz stability. In addition, the absolute wavelength of the
lasers is measured with a wavemeter (Bristol 771A-NIR with 60 MHz resolution or High
Finesse WS8-10 with 10 MHz resolution) sufficient to resolve individual comb teeth of
the frequency comb.

Optical pulse shaping and experiment control

The light of the cw lasers is pulsed and frequency-shifted using concatenated acousto-
optic modulators (AOM, Gooch&Housego Fiber-Q 300 MHz with rise time of 6ns)
(Fig. B.2). In addition to the AOMs, either a set of three concatenated electro-optic
phase modulators (EOM; iXblue MPZ-LN-10/20) (Fig. B.2, 1) or a single-sideband
modulation setup comprising an optical 1Q modulator (iXblue MXIQER-LN-30) and a
modulator bias controller (iXblue MBC-IQ-LAB-A1) (2) is used. The RF signals nec-
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B. Experimental setups

essary to drive these components are generated with two arbitrary waveform generators
(AWGs, Zurich Instruments HDAWG and SHSFG)

After this stage, the generated pulses are further guided with single mode fibers
(Fig. B.2, yellow). These fiber components are connected with low-loss connectors (Di-
amond E-2000 series). The polarization of the excitation pulses can be aligned to the
guided modes of the nanophotonic structures with a motorized fiber polarization con-
troller (FPC, Thorlabs MPC220). Subsequently, the pulses are sent through a fiber beam
splitter fabricated of band-insensitive optical single mode fiber (Corning ClearCurve)
with a splitting ratio of 95:5 (Evanescent Optics Inc.). At the 95% port, the power of
the excitation pulses is measured with a powermeter (Thorlabs PM101A). The output
of the 5% port is coupled to the sample mounted inside the cryostat.

After this beamsplitter, the light is guided to a superconducting nanowire single-
photon detector (SNSPD; PhotonSpot or ID Quantique) in a second cryostat. To avoid
latching of the detectors by the excitation pulses, a fast optical switch is used for gat-
ing (Agiltron Ultra-fast Dual Stage SM NS 1x1 Switch with a specified rise time of
10ns) which is also controlled by the AWG. The voltage pulses generated by SNSPD
by the impinging photons are recorded with a time-bin digitizer (Swabian Instruments
TimeTagger Series 20).

Microwave control

In addition, microwave (MW) fields can be applied to the nanophotonic structures. For
this purpose, MW pulses are generated (Zurich instruments SHSFG) and subsequently
amplified (Mini Circuits ZHL-100W-352+, 100W). In order to apply these MW fields
at the position of the sample, the pulses are guided through a ~ 2cm long copper wire
mounted at a distance of &~ 2mm to the sample surface above the nanostructures. To
minimize the losses inside the cryostat, a low-loss coax cable is used in between the MW
input and the copper wire (Astrolab cobra-flex).
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