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ABSTRACT

Wall bounded flows with trans- or supercritical fluids are found in many technical applications.
While many numerical studies have been conducted during the last two decades contributing
to the understanding of transcritical flows, low cost CFD models such as Reynolds-Averaged
Navier Stokes (RANS) and wall-modelled large-eddy simulations (WMLES) still have got poor
prediction capabilities. In this publication-based thesis, well-resolved large-eddy simulations
(LES) of transcritical channel flows are conducted. The LES are used to study the influence of
strong non-linear property variations on a turbulent flow with heat transfer.

We employ our in-house code CATUM solving the fully compressible Navier-Stokes equations
in conservative form. An adaptive look-up table method is used for thermodynamic and transport
properties, which is more accurate than common cubic equations of state. Methane, an emerging
fuel in liquid-propellant rocket engines (LRE), is utilized within this thesis. We apply a physically
consistent subgrid-scale turbulence model, that is based on the Adaptive Local Deconvolution
Method (ALDM) for implicit LES. A generic channel flow configuration is used to focus on the
impact of non-linear thermodynamic effects on turbulent flows and on the heat transfer. On the
one hand, the isothermal wall temperatures are determined to represent a cooling channel in
LRE with a cold and hot wall. On the other hand, the temperatures are set to capture non-linear
property variations and the pseudo-boiling within the channel geometry.

A correct prediction of the heat transfer enhancement or deterioration using RANS is still
ongoing research. In the first study we pose the question, if these difficulties also hold for channel
flows using transcritical methane. For this purpose, we perform RANS of a transcritical channel
flow with methane and compare the results with well-resolved LES. The focus of the comparison
is on the mean velocity and temperature profiles, as well as on the resulting wall shear stress and
wall heat flux.

The turbulence modelling has reportedly a significant influence on the prediction capabilities of
RANS or WMLES. Classical turbulence models, here in particular the closure for the momentum
and energy equations, are derived from canonical flows at ideal conditions, which might contribute
to the bad prediction capabilities in flows with strong non-linear property variations. In the
second study we use two well-resolved LES to analyse the turbulent heat and momentum transfer
in transcritical channel flows using methane. A new turbulent Prandtl number definition based
on the enthalpy is proposed, which is only slightly affected by the pseudo-boiling compared to
the common definitions from literature.

In the last study a comprehensive investigation of the turbulent momentum boundary layer in
transcritical flows is conducted. Seven well-resolved LES are performed covering a variation of the
Reynolds number, the bulk pressure and the pseudo-boiling position within the channel. After
performing an averaging of the streamwise momentum equation four unclosed terms are identified.
Based on the results, one of the unclosed terms, has been identified to be essential for the

iii



ABSTRACT

turbulence modelling. The statistical analysis of all cases demonstrates the influence of non-linear
thermodynamics on turbulent momentum boundary layers, which provides a foundation for the
development of future low-cost turbulence models.
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ZUSAMMENFASSUNG

Wandgebundene Strömungen mit trans- oder überkritischen Fluiden sind in vielen technischen
Anwendungen zu finden. Obwohl in den letzten zwei Jahrzehnten zahlreiche numerische Studien
durchgeführt wurden, die zum Verständnis transkritischer Strömungen beigetragen haben, haben
kostengünstige CFD-Methoden, wie Reynolds-Averaged Navier Stokes (RANS) und wandmo-
dellierte Grobstruktursimulationen (WMLES), immer noch schlechte Vorhersagefähigkeiten. In
dieser veröffentlichungsbasierten Dissertation werden gut aufgelöste Grobstruktursimulationen
(large-eddy simulation, LES) von transkritischen Kanalströmungen durchgeführt. Die durchge-
führten LES werden verwendet, um den Einfluss von starken Änderungen der Fluideigenschaften
auf eine turbulente Strömung mit Wärmeübertragung zu untersuchen.

Wir verwenden unseren institutseigenen Strömungslöser CATUM zur Lösung der kompressiblen
Navier-Stokes-Gleichungen in konservativer Form. Adaptive Tabellen wurden für die Modellie-
rung der thermodynamischen Fluideigenschaften verwendet. Die generierten Tabellen geben die
Fluideigenschaften genauer wieder als gängige kubischen Zustandsgleichungen. Methan, welches
ein aufkommender Treibstoff für Flüssigtreibstoffraketentriebwerke (LRE) ist, wird im Rahmen
dieser Arbeit benutzt. Wir verwenden ein physikalisch konsistentes Turbulenzmodell für den
Feinstruktur-Spannungstensor (SGS), das auf der Methode der adaptiven lokalen Dekonvolution
(ALDM) basiert. Eine generische Kanalströmungskonfiguration wird verwendet, um den Fokus
auf die Auswirkungen nichtlinearer thermodynamischer Fluideigenschaften auf turbulente Strö-
mungen mit Wärmeübertragung zu legen. Einerseits wurden die isothermen Wandtemperaturen
ausgewählt, um einen Kühlkanal mit einer kalten und einer heißen Wand zu repräsentieren. Ande-
rerseits wurden die Temperaturen bestimmt, um nichtlineare Änderungen der Fluideigenschaften
und das Pseudosieden innerhalb der Kanalgeometrie zu erfassen.

Eine korrekte Vorhersage der Verbesserung oder Verschlechterung der Wärmeübertragung mit
Hilfe von RANS ist noch Gegenstand der Forschung. In der ersten Studie stellen wir uns die
Frage, ob diese Schwierigkeiten auch für Kanalströmungen mit transkritischem Methan gelten. Zu
diesem Zweck haben wir RANS auf eine transkritische Kanalströmung mit Methan angewendet
und die Ergebnisse mit einer gut aufgelösten LES verglichen. Der Schwerpunkt des Vergleichs
liegt auf den mittleren Geschwindigkeits- und Temperaturprofilen, sowie auf den resultierenden
Wandschubspannungen und Wandwärmeströmen.

Die Turbulenzmodellierung hat einen erheblichen Einfluss auf das Vorhersagevermögen von
RANS oder WMLES. Klassische Turbulenzmodelle, hier insbesondere die Schließung der Impuls-
und Energiegleichung, werden basierend auf kanonischen Strömungen unter idealen Bedingungen
entwickelt. Das kann zu schlechtem Vorhersagevermögen in Strömungen mit starken nichtlinearen
Fluideigenschaften beitragen. In der zweiten Studie verwenden wir zwei gut aufgelöste LES zur
Analyse des turbulenten Wärme- und Impulsübergangs in transkritischen Kanalströmungen mit
Methan. Eine neue Definition der turbulenten Prandtl Zahl auf der Grundlage der Enthalpie wird
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vorgeschlagen. Diese Definition ist im Gegensatz zu üblichen Formulierungen aus der Literatur
nur geringfügig vom Pseudosieden beeinflusst.

In der letzten Studie wurde eine umfassende Untersuchung der turbulenten Impulsgrenzschicht
in transkritischen Strömungen durchgeführt. Hierfür dienen sieben gut aufgelöste LES, die eine
Variation der Reynoldszahl, des Gesamtdrucks und der Pseudosiedeposition abdecken. Nach
dem Mitteln der Impulsgleichung in Strömungsrichtung erhalten wir vier neue Terme. Auf der
Grundlage der Ergebnisse wurde einer der Terme als wesentlich für die Turbulenzmodellierung
identifiziert. Die statistische Analyse aller Fälle zeigt den Einfluss der nichtlinearen Thermo-
dynamik auf turbulente Impulsgrenzschichten und bildet eine Grundlage für die Entwicklung
künftiger kostengünstiger Turbulenzmodelle.
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1. INTRODUCTION

This thesis summarises my work as a research assistant at the Chair of Aerodynamics and Fluid
Mechanics of the Department of Mechanical Engineering at the Technical University of Munich.
I have been investigating transcritical channel flows within the collaborative research centre
SFB-TRR401, which was funded by the German Research Foundation DFG. The comprehensive
aim of the SFB-TRR40 has been the investigation of the ’technological foundations for the design
of thermally and mechanically highly loaded components of future space transport systems’.
The collaborative work was focusing on liquid-propellant rocket engine (LRE) propulsion. The
specific topic of my sub-project within the SFB-TRR40 has been ’heat transfer in nozzle cooling
channels’, which is investigated using computational fluid dynamics (CFD).

1.1. MOTIVATION

Today’s requirements for propulsion system demand for energy efficient processes in order to
reduce greenhouse gas emission. One possibility to enhance the efficiency of propulsion systems is
to increase the operating pressure. In liquid rocket engines this is founded by the proportionality
between the operating pressure and the specific impulse [1]. A similar increase of the efficiency
is found in gas turbines and diesel engines. According to Huzel and Huang [2] an increase in
operating pressure pop leads to higher heat loads q̇, following

q̇ ∝ p0.8
op . (1.1)

Thus, LRE’s face extreme thermal conditions during the operation time including temperatures
up to 3600 K and heat fluxes up to 160 MW m−2, demanding for an efficient structural cooling.
One approach to cool the structure is to feed the propellant through milled passages in the
combustion chamber and nozzle wall, which is referred to as regenerative cooling. Passing through
the cooling channels the propellant absorbs the heat and the coolant’s enthalpy increases. Thus, a
performance loss is reduced, since the heated propellant is fed to the injector, where it is injected
into the combustion chamber. Other significant advantages of the regenerative cooling method
are the limitless operation time and the requirement of a thin combustion chamber wall with a
high conductive material for a better heat exchange, which results in less weight. In Fig. 1.1a a
cut through a Vulcain engine combustion chamber wall is shown, exposing its rectangular cooling
channels. The combustion chamber wall is made of a copper alloy CuAgZr liner and a galvanic
deposited nickel outer shell. The thin inner copper liner is exposed to the high temperatures
arising from the combustion on the one side and to a cryogenic coolant on the other side. Hence,
the thin copper wall, which is not thicker than 1 mm, has to endure severe thermal stresses. If

1http://www.sfbtr40.de/
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(a) (b) (c)

Figure 1.1.: (a) A cut through a combustion chamber wall by Haidn [3], reprinted with
permission of NATO STO (© NATO STO). (b) Cut through a cooling channel illustrating the
dog-house effect by Hötte et al. [4], reprinted under CC BY 4.0 Deed. (c) Longitudinal failure in
a combustion chamber wall by Haidn [3] reprinted with permission of NATO STO (© NATO
STO).

the cooling efficiency decreases or breaks down, the wall temperature will increase, which results
in plastic deformation, a cooling channel bulging and localised wall thinning. This constitutes to
the so-called dog-house effect (Fig. 1.1b). At an advanced stage this may lead to longitudinal
cracks, see Fig. 1.1c. In consequence, a thorough understanding of the flow within the cooling
channel is essential to avoid any malfunction, and ensure a save and successful mission.

1.2. TRANSCRITICAL FLUIDS

One important parameter, which has to be controlled in LRE cooling channels in order to prevent
any dog-house effect is the wall temperature. It is a result of the turbulent flow and the heat
transfer interacting with each other within the cooling channels. Both are significantly influenced
by the prevalent fluid properties. Firstly, the turbulent flow is affected by the change in density
and viscosity, hence, causing a change in convective heat transfer. Secondly, the heat transfer is
directly affected by changes in density, thermal conductivity and specific heat capacity. As a
result, the heat transfer can be either enhanced or deteriorated, which has to be incorporated in
to the design of LRE.

A typical fuel and coolant in LRE is liquid hydrogen (LH2) used for example in the Space
Shuttle Main Engine or in the Vulcain engine. Although LH2 has a high specific impulse Isp in
combination with liquid oxygen (LOX), it exhibits a low density and a very low boiling point.
An alternative fuel is liquid methane (LCH4), which is applied in the Raptor rocket by SpaceX,
Prometheus rocket by Ariane group and the Zhuque-2 rocket by LandSpace. Methane has the
highest specific impulse among hydrocarbons and it features better storage properties due to
a higher density and a higher boiling point compared to hydrogen. Additionally, the lack of
hydrogen embrittlement allows for light-weight storage tanks. Furthermore, methane is supplied
as a liquefied natural gas (LNG), which is widely used in the industry and can be produced on
Mars through hydrogenation. However, the use of methane as coolant poses the challenge, that

2
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Figure 1.2.: Generic phase diagram.

the operating conditions of regenerative cooling channels are slightly above the critical point
compared to hydrogen operated LRE.

The coolant in liquid rocket engines is stored at a cryogenic temperature, which is below the
critical temperature (T < Tcr) and at high pressure above the critical pressure (p > pcr). At
these conditions the fluid is referred to as a compressed liquid (CL). Passing through the cooling
channels the coolant temperature increases due to the heat flux over the hot wall surpassing its
critical temperature (T > Tcr). The pressure stays above the critical pressure pcr, despite the
arising pressure drop, which emerges due to wall friction. Now, the fluid is at supercritical state,
since both, the pressure and temperature, are above the critical point. The supercritical fluid
features a gas-like diffusivity, a liquid-like density as well as a vanishing surface tension, which is a
consequence of the high pressure environment. The supercritical state can be further subdivided
into a liquid like (LL) and gas like (GL) state [5, 6]. Pseudo-boiling is identified between these two
sub-states, which is analogously to the phase transition crossing of the vapour-liquid coexistence
line. To this end a widom or pseudo-boiling line (PBL) [7] is introduced. A fluid is termed
transcritical undergoing a pseudo phase transition from CL, over LL fluid, to GL fluid crossing
the PBL. The state transition is visualised in a generic phase diagram in Fig. 1.2. In the vicinity
of the critical point the relationship between the pressure, temperature and density is modified
by intermolecular repulsive forces. These forces lead to strong non-linear effects, that cannot
be modelled using an ideal gas law, thus, a more suitable equation of state (EOS) is needed.
Furthermore, thermodynamic properties as for instance the internal energy, viscosity and specific
heat capacity have to account for high pressure effects.

In Fig. 1.3 the density, specific heat capacity at constant pressure, viscosity and the speed
of sound of methane are shown. Two different pressure values are included, since the fluid
properties strongly depend on the distance to the critical point. For methane the critical point
is at approximately 46 bar. Thus, the pressure of 50 bar represents the fluid behaviour close

3
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Figure 1.3.: Thermodynamic data of methane using Peng-Robinson EOS ( ◦ ) [8] compared to
NIST data base ( ) [9] for a pressure of 50 bar and 80 bar, respectively. The ideal gas law
is included for the density ( ).

to the critical point and the pressure of 80 bar the behaviour far away from the critical point.
The density is modelled using the Peng-Robinson cubic equation of state [8], which is a van
der Waals type of EOS describing the relationship between pressure, density and temperature.
The caloric properties are obtained by employing a departure function formalism [10, 11]. The
transport properties viscosity and heat conductivity are calculated with the correlations by
Chung et al. [12]. As a reference, we use fluid properties obtained from REFPROP/NIST [9].
For methane REFPROP employs the Helmholtz based EOS by Setzmann and Wagner [13].
Sharp changes are present for all quantities at approximately 193 K and 50 bar, which is the
pseudo-boiling temperature defined by the peak position of the heat capacity [7]. With increasing
pressure, hence, larger distance to the critical point the sharp changes are getting more moderate.
For clarification, using the ideal gas law for the density is not suitable to capture the real gas
behaviour, see Fig. 1.3a. Furthermore, the non-linear behaviour induces a high speed of sound
at low temperatures, which reduces the time step in compressible CFD codes using the CFL
criterion.
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As it is shown in Fig. 1.3, the change in fluid properties close to the critical point are stronger,
hence, a prediction of heat transfer enhancement or deterioration is more demanding for methane.
For this reason, an enhanced understanding of transcritical channel flows with heat transfer
prevents cooling failures and ensures a safe mission.

1.3. NUMERICAL STUDIES

Performing experimental studies at high pressure conditions is challenging, due to technical
difficulties and safety reasons. As a result, experimental data on turbulent statistics and heat
transfer, suitable for the development of reliable low-cost turbulence models, are scarce. For
this reason, high fidelity numerical data is required to understand the effect of non-linear
thermodynamics on turbulent flows in order to improve low-cost turbulence models. In this
context multiple numerical studies have been performed. The following section is based on
Doehring et al. [14, 15] summarizing a portion of the research relevant for this thesis.

Pizzarelli [16] provided a review of the research on the heat transfer of supercritical fluids, in
particular on the heat transfer deterioration. Based on the collected work, he concluded, that
Reynolds-Averaged Navier Stokes (RANS) simulations are not able to predict the onset of heat
transfer deterioration and that the obtained results vary significantly depending on the used
turbulence model. In addition, no heat transfer correlation was capable of predicting the heat
transfer correctly. Similar statements have been already made nine years ago by Yoo [17] and
twenty years ago by Pioro et al. [18], indicating the existing difficulty in prescribing the heat
transfer in transcritical flows.

One of the first direct numerical simulations (DNS) of supercritical wall bounded flows have
been performed by Bae et al. [19, 20]. They investigated an annular flow of supercritical CO2
with constant wall heat flux. They observed a significant Reynolds shear stress reduction at
the hot wall due to the strong property variations. Thus, the flow was stabilized leading to a
reduction of turbulence. Buoyancy was found to reinforce or weaken the production of turbulence.
Similar results have been obtained by Nemati et al. [21] with a DNS of a heated turbulent pipe
flow with CO2 at supercritical pressure. They ascertained a decrease of turbulent kinetic energy,
which was caused by flow acceleration at the hot wall due to thermal expansion. Peeters et al. [22]
concluded, that near wall streaks and streamwise vortices, which are contributing to turbulence,
are affected by local property variations. Thus, turbulent motion was increased at the cold wall
and decreased at the hot wall, leading to laminarization.

Ribert et al. [23] extended a WENO scheme, which is suitable for any equation of state, in
order to capture large density gradients present in transcritical flows. Their large-eddy simulation
(LES) results showed very elongated ligaments in the streamwise direction with a deep penetration
in the wall-normal direction.

Ma et al. [24] used an entropy-stable double-flux model for DNS of a transcritical channel
flow in order to avoid spurious pressure oscillations, which have been observed in trans- and
supercritical flows by Terashima et al. [25]. Since the flux calculation is non-conservative, they
provided a comparison of the thermodynamic properties with a fully conservative formulation.
Differences are visible at the hot wall, where the temperature is above the pseudo-boiling
temperature. This discrepancy is attributed to the energy conservation, which is not satisfied.
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In addition, they observed the presence of a logarithmic scaling of the structure function and a
k−1 scaling of the energy spectra, which supports the attached-eddy hypothesis in transcritical
flows. Matheis et al. [26] included a comparison between a fully conservative (FC) and a
quasi conservative (QC) formulation by replacing the energy equation with a pressure evolution
equation [25]. The numerical 1-D advection-diffusion test case of a contact discontinuity has
shown, that for a coarse grid the QC formulation omits pressure fluctuations, but introduces
an error in the temperature distribution. With increasing grid resolution, spurious oscillations
of the FC method are decreasing and the error in the temperature profile of the QC method is
converging towards the FC solution.

A heated transcritical turbulent boundary layer over a flat plate has been investigated by
Kawai [27] using DNS. His study shows large density fluctuations, which are induced by strong
changes of thermodynamic properties in the vicinity of the pseudo-boiling. Furthermore, these
fluctuations evoke non-negligible Favre-averaged velocity fluctuations, which are associated with
a turbulent mass flux. In addition, he employed velocity transformations such as the van Driest
transformation [28], the semi-local scaling by Huang et al. [29] and the transformation by Trettel
and Larsson [30] without success. The objective has been to obtain a velocity distribution
following the classical logarithmic layer profile for incompressible flows. The deficiency of the
mentioned velocity transformations has also been ascertained by Ma et al. [24].

Kim et al. [31] controlled the pseudo-boiling position by changing the temperature difference
between the walls in a DNS of a turbulent channel flow. Large streamwise turbulent structures
based on Q-criterion iso-surfaces have been identified close to the walls, affirming the LES
results by Ribert et al. [23]. This leads to the necessity of larger computational domains, thus,
higher numerical costs for the study of transcritical channel flows. Despite the reduction of
turbulent intensity at the hot wall, they observed intensified thermodynamic fluctuations and
strong ejections of dense fluids into the channel core.

A DNS study by Chen et al. [32] of a turbulent channel has been performed using a dense
gas in the framework of organic rankine cycle systems. They identified an increase of the wall
normal and spanwise Reynolds shear stress components compared to a turbulent channel flow
with an ideal gas. The turbulent energy transport and scaling laws in transcritical channel flows
using DNS have been investigated by Li et al. [33]. They observed local equilibrium of turbulent
kinetic energy transport in transcritical flows in the logarithmic layer. Thermal boundary layers
in transcritical flows have been investigated by Guo et al. [34] applying DNS. They observed
wider temperature structures in the gas-like region and contracted structures in the liquid-like
regions. Close to the pseudo-boiling line they identified an enhancement of thermodynamic
fluctuations, which has also been ascertained by Kim et al. [31].

Despite the various studies mentioned above, it is still not entirely clear, how the variable
thermophysical properties of a heated or cooled fluid at supercritical pressure affect turbulent
motions. This is due to the fact, that we are dealing with a multi-physics problem, which
is grounded on the interplay between non-linear thermodynamics, turbulent flow and heat
transfer. The lack of understanding of such systems can be demonstrated by the poor prediction
capabilities of turbulence models in RANS [16, 17] and the large number of proposed mean
velocity transformations to fit the incompressible mean velocity profiles [30, 35, 36, 37].

Recently, Indelicato and Creta [38] employed wall functions based on the equilibrium boundary
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layer assumption in LES of transcritical pipe flow. They compared the wall modelled results
with wall-resolved LES and observed a deviation in skin friction of 10 to 25%. Based on their
assessment the source for the deviation is twofold. The first issue is the equilibrium assumption,
which accounts up to 20% of the error. And the second source of error is the van Driest
transformation used within the wall function. The latter is related to the absence of a universal
scaling for trans- and supercritical mentioned above.

1.4. OBJECTIVES AND OUTLINE

The few selected numerical studies mentioned above show, that a lot of effort has been made over
the last decades to understand transcritical flows with its unique fluid properties. But it also
highlights the prevalent lack of understanding, what kind of influence strong property variations
have on the turbulent flow and the heat transfer. Most of the mentioned studies are based on
DNS simulations, which are limited by the Reynolds number, since the computational effort
scales with Re3. In transcritical channel flows the molecular Prandtl number is highly non-linear
with values above unity. Applying the relation between the Kolmogorov and Batchelor scales
introduced by Monin and Yaglom [39] leads to the following dependence on the Prandtl number:
(1/Pr)0.5. Thus, with increasing Prandtl number a higher resolution is required to resolve the
smallest thermal scales, resulting in even higher computational costs for transcritical DNS. In
this regard, LES is an alternative to DNS, which allows to obtain higher Reynolds numbers and
is a trade-off between modelled and resolved scales as well as computational costs.

For this reason, this publication-based thesis aims to investigate transcritical channel flows
by means of well-resolved large-eddy simulations. The intention is to use the obtained insights
and the data from these simulations for the development of future models in wall-modelled LES
(WMLES), which is outside the scope of this thesis. The analysis of the performed LES is focused
on the momentum and thermal boundary layer providing observations of the turbulent statistics
and structures. As a representative of a future hydrocarbon fuel, methane was used as working
fluid for all simulations, which includes the correct representation of its thermodynamic and
transport properties. In total three parameters have been adjusted to study transcritical channel
flows.

• Bulk pressure: This parameter controls the intensity of the pseudo-boiling.

• Pseudo-boiling position: This setting defines where strong property variations are located
within the boundary layer.

• Reynolds number: This parameter helps to identify a Reynolds number dependence of the
made observations.

The main objective is to analyse the interaction between transcritical fluids, the heat transfer and
the turbulent flow under LRE conditions. To this end, in the first publication [40] we compared
results obtained from RANS and LES with each other. The turbulent heat and momentum
transfer is investigated in the second publication [41]. Finally, a thorough analysis of transcritical
momentum boundary layers including unclosed terms has been performed in the third publication
[15].
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The outline of this thesis is as follows. In Chapter 2 the governing equations and thermodynamic
modelling is presented. The numerical modelling used for the LES is illustrated in Chapter 3.
Chapter 4 summarizes the main findings in the three publications the thesis is based on. The
discussions in Chapter 5 highlight the key features of the current work and provide an outlook
for future research.
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2. PHYSICAL MODEL

In the following chapter the governing equations and the thermodynamic modelling are sum-
marized. This holds for the LES and the RANS, which have been performed with the in-house
code CATUM [42, 43, 44] and ANSYS FLUENT [45, 46], respectively. This chapter is based on
Doehring et al. [41, 15].

2.1. GOVERNING EQUATIONS

The governing equations used in the simulation are the continuity, momentum and total energy
equations for compressible flows in fully conservative (FC) formulation.

∂tρ + ∇ · (ρu) = 0, (2.1)
∂t (ρu) + (u · ∇) ρu = −∇p + ∇ · T + f , (2.2)

∂t (E) + (u · ∇)E = − (u · ∇) p + ∇ · (u · T − q) + u · f , (2.3)

with the density ρ, pressure p, total energy E and the velocity vector u = (u, v, w). The total
energy consists of the specific internal energy e and the kinematic energy ekin

E = ρ (e + ekin) = ρ

(
e +

1
2 ||u||2

)
. (2.4)

No gravitational forces are taken into account, thus, no potential energy is included. The viscous
stress tensor T for a Newtonian fluid using the Stokes’ hypothesis is defined as

T = µ

[(
∇u + (∇u)T

)
− 2

3I (∇ · u)

]
, (2.5)

with the identity matrix I.
The heat flux is defined by Fourier’s law

q = −λ∇T , (2.6)

with the thermal conductivity λ.
For channel flows with periodic boundary conditions in streamwise direction, a body force is

required in order to maintain a constant mass flux. For this reason, a body force f = fδi1 based
on Brun et al. [47] is introduced in the momentum and energy equations. The Kronecker-Delta
function δij is unity if i = j and zero otherwise.
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2.2. THERMODYNAMIC MODELLING

Methane was used as a working fluid in all performed simulations. In Table 2.1 the parameters of
methane are summarized. The thermodynamic and transport properties of methane are modelled
with an adaptive look-up table method based on the REFPROP database [9]. In total, two tables
with different constraints are generated. One table is generated for the fluid domain imposing
density and internal energy constraints, since the solver provides the density and internal energy
by solving the compressible Navier-Stokes equations. A second table is provided for the boundary
conditions, where a pressure and temperature value is imposed. The generated tables are not
equidistant using an additional quadtree for a fast localization of data points within the table.
The table generation method is similar to Liu et al. [48]. The resolution of the tables is increased
until a tree depth of seven is reached or until an accuracy of 0.01% is achieved.

The accuracy of the used look-up tables is shown in Fig. 2.1 by means of the density, viscosity,
speed of sound and specific heat capacity at constant pressure. Two different pressure values
50 bar and 80 bar are presented in order to express the degree of non-linearity. The tables are
in good agreement with the NIST data base [9]. All properties feature an unsteadiness at the
pseudo-boiling temperature, which is determined by means of the heat capacity peak cp,max.
The speed of sound in Fig. 2.1d ascends steeply with decreasing temperature. This has a major
influence on the acoustic time step limitation, resulting in a time step of the order of 10−10 s
in the performed LES. The look-up table method was used for all transcritical channel flow
simulations performed with the in-house flow solver CATUM and the commercial RANS solver
ANSYS FLUENT.

Table 2.1.: Thermodynamic properties of methane [49, 50].

Property Methane

Boiling point (1.013 bar) 112 K
Freezing point 91 K
Density at boiling point 422.5 kg m−3

Critical temperature 190.06 K
Critical pressure 4.6 MPa
Critical real gas factor 0.286 288 7
acentric factor 0.011 42
Molecular mass 16.043 kg kmol−1
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Figure 2.1.: Thermodynamic data of methane from the used look-up tables ( ◦ ) compared to
NIST data base ( ) [9] for a pressure of 50 bar and 80 bar, respectively. The ideal gas law
is included for the density ( ).
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3. NUMERICAL METHOD

The numerical methods introduced in this chapter are applied in the in-house code CATUM and
are based on the preceding work at the Institute of Aerodynamics and Fluid Mechanics at the
Technical University of Munich. For a detailed discussion we refer to Sezal [43], Schmidt [42] and
Egerer [44]. In the following, we concisely introduce the employed numerical schemes for the flux
calculation, the time integration and the implicit subgrid-scale model (SGS).

3.1. FINITE VOLUME METHOD

The flow solver CATUM is utilising the finite volume method (FVM). All performed simulations
have been performed on body-fitted, block-structured, curvilinear grids with hexahedral cells.
Rewriting the governing equations (Eq. (2.3)) in integral form and applying the Gauss’ theorem
results in

∂t

∫
Ω

Φ(x, t) dV +
∫

∂Ω
F (Φ, x, t) dA =

∫
Ω

f(x, t) dV , (3.1)

where f indicate body forces and the transported quantities are Φ = [ρ, ρu, E]T . This equation
is solved numerically by spatially discretizing the domain Ω with surface ∂Ω into N disjunct
control volumes Ωi, also referred to as grid cells. The volume-averaged quantity of a cell Ωi with
volume Vi is denoted with an overbar as

Φ̄i(t) =
1
Vi

∫
Ωi

Φi(x, t) dVi . (3.2)

The surface integral in Eq. (3.1) for a hexahedral control volume can be numerically approximated
by calculating the flux across all six cell faces (j = 1, ..., 6) with area Aj and unit normal nj as∫

∂Ωi

F (U , x, t) dA =
6∑

j=1
(F̆ j nj)Aj . (3.3)

F̆ denotes the numerical approximation of the physical flux F . A semi-discretized form of
Eq. (3.1) is obtained by combing Eq. (3.2) and Eq. (3.3)

∂tΦ̄i(t) ≈ − 1
Vi

6∑
j=1

(F̆ j nj)Aj + f̆i. (3.4)

3.2. TIME INTEGRATION

For all our LES we employ the explicit second-order, four-step low-storage Runge-Kutta method
by Schmidt et al. [51]. Eq. (3.4) is rewritten as

∂t Φ̄i(t) = Ri(Φ̄i), (3.5)
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where the right hand side is resumed to R(Φ̄i). For the four-step Runge-Kutta time integration
we split the time step ∆t into four sub-steps r in order to move in time from tn to tn+1. The
coefficients Cr for each sub-step are

• C1 = 0.11

• C2 = 0.2766

• C3 = 0.5

• C4 = 1

Thus, the time advancement for all quantities from Φ̄
n
i to Φ̄

n+1
i is written as

Φ̄
n+1,r
i = Φ̄

n
i + Cr ∆t Ri(Φ̄

n+1,r−1
i ) , (3.6)

with r = 1, .., 4. The solution from the last time step is used for the first sub-step Φ̄
n+1,0
i = Φ̄

n
i .

The time advancement is achieved after four steps Φ̄
n+1
i = Φ̄

n+1,4
i

The global time step ∆t = tn+1 − tn is limited by the Courant-Friedrichs-Lewy (CFL) number.
First, a local time step ∆ti is calculated for each cell applying the CFL criterion

∆ti = CFL

(
li/nd

|ūi| + c̄i
+

(li/nd)
2

2(ν̄i + ν̄t,i)

)
. (3.7)

li represents a characteristic cell length, nd the dimensions of the physical problem, ūi the
characteristic velocity, c̄i the speed of sound, ν̄i the dynamic viscosity and ν̄t,i the subgrid
viscosity. The left term on the right hand side limits the time step due to convection and the
second term due to diffusion, see Ferzinger and Peric [52]. A CFL number of 1.4 is used for all
LES, since the presented Runge-Kutta scheme has an enlarged stability region. The smallest
local time step is used for the time advancement

∆t = min(∆ti). (3.8)

3.3. NUMERICAL FLUX

CATUM employs a compact four-cell stencil in order to reconstruct the cell face values, which are
needed to calculate the flux F̆ . A sketch of the four-cell stencil is presented in Fig. 3.1 indicating
the involved cells with the subscript i − 1, i, i + 1, i + 2. The numerical flux F̆ consists of a
convective C̆, a pressure P̆ and a viscous flux D̆. The convective flux C̆i+ 1

2
on an equidistant

Cartesian grid at cell face i + 1
2 reads

C̆i+ 1
2
= ŭ∗

i+ 1
2

 ρ̆

ρ̆ŭ

(ρe+ 1
2 ρ̆ŭ2 + p̆∗


i+ 1

2

, (3.9)
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and the pressure flux P̆i+ 1
2

reads

P̆i+ 1
2
= p̆∗

i+ 1
2

0
n

0

 , (3.10)

where ŭ∗ is the numerical transport velocity and p̆∗ the interface pressure.

φ̄i−1 φ̄i φ̄i+1 φ̄i+2

φ̆− φ̆+

φ̆
i+1

2

Figure 3.1.: Reconstruction of cell-face values φ̆ by means of cell average values using a compact
four cell stencil in CATUM.

3.3.1. RECONSTRUCTION

In all LES the scheme by Egerer et al. [53] is used, which is based on the compact four-cell stencil
mentioned above. The proposed scheme switches the reconstruction at the cell face between a
linear fourth-order central scheme for high accuracy and a more stable upwind-biased scheme.
The reconstruction of φ̆i+ 1

2
follows

φ̆i+ 1
2
= (1 − f(Ψ)) φ̆c

i+ 1
2
+ f(Ψ) φ̆u

i+ 1
2
, (3.11)

where the superscript c denotes the central scheme and u the upwind-biased scheme. This also
holds for the transport velocity and the interface pressure

ŭ∗
i+ 1

2
= (1 − f(Ψ)) ŭ∗,c

i+ 1
2
+ f(Ψ) ŭ∗,u

i+ 1
2
, (3.12)

p̆∗
i+ 1

2
= (1 − f(Ψ)) p̆c

i+ 1
2
+ f(Ψ) p̆u

i+ 1
2

. (3.13)

A discontinuity detecting sensor functional is used to switch the reconstruction at the cell face.
The vorticity-dilation based discontinuity-detector sensor proposed by Ducros et al. [54]

Ψ =
|∇ · u|

|∇ · u| + ||∇ × u|| + ϵ
, (3.14)

with ϵ = 10−15, is employed. The sensor is switched on, if the threshold value of 0.95 is exceeded,

f(Ψ) =

1 , Ψ ≥ 0.95
0 , Ψ < 0.95 .

(3.15)

In all LES the sensor is active on less than 0.002% of the total volume.
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3.3.2. CENTRAL SCHEME

The proposed scheme by Egerer et al. [53] uses a high order reconstruction in smooth regions.
If the sensor is not switched on f(Ψ) = 0, then a smooth region is present, where higher
order reconstruction schemes can be applied. Hence, the velocities and the static pressure are
reconstructed by a linear fourth-order central scheme

φ̆c
i+ 1

2
=

1
12 (7(φ̄i + φ̄i+1) − φ̄i−1 − φ̄i+2) , (3.16)

whereas an arithmetic mean is employed for the density ρ and internal energy ρe

φ̆c
i+ 1

2
=

1
2 (φ̆

+
i+ 1

2
+ φ̆−

i+ 1
2
). (3.17)

The numerical transport velocity ŭ∗,c
i+ 1

2
reads

ŭ∗,c
i+ 1

2
= ŭc

i+ 1
2
+

(
∆3p i+ 1

2

I− + I+
, (3.18)

with the acoustic impedances I±

I− =
1
4 (3 ρ̄i + ρ̄i+1) c̄max , (3.19)

I+ =
1
4 (ρ̄i + 3 ρ̄i+1) c̄max . (3.20)

c̄max is the maximum speed of sound within the numerical four cell stencil and
(

∆3p represents
an approximation of the third pressure derivative based on Hickel et al. [55]. The superscripts
+/− refer to the side of the reconstruction and is introduced in the next subsection.

3.3.3. UPWIND-BIASED SCHEME

Since high gradients may be present in transcritical flows, a more robust scheme is required. If
discontinuities are detected by the sensor functional Ψ, then an upwind-biased reconstruction is
applied for more stability. We use the scheme proposed by Schmidt [42], since it was specially
designed for compressible flows with steep gradients, as they can be found in transcritical flows.
In order to obtain the cell face values φ̆u

i+ 1
2
, we evaluate φ̆i+ 1

2
from the left side φ̆−

i+ 1
2

and the
right side φ̆+

i+ 1
2
, see −/+ in Fig. 3.1.

φ̆−
i+ 1

2
= φ̄i +

1
2L(r−

i+ 1
2
)(φ̄i − φ̄i−1) ,

φ̆+
i+ 1

2
= φ̄i+1 +

1
2L(r+

i+ 1
2
)(φ̄i+2 − φ̄i+1) ,

(3.21)

where L is a slope limiter function based on the ratio between upwind and central differencing

r−
i+ 1

2
=

φ̄i − φ̄i−1
φ̄i+1 − φ̄i

,

r+
i+ 1

2
=

φ̄i+1 − φ̄i

φ̄i+2 − φ̄i+1
.

(3.22)
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The slope limiter by Koren [56] is used for the velocity components

L(r) = max

[
0, min

(
2r, 1 + 2r

3 , 2
)]

, (3.23)

which is third-order accurate for sufficiently smooth data. The Minmod slope limiter by Roe [57]
is employed for the density and energy

L(r) = max(0, min(1, r)) , (3.24)

which is second-order accurate in smooth regions.
The upwind reconstruction value is chosen based on the sign of the transport velocity ŭ∗,u

φ̆u
i+ 1

2
=


φ̆−

i+ 1
2

for ŭ∗,u
i+ 1

2
≥ 0

φ̆+
i+ 1

2
for ŭ∗,u

i+ 1
2

< 0.
(3.25)

The numerical transport velocity ŭ∗,u
i+ 1

2
is calculated as

ŭ∗,u
i+ 1

2
=

I−ŭ−
i+ 1

2
+ I+ŭ+

i+ 1
2
+ p̆−

i+ 1
2

− p̆+
i+ 1

2

I− + I+
, (3.26)

and interface pressure p̆u
i+ 1

2
as

p̆u
i+ 1

2
=

p̆−
i+ 1

2
+ p̆+

i+ 1
2

2 . (3.27)

The missing viscous flux D̆i+ 1
2

is discretized using a linear second-order central scheme.

3.3.4. SUB-GRID SCALE MODELLING

The unresolved scales (SGS) within the performed LES are modelled implicitly based on the
Adaptive Local Deconvolution Method (ALDM) [58, 59, 55]. This method provides a physically
consistent subgrid-scale turbulence model by adjusting the truncation error of the convective flux
calculation. The approach is based on a modified Lax-Friedrichs flux function, which consists
of the physical flux and a dissipative regularisation term operating on the error of the cell face
reconstruction. Based on the compressible ALDM scheme by Hickel et al. [55], Egerer et al. [53]
developed a regularization term corresponding to the hybrid flux calculation of CATUM. The
regularization term R̆ is added to the convective flux

C̆
ALDM

= C̆ − R̆ = ŭ∗

 ρ̆

ρ̆ŭ

(ρe+ 1
2 ρ̆ŭ2 + p̆∗

−

 R̆ρ

R̆
ρu

R̆ρe

 . (3.28)

The definition for each element of the regularization term can be found in Egerer et al. [53].
An additional wall-damping is used, since the SGS dissipation is overestimated close to the

walls. This wall-damping γV D is of van Driest Type [60] and is included within the regularization
term R̆, based on Hickel and Adams [61]

γV D =

[
1 − exp

(
−
(

y+

A+

)n)]m

. (3.29)
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3. NUMERICAL METHOD

The parameters are A+ = 50, n = 3 and m = 1/3. y+ = y/l+ = y ∗ ρ ∗ uτ /µ is the dimensionless
wall distance with the viscous length scale l+ and the friction velocity uτ . The wall damping is
only active for y+ < 80.
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4. ACCOMPLISHMENTS

This chapter summarizes the main contributions of this thesis based on the three first-author
peer-reviewed publications, which are included in Appendix A.

4.1. ASSESSMENT OF RANS

Publication:

T. KALLER*, A. DOEHRING*, S. HICKEL, S. J. SCHMIDT AND N. A. ADAMS (2021)
Assessment of RANS turbulence models for straight cooling ducts: secondary flow
and strong property variation effects.
In N. A. Adams, W. Schröder, R. Radespiel, O. Haidn, T. Sattelmayer, C. Stemmer, B. Weigand
(eds) Future Space-Transport-System Components under High Thermal and Mechanical Loads:
Results from the DFG Collaborative Research Center TRR40, Notes on Numerical Fluid Mechan-
ics and Multidisciplinary Design, vol 146, Springer, Cham. doi:10.1007/978-3-030-53847-7_20.

4.1.1. SUMMARY OF THE PUBLICATION

Several studies [18, 17, 16] reported the difficulties of RANS in prediction transcritical turbulent
flows. In this book chapter [40] well-resolved LES are compared with RANS simulations, in order
to confirm the above statement for methane at transcritical conditions. The comparison between
LES and RANS is performed using the same channel extensions, grid, mass flow, boundary
conditions and look-up table based thermodynamic modelling for both simulation methodologies.
Pseudo-boiling is enclosed within the channel located in the vicinity of the cold wall. The position
was controlled by the chosen wall temperatures. The bulk pressure of 50 bar results in a reduced
pressure of pr = 1.09 introducing strong property variations at the pseudo-boiling position.

RANS simulations are performed with ANSYS FLUENT using the Baseline Reynolds stress
model (BSL RSM), which is suited for complex flows and without isotropic eddy viscosity. The
turbulent heat transfer is modelled both with a constant turbulent Prandtl number of 0.85 and
the algebraic formulation by Kays and Crawford [62]. A converged solution is obtained with
residuals below 10−6 for the continuity, momentum, total energy and RSM transport equations.

Well-resolved LES are conducted with the in-house code CATUM employing the Adaptive Local
Deconvolution Method (ALDM) [58, 59, 55] for physically consistent subgrid scale turbulence
modelling. The high speed of sound (see Fig. 1.3d) and the CFL number criterion lead to very
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Figure 4.1.: Mean flow properties over wall units. (a) van Driest transformed velocity and (b)

transformed temperature. Blue lines indicate the cold and red lines the hot wall. The analytical
law of the wall with κ = 0.41 and B = 5.2, and the empirical function of Kader are plotted
as ( ). LES ( ), BSL RSM with Prt = 0.85 ( ) and BSL RSM with Kays and
Crawford model ( ). This figure is taken from Kaller et al. [40] under the terms of the
Creative Commons CC BY.

small time steps of the order of 10−10 s. Hence, high computational costs arise to obtain a
statistically converged solution. This holds for all LES, which are performed within this thesis.

The results of both methodologies are compared focusing on the mean velocity profiles based
on the van Driest transformation [28] and the mean temperature profiles based on Kader [63],
see Fig. 4.1. The profiles show a large discrepancy between RANS and LES at the cold wall,
where pseudo-boiling is dominant. The more advanced turbulent heat flux closure by Kays and
Crawford [62] leads only to minor improvements in the temperature distribution. Integral values
such as the wall shear stress and wall heat flux are overestimated in RANS. Especially the wall
shear stress at the cold wall is twice as high in RANS implying missing transcritical features,
which are not covered by the RANS models.

4.1.2. INDIVIDUAL CONTRIBUTION

I developed the simulation setup and performed the numerical simulations with the in-house
code CATUM and ANSYS FLUENT. The already existing look-up table generation tool was
optimised and customized for transcritical channel flows using methane. The generated look-up
tables have been coupled with ANSYS FLUENT as part of a student thesis, which was supervised
by me. For this purpose user-defined functions (UDF) have been employed within FLUENT. I
further optimized the coupling between the look-up tables and the RANS flow solver for a better
performance. I also extended the post-processing and analysed the simulation data. This book
chapter has two first authors. My former colleague Thomas Kaller wrote the part about the high
aspect ratio cooling duct and I wrote the part about transcritical channel flows.
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4.2. TURBULENT PRANDTL NUMBER

Publication:

A. DOEHRING, T. KALLER, S.J. SCHMIDT, N.A. ADAMS (2021)
Large-eddy simulation of turbulent channel flow at transcritical states
International Journal of Heat and Fluid Flow, 89, 108781.

4.2.1. SUMMARY OF THE PUBLICATION

One important parameter, controlling the prediction capability of the RANS or WMLES is the
turbulence modelling, in particular the closure for the momentum and energy equation. Here, we
use the equilibrium turbulent boundary layer equations, which are used in wall-stress WMLES
[64] as an example:

∂

∂y

[
(µ + µt)

∂ũ

∂y

]
= 0 ,

∂

∂y

[
(µ + µt) ũ

∂ũ

∂y
+ cp

(
µ

Pr
+

µt

Prt

∂T̃

∂y

)]
= 0 .

The bold quantities are the eddy viscosity µt and the turbulent Prandtl number Prt, which
have to be modelled in order to close the system of ordinary differential equations (ODE). Since
turbulence models are developed using canonical flows at ideal conditions, they might contribute
to the bad prediction capabilities in flows with strong non-linear property variations.

We performed two well-resolved LES of a transcritical channel flow in order to analyse the
mentioned modelling parameters. For both simulations we used again methane at a reduced
pressure of pr = 1.03 and pr = 1.24 in order to alter the intensity of the pseudo-boiling.
Pseudo-boiling is located in the buffer layer at y+ ≈ 14 and y+ ≈ 23 very close to the cold wall.
Both LES are performed with the in-house code CATUM employing the Adaptive Local Decon-
volution Method (ALDM) [58, 59, 55] for physically consistent subgrid scale turbulence modelling.

Especially in industrial applications, Prt is set to a constant value, which is based upon the
strong Reynolds analogy (SRA), assuming a correlation between the turbulent heat transfer and
the turbulent momentum transfer. Experimental and numerical studies have shown, that this
simple assumption does not hold, since there is at least a dependence on the wall distance and
the molecular Prandtl number f(y+, Pr) [62]. For the analysis of the turbulent Prandtl number
in transcritical flows we employed three different definitions:

1. Prt =
u′v′

v′T ′
∂T /∂y
∂u/∂y : Based on Reynolds average and mean temperature

2. Prt =
ũ′′v′′

ṽ′′T ′′
∂T̃ /∂y
∂ũ/∂y

: Based on Favre average and mean temperature

3. Prt =
ũ′′v′′

ṽ′′h′′
∂h̃/∂y
∂ũ/∂y

: Based on Favre average and mean enthalpy
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Figure 4.2.: Turbulent Prandtl number at the cold wall (a) and the hot wall (b) over wall
units y+ for pr = 1.03 ( ) and pr = 1.24 ( ). Included are the second (grey) and
third (black) definition for Prt. The pseudo boiling position at the cold wall is indicated by a
vertical purple line. This figure is taken from Doehring et al. [41] under the terms of the Creative
Commons CC BY.

The first two definitions are taken from literature, where the turbulent Prandtl number is based
on calorically perfect gas. But, using the total energy equation 2.3 and the fact, that h ̸= cpT in
the vicinity of the pseudo-boiling, results in the third definition based on enthalpy.

In Fig. 4.2 the turbulent Prandtl number profiles for both simulations and both walls are
presented. At the hot wall the fluid features an ideal gas behaviour and the relation h = cpT

holds. Consequently, no difference between the second and third formulation is observed and the
turbulent Prandtl number is relatively constant in region II. Using the enthalpy based formulation
at the cold wall has the following aspects:

1. Absent of s-shape profile, which is observable using the second Prt definition.

2. Slight increase towards the wall as it is found for ideal gas properties at the hot wall.

3. Prt profiles for both bulk pressure values are on top of each other. This property is of
great importance in order to model Prt for different transcritical flow conditions.

Based on these aspects, it is recommended to use the enthalpy based formulation of the turbulent
Prandtl number in transcritical flows.

Further insights obtained in this manuscript:

• Splitting the turbulent shear stress and the turbulent heat flux into three parts based on
Huang et al. [29] results in
ũ′′v′′ = u′v′ − u′′ v′′ + ρ′u′v′

ρ ,
ṽ′′h′′ = v′h′ − v′′ h′′ + ρ′v′h′

ρ .
The tilde represents a Favre average, the overline a Reynolds average, and ′′ and ′ the
corresponding fluctuations. The results show, that the first term is the most dominant one
and the other two are one order of magnitude smaller. The third term has to be taken into
account if strong property variations are present.
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• The turbulent eddy viscosity can be modelled using the mixing length ansatz, where the
size of the eddies scales with the distance to the wall. Another possibility to obtain a
mixing length is to use a stress balance as it is done by Pirozzoli [65]. The comparison
of both methods showed, that only at the hot wall the mixing length based on the stress
balance was reproduced. At the cold wall both methods fail to describe the mixing length
in transcritical flows. This implies, that Prandtl’s mixing length ansatz does not hold in
transcritical flows and the formulations based on the stress balance is incomplete.

• A modified version of the proposed correlation for the turbulent Prandtl number by Bae
[66] is in good agreement with the obtained Prt profiles.

4.2.2. INDIVIDUAL CONTRIBUTION

I developed the simulation setup and performed the numerical simulations with the in-house
code CATUM. I also extended the post-processing and analysed the simulation data. Obtained
data was partly compared to existing correlations and model formulations. This manuscript was
written by me.
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4.3. MOMENTUM BOUNDARY LAYERS IN
TRANSCRITICAL CHANNEL FLOWS

Publication:

A. DOEHRING, S.J. SCHMIDT, N.A. ADAMS (2021)
Momentum boundary layers in transcritical channel flows
International Journal of Heat and Fluid Flow, 103, 109201.

4.3.1. SUMMARY OF THE PUBLICATION

In the previous paper [41] the stress balance formulation for the mixing length was not successful
in the vicinity of the pseudo-boiling. From this, we imply that the stress balance formulation was
not complete in transcritical flows. In this regard, Kawai et al. [27] reported an induced turbulent
mass flux in the boundary layer due to density fluctuations. This leads to our comprehensive
investigation of the turbulent momentum boundary layer in transcritical flows using methane
comprised of

• mean flow properties,

• law of the wall for the velocity,

• Reynolds stresses distribution,

• turbulent mass flux,

• turbulent kinetic energy budgets,

• quadrant and octant analysis of the Reynolds shear stresses,

• invariant map to visualize the anisotropy distribution.

For this extensive analysis we performed seven well-resolved LES of transcritical channel flow,
where three parameters have been varied. The first parameter is the Reynolds number Re with a
value of 10000 and 20000 in order to identify any Reynolds number dependency. Secondly, the
pseudo-boiling position has been varied between the cold wall, hot wall and channel centre. The
last parameter is the bulk pressure, which controls the pseudo-boiling intensity. Also for this
study, we used the in-house code CATUM employing the Adaptive Local Deconvolution Method
(ALDM) [58, 59, 55] for physically consistent subgrid scale turbulence modelling. Compared
to the previous study, we extended the domain in the stream- and spanwise directions in
order to ensure a decorrelated flow, motivated by the identified larger streamwise structures
in the DNS study by Kim et al. [31]. The grid was increased to 256 cells in each direction
corresponding to ∆x+ < 42.52, ∆z+ < 14.17, ∆y+min < 0.71, ∆y+max < 15.44, ∆y+thermal, min < 0.96
and ∆y+thermal, max < 20.86 for all seven simulations. The resolution with respect to wall units
∆x+ = ∆xρwuτ /µw is based on the friction velocity u2

τ = (τw/ρw) and the wall shear stress
τw = (µ∂u/∂y)|w. Thus, the viscous and the thermal scales are resolved in all simulations.
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Figure 4.3.: Unclosed terms obtained by applying the Reynolds averaging to the streamwise
momentum equation. The left column refers to the cold and the right column to the hot
wall. The Reynolds shear stress and the mass flux in wall normal direction are shown. Cases:
TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ),
TCF55MR ( ), TCF60TR ( ). This figure is taken from Doehring et al. [15] and
reprinted with permission of Elsevier.

One difficulty with transcritical channel flows, which has not been mentioned is the realisation of
a grid convergence study. Each simulation starts at a laminar state with a starting bulk pressure.
During the laminar-turbulent transition the pressure drops to an unknown bulk pressure due to
the non-linear thermodynamics. Additionally, a refinement of the grid leads to an adjustment of
the wall shear stress and wall heat flux, thus, to a bulk pressure, which varies from one level to
another. As a consequence, the starting bulk pressure has been adjusted by trial and error due
to the non-linearity of the thermodynamics in order to match the final bulk pressure at all grid
levels. As a result, every grid level is a slightly different case with a different bulk pressure, bulk
temperature and bulk heat capacity distribution due to the non-linear thermodynamics.

After performing an averaging of the streamwise momentum equation four unclosed terms are
identified. The turbulent mass flux is one of the unclosed terms, shown in Fig. 4.3. At both
walls and for all seven cases it can be observed, that the turbulent mass flux is of the same order
of magnitude as the turbulent shear stress. Although, Kawai et al. [27] observed a turbulent
mass flux using parahydrogen, the magnitude was not as high as in this study using methane.
Consequently, this unclosed term has to be included in RANS or WMLES modelling, which is
already proposed by Kawai and Oikawa [67].

For this study, the statistics have not been calculated during the simulation, but approximately
20000 3D snapshots have been saved for each case, respectively. The presented statistical
quantities are calculated after the simulations have been concluded. This requires a high amount
of disk space, however, further analysis can be performed and the data can be used to develop
low cost CFD models, like RANS and WMLES.
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4.3.2. INDIVIDUAL CONTRIBUTION

I developed the simulation setup and performed the numerical simulations with the in-house
code CATUM. I wrote a new MPI parallelized post-processing script based on python to analyse
the simulation data. Obtained data was partly compared to existing correlations and model
formulations. This manuscript was written by me.
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5. CONCLUDING REMARKS

The concluding remarks comprise a summary of the thesis results and an outlook for future
directions.

5.1. SUMMARY

Wall-bounded flows with trans- or supercritical fluids are found in many technical applications, as
for instance supercritical water-cooled reactors, diesel engines, gas turbines and liquid-propellant
rocket engines. A lot of effort has been made over the last decades to understand transcritical
flows with its unique fluid properties using numerical studies. But still, there is a lack of
understanding of the influence of strong property variations on the turbulent flow and the heat
transfer. Furthermore, many studies are based on DNS simulations, which are limited by the
Reynolds number.

The main focus of the present thesis was to analyse the influence of strong property variations
on wall-bounded turbulent flows with heat transfer. For this analysis we employed our in-house
code CATUM to perform well resolved LES. Using LES for our investigations allowed us to run
the simulations at higher Reynolds numbers than most of the recent studies. Methane was used
for all simulations, since it is an emerging fuel in LRE. Furthermore, to the best of the author’s
knowledge no high-fidelity numerical studies exist with transcritical methane. An adaptive
look-up table method was used for a correct representation of methane’s thermodynamic and
transport properties. The used look-up tables are more accurate than common cubic equations
of state, as for instance the Peng-Robinson equation of state. Adaptive Local Deconvolution
Method (ALDM) has been used for a physically consistent subgrid-scale turbulence modelling.

The first study compares the results of a transcritical channel flow between RANS and well-
resolved LES, in order to confirm the reported deficiencies of RANS in transcritical flows. The
mean velocity and temperature profiles showed a large discrepancy between RANS and LES,
especially at the cold wall, where pseudo-boiling was dominant. Including an advanced turbulent
heat flux closure instead of a constant turbulent Prandtl number led only to minor improvements
in the temperature distribution. The integral values such as the wall shear stress and heat flux
at the walls are overestimated in RANS, in particular where fluid properties drastically change.

The second study stems from the reported influence of classical turbulence models on the
prediction capabilities of RANS. For this purpose, two well-resolved LES have been performed to
analyse the turbulent heat and momentum transfer in transcritical channel flows using methane.
The reduced pressure was altered among the LES in order to alter the intensity of the pseudo-
boiling. The chosen wall temperatures lead to pseudo-boiling in the buffer layer very close to the
cold wall. For the analysis of the turbulent heat transfer in terms of the turbulent Prandtl number
in transcritical flows we considered three different definitions. The proposed definition using
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enthalpy was marginally affected by pseudo-boiling, thus, it is suited for turbulence modelling
in context of transcritical flows. The mixing length in transcritical flows has been analysed by
means of Prandtl’s mixing length hypothesis as well as using a stress balance. Neither of the
definitions were in agreement with the obtained mixing length at the cold wall. But, the stress
balance formulation was capable to capture the mixing length at the hot wall, where an ideal gas
behaviour is present. Thus, it can be concluded that Prandtl’s mixing length ansatz does not
work in transcritical flows and the formulation based on the stress balance is incomplete.

The third study originate from the insufficient stress balance formulation for the mixing length
in transcritical flows. Seven well-resolved LES were conducted for a comprehensive investigation of
the turbulent momentum boundary layer in transcritical flows. This study covered two Reynolds
numbers, two bulk pressure values and three different pseudo-boiling positions. The statistical
analysis is comprised of mean flow properties, law of the wall for the velocity, Reynolds stresses
distribution, turbulent mass flux, turbulent kinetic energy budgets, quadrant and octant analysis
of the Reynolds shear stresses and an invariant map to visualize the anisotropy distribution.
One major observation was the induced turbulent mass flux, which was at the same order of
magnitude as the turbulent shear stress in all seven LES.

The numerical investigation presented in this thesis provides a comprehensive analysis of
transcritical channel flows using methane and contribute to a better understanding of transcritical
wall-bounded flows. Different parameters, such as Reynolds number, pseudo-boiling intensity
and location were covered within the presented investigations. The observed interaction between
strong property variations and a turbulent flow with heat transfer provides a starting point for
the development of future low-cost models in RANS or WMLES. This is further supported by
the 3D data obtained in the last study.

5.2. OUTLOOK

The last study in this thesis was focusing on the momentum boundary layer. Guo et al. [34]
investigated thermal boundary layers in transcritical flow using DNS and nitrogen. Their findings
and proposed scaling laws for the temperature profiles can be compared and applied to the
performed transcritical channel flows using wall-resolved LES in order to confirm their generality.

The performed well-resolved simulations require an increased spatial resolution in order to capture
the non-linear thermodynamic behaviour of the fluid within the channel flow. Additionally, a
very small time step arises due to the high speed of sound and the CFL criterion for compressible
fluid solvers. As a consequence, the computation effort is increased. This is reinforced by the
fact, that realistic cooling channel flows are at much higher Reynolds numbers. A possibility to
perform numerical studies of transcritical channel flows at realistic conditions and to attenuate
the numerical cost is the use of wall models. In WMLES the viscous sublayer and the logarithmic
layer are modelled, which allows to increase the spatial resolution and the time step size. The
well-resolved LES presented within this thesis have been performed with the objective to support
the development of future wall models by providing a basis with the obtained insights and data.
Recent approaches for wall modelled LES, which have to be extended for transcritical flows, are
summarized in the following.
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• A turbulence enrichment model for subfilter-scale motions in large eddy simulations using
Fourier–Gabor modes has been proposed by Ghate and Lele [68, 69].

• A total stress balance formulation has recently been proposed by Griffin et al. [36] and Bai
et al. [37] for compressible boundary layers. In the next step, the total stress formulation
has been applied within a wall model for compressible boundary layers by Griffin et al. [70].
The proposed transformations can be used as a starting point for a total stress formulation
in context of flows with strong property variations. Thus, based on an advanced total stress
formulation existing wall models can be improved for the application in transcritical flows.

• Hansen et al. [71] augmented a wall model using a one-dimensional proper orthogonal
decomposition.

The channel flow geometry used in this thesis has to be extended to a duct with a rectangular
cross section in order to represent a realistic cooling channel in LRE. The extension to four walls
leads to turbulence induced secondary flow. The interaction between the secondary flow and
heat transfer has been investigated by Kaller et al. [72]. Their analysis can be applied to a
transcritical duct flows in order to determine the sensitivity of the turbulence induced vortices to
strong property variations.
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Here, the main publications are attached.

A.1. ASSESSMENT OF RANS TURBULENCE MODELS FOR
STRAIGHT COOLING DUCTS: SECONDARY FLOW
AND STRONG PROPERTY VARIATION EFFECTS

A.1.1. RIGHTS AND PERMISSIONS:

This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder.
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Large-eddy simulation of turbulent channel flow at transcritical states 
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A R T I C L E  I N F O   
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A B S T R A C T   

We present well-resolved large-eddy simulations (LES) of a channel flow solving the fully compressible 
Navier–Stokes equations in conservative form. An adaptive look-up table method is used for thermodynamic and 
transport properties. A physically consistent subgrid-scale turbulence model is incorporated, that is based on the 
Adaptive Local Deconvolution Method (ALDM) for implicit LES. The wall temperatures are set to enclose the 
pseudo-boiling temperature at a supercritical pressure, leading to strong property variations within the channel 
geometry. The hot wall at the top and the cold wall at the bottom produce asymmetric mean velocity and 
temperature profiles which result in different momentum and thermal boundary layer thicknesses. Different 
turbulent Prandtl number formulations and their components are discussed in context of strong property 
variations.   

1. Introduction 

Supercritical fluids, whose pressure and temperature are above their 
critical values, are used in many engineering applications, as for 
example in gas turbines, supercritical water-cooled reactors (SCWRs) 
and liquid rocket engines (LRE). They are characterized by a gas-like 
diffusivity, a liquid-like density and their surface tension is approach
ing zero. The latter can be observed in the experimental study with 
cryogenic jets of Mayer and Tamura (1996). At a supercritical pressure 
the fluid in the experiments was forming finger-like entities with a 
continuous phase transition instead of droplets and ligaments. Studies, 
for instance Simeoni et al. (2010), disagree with a continuous phase 
transition, but have shown a supercritical liquid-like (LL) and gas-like 
(GL) region with a pseudo-boiling line (PBL), which extends the clas
sical liquid–vapor-coexistence line. In this regard, the transcritical 
condition refers to the temperature variation from compressed fluid 
(T < Tcr, p > pcr) to supercritical state (T > Tcr, p > pcr). Furthermore, 
strong non-linear property variations are present in the vicinity of the 
PBL, which are induced by intermolecular repulsive forces. As a conse
quence, the heat transfer and shear forces in wall bounded flows are 
affected significantly, leading to poor prediction capabilities of 
Reynolds-averaged Navier–Stokes simulations (RANS) including estab
lished turbulence models (Yoo, 2013). Thus, effects like the heat transfer 
enhancement as well as the onset of heat transfer deterioration in 
transcritical and supercritical flows cannot be captured correctly. For 
this reason, high fidelity data are required to assess the heat transfer 

prediction capabilities of numerically less expensive turbulence models. 
Ma et al. (2018) has performed a Direct numerical simulation (DNS) 

of a transcritical channel flow using an entropy-stable double-flux model 
in order to avoid spurious pressure oscillations. They have observed the 
presence of a logarithmic scaling of the structure function and a k− 1 

scaling of the energy spectra, which supports the attached-eddy hy
pothesis in transcritical flows. A heated transcritical turbulent boundary 
layer over a flat plate has been investigated by Kawai (2019) with DNS. 
His study shows large density fluctuations which are induced by strong 
changes of thermodynamic properties in the vicinity of the pseudo- 
boiling. Furthermore, these fluctuations evoke non-negligible Favre- 
averaged velocity fluctuations which are associated with a turbulent 
mass flux. In addition, velocity transformations such as the van Driest 
transformation, the semi-local scaling by Huang et al. (1995) and the 
transformation by Trettel and Larsson (2016) have failed in transcritical 
boundary layers. This has also been ascertained by Ma et al. (2018) and 
Doehring et al. (2018). 

In this study, we conduct well-resolved large-eddy simulations (LES) 
of a transcritical channel flow. The wall temperatures are set in order to 
enclose pseudo-boiling. Two cases with a different bulk pressure are 
performed to vary the intensity of non-linear effects. This setup is 
distinguished by a pseudo-boiling position at y+ ≈ 14 and y+ ≈ 24 close 
to the cold wall, whereby the influence of strong property variations on 
turbulent boundary layers but especially on turbulent eddy viscosity and 
thermal diffusivity are studied. 
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2. Numerical model 

LES are performed solving the three-dimensional compressible con
tinuity, momentum and total energy equations. A finite-volume method 
is applied in order to spatially discretize the governing equations on a 
block structured, curvilinear grid. An explicit second-order low-storage 
four-stage Runge–Kutta method with enhanced stability region is 
applied for time advancement (Schmidt et al., 2006). The compact four 
cell stencil approach by Egerer et al. (2016) is used to compute the 
convective fluxes. A discontinuity detecting sensor functional is used to 
switch the flux calculation between a linear fourth-order reconstruction 
for high accuracy and a more stable upwind-biased scheme. A physically 
consistent subgrid-scale turbulence model based on the Adaptive Local 
Deconvolution Method (ALDM) (Hickel et al., 2006, 2014) is included in 
the convective flux calculation. Viscous fluxes are determined by a linear 
second-order centered scheme. An extensive study of the ALDM subgrid- 
scale model in the context of trans- and supercritical flows was per
formed by Matheis and Hickel (2018). 

Thermodynamic and transport properties are obtained using an 
adaptive look-up table method based on the REFPROP database (Lem
mon et al., 2013). One table is generated for the fluid domain imposing 
density and internal energy constraints and a second table is used for the 
boundary conditions imposing pressure and temperature constraints. 
Thermodynamic and transport properties are extracted from the tabu
lated look-up database via trilinear interpolation. 

3. Setup 

A generic channel flow configuration is used to focus this study on 
transcritical heat transfer and on the impact of non-linear thermody
namic effects on turbulent flows. Periodic boundary conditions are 
imposed in stream- and spanwise directions, and isothermal no slip 
boundary conditions are applied at the top and bottom walls. The 
channel geometry is depicted in Fig. 1. The dimensions are based on the 
channel half-height H with a size of 2πH × 2H × πH in the streamwise, 
wall-normal and spanwise direction, respectively. In order to fulfill the 
resolution requirements at walls, we use a hyperbolic stretching law in 
wall-normal direction, whereas a uniform grid spacing is used in stream- 
and spanwise directions. The grid parameters are summarized in Table 1 
including the number of grid points in each direction Nx, Ny, Nz and the 
resolution with respect to wall units Δx+ = Δxρwuτ/μw, with the friction 
velocity u2

τ = (τw/ρw) and the wall shear stress τw = (μ∂u/∂y)|w. 
Note, that the resolution is based on the whole cell size, but the flow 

variables are evaluated at the cell center. Therefore, the effective min
imum wall distance is Δy+min/2. In order to estimate the mesh resolution 
in terms of thermal scales we employ the ratio between the Batchelor 
scales ηB and the Kolmogorov scales η introduced by Monin and Yaglom 
(1975) 

ηB

η =

(
1

Pr

)1/2

. (1) 

This ratio has been used in context of heated transcritical and ideal 
gas boundary layers by Zonta et al. (2012), Lee et al. (2013), Ma et al. 

(2018), Kaller et al. (2019) and Kawai (2019). We adapt this relationship 
for the LES context by assuming a proportionality between the thermal 
and viscous scales including the molecular Prandtl number 

l+T = l+/
̅̅̅̅̅
Pr

√
, (2)  

Δy+T = Δy/l+T = Δy+
̅̅̅̅̅
Pr

√
. (3) 

The error made with the used assumption reduces with an increased 
grid resolution approaching the ratio of Eq. 1. Ma et al. (2018) reported 
that the grid resolution is governed by the thermal scales and not the 
viscous scales due to a varying molecular Prandtl number. Since the 
molecular Prandtl number is partly greater than one in our LES implies 
that the thermal scales are also smaller than the viscous scales. This can 
be observed in Table 1 and Fig. 2 by means of dimensionless grid res
olution of Eq. 3. The thermal scales are relevant at the cold wall and the 

Fig. 2. Wall-normal cell sizes based on the viscous length scale l+ and 
thermal length scale l+T = l+(Pr)− 0.5 for case TCF47 over the dimen
sionless wall distance y+. The cold wall resolution is shown in blue and the hot 
wall resolution in red. A zoomed in figure is included showing the vicinity of 
the wall. The thin dashed black line indicates Δy+ = 1 and Δy+

T = 1, 
respectively. 

Fig. 1. Computational domain with a hot wall above and a cold wall below the critical temperature at supercritical pressure.  

Table 1 
Summary of grid parameters.   

TCF47 TCF57 

Nx × Ny × Nz  192× 192× 192  192× 192× 192  
Lx × Ly × Lz  2πH× 2H× πH  2πH× 2H× πH  

Δx+
cold × Δx+

hot  23.1× 9.5  24.3× 11.1  

Δz+cold × Δz+hot  11.5× 4.8  12.2× 5.6  

Δy+min, cold × Δy+min, hot  0.77× 0.32  0.82× 0.37  

Δy+max, cold × Δy+max, hot  16.8× 6.9  17.7× 8.1  

Δy+T,min, cold × Δy+T,min, hot  1.12× 0.27  1.14× 0.32  

Δy+T,max, cold × Δy+T,max, hot  21.3× 8.7  24.47× 11.12   
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viscous scales at the hot wall regarding the resolution requirements. 
Based on Eq. 3 the thermal scales are slightly under-resolved, see 
Table 1. However, the linear behavior of the temperature profile in the 
viscous sublayer towards the wall shown in Fig. C.17 in the appendix 
implies a sufficient resolution. 

In addition to the minimum and maximum resolution values a grid 
sensitivity study has been performed due to the strong property varia
tions, see Appendix C. The refinement of the grid leads to an adjustment 
of the wall shear stress and wall heat flux, thus, to a bulk pressure, which 
varies from one level to another. As a consequence, the bulk density has 
been adjusted by trial and error due to non-linearity of the thermody
namics in order to match the bulk pressure for all grid levels. As a trade- 
off between accuracy and computational cost the resolution of 1923 has 
been chosen, although the Reynolds stresses in the streamwise direction 
do not show a fully converged solution. 

The same grid has been used for all performed LES simulations. 
Roughness and gravity effects are not considered in the simulations in 
order to ascribe the observed results to non-linear thermodynamic ef
fects and not an interaction of multiple influences. The subscript w refers 
to values at the wall, b to bulk parameters, cr to critical values, pb to 
values obtained at the pseudo-boiling position, c to values at the cold 
wall and h to values at the hot wall. 

Methane is used as working fluid with its critical pressure of pcr = 4.
5992 MPa at a critical temperature of Tcr = 190.564 K. Two simulations 
have been performed by adjusting the bulk density in order to obtain the 
desired bulk pressure. This method is similar to Kim et al. (2019). The 
intention is to create two cases with certain distance to the critical point 
in order to capture different intensities of non-linear thermodynamic 
effects. The naming convention for the performed simulations is related 
to the obtained bulk pressure. Simulation TCF47 features a bulk pressure 
of pb = 4.75 MPa, thus a reduced pressure of pr = pb/pcr = 1.03, 
whereas simulation TCF57 uses a bulk pressure of pb = 5.70 MPa and a 
reduced pressure of pr = pb/pcr = 1.24. In both simulations the cold wall 
temperature is set to Twc = 180 K (Twc < Tcr) and the hot wall temper
ature is Twh = 400 K 

(
Twh > Tcr

)
, thus a temperature ratio of Twh/Twc =

2.22 is obtained. These boundary conditions encompass the pseudo- 
boiling temperature and result in a density ratio of ρwc

/ρwh
= 12.8. 

A body force in the momentum and energy equation is added to 
maintain a constant mass flux. As a result, a bulk velocity of ub =

74 ms-1 and a maximum Mach number of 0.27 are reached. The addi
tional body force is based on Brun et al. (2008). Several flow parameters 
for TCF47 and TCF57 are summarized in Table 2. 

4. Results 

In the following, the mean flow properties are analyzed by averaging 
in time and subsequently in streamwise and spanwise direction after 
reaching a quasi-stationary state. The Favre average is defined as ϕ̃ =

ρϕ/ρ and the Reynolds average is an ensemble average denoted with an 
overline ϕ. The fluctuations are represented as double prime ϕ′′ or single 
prime ϕ′ with respect to Favre and Reynolds averages, respectively. For 
both simulations over 100 flow-through-times have been used for the 
computation of the mean values. This high number is necessary since 

changes close to the wall are developing very slowly, especially for high 
order statistics, as for instance triple correlations. For further informa
tion about averaging techniques in the context of strongly correlated 
fluid variables we refer to Huang et al. (1995) and Smits and Dussauge 
(2006). 

4.1. Mean flow field 

The Favre averaged mean velocity and temperature profiles are 
shown in Fig. 3(a) and (b). The temperature is scaled using the wall 
temperatures θT = (T − Twc )/(Twh − Twc ) and the velocity is scaled by the 
bulk value ub. The velocity peak is shifted towards the hot wall, due to 
the one-sided heating from the top and the associated thermal expan
sion. As a consequence, the momentum boundary layer at the cold wall 
is thicker than at the hot wall δMc > δMh . The boundary layer thicknesses 
are determined by using the locus of zero total shear stress τtot = 0. 
Except for a minor flattening of the peak value in TCF57 compared to 
TCF47 no significant difference can be observed between the two ve
locity profiles. The temperature distribution features strong gradients in 
the vicinity of the walls. In the vicinity of the cold wall the temperature 
profile is flattened due to the specific heat capacity peak in Fig. 3(d). The 
increase of the bulk density in TCF57 also leads to a slight increase of the 
bulk temperature, which is mostly visible at y/H < 0.0. The thermal 
boundary layers are defined as the distance between the wall and the 
locus of minimum heat transfer q = − λ∂T/∂y. Thus, the thermal 
boundary layer thickness at the hot wall is approximately 5.5 times the 
thermal boundary layer thickness at the cold wall. Fig. 3(c) and (d) show 
the mean density θρ = (ρ − ρwh

)/(ρwc
− ρwh

) and specific heat capacity 
distributions. The adjustment of the bulk density in order to obtain a 
higher bulk pressure can be observed by an elevated profile for TCF57. 
The higher bulk pressure with increased distance to the critical pressure 
of methane leads to a smaller specific heat capacity peak. The pseudo- 
boiling positions are determined by means of the cp peak with 

ypb47/H ≈ − 0.980→y+ ≈ 14 (4)  

ypb57/H ≈ − 0.969→y+ ≈ 23. (5) 

Due to strong property variations the mean Prandtl number Pr =
μcp/λ varies over the channel height from 0.76 to 5.2, see Fig. 3(e). 
Especially close to the pseudo-boiling position strong changes are 
observed, where momentum diffusivity is dominating and thermal 
diffusivity α = λ/

(
ρcp

)
reaches a minimum, see Fig. 3(f). This stems from 

the specific heat capacity peak acting as a heat sink and leading to the 
observed flattening of the temperature profile. In addition, a local 
Prandtl number minimum occurs after the peak value for TCF47 shown 
in the inset of Fig. 3(f). This local minimum is not observed for TCF57 or 
in DNS studies (Kim et al., 2019; Ma et al., 2018; Kawai, 2019) and stems 
from the thermal diffusivity showing a local maximum. We attribute this 
to real gas effects, since the bulk pressure is very close to the critical 
value of methane. 

4.2. Turbulent Prandtl number 

The highly variable Prandtl number of super- and transcritical 
channel flows affects the thermal boundary layer and the heat transfer 
over the walls. Thus, RANS turbulence models, which do not account for 
a highly variable Prandtl number, fail in predicting the correct heat 
transfer (Yoo, 2013). Likewise the turbulent Prandtl number Prt may 
lead to wrong heat transfer predictions in RANS. It is used as a modeling 
parameter to close RANS equations by providing a relationship between 
the turbulent eddy thermal diffusivity ∊H and turbulent eddy viscosity 
∊M. In most cases Prt is set to a constant value which is based upon the 
strong Reynolds analogy (SRA), assuming a correlation between the 
turbulent heat transfer and the turbulent momentum transfer resulting 
in 

Table 2 
Summary of flow parameters.   

TCF47 TCF57 

ρb
[
kg/m3] 74.12  92.60  

pb [MPa] 4.75  5.70  
Tb[K] 215.5  219.2  

qwc ,qwh

[
MW/m2] 4.45,4.2  5.50,5.2  

Reτc ,Reτh = uτH/ν  705,290  745,338  
Reb = ubH/ν  16500 18500  
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Prt =
∊M

∊H
= 1. (6) 

Experimental and DNS studies have shown, that this simple 
assumption is not correct, since the turbulent Prandtl number is at least 
dependent on the wall distance and the molecular Prandtl number, Prt =

f(y+, Pr) (Kays, 1994). It was observed, that Prt is relatively constant in 

the logarithmic region, whereas it is increasing towards the wall and 
decreasing in the wake region. 

For the analysis of the turbulent Prandtl number in the transcritical 
LES we included two different formulations taken from the literature: 

Incompressible: 

Fig. 3. Mean profiles are depicted over the channel height for case TCF47 and TCF57 . Favre averaged mean velocity and temperature are shown in 
a) and b) and mean density and specific heat capacity in c) and d), respectively. Momentum δM and thermal δT boundary layer thicknesses are included for the cold 
and hot side regarding case TCF47. Mean Prandtl number e) and mean thermal diffusivity f) profiles are shown over the channel height. The mean thermal diffusivity 
is scaled with the value at the hot wall αh. A zoomed in figure is included for the area close the cold wall. 
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Prt =
u’v’

v’T ’

∂T/∂y
∂u/∂y

(7) 

Compressible: 

Prt =
ũ’’v’’

ṽ’’T ’’

∂T̃/∂y
∂ũ/∂y

(8) 

Reynolds averaged quantities are used for the incompressible 
formulation in Eq. 7, whereas Favre averaged values are included in the 
compressible definition in Eq. 8. 

Fig. 4 shows the turbulent Prandtl number at the cold and hot wall 
over the wall normal distance y+ = y/l+ with l+ = μw/(uτ ρw). A rela
tively constant turbulent Prandtl number is observed in region II at the 
hot wall, which is in accordance with ideal gas studies, cf. Kays (1994). 
This is not surprising, since the compressibility factor (not shown) is 
close to one and the molecular Prandtl number does not change signif
icantly close to the hot wall (0.76 < Pr < 0.9). Approaching the hot wall 
in region I Prt increases up to 1.11 and region III features a linear 
decrease violating the SRA. For a better prediction of the behavior in 
region I, a higher resolution at the wall is required. Only a minor dif
ference is observed between the compressible and incompressible 
formulation and between the two simulations, leading to the conclusion, 

that minor compressible effects are present at the hot wall. The turbulent 
Prandtl number at the cold wall varies strongly close to the pseudo- 
boiling positions indicated by a purple line. Both formulations feature 
an s-shaped profile in the vicinity of ypb with different intensities. With 
increasing bulk pressure in TCF57 and a milder specific heat capacity 
peak, the difference between the Reynolds and Favre averaged formu
lations is shrinking and the s-shape is stretched out. In contrast to the hot 
wall no constant turbulent Prandtl number is observed for both formu
lations. Hence, the turbulent Prandtl number variation is more intense at 
the cold wall in the vicinity of ypb and increases as one gets closer to the 
critical pressure. 

So far, we have used common turbulent Prandtl number formula
tions from the literature, which are applicable for a wide range of flows, 
but at a closer look both are not suitable for transcritical channel flows. 
In general, applying a Favre averaging on the governing equations re
sults in the Reynolds stress tensor ρũ′′

i u′′
j for the momentum equations 

and in the turbulent heat flux ρũ′′
i h′′ for the energy equation, where h is 

the enthalpy. Since transcritical and supercritical fluids are character
ized by strong non-linear property variations induced by intermolecular 
repulsive forces in the vicinity of the PBL, the enthalpy is not propor
tional to the temperature as for a calorically perfect gas. In Fig. 5 the 
enthalpy is compared with the relation cpT, which is used for calorically 
perfect gas. All three quantities are taken from the NIST data base and 
the profiles are normalized with the value at the hot wall. The profiles 
are plotted over the scaled temperature range present in the channel at 
the bulk pressure of pb = 47 bar. A strong deviation is observable close 
to the pseudo-boiling position (0 < θT < 0.25), where the enthalpy has a 
change in the slope, but does not show a peak. This peak featured by the 
perfect gas relation stems from the heat capacity, which can be seen in 
Fig. 3(d). Since the relation cpT for a calorically perfect gas leads to a 
significant error in the vicinity of the pseudo-boiling, we suggest to use 
an enthalpy based turbulent Prandtl number formulation for tran
scritical channel flows: 

Prt =
ũ’’v’’

ṽ’’h’’

∂h̃/∂y
∂ũ/∂y

. (9) 

Fig. 6 shows the turbulent Prandtl number profiles based on the new 
formulations at the cold and the hot wall. For comparison, also the 
compressible formulation using temperature is included. Since the spe
cific heat capacity change is relatively small over the hot wall boundary 
layer, the enthalpy can be approximated using the relation for a calo
rically perfect gas h ≈ cpT. For this reason, all three profiles coincide and 
feature a relatively constant value in region II at the hot wall. In Fig. 6 
(a), the s-shape disappears in region II using the enthalpy based 
formulation compared to the compressible definition of Prt. 

Fig. 4. Turbulent Prandtl number at the cold wall (a) and the hot wall (b) over wall units y+for case TCF47 and TCF57 . Included are the 
incompressible (grey) and compressible (black) formulation. The pseudo boiling position at the cold wall is indicated by a vertical purple line. 

Fig. 5. Comparison of enthalpy h with the relationship for a calorically 
perfect gas cpT at a bulk pressure of pb = 47bar. Enthalpy h, specific 
heat capacity cp and temperature T are taken from the NIST data base. The 
profiles are scaled with the hot wall value and presented over the scaled tem
perature range which is present within the channel. 
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Furthermore, the turbulent Prandtl number increases approaching the 
cold wall as it is observed at the hot wall. An additional positive effect 
using the enthalpy formulation is the good agreement between TCF47 
and TCF57 for the most part of the boundary layer. 

In the following, the influence of pseudo-boiling on the turbulent 
shear stress and the heat flux is analyzed, since they are included in the 
turbulent Prandtl number formulation. Based on the work of Huang 
et al. (1995), both components can be split in three parts 

ũ′′v′′ = u′v′
− u′′ v′′ +

ρ′u′v′

ρ , (10)  

ṽ′′h′′ = v′h′
− v′′ h′′ +

ρ′v′ h′

ρ . (11)  

His analysis has shown, that the second term in Eqs. 10 and 11 is only 1% 
of the total and is confined to the sublayer (y∗ < 17) in compressible 
channel flows. Thus, the second term can be neglected. For the 
normalization of the terms the semi-local friction velocity u*

τ = (τw/ρ)
and enthalpy h*

τ = qw/(ρu*
τ ) are used. In order to align the peak positions 

for the different cases the semi-local wall distance y* = yu*
τ ρ/μ is 

applied. Using semi-local values leads to a better collapse between 

Fig. 7. Terms of Favre averaged turbulent shear stress (a,b) and turbulent heat flux (c,d) normalized with semi-local values over semi-local wall units. The cold wall 

is shown on the left (a,c) and the hot wall on the right (b,d) with Case TCF47 and TCF57 . Colors: ϕ represents ũ′′v′′ and ṽ′′h′′ ; u′ v′ and v′ h′

; u′′ v′′ and v′′ h′′ ; ρ′ u′ v′
/ρ and ρ′ v′h′

/ρ . 

Fig. 6. Turbulent Prandtl number at the cold wall (a) and the hot wall (b) over wall units y+ for case TCF47 and TCF57 . Included are the 
compressible (grey) and enthalpy (black) formulation. The pseudo boiling position at the cold wall is indicated by a vertical purple line. 
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TCF47 and TCF57 compared to a scaling using constant wall properties. 
The comparison between these two scalings is shown in Appendix B. 
These observations have also been presented by Patel et al. (2016). The 
contribution of each term to the total Favre averaged quantity is 
computed by dividing the respective term by the total Favre averaged 
stress or flux. Fig. 7(a) and (b) show, that the second and third term of 
turbulent shear stress are an order of magnitude smaller than the first 
term. The second term is confined to the buffer and log-layer and reaches 
5% and 1.5% of the total shear stress at the cold and hot wall in case 
TCF47, respectively. It can be observed by comparing to TCF57, that an 
increase of the property variations leads to slightly higher contributions 
of the second term. The triple correlation is characterized by an s-shaped 
profile around zero and contributes to the total shear stress by approx
imately 25% and 9% at the cold and hot wall in case TCF47, respec
tively. Hence, the triple correlation has to be taken into account if strong 
property variations are observed, whereas the second term is negligible, 
as already observed in compressible flows by Huang et al. (1995). The 
total shear stress collapses from the wall to the peak position for the two 
cases, which can also be seen in the study by Patel et al. (2016). 

Similar trends can be seen for the turbulent heat flux in Fig. 7(c) and 
(d). The second term is small enough at both walls in order to be 
neglected. The triple correlation also features an s-shape with a higher 
contribution to the total flux compared to the turbulent shear stress. 
Furthermore, the pseudo-boiling affects the intensity of the second and 
third term in comparison between the two cases TCF47 and TCF57. The 
cooling and heating of the walls result in a one-way heat flow towards 
the cold wall. This leads to an s-shaped temperature profile as shown in 
Fig. 3 and a heat flux, which does not have a zero crossing. This can be 
seen in the turbulent heat flux profile, which stays relatively constant 
throughout the log- and outer layer instead of decreasing after a peak 
value, as it is the case for the turbulent shear stress. 

4.3. Towards RANS modeling 

We have shown that the turbulent Prandtl number is not constant in 
transcritical flows. In order to improve the prediction capabilities of 
RANS a correct representation of the turbulent stresses and the turbulent 
Prandtl number is required. 

In the following, turbulent Prandtl number models given by Kays and 
Crawford (1993) and Bae (2016), which are derived using different 
assumption and models, are assessed. We evaluate these assumptions 

with regard to transcritical flows, before comparing their models with 
the present Prt distribution from our LES. At first, a distance l, which is 
referred to as a ’mixing length’, is used to derive the Reynolds analogy 
for the turbulent heat transfer. Classically, this mixing length is associ
ated with the turbulent viscosity and the turbulent shear stress 

ũ′′v′′̃ − ∊M
du
dy
̃ − l2

⃒
⃒
⃒
⃒
du
dy

⃒
⃒
⃒
⃒

du
dy

. (12) 

In order to determine the turbulent eddy viscosity without the 
knowledge of the mean velocity distribution Prandtl (1925) assumed, 
that the size of the eddies is proportional to their distance to the wall 
leading to l = κy, where κ is the von Kármán constant. The following 
evaluation of the mixing length for transcritical flows is based on Pir
ozzoli (2014). We use the turbulent eddy viscosity and the velocity 
gradient for a posteriori analysis. 

lM(η)
H

=
−

̅̅̅̅̅̅̅̅̅̅
ũ’’v’’

√

uτ

(
du+

dη

)− 1

, (13)  

with η = y/H. Fig. 8(a) and (b) show the Prandtl mixing length hy
pothesis and a formulation derived from the stress balance 

lM(η)
H

= κη
(

black line
)

, (14)  

lM(η)
H

= κη(1 − η)0.5
(

pink line
)

. (15) 

The log-law region is indicated by vertical lines and determined 
graphically by observing u+ over y+. It has to be mentioned that the 
Reynolds number is relatively low and an extensive log-law region does 
not develop. The mixing length at the cold wall shows for both scaling 
laws the same behavior of a decrease after a peak value. No plateau can 
be observed within the indicated log-law region that would indicate a 
constant value κ. At the heated wall the Prandtl mixing length hypoth
esis features the same behavior whereas the stress balance formulation 
has a plateau at κ ≈ 0.375. Pirozzoli (2014) observed in his DNS, that the 
Prandtl mixing length hypothesis performs worse compared to the stress 
balance scaling. This is in agreement with our observations at the heated 
wall, but strong property variations affect the stress balance formulation 
at the cold wall. 

The near wall behavior of the turbulent eddy viscosity and thermal 

Fig. 8. Mixing length with different scaling at the cold (a) and hot (b) wall over the wall normal distance η = y/H. The lengths for case TCF47 and TCF57 
are scaled with respect to the wall distance lm/(Hη) in black and with respect to the momentum balance lm/(Hη(1 − η)0.5

) in pink. The beginning and ending 
of the log-law region are indicated by vertical lines. 
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eddy diffusivity is presented in Fig. 9. It has been shown that both tur
bulence quantities are proportional to ̃y+3 (Kays, 1994; Kim et al., 
1987). This proportionality can be derived by Taylor series expansion 
about y+ (Antonia and Kim, 1991; Grifoll and Giralt, 2000). In order to 
see the influence of property variations, we scaled both quantities with 
the kinematic viscosity ν and thermal diffusivity α profiles and with the 
respective values at the wall. In regard to this scaling y* and y+ have 

been used, respectively. The profiles of the turbulent eddy viscosity and 
the thermal eddy diffusivity are only shown for case TCF47, since they 
are representative for both cases. The comparison between the two 
scalings shows only minor differences except for the eddy viscosity at the 
cold wall. Thus, the pseudo-boiling has a higher impact on the eddy 
viscosity than on the eddy diffusivity, which leads to the linear decrease 
of the turbulent Prandtl number in region I in Fig. 6(a). In contrast, the 

Fig. 9. Turbulent eddy viscosity ∊M and eddy thermal diffusivity ∊H are scaled with the mean kinematic viscosity ν and thermal diffusivity α, respectively. Only case 
TCF47 is shown using a semi-local scaling (ν,α) and values at the walls (νw,αw) over y* and y+, respectively. The cold wall is shown in (a,c) and the 
hot wall in (b,d). The pink line indicates the pseudo-boiling position for TCF47. The blue line represents l+ = κy[1 − exp( − y+/A+) ] with A+ = 26 and the red line 
adds the viscosity μ/μwc 

within the damping function. 

Fig. 10. Turbulent Prandtl number at the cold wall (a) and at the hot wall (b) over wall units y+ for case TCF47 . Included are the turbulent Prandtl number 
formulation by Kays (1994) and the modified formulation by Bae (2016) . The pseudo boiling position at the cold wall is indicated by a vertical 
purple line. 
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hot wall features nearly identical profiles for the eddy viscosity and the 
eddy diffusivity, which result in a constant turbulent Prandtl number 
distribution in Fig. 6(b). 

In order to capture the near wall effects using Prandtl’s mixing length 
hypothesis, van Driest added a damping function 

l+ = κy[1 − exp( − y+/A+) ]. (16)  

Grifoll and Giralt (2000) showed that the damping function results in a 
proportionality with ̃y+4. They modified the van Driest constant A+ in 
order to obtain ̃y+3. The new constant does have the correct depen
dence on y+, but it introduces two additional constants, which have to 
be adjusted at each wall. Steiner and Irrenfried (2019) included a vis
cosity ratio within the damping function, which does account for 
property variations. This leads to an adjustment of the mixing length for 
y+ > 5 at the cold wall, but still no generally applicable constant A+ was 
provided. 

After the analysis of the mixing length and near wall behavior of the 
turbulent eddy viscosity and eddy thermal diffusivity, the enthalpy 
based turbulent Prandtl number is compared to the formulation by Kays 
and Crawford (1993) and Bae (2016) in Fig. 10. We modified the orig
inal formulation by Bae by replacing cpT with the enthalpy, which re
sults in a new Prt,0 definition. Furthermore, the damping function was 
removed, since the turbulent Prandtl number in TCF47 and TCF57 in
creases towards the wall: 

Prt,Bae = C + f2Prt,0, (17)  

with 

f2 = 0.5
[

1 + tanh
(

10 − y+

200

)]

,

and 

Prt,0 = 1 + ũ
ρ

⃒
⃒
⃒
⃒

(
∂ρ
∂y

/
∂̃u
∂y

) ⃒
⃒
⃒
⃒+

l
ρ

⃒
⃒
⃒
⃒

∂ρ
∂y

⃒
⃒
⃒
⃒

1 + h̃
ρ

⃒
⃒
⃒
⃒
⃒

(
∂ρ
∂y

/
∂̃h
∂y

) ⃒
⃒
⃒
⃒
⃒
+ l

ρ

⃒
⃒
⃒
⃒

∂ρ
∂y

⃒
⃒
⃒
⃒

The formulation by Kays taken from Eq. (13-7) in Kays and Crawford 
(1993) is in good agreement at the cold wall for y+ > 6, but in the 
viscous sublayer it tends to overpredict Prt at both walls. The constant 
CKays is set to 0.3 and Prt∞ to 0.85 at the cold wall and 0.9 at the hot wall. 
The adjusted Eq. 17 originally by Bae (2016) is in good agreement with 
Prt at both walls after adjusting C to 0.8 at the cold wall and to 0.5 at the 
hot wall. 

5. Conclusion 

We investigated a turbulent transcritical channel flow imposing 
different wall temperatures, thus, enclosing the pseudo-boiling 

temperature using a well-resolved LES. The fully compressible 
Navier–Stokes equations have been solved and an adaptive look-up table 
method has been used for thermodynamic and transport properties. The 
mean velocity distribution is shifted towards the hot wall leading to 
different boundary layer thicknesses. Strong property variations in the 
vicinity of the pseudo-boiling position are observed by means of the 
molecular Prandtl number, which showed a peak value close to the cold 
wall. The peak correlates with minimum heat diffusivity leading to a 
flattening of the mean temperature. As a consequence, the resolution 
requirements are governed by the thermal scales at the cold wall and by 
the viscous scales at the hot wall. A grid convergence study for tran
scritical flows is challenging due to the non-linearity of the thermody
namics. The bulk pressure at each grid level varies due to the adjustment 
of the wall shear stress and the heat flux. Thus, the bulk density has to be 
adjusted by trial and error to obtain comparable results at each grid 
level. 

The turbulent Prandtl number is relatively constant and does not 
depend on the turbulent eddy thermal diffusivity definition at the hot 
wall, which was ascribed to mild changes of thermodynamic properties. 
Only the enthalpy based turbulent Prandtl number was unaffected by 
the pseudo-boiling at the cold wall, whereas the temperature based ones 
show strong variations. The analysis of the three terms, which form the 
Favre averaged turbulent shear stress and heat flux shows an increased 
contribution of the triple correlation. 

The turbulent Prandtl number models by Kays and Crawford (1993) 
and Bae (2016) are able to reproduce the LES distribution by adjusting 
the model parameters, which are different for each wall. Since these 
models are based on a mixing length, a better knowledge of the mo
mentum and heat exchange in variable molecular Prandtl number flows 
has to be deduced in order to improve turbulent Prandtl number models, 
instead of adjusting model parameters, which are not universal. 
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Appendix A. Validation 

We additionally performed LES simulations of a channel flow with a bulk Reynolds number of Reb = 2HUb/ν = 21950 and a friction Reynolds 
number of Reτ = 590 (Moser et al., 1999) in order to assess the used LES methodology. The Reynolds numbers are in the range of the performed 
transcritical LES. Three grid levels are investigated in order to show a grid convergence towards the DNS results. Grid parameters and the obtained 
resolution are presented in Table A.3. The working fluid is air at a bulk pressure of 1 bar and isothermal no-slip walls at 293 K. No gravity or roughness 
effects are included. Fig. A.11(a) shows the van Driest transformed mean velocity profiles over the wall normal distance y+. With increasing grid 
resolution the velocity profile approaches the DNS result. A good agreement between the LES and the DNS is observed for TCF_2. The Reynolds stresses 
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are presented in Fig. A.11(b) following the same trend as the mean velocity. With increasing grid resolution the peak of the streamwise Reynolds stress 
u′u′ is decreasing and moving towards the wall. A minor overprediction is observed in the buffer and logarithmic layer. The other stresses v′v′

, w′w′

and u′v′ converge towards the DNS data with increasing resolution. 

Appendix B. Semi-local scaling 

In Fig. 7 the Favre average turbulent shear stress and turbulent heat flux from Eqs. 10 and 11 are scaled with semi-local values. The comparison 
between a scaling using semi-local values and wall properties is presented in Fig. B.12. The advantage of the semi-local scaling is observed especially at 
the cold where the pseudo-boiling is present. The Favre averaged turbulent shear stress collapses for TCF47 and TCF57 up to y∗ ≈ 100 whereas using wall 
properties leads to diverse profiles for the two simulations. At the hot wall both scaling laws achieve a good agreement between the two cases. Noticeable 
is the difference in magnitude obtained by the scaling laws at both wall. Regarding this, the semi-local adjusts the magnitude between both walls. 

Fig. A.11. Mean velocity profiles using van Driest scaling and Reynolds stresses scaled with the friction velocity are plotted over wall units. The results for the 
respective grid level are indicated with red for TCF_0, orange for TCF_1 and green for TCF_2 including black for the DNS (Moser et al., 1999). Reynolds stresses u′u′

, v′ v′ , w′ w′ and u′v′ . 

Fig. B.12. Favre averaged turbulent shear stress ũ′′v′′ is shown at the cold wall (a) and the hot wall (b). Black lines indicate normalized profiles with semi-local values 
over semi-local wall units and green lines indicate normalized profiles using wall properties for Case TCF47 and TCF57 . 

Table A.3 
Summary of grid parameters for TTCF.   

TCF_0 TCF_1 TCF_2 

Nx × Ny × Nz  48× 48× 48  96× 96× 96  192× 192× 192  
Lx × Ly × Lz  2πH× 2H× πH  2πH× 2H× πH  2πH× 2H× πH  

Δx+ 65.5  38.2  20.3  

Δz+ 32.7  19.1  10.1  

Δy+min × Δy+max  3.31× 43.1  1.85× 25.2  0.96× 13.4   
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Appendix C. Grid sensitivity study 

A grid sensitivity study has been performed for case TCF47, since the bulk pressure is closer to the critical point resulting in stronger gradients. The 
domain extensions have not been changed and the bulk pressure of each level is between 4.75 bar and 4.81 bar. LvL3 is the resolution which has been 
used in the main text, see Table 1. The main parameters for the considered grids included in the sensitivity study are summarized in Table C.4. 

In Fig. C.13 the van Driest transformed velocity profile is shown. It can be observed, that the velocity profile at both walls approaches the analytical 
logarithmic law. The velocity profile at the hot wall shows no difference between LvL2 and LvL3 indicating a converged solution. In contrast, no 
converged solution is not observed at the cold wall. 

The Reynolds stresses normalized with the semi-local friction velocity are presented in Fig. C.14. At both walls the wall normal and spanwise 
velocity show minor differences between grid level LvL2 and LvL3 indicating a sufficient resolution for LvL3. For the streamwise direction the peak 
value is still adjusting for the finest grid level at the cold wall, whereas no difference is observed for the Reynolds stress profile uu at the hot wall. 

The near wall temperature profile over the wall normal distance y+ is depicted in Fig. C.15. A fitted linear function is included in blue and red for 
the cold and hot wall, respectively. Although, the thermal scales at the cold wall are slightly under-resolved still the temperature profile features a 

Fig. C.14. Reynolds stresses normalized with the semi-local friction velocity u* =
̅̅̅̅̅̅̅̅̅̅
τw/ρ

√
for case TCF47 at different grid levels: LvL0 , LvL1 , LvL2 

, LvL3 . The cold and hot wall are presented in subfigure a) and b), respectively. 

Table C.4 
Summary of grid parameters for the sensitivity study related to case TCF47.   

LvL0 LvL1 LvL2 LvL3 

Nx × Ny × Nz  48× 48× 48  96× 96× 96  128× 128× 128  192× 192× 192  
Lx × Ly × Lz  2πH× 2H× πH  

Δx+
cold × Δx+

hot  69× 31  39× 18  32× 14  23× 10  

Δz+cold × Δz+hot  35× 16  20× 9  16× 7  12× 5  

Δy+min, cold × Δy+min, hot  2.50× 1.11  1.35× 0.62  1.09× 0.48  0.77× 0.32  

Δy+max, cold × Δy+max, hot  50.0× 22.5  28.4× 13.1  23.2× 10.2  16.8× 6.9   

Fig. C.13. Van Driest normalized velocity profiles for case TCF47 at different grid levels: LvL0 , LvL1 , LvL2 , LvL3 . The viscous 
sublayer and the logarithmic law are indicated with black dashed lines based on the constants B = 5.2 and κ = 0.41. The cold and hot wall are presented in subfigure 
a) and b), respectively. 
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linear distribution at the walls (viscous sublayer). From this, we conclude that the proposed ratio in Eq. 3 provides a reasonable estimation of the 
thermal scales. 
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A B S T R A C T

We present well-resolved large-eddy simulations (LES) of a channel flow solving the fully compressible Navier–
Stokes equations in conservative form. An adaptive look-up table method is used for thermodynamic and
transport properties. We apply a physically consistent subgrid-scale turbulence model, that is based on the
Adaptive Local Deconvolution Method (ALDM) for implicit LES. The wall temperatures are set to enclose the
pseudo-boiling temperature at a supercritical pressure, leading to strong property variations within the channel
geometry. In total seven cases are computed covering different Reynolds numbers, pseudo-boiling positions and
pressure values. The hot wall at the top and the cold wall at the bottom produce asymmetric mean velocity
and temperature profiles which result in different momentum layer thicknesses. All cases feature a turbulent
mass flux which is essential in turbulence modelling. Furthermore, we analyse the turbulent kinetic energy
budgets, perform a quadrant and octant analysis of the Reynolds shear stress and employ an invariant map to
study the anisotropy in transcritical turbulent channel flows.

1. Introduction

Transcritical fluids, where the pressure is above the critical val-
ues, but the temperature ranges from sub- to supercritical, are widely
used in many engineering applications. As for example in diesel en-
gines (Wensing et al., 2016; Crua et al., 2017), gas turbines (Kim et al.,
2017; Hosseinpour et al., 2022), supercritical water-cooled reactors
(SCWRs) (Cheng et al., 2007) and liquid rocket engines (LRE) (Müller
et al., 2016; Matheis and Hickel, 2018). These fluids are characterized
by a gas-like diffusivity, a liquid-like density and a surface tension ap-
proaching zero, leading to a diffuse mixing. The latter can be observed
in the experimental study with cryogenic jets of Mayer and Tamura
(1996). At supercritical pressure the fluid in the experiments forms
finger-like entities with a continuous phase transition instead of droplet
formation. Studies performed by Simeoni et al. (2010) disagree with a
continuous phase transition, but have shown a supercritical liquid-like
(LL) and gas-like (GL) region with a pseudo-boiling line (PBL), which
extends the classical liquid–vapour-coexistence line. In the vicinity of
the PBL, strong non-linear property variations are observed, due to
intermolecular repulsive forces.

Reynolds-averaged Navier–Stokes simulations (RANS) based on es-
tablished turbulence models fail to predict the correct heat transfer and
shear forces (Yoo, 2013; Kaller et al., 2020). Effects like heat transfer
enhancement as well as the onset of heat transfer deterioration in

∗ Corresponding author.
E-mail address: alex.doehring@tum.de (A. Doehring).

transcritical and supercritical flows cannot be captured correctly (Piz-
zarelli, 2018). In a review paper by Yoo (2013) various experimental
and numerical studies are summarized. Only few experimental studies
have been carried out due to technical difficulties which are present at
high pressure conditions. As a result, experimental data on turbulent
statistics and heat transfer, suitable for the development of reliable
turbulence models, are scarce. For this reason, high fidelity numerical
data is required to understand the effect of non-linear thermodynam-
ics on turbulent flows in order to improve computationally efficient
turbulence models.

In this context multiple numerical studies have been performed. Ma
et al. (2018) has investigated a Direct numerical simulation (DNS) of
a transcritical channel flow using an entropy-stable double-flux model
in order to avoid spurious pressure oscillations (Terashima and Koshi,
2012). Since the flux calculation is non-conservative, they provided a
comparison of the thermodynamic properties with a fully conservative
formulation. Differences are visible at the hot wall, where the tem-
perature is above the pseudo-boiling temperature. This discrepancy is
attributed to the energy conservation which is not satisfied. In addition,
they observed the presence of a logarithmic scaling of the structure
function and a 𝑘−1 scaling of the energy spectra, which supports the
attached-eddy hypothesis in transcritical flows. Matheis and Hickel
(2018) included a comparison between a fully conservative (FC) and a
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quasi conservative (QC) formulation by replacing the energy equation
with a pressure evolution equation (Terashima and Koshi, 2012). The
numerical 1-D advection-diffusion test case of a contact discontinuity
has shown, that for a coarse grid the QC formulation omits pressure
fluctuations, but introduces an error in the temperature distribution.
With increasing grid resolution, spurious oscillations of the FC method
are decreasing and the error in the temperature profile of the QC
method reduces towards the FC solution. A heated transcritical turbu-
lent boundary layer over a flat plate has been investigated by Kawai
(2019) using DNS. His study shows large density fluctuations which
are induced by strong changes of thermodynamic properties in the
vicinity of the pseudo-boiling. Furthermore, these fluctuations evoke
non-negligible Favre-averaged velocity fluctuations, which are associ-
ated with a turbulent mass flux. In addition, velocity transformations
such as the van Driest transformation, the semi-local scaling by Huang
et al. (1995) and the transformation by Trettel and Larsson (2016) have
failed in transcritical boundary layers. This has also been ascertained
by Ma et al. (2018). Kim et al. (2019) controlled the pseudo-boiling
position by changing the temperature difference between the walls
in a DNS of a turbulent channel flow. Large streamwise turbulent
structures based on Q-criterion isosurfaces have been identified close to
the walls. This leads to the necessity of larger computational domains,
thus, higher numerical costs for the study of transcritical channel
flows. Despite the reduction of turbulent intensity at the hot wall, they
observed intensified thermodynamic fluctuations and strong ejections
of dense fluids into the channel core. A DNS study by Chen et al.
(2021) of a turbulent channel has been performed using a dense gas
in the framework of ORC systems. They identified an increase of the
wall normal and spanwise Reynolds shear stress component compared
to a turbulent channel flow with an ideal gas. The turbulent energy
transport and scaling laws in transcritical channel flows using DNS
have been investigated by Li et al. (2023). They observed local equilib-
rium of turbulent kinetic energy transport in transcritical flows in the
logarithmic layer.

Despite the various studies mentioned above, it is still not entirely
clear how the variable thermophysical properties of a heated or cooled
fluid at supercritical pressure affect turbulent motions. This is due to
the fact that we are dealing with a multiphysics problem in which
non-linear thermodynamics, turbulent flow and heat transfer interact
with each other. The lack of understanding of such systems can be
demonstrated by the poor turbulence models in RANS (see Yoo (2013))
and the large number of proposed mean velocity transformations to
fit the incompressible mean velocity profiles (see Trettel and Larsson
(2016), Volpiani et al. (2020), Griffin et al. (2021), Bai et al. (2022).)

In this study, we investigate a momentum boundary layer affected
by strong property variations in transcritical channel flows. The first
prominent feature of this study is the location of pseudo-boiling. The
temperature of the channel walls is adjusted so that pseudo-boiling
will occur. By adjusting the wall temperature, the pseudo-boiling is
located either at the cold wall, in the centre of the channel, or at
the hot wall. Second, unlike the aforementioned studies, we use well-
resolved large-eddy simulations (LES). This allows us to qualitatively
compare the results with DNS results and thus, implicitly evaluate the
modelling at the subgrid scale. In addition, LES allows us to investigate
higher Reynolds numbers compared to the aforementioned DNS studies.
Finally, two different bulk pressure levels are used to vary the distance
to the critical point and thus, the intensity of non-linear effects.

The goal of this study is to provide statistical data that will con-
tribute to the understanding of turbulence and to use the data to
develop low-cost CFD models, such as wall-modelled LES. The study
comprises obtained mean distributions, law of the wall for the velocity,
Reynolds stresses, turbulent mass flux, turbulent kinetic energy bud-
gets, a quadrant and an octant analysis of the Reynolds shear stresses
and an invariant map to visualize the anisotropy distribution.

2. Numerical model

The three-dimensional compressible Navier–Stokes equations are
solved for the performed LES.

𝜕𝜌
𝜕𝑡

+
𝜕𝜌𝑢𝑗
𝜕𝑥𝑗

= 0 (1)

𝜕𝜌𝑢𝑖
𝜕𝑡

+
𝜕𝜌𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= − 𝜕𝑝
𝜕𝑥𝑗

+
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗

+ 𝑓𝑖 (2)

𝜕𝜌𝐸
𝜕𝑡

+
𝜕(𝜌𝐸𝑢𝑗 + 𝑝𝑢𝑗 )

𝜕𝑥𝑗
=

𝜕(𝑢𝑖𝜏𝑖𝑗 − 𝑞𝑖)
𝜕𝑥𝑗

+ 𝑢𝑖𝑓𝑖 (3)

The density is denoted by 𝜌, the pressure by 𝑝, the velocity in the
i-the direction by 𝑢𝑖. In order to maintain a constant mass flux in the
streamwise direction, a body force 𝑓𝑖 = 𝑓 𝛿𝑖1 is introduced in the
momentum and energy equations based on Brun et al. (2008). The total
energy 𝐸 consists of the internal energy 𝑒 and the kinetic energy,

𝜌𝐸 = 𝜌 𝑒 + 1∕2 𝜌 𝑢𝑖𝑢𝑖. (4)

The viscous stress tensor 𝜏𝑖𝑗 and the strain rate tensor 𝑆𝑖𝑗 for a
Newtonian fluid are defined according to Stoke’s hypothesis

𝜏𝑖𝑗 = 𝜇
(
2𝑆𝑖𝑗 −

2
3
𝛿𝑖𝑗𝑆𝑘𝑘

)
, (5)

𝑆𝑖𝑗 =
1
2

(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)
, (6)

with the dynamic viscosity 𝜇. The Kronecker-Delta function 𝛿𝑖𝑗 is unity
if 𝑖 = 𝑗 and zero otherwise. The heat flux 𝑞𝑖 is defined using Fourier’s
law of thermal conductivity

𝑞𝑖 = −𝜆 𝜕𝑇 ∕𝜕𝑥𝑖 , (7)

where 𝜆 is the thermal conductivity and 𝑇 is the temperature. A finite-
volume method is applied in order to spatially discretize the conserva-
tive form of the governing equations on a block structured, curvilin-
ear grid. An explicit second-order low-storage four-stage Runge–Kutta
method with enhanced stability region is applied for time advancement
developed by Schmidt et al. (2006). The compact four cell stencil
approach by Egerer et al. (2016) is used to compute the convective
fluxes. Thermodynamic and transport properties are extracted from
the tabulated look-up database via trilinear interpolation. Additional
information about the tabulated database are provided in Appendix C.
A discontinuity detecting sensor functional switches the flux calculation
between a linear fourth-order reconstruction for high accuracy and a
more stable upwind-biased scheme. The discontinuity-detector sensor
used is based on Ducros et al. (1999)

𝛷 = |∇ ⋅ 𝒖|
|∇ ⋅ 𝒖| + ‖∇ × 𝒖‖ + 𝜖

, (8)

with 𝜖 = 10−15. The sensor is switched on, if the threshold value of 0.95
is exceeded,

𝑠 =

{
1, 𝛷 ≥ 0.95
0, 𝛷 < 0.95.

(9)

In the simulations the sensor is active on 0.002% of the total volume.
A physically consistent subgrid-scale turbulence model based on the
Adaptive Local Deconvolution Method (ALDM) (Hickel et al., 2006,
2014) is included in the convective flux calculation. Viscous fluxes
are determined by a linear second-order centred scheme. The ALDM
subgrid-scale model has been previously investigated in the context of
trans- and supercritical flows by Matheis and Hickel (2018).

Thermodynamic and transport properties are obtained using an
adaptive look-up table method based on the REFPROP database (Lem-
mon et al., 2013). One table is generated for the fluid domain im-
posing density and internal energy constraints and a second table is
used for the boundary conditions imposing pressure and temperature
constraints.
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Table 1
Summary of considered cases.

TCF55B TCF65B TCF55BR TCF55M TCF65M TCF55MR TCF60TR

( ) ( ) ( ) ( ) ( ) ( ) ( )
𝑝𝑏 54.2 bar 66.2 bar 52.2 bar 54.1 bar 64.8 bar 54.0 bar 60.8 bar
𝑅𝑒 10040 10000 20120 10020 10005 20040 20006
𝑇𝑐 185K 185K 185K 180K 180K 180K 155K
𝑇ℎ 285K 285K 285K 280K 280K 280K 255K

Table 2
Grid resolution based on viscous and thermal scales.
Cold Wall TCF55B TCF65B TCF55BR TCF55M TCF65M TCF55MR TCF60TR

𝛥𝑥+𝑐 21.02 21.04 38.24 20.07 20.10 36.50 32.04
𝛥𝑧+𝑐 7.00 7.01 12.75 6.69 6.70 12.17 10.68
𝛥𝑦+min, 𝑐 0.35 0.35 0.64 0.34 0.34 0.61 0.54
𝛥𝑦+max, 𝑐 7.64 7.64 13.89 7.29 7.30 13.25 11.64
𝛥𝑦+T,min, 𝑐 0.51 0.49 0.96 0.47 0.46 0.85 0.70
𝛥𝑦+T,max, 𝑐 11.21 10.70 20.86 10.12 9.86 18.37 15.08

Hot Wall TCF55B TCF65B TCF55BR TCF55M TCF65M TCF55MR TCF60TR

𝛥𝑥+ℎ 14.72 16.77 26.80 15.08 17.32 27.96 42.52
𝛥𝑧+ℎ 4.91 5.59 8.93 5.03 5.77 9.32 14.17
𝛥𝑦+min, ℎ 0.25 0.28 0.45 0.25 0.29 0.47 0.71
𝛥𝑦+max, ℎ 5.35 6.09 9.73 5.47 6.29 10.16 15.44
𝛥𝑦+T,min, ℎ 0.23 0.26 0.42 0.23 0.27 0.44 0.68
𝛥𝑦+T,max, ℎ 4.96 5.67 9.02 5.13 5.92 9.52 14.85

3. Setup

A generic channel flow configuration is used to focus on the impact
of non-linear thermodynamic effects on turbulent flows and the mo-
mentum boundary layer. The channel geometry is presented in Fig. 1.
The size of the domain is 4𝜋𝐻 × 2𝐻 × 4∕3𝜋𝐻 in the streamwise, wall-
normal and spanwise direction, respectively. 𝐻 refers to the channel
half-height. The domain in this study is larger than in the previous
study (Doehring et al., 2021) in order to ensure a decorrelated flow
in the streamwise direction, since Kim et al. (2019) identified larger
streamwise structures. The chosen size of the channel is supported by
the autocorrelation function in Appendix D.

Periodic boundary conditions are imposed in stream- and spanwise
direction 𝑥 and 𝑧. Isothermal no slip boundary conditions are applied
at the top and bottom wall. The wall temperatures are set to include
pseudo-boiling.

Methane is used as working fluid with its critical pressure of 𝑝𝑐𝑟 =
4.5992MPa at a critical temperature of 𝑇𝑐𝑟 = 190.564K. The subscript 𝑤
refers to values at the wall, 𝑏 to bulk parameters, 𝑐𝑟 to critical values,
𝑝𝑏 to values obtained at the pseudo-boiling position, 𝑐 to values at the
cold wall and ℎ to values at the hot wall.

Seven LES simulations have been performed with different bulk
pressure levels, Reynolds numbers and wall temperatures. A desired
bulk pressure 𝑝𝑏 is obtained by adjusting the bulk density, which is
similar to the method by Kim et al. (2019). The intention of various 𝑝𝑏
is to create cases with a certain distance to the critical point in order to
capture different intensities of non-linear thermodynamic behaviour.

In total two pressure levels are considered. The first 𝑝𝑏 ≈ 55 bar with
a reduced pressure of 𝑝𝑏∕𝑝𝑐𝑟 ≈ 1.2 and the second 𝑝𝑏 ≈ 65 bar with
a reduced pressure of 𝑝𝑏∕𝑝𝑐𝑟 ≈ 1.4. For most cases a bulk Reynolds
number of 𝑅𝑒𝑏 = 𝑢𝑏 𝜌𝑏 𝐻 ∕𝜇𝑏 ≈ 10000 is set. In order to observe
potential Reynolds number effects some cases have been performed
with an increased Reynolds number of 𝑅𝑒𝑏 ≈ 20000. In our previous
study (Doehring et al., 2021) the heat capacity peak was located very
close to the cold wall. Now, we adjusted the temperatures to alter the
position, which includes an altered 𝑐𝑝 located approximately at the cold
wall, the hot wall and the channel centre. The temperature difference
between the walls is kept constant at 𝑇𝑤,ℎ − 𝑇𝑤,𝑐 = 100K. The naming
convention for the performed turbulent channel flow simulations (TCF)
are based on the obtained bulk pressure, the position of the heat
capacity peak (bottom -> B, middle -> M, top -> T) and the bulk

Fig. 1. Computational domain with a hot wall above and a cold wall below the critical
temperature at supercritical pressure. 𝐻 refers to the channel half height.

Reynolds number (increased Re -> R). For instance, TCF55BR refers to a
bulk pressure of approximately 55 bar with a heat capacity peak located
at the bottom wall and an increased Reynolds number of 𝑅𝑒 ≈ 20000.
All seven LES simulations are summarized in Table 1 including the
name, bulk pressure, Reynolds number, wall temperatures and line
styles for the upcoming figures.

We use a hyperbolically stretched grid in the wall-normal direction
𝑦 and an uniform grid spacing in the stream- and spanwise direction.
The domain is discretized with 256 cells in each direction, which is finer
than in the previous study (Doehring et al., 2021). The same grid has
been used for all performed LES simulations. A grid study is included
in Appendix A.

Table 2 includes the resolution for all simulations. The resolution
with respect to wall units 𝛥𝑥+ = 𝛥𝑥𝜌𝑤𝑢𝜏∕𝜇𝑤 is based on the friction
velocity 𝑢2𝜏 = (𝜏𝑤∕𝜌𝑤) and the wall shear stress 𝜏𝑤 = (𝜇𝜕𝑢∕𝜕𝑦)|𝑤. Note,
that the resolution is based on the whole cell size, but the flow variables
are evaluated at the cell centre. In order to estimate the mesh resolution
in terms of thermal scales we employ the ratio between the Batchelor
scales 𝜂𝐵 and the Kolmogorov scales 𝜂 introduced by Monin and Yaglom
(1975). This ratio has been used in context of heated transcritical and
ideal gas boundary layers by Zonta et al. (2012a), Lee et al. (2013),
Ma et al. (2018), Kaller et al. (2019), Kawai (2019). This relation was
adopted for LES by assuming proportionality between the thermal and
viscous scales including the molecular Prandtl number, cf. Doehring
et al. (2021). Since the molecular Prandtl number is partly greater
than one in our LES simulations, implies, that the thermal scales are
also smaller than the viscous scales. In this context, Ma et al. (2018)
reported that the grid resolution is governed by the thermal scales
and not the viscous scales due to a varying molecular Prandtl number,
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Table 3
Summary of friction Reynolds numbers for all cases. The percentage relates to the TCF55 cases, respectively.
𝑅𝑒𝜏 TCF55B TCF65B TCF55BR TCF55M TCF65M TCF55MR TCF60TR

cold wall 428.27 428.67 (+0.1%) 779.10 (+82%) 408.95 409.56 (+0.15%) 743.48 (+82%) 652.80
hot wall 299.92 341.66 (+14%) 545.93 (+82%) 307.26 352.84 (+15%) 569.64 (+85%) 866.28
𝑅𝑒𝜏,𝑐∕𝑅𝑒𝜏,ℎ 1.43 1.25 1.43 1.33 1.16 1.30 0.75

Fig. 2. Wall-normal cell sizes based on the viscous length scale 𝑙+ ( ) and

thermal length scale 𝑙+𝑇 = 𝑙+∕
√

(𝑃𝑟) ( ) for case TCF55B over the dimensionless
wall distance 𝑦+. The cold wall resolution is shown in blue and the hot wall resolution
in red. A zoomed in figure is included showing the vicinity of the wall. The thin solid
black line indicates 𝛥𝑦+ = 1 and 𝛥𝑦+𝑇 = 1, respectively.

shown in Fig. 2. The thermal scales are relevant at the cold wall and
the viscous scales at the hot wall regarding the resolution requirements.
Roughness and gravity are not considered in the simulations in order to
focus on non-linear thermodynamics. But, both are able to modify the
momentum and heat transfer, thus, influencing the pressure drop and
heat transfer, see for instance (Zonta et al., 2012b; Zonta and Soldati,
2018; Nemati et al., 2015; Peeters et al., 2016; Peeters and Sandham,
2019).

The obtained local Mach number is below 0.3 for all cases. From
the mean turbulent Mach number

𝑀𝑎𝑡 =
√(

𝑢′′𝑖 𝑢
′′
𝑖

)
∕𝑐 , (10)

presented in Fig. 3(a), we do not expect compressible effects due to
mean density variations, since 𝑀𝑎𝑡 < 0.3.

The semi-local Reynolds number 𝑅𝑒∗𝜏 distribution is similar for all
cases increasing with wall distance, see Fig. 3(b). This corresponds to
the liquid-like profiles in the study by Patel et al. (2016). The values at
the wall are summarized in Table 3. Except for case TCF60TR, all cases
have a higher friction Reynolds number at the cold wall. Doubling the
Reynolds number increases 𝑅𝑒𝜏 by about 82% at both walls. Despite
the non-linearity of the thermodynamics, the friction Reynolds number
ratio between the cold and hot wall is kept approximately the same,
when the Reynolds number is increased. Compare 𝑅𝑒𝜏,𝑐∕𝑅𝑒𝜏,ℎ of case
TCF55B and TCF55BR, and case TCF55M and TCF55MR. A change in
the pressure affects only the hot wall leading to an increase of about
15%.

The deviation from the ideal gas law is demonstrated by the com-
pressibility factor 𝑍 = 𝑝∕(𝜌𝑇𝑅𝐶𝐻4) in Fig. 3(c). In the vicinity of the
cold wall the compressibility factor ranges from 0.19 to 0.24 which
is far from an ideal gas behaviour. With increasing temperature also
𝑍 increases to values between 0.8 and 0.9. Thus, we obtain also a
non-ideal gas behaviour at the hot wall. In contrast, the previous
study (Doehring et al., 2021) exhibited nearly ideal gas behaviour with
𝑍 = 0.98 at the hot wall due to a higher temperature 𝑇𝑤,ℎ. TCF60TR
has a nearly constant compressibility factor at the lower channel half
with a steep increase at the hot wall, which stands out in contrast to
the other cases.

Fig. 3. Turbulent Mach number 𝑀𝑎𝑡 for cases with an increased Reynolds number
(a). Semi-local friction Reynolds number in (b) and compressibility factor in (c). All
profiles are shown over the normalized channel height, where the cold wall is located
at 𝑦∕𝐻 = −1 and the hot wall at 𝑦∕𝐻 = 1. Cases: TCF55B ( ), TCF65B
( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ),
TCF55MR ( ), TCF60TR ( ). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Mean profiles are depicted over the channel height. The velocity (a) is normalized with the bulk value and the temperature profiles with the wall values 𝜃𝑇 =
(𝑇 − 𝑇𝑤,𝑐 )∕(𝑇𝑤,ℎ − 𝑇𝑤,𝑐 ). The density (c) is scaled with the cold wall value 𝜌𝑐 and the specific heat capacity is shown in (d). Mean Prandtl number 𝑃𝑟 = 𝜇𝑐𝑝∕𝜆 (e) and thermal
diffusivity 𝛼 = 𝜆∕

(
𝜌𝑐𝑝

)
(f). Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ), TCF55MR ( ), TCF60TR

( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

4. Results

In the following, the mean flow properties are analysed by aver-
aging in time and subsequently in streamwise and spanwise direction
after reaching a quasi-stationary state. The Favre average is defined
using a tilde as 𝜙 = 𝜌𝜙∕𝜌 and the Reynolds average is an ensemble
average denoted with an overline 𝜙. The fluctuations are represented
as double prime 𝜙′′ or single prime 𝜙′ with respect to Favre and
Reynolds averages, respectively. The least amount of samples used for
the averaging process are 17,000 over a period of at least 13 flow-
through times. For further information about averaging techniques in
the context of strongly correlated fluid variables we refer to Huang
et al. (1995) and Smits and Dussauge (2006).

4.1. Mean distribution

The Reynolds averaged velocity and temperature profiles are shown
in Fig. 4(a) and (b). The velocity is normalized with the bulk velocity 𝑢𝑏

and shows a shift towards the hot wall due to thermal expansion (Ma
et al., 2018; Kim et al., 2019; Doehring et al., 2021). Only marginal
effects of the pseudo-boiling and the Reynolds number variation are
observed for the mean velocity. For this reason only three cases are
depicted. The momentum boundary layer is determined by the locus of
zero total shear stress 𝜏𝑇 = 0, resulting in a thicker boundary layer
at the cold wall than at the hot wall 𝛿𝑀𝑐

> 𝛿𝑀ℎ
. The momentum

thicknesses in Fig. 4(a) correspond to case TCF60TR.
The temperature is scaled using the wall temperatures 𝜃𝑇 = (𝑇 −

𝑇𝑤,𝑐 )∕(𝑇𝑤,ℎ−𝑇𝑤,𝑐 ). High gradients are located in the vicinity of the walls.
In general, a higher bulk density or equally a higher bulk pressure
results in a higher bulk temperature, thus, an increased temperature
level. No effect of the Reynolds number can be observed using the outer
scale. The slight difference between case TCF55B and TCF55BR comes
from the bulk pressure difference of approximately 2 bar. The pressure
difference between case TCF55M with TCF55MR is smaller resulting in
nearly overlapping temperature profiles. A flattening is present for all
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Fig. 5. Mean velocity profiles using the van Driest scaling (van Driest, 1956) (a,b) and the Trettel and Larsson transformation (Trettel and Larsson, 2016) (c,d) over the semi-local
channel height. The cold wall is shown on the left and the hot wall on the right. The linear viscous sublayer is included together with the logarithmic layer based on the
Kármán constant 𝜅 = 0.41 and the intercept 𝐵 = 5.2 with a thin black line. Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M
( ), TCF55MR ( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

cases except for TCF60TR, where the profile exhibit a linear increase
for most of the channel with a sudden rise close to the hot wall.

Fig. 4(c) and (d) show the mean density scaled with the wall
values and the specific heat capacity at constant pressure. Focusing
on the configurations ‘bottom’ (pink) and ‘middle’ (green), a higher
pressure results in an elevated density distribution, thus, a higher bulk
density. A smaller density drop is obtained for TCF60TR at the cold wall
compared to the other cases. The opposite appears at the hot wall. A
heat capacity peak is present for case TCF55B, TCF55BR, TCF60TR. All
three TCFM (green) cases do not have a distinct peak, but rather an
increased 𝑐𝑝 value for the most part of the channel. With an increased
pressure and a larger distance from the critical point the 𝑐𝑝 distribution
flattens. The difference between TCF55B and TCF55BR is again not a
Reynolds number effect, but rather arises due to the pressure difference
of 2 bar. This conclusion follows from the observation of TCF55M and
TCF55MR, where the pressure is nearly the same, which can be also
observed in the mean profiles. Since the heat capacity acts like a heat
sink, it explains the flattening of the temperature in Fig. 4(b). Cases
TCFB flatten the temperature close to the cold wall. The 𝑐𝑝 increase for
cases TCFM spreads over a bigger distance in the channel, leading to a
delayed rise of the temperature moving from the cold to the hot wall.
For latter analysis we determine the pseudo-boiling position by means
of the maximum heat capacity value 𝑦𝑝𝑏 = 𝑐𝑝,𝑚𝑎𝑥.

Due to strong property variations the mean Prandtl number 𝑃𝑟 =
𝜇𝑐𝑝∕𝜆 varies over the channel height from 0.85 to 7.5. The Prandtl
number distribution follows the 𝑐𝑝 distribution and the highest values
are observed at the pseudo-boiling position, where the momentum

diffusivity is dominating and thermal diffusivity 𝛼 = 𝜆∕
(
𝜌𝑐𝑝

)
reaches a

minimum, see Fig. 4(e) and (f).
The conventional log-law for the velocity holds for incompressible

flows without heating. Several velocity transformations have been pro-
posed, which consider compressibility effects in order to match the
incompressible profiles. One transformation was introduced by van
Driest (1956), taking mean density variations into account (VD). Trettel
and Larsson (2016) deduced a transformation for non-adiabatic flows
by including the local density and viscosity gradient (TL). In Fig. 5 the
van Driest, and Larsson and Trettel scaling laws are applied including
the linear viscous sublayer and the logarithmic layer with the Kármán
constant 𝜅 = 0.41 and the intercept 𝐵 = 5.2. These scaling laws are able
to collapse the velocity profiles fairly well at the cold wall. It can be
seen, that the intercept is underestimated by the velocity profiles using
VD, whereas TL moves the profiles on the incompressible law of the
wall.

Patel et al. (2016) observed that a positive gradient of the semi-local
Reynolds number leads to a downwards shift using the VD transforma-
tion. The opposite is the case for a negative gradient. As it can be seen
in Fig. 3(b) the gradient is positive for all simulations regarding the
cold wall, which leads to the mentioned downward shift in Fig. 5(a).
At the hot wall the spreading of the velocity profiles is wider using VD,
and the TL transformation does not reduce the spread. We attribute this
to the slope change of the semi-local Reynolds number at different wall
normal distances from the hot wall. The van Driest transformed velocity
profile is presented using the indicator function 𝛯𝑉 𝐷 = 𝑦∗d𝑢+𝑉 𝐷∕d𝑦∗ in
Fig. 6. This function is used to identify the logarithmic layer through
the development of a plateau. A variety of numerical and experimental
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Fig. 6. Indicator function 𝛯𝑉 𝐷 = 𝑦∗d𝑢+𝑉 𝐷∕d𝑦∗ of the van Driest transformed mean velocity profile is presented for the cold wall on the left and for the hot wall on the right. The
wall normal distance is based on the semi-local scaling 𝑦∗. Cases: TCF55M ( ), TCF65M ( ), TCF55MR ( ), TCF60TR ( ). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Reynolds stress profiles at the cold wall (a) and hot wall (b). The profiles are normalized with the semi local friction velocity which is transferable to Morkovin’s
scaling. Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ), TCF55MR ( ), TCF60TR ( ). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

studies have been used to determine the constants 𝜅 and 𝐵. Here, we
only perform a qualitative analysis to elaborate the differences between
the cases. For all cases the indicator functions overlap in the viscous
sublayer, thus, only subtle changes of the velocity profiles in vicinity
of the walls can be noted. In the buffer layer around 𝑦+ = 10 the
indicator functions feature a peak, with minor differences between the
cases at the cold wall and larger differences at the hot wall. The next
minimum is located approximately at the beginning of the logarithmic
layer (Pope and Pope, 2000). Due to the low Reynolds number no
plateau is observed for any of the seven cases and the profiles do not
collapse for 𝑦+ > 70. Applying the indicator function to the Trettel
and Larsson transformed mean velocity profiles (not shown) does not
provide a better conformance between the data.

4.2. Fluctuations

In this section we analyse the influence of real gas and Reynolds
number effects on the Reynolds stresses and on RMS thermodynamic
fluctuations. Fig. 7 shows the Favre averaged Reynolds stresses in-
cluding Morkovin’s scaling. The Reynolds stresses exhibit a noticeable
Reynolds dependence. For the cases without bulk Reynolds number
increase (TCF55B, TCF55M, TCF65b, TCF65M) the semi-local Reynolds
numbers 𝑅𝑒𝜏 are close to each other over the entire channel height (see

Fig. 8. Streamwise velocity fluctuation maxima shown vs. the corresponding friction
Reynolds number 𝑅𝑒∗𝜏 . Lee and Moser (2015) 𝑢′∗𝑚𝑎𝑥 ≈ 3.66+ 0.642 ∗ 𝑙𝑜𝑔(𝑅𝑒𝜏 ) ( )
and Chen and Sreenivasan (2021) 𝑢′∗𝑚𝑎𝑥 ≈ 46 ∗ (0.25 − 0.42∕𝑅𝑒0.25𝜏 ) ( ). Blue
symbols for the cold and red symbols for the hot wall. ( + ) represent maxima with
their respective 𝑅𝑒∗𝜏 obtained at the wall, ( ⊡ ) with their respective local 𝑅𝑒∗𝜏 obtained
at the position of the peak, ( ▵ ) with their respective local 𝑅𝑒∗𝜏 obtained at the position
of the peak including an adjustment of the characteristic length scale.
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Fig. 9. Root mean square profiles of density (a,b), temperature (c,d), viscosity (e,f) and thermal conductivity (g,h) are depicted over the semi-local channel height. The profiles are
normalized with the mean profiles. The left column refers to the cold and the right column to hot wall. Shown are case TCF55M ( ), TCF65M ( ) and TCF55MR
( ).

Fig. 3), resulting in overlapping Reynolds stress profiles at both walls.
The 𝑅𝑒𝜏 values of the cases with an increased bulk Reynolds number
strongly differ depending on their wall distance. As a consequence,
TCF55BR possesses the highest 𝑅𝑒∗𝜏 value with respect to the cold wall,
which becomes apparent by the highest 𝑢′′𝑢′′ peak value. As a result
the semi-local scaling 𝑢∗𝜏 and 𝑦∗ achieves a collapse of the Reynolds
stress profiles for similar 𝑅𝑒∗𝜏 , and for varying semi-local Reynolds
number the scaling corrects the peak positions such that the peaks are
approximately at the same wall normal distance (Foysi et al., 2004;
Patel et al., 2015). The advantage of applying the semi-local scaling
to Reynolds stresses has also been reported by other studies (Morinishi
et al., 2004; Foysi et al., 2004; Patel et al., 2015; Kim et al., 2019).
The maximum values of the streamwise fluctuations depending on the
friction Reynolds number are displayed in Fig. 8. Recent correlations
by Lee and Moser (2015) 𝑢′∗𝑚𝑎𝑥 ≈ 3.66+0.642 ∗ 𝑙𝑜𝑔(𝑅𝑒𝜏 ) and by Chen and
Sreenivasan (2021) 𝑢′∗𝑚𝑎𝑥 ≈ 46 ∗ (0.25 − 0.42∕𝑥0.25) are included. Using
the friction Reynolds numbers at the respective walls, represented by
( + ), results in a reasonable agreement with the correlation by Chen
and Sreenivasan (2021) up to 𝑅𝑒𝜏 < 700. But, 𝑅𝑒∗𝜏 values obtained
at the walls do not represent the flow correctly around the locus of
streamwise velocity fluctuation maxima, since all cases show varying
friction Reynolds number profiles. Thus, we include 𝑅𝑒𝜏 values at
the location of 𝑢′∗𝑚𝑎𝑥, represented by ( ⊡ ). This leads to a shift along
the 𝑥-axis because all 𝑅𝑒𝜏 profiles increase with wall distance, see
Fig. 3. The next adjustment includes the aforementioned local friction
Reynolds number and the momentum boundary layer thickness as a
new characteristic length scale instead of the channel half height 𝐻 , see
Fig. 4(a). Since all cases feature a shifted mean velocity peak towards
the hot wall at approximately 𝑦∕𝐻 = 0.36, we updated the length scale
with this peak position, represented by ( ▵ ). As a consequence, the

hot wall peak values are shifted closer to the correlation by Chen and
Sreenivasan (2021) (𝛿𝑀ℎ

< 𝐻) and the cold walls values are shifted
further away (𝛿𝑀𝑐

> 𝐻). The performed adjustments improve the hot
wall peaks regarding the correlation by Chen and Sreenivasan (2021),
but worsen them at the cold wall. Furthermore, the peaks which belong
to the high Reynolds number cases, stick out with high peak values not
following any correlation.

The root-mean-square fluctuating values of the density and viscosity
are presented in Fig. 9 normalized by their mean profiles, respectively.
For a better illustration only the TCFM profiles are shown. As observed
for the mean distributions in Fig. 4, also the fluctuations have a
pronounced asymmetry. Both fluctuating quantities show a hump at
the cold wall, see Fig. 9 (a), (c). Since TCF55M and TCF55MR have
the same reduced pressure, resulting in overlapping mean profiles,
also their fluctuations overlap. The density and viscosity fluctuations
are smaller with increasing distance to the critical point. A Reynolds
number effect starts to be visible in the buffer layer (𝑦+ > 10) for 𝜌′

and 𝜇′.
The intensities of the density fluctuations are higher at the hot wall,

but not the viscosity fluctuations, see Fig. 9 (b), (d). Two distinct peaks
are observed at 𝑦+ ≈ 10 and 𝑦+ ≈ 200 for the density fluctuations.
The fluctuation magnitudes exceed 10% for a temperature difference
of only 100K. Regarding real applications, as for instance rocket en-
gines, much higher temperature gradients are expected, thus, leading
to fluctuations which cannot be neglected. Similar observations have
been made by Guo et al. (2022) and Kawai (2019) with fluctuations
partly higher than 20%.
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Fig. 10. Mean wall normal velocity profiles are depicted over the channel height for
case TCF55M and TCF65M. The velocity 𝑣 is Reynolds (overline) and Favre (tilde)
averaged. Cases: TCF55M ( ), TCF65M ( ).

4.3. Turbulent mass flux

In highly variable Prandtl number flows pseudo-boiling affects the
boundary momentum and the thermal boundary layer. Consequently,
RANS turbulence models which do not account for variable Prandtl
number fail to predict the correct wall shear stress and heat trans-
fer (Kaller et al., 2020; Yoo, 2013). Kawai (2019) reported an induced
turbulent mass flux in the boundary layer due to density fluctuations.
Also Liu et al. (2020) showed the importance of the turbulent mass flux
in spatially-developing turbulent boundary layer under supercritical
pressure. In Fig. 10 the Reynolds averaged and Favre averaged wall
normal velocity 𝑣 are presented for cases TCF55M and TCF65M. We
omitted the distributions for the streamwise velocity 𝑢, since we could
not observe a significant difference between both averaging methods.
The Reynolds averaged velocity 𝑣 indicates a flow from the hot to the
cold wall with a peak close to the hot wall. An increased pressure
TCF65M results in a reduced flow between the walls. By applying
the Favre average nearly no wall normal flow can be observed any-
more. This difference indicates a turbulent mass flux 𝜌′𝑣′ based on a
non-vanishing Favre averaged fluctuation

𝑣 − 𝑣 = 𝑣′′ = −𝜌′𝑣′∕𝜌. (11)

Reynolds averaging of the streamwise momentum equation (Smits
and Dussauge, 2006) results in additional terms introducing further
unknowns. This forms the basis for the RANS turbulence modelling by
providing closure models for the additional new terms. In total four
new terms are generated shown here for the right hand side.

... = −𝑑𝑝
𝑑𝑥

+ 𝜕
𝜕𝑦

⎛⎜⎜⎜⎜⎜⎝

𝜏𝑡
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

𝜇 𝜕𝑢
𝜕𝑦

−𝜌𝑢′𝑣′
⏟⏟⏟

1

−𝑢𝜌′𝑣′
⏟⏟⏟

2

−𝑣𝜌′𝑢′
⏟⏟⏟

3

−𝜌′𝑢′𝑣′
⏟⏟⏟

4

⎞⎟⎟⎟⎟⎟⎠

. (12)

We use the simplification

𝜇 𝜕𝑢
𝜕𝑦

≈ 𝜇 𝜕𝑢
𝜕𝑦

. (13)

This is justified, since the arising fluctuating part is below 10% of
the mean shear, 𝜇′ 𝜕𝑢′

𝜕𝑦 ∕𝜇
𝜕𝑢
𝜕𝑦 < 0.1. The wall normal mass flux can be

found in term number two. In incompressible or weakly compressible
flows all terms are neglected except for the Reynolds shear stress (term
number one). Especially in highly compressible flows, e.g. hypersonic
flows (Dussauge et al., 1996) and transcritical flows this simplification
is not valid. In Fig. 11 all four terms are plotted over the semi-local

distance 𝑦∗ and normalized with the respective wall shear stress. As
already indicted by comparison of the Reynolds and Favre averaged
wall normal velocity distribution, it is observed that the wall normal
mass flux −𝑢𝜌′𝑣′ is of the same order as the Reynolds shear stress 𝜌𝑢′𝑣′.
It has to be noted that the sign of the shear stress was changed at
the hot wall for clarity. The mass flux −𝑢𝜌′𝑣′ is negative across the
channel, thus, it counteracts the Reynolds shear stress at the cold wall
and amplifies the stresses at the hot wall independent of the case. It
can even exceed the shear stress at the hot wall where the density fluc-
tuations are high (see Fig. 9b) and also the mean wall normal velocity
has its maximum value (see Fig. 10). For this reason, the mass flux has
to be considered in RANS turbulence models, see Kawai and Oikawa
(2020). The streamwise mass flux 𝑣𝜌′𝑢′ and the triple correlation 𝜌′𝑢′𝑣′
are two orders of magnitude smaller. Consequently, the contribution of
both terms can be neglected at least for the considered cases. In real
applications with substantially higher temperature gradients, this may
have to be reconsidered.

In Fig. 12 the shear stress and total stress (see Eqs. (12) and (13)) are
shown normalized with the wall shear stress. The shear stress 𝜇 𝜕𝑢∕𝜕𝑦 is
constant in the viscous sublayer and no difference is observed between
the cases. With increasing wall distance the shear stress decreases
approaching zero and changes the sign moving towards the hot wall.
The total stress is also constant in the viscous sublayer which can be
ascribed to the dominance of the shear stress. The two big turbulent
stress contributors, the Reynolds shear stress and the turbulent mass
flux, counteract each other at the cold wall and unite at the hot wall.
This is the result of the sign change of the Reynolds shear stress,
whereas the turbulent mass flux is one directional and negative over
the whole channel height. As a consequence, the total stress exceeds
the wall shear stress at the hot wall.

4.4. Turbulent kinetic energy

In the following, we analyse the cases according to their turbulence
dynamics by means of the transport equation for the mean turbulent
kinetic energy (TKE) 𝑘 = 1∕2 𝑢′′𝑖 𝑢

′′
𝑖 . The TKE transport equation is

written as
𝜕𝜌𝑘
𝜕𝑡

= 𝐶 + 𝑇 + 𝑃 +𝐷 +𝛱 +𝑀 − 𝜖 , (14)

where right hand side budgets are the contributions due to convec-
tion 𝐶, production by mean velocity gradient 𝑃 , turbulent transport
𝑇 , pressure dilatation 𝛱 , viscous diffusion 𝐷, mass flux contribution
associated to density fluctuations 𝑀 and dissipation due to molecular
effect 𝜖. The individual terms are presented as

𝐶 = −
𝜕𝜌𝑢̃𝑗𝑘
𝜕𝑥𝑗

, (15)

𝑃 = −𝜌𝑢′′𝑖 𝑢
′′
𝑗
𝜕𝑢̃𝑖
𝜕𝑥𝑗

, (16)

𝑇 = − 𝜕
𝜕𝑥𝑗

⎡⎢⎢⎣
𝜌

̃𝑢′′𝑖 𝑢
′′
𝑖 𝑢

′′
𝑗

2
+ 𝑝′𝑢′𝑖𝛿𝑖𝑗

⎤⎥⎥⎦
, (17)

𝛱 = 𝑝′
𝜕𝑢′′𝑖
𝜕𝑥𝑖

, (18)

𝐷 = 𝜕
𝜕𝑥𝑗

(
𝜏′𝑖𝑗 𝑢

′′
𝑖

)
, (19)

𝑀 = 𝑢′′𝑖

[
𝜕𝜏 𝑖𝑗
𝜕𝑥𝑗

− 𝜕𝑝
𝜕𝑥𝑖

]
, (20)

𝜖 = 𝜏′𝑖𝑗
𝜕𝑢′′𝑖
𝜕𝑥𝑗

, (21)

with the viscous stress tensor 𝜏𝑖𝑗 and the Kronecker-Delta function 𝛿𝑖𝑗 .
The dissipation is expressed as the sum of solenoidal dissipation, di-
latational dissipation and contributions due to inhomogeneous effects.
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Fig. 11. Unclosed terms obtained by applying the Reynolds averaging to the streamwise momentum equation. The left column refers to the cold and the right column to the
hot wall. According to Eq. (12) the Reynolds shear stress and the mass flux in wall normal direction are shown in (a,b), the mass flux in streamwise direction in (c,d) and the
triple correlation in (e,f). Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ), TCF55MR ( ), TCF60TR
( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Since the later two are negligibly small(not shown), only the solenoidal
contribution is considered, see also Pirozzoli et al. (2004) and Shahab
et al. (2011). The budgets are scaled over the entire wall-normal
distance with respect to 𝜌𝑤𝑢4𝜏∕𝜈𝑤 adopted from Pirozzoli et al. (2004).
Instead of wall-normal quantities, local properties 𝜌𝑢∗4𝜏 ∕𝜈 are used, in
regard to the semi-local scaling. The semi-local scaling repositions the
profiles, thus, provides a better collapse between the performed cases
and between the cold and hot wall, cf. Duan and Martín (2010).

Semi-local scaling recovers the traditional observations, that the
production peaks are located in the buffer layer (5 < 𝑦+ < 30), at

the position where the viscous mean stress is equal to the Reynolds
shear stress, see Fig. 13(a) and (b). At the cold wall the TKE production,
viscous diffusion and dissipation overlap for the low Reynolds number
and high Reynolds number cases, respectively. At the hot wall this
is only the case for the low Reynolds number simulations, since the
budgets for the high Reynolds number cases show a higher variance.
This can especially be seen in the viscous diffusion at around 𝑦∗ =
7, reaching lower negative values. Cases with an increased Reynolds
number show a higher dissipation close to the wall 𝑦∗ < 6 compared to
the other simulations. Although, the production and diffusion overlap
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Fig. 12. The shear stress 𝜇 𝜕𝑢∕𝜕𝑦 and the total stress 𝜏𝑡 from Eq. (12) are normalized with the wall shear stress. The cold wall is presented at the left column and the hot wall
at the right column.

Fig. 13. Turbulent kinetic budgets normalized with 𝜌𝑢∗4𝜏 ∕𝜈 over the semi-local wall distance 𝑦∗. The production 𝑃 , viscous diffusion 𝐷 and dissipation 𝜖 in (a,b), and turbulent
transport 𝑇 and mass flux 𝑀 in (c,d). The cold wall is presented on the left (a,c) and the hot wall on the right (b,d). Cases: TCF55B ( ), TCF65B ( ), TCF55BR
( ), TCF55M ( ), TCF65M ( ), TCF55MR ( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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in the logarithmic region (𝑦+ > 30) is independent of the case, a
Reynolds dependence of the dissipation can be observed. In summary,
all three budgets 𝑃 , 𝐷, and 𝜖 are marginally sensitive to pressure
changes and consequently, to changes of the heat capacity distribution.
In contrast, turbulent transport and mass flux are sensitive to both,
Reynolds number and pressure level (real gas intensity) shown in
Fig. 13(c) and (d). Case TCF60TR exhibits a high mass flux shown in
Fig. 11(b), which also stands out in the budgets. The mass flux reaches
up to 14% (TCF55BR) at the cold and up to 20% (TCF60TR) at the hot
wall of the local TKE production. Thus, is has to be considered in the
turbulence modelling for transcritical flows, cf. Kawai (2019), Kawai
and Oikawa (2020). Duan and Martín (2010) also observed a slight
variance in the profile using a semi-local scaling for the budgets, which
they ascribe to variations in mean fluid properties. This is supported for
instance by the DNS study of a channel flow with varying viscosity
by Zonta et al. (2012a) and a duct flow by Kaller et al. (2019). They
observed a promotion of turbulence for increased viscosity levels and a
decrease with lower viscosity levels using water. The viscosity profiles
obtained in our cases are shown in Appendix B.

4.5. Quadrant and octant analysis

In the following we analyse the influence of the Reynolds number
and the real gas effects on the ejection and sweeping motion in the
boundary layer, which was firstly discussed by Wallace et al. (1972).
At first, applying the quadrant analysis allows us to identify the main
contribution to turbulence and how they are affected (Wallace, 2016).
The Reynolds shear stress 𝑢′𝑣′ is split into four quadrants depending on
the signs of the streamwise 𝑢′ and wall normal 𝑣′ fluctuations. The first
quadrant 𝑄1 𝑢′ > 0, 𝑣′ > 0 refers to an outward motion of high-velocity
fluid, the second quadrant 𝑄2 𝑢′ < 0, 𝑣′ > 0 to an outward motion of
low-velocity fluid, the third quadrant 𝑄3 𝑢′ < 0, 𝑣′ < 0 to an inward
motion of low-velocity fluid and the fourth quadrant 𝑄4 𝑢′ > 0, 𝑣′ < 0
to an inward motion of high-velocity fluid.

In turbulent boundary layer flows 𝑄2 is connected to turbulent
ejections and 𝑄4 to turbulent sweeping motions shown by Willmarth
and Lu (1972). The definitions of the quadrants is shown in Table 4.
Note, that an outward motion at the hot wall is indicated by a negative
wall normal fluctuation. Thus, the sign of 𝑣′ is reversed at the hot
wall compared to the cold. This is indicated in Table 4 in blue and
red colour for the cold and hot wall, respectively. Fig. 14 shows the
quadrant analysis for the Reynolds shear stress 𝑢′𝑣′ at the cold wall
and hot wall. Firstly, we focus on the quadrants 𝑄2 and 𝑄4 in Fig. 14.
Both quadrants feature a peak in the vicinity of the wall. The intensity
represented by the maximum value is slightly higher for the ejections
(𝑄2) than for the sweeps (𝑄4). On the other hand the size of the
sweeping motion is larger with 𝑙+ ≈ 285 than the ejection size motion
with 𝑙+ ≈ 168 exemplarily for TCF55BR at the cold wall. The size is
defined as the distance from the wall where the maximum intensity
drops to 90%. A vertical line in Fig. 14 is used to indicate the size of
the sweeping motion. The comparison between Q2 and Q4 at the hot
wall features the same trends. Heating reduces the size of sweeps and
ejections, cf. Figs. 14(e) and (f), and 14(g) and (h). Apart from this, the
intensity of Q4 at the hot wall is smaller than at the cold wall. Kaller
et al. (2019) and Lee et al. (2013) showed that a reduction of viscosity
acts stabilizing by reducing the intensity of turbulent ejections and
sweeps. This holds for our study only for Q4, but we have to mention,
that we use the semi local friction velocity for normalization. Our
scaling accounts for viscosity changes, which is not the case in the
studies mentioned above. The present temperature distribution and the
resulting viscosity reduction from the cold to the hot wall leads to a
reduction of the turbulent sweeps by approximately 20%. The intensity
of Q1 and Q3 is four to six times smaller compared to Q2 and Q4.
Similar to the observations made with sweeps and ejections, also here
the intensity of Q1 and Q3 at the cold wall is higher than at the hot
wall. Additionally, the size of the motion is larger at the cold side than

Table 4
Definition of the quadrants and octants for the Reynolds stress quadrant and octant
analysis. The red and blue colour refer to the hot and cold wall, respectively.

𝑢′𝑣′
Q1 Q2 Q3 Q4

O1 O4 O2 O3 O6 O7 O5 O8

𝑢′ + – – +
𝑣′ + + − −
𝑣′ – – + +
𝑇 ′ + – + – + – + –
𝜇′ + – + – + – + –

at the hot side. The shape of Q1 and Q3 at the cold wall has a hump
at approximately 𝑦∗ = 200 − 500, which cannot be observed at the hot
wall.

In Fig. 15 the analysis of the crossing position between Q2 (ejec-
tions) and Q4 (sweeps) is shown exemplarily for TCF55B and
TCF560TR. The intensity of the sweeps starts to flatten at 𝑦+ = 10,
where that of ejections is still rising, leading to a change of the
dominant mechanism. The position where the ‘‘sweep dominance’’
changes to ‘‘ejection dominance’’ is shown for all cases in Table 5. The
change in pressure has only a marginal effect on the location, whereas a
higher Reynolds number lifts the point away from the wall. The change
in dominance for all cases is located in the buffer layer and is similar to
𝑦+ = 14, which was observed in the DNS study by Zonta et al. (2012a).
Heating moves the location of change in dominance closer to the wall,
compared to a cooling.

Further, we split the sweeps (Q4) and ejections (Q2) based on the
signs of the temperature and viscosity fluctuations. This method is
referred to as octant analysis, which is based on Wallace (2016). The
definition is given in Table 4. We will focus on octant O2 and O3
since these are related to the second quadrant (ejections) and octant
O5 and O8 since these are related to the fourth quadrant (sweeps)
in the analysis above. The Reynolds stress distributions are shown in
Fig. 16 based on the temperature splitting. As expected, ejections are
an outward movement away from the wall mostly consist of negative
temperature fluctuations, thus, bringing cold fluid away from the wall.
Hot fluid is brought by sweeping motion towards the cool wall. The
other contributions, as hot fluid away from the wall and cold fluid
towards the wall are infrequent, thus, their contribution to the sweeps
and ejections is small. These observations apply to the cold wall,
whereas the opposite is the case at the hot wall. The semi-local scaling
achieves for the most part to collapse the profiles, only a Reynolds
number effect is visible.

Applying the same method in conjunction with the viscosity fluc-
tuations results in similar observations at the cool side, see Fig. 17.
Positive viscosity fluctuations, which are related to cooler fluid are
transported away from the wall, and negative viscosity fluctuations
related to hotter fluid are moved towards the cool wall. At the hot
wall this strict splitting does not hold anymore. Due to the change of
sign in the mean viscosity distribution (see Fig. B.22 in Appendix B)
and a resulting viscosity minimum close to the hot wall, both octants
contribute to Q2 and Q4, respectively. O2 is dominating the ejections
until a certain wall distance, where then O3 takes over and is the
main contributor. Furthermore, no collapse of the profiles using the
semi-local scaling is achieved.

4.6. Anisotropy

In turbulence modelling the knowledge of anisotropy effects is
crucial. For this reason, we further analyse the influence of real gas
effects on turbulence anisotropy using an invariant map. The anisotropy
tensor is defined as

𝑎𝑖𝑗 =
𝑢′𝑖𝑢

′
𝑗

2𝑘
−

𝛿𝑖𝑗
3

, (22)

with the kinetic energy 𝑘 and the Kronecker delta 𝛿𝑖𝑗 . The invariant
map that we use is the Lumley triangle formed by three limiting states
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Fig. 14. Quadrant analysis of the Reynolds shear stress 𝑢′𝑣′ over the normalized wall distance 𝑦+. The cold wall in (a,c,e,g) and the hot wall in (b,d,f,h). The size of the ejections
and sweeps is indicated for case TCF55BR by a vertical line ( ). Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M
( ), TCF55MR ( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 15. Location of the sweep dominance to ejection dominance change indicated by black dots. Cold wall in (a) and hot wall in (b). ( ) ejections (𝑄2) and ( )
sweeps (𝑄4) of TCF55B,( ) ejections (𝑄2) and ( ) sweeps (𝑄4) of TCF60TR. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Table 5
Location of dominance change between ejections and sweeps.
𝑦∗ TCF55B TCF65B TCF55BR TCF55M TCF65M TCF55MR TCF60TR

cold wall 20.0 19.1 23.2 19.3 19.3 22.4 21.5
hot wall 15.9 16 18.6 16.0 16.2 18.9 18.0

(a) 1-component turbulence: turbulent fluctuations in one direction
are dominant

(b) 2-component turbulence: turbulent fluctuations in two directions
are dominant

(c) 3-component turbulence: isotropic turbulence.

Any anisotropy state is a convex combination of these three limiting
states lying within the Lumley triangle. The Lumley triangle encloses
all states by the 2-component limit edge, which extends from the
2-component axisymmetric to the 1-component limit, by the axisym-
metric expansion edge, which extends from the 1-component limit to
the isotropic state limit, and by the axisymmetric compression from
the isotropic state limit to the 2-component axisymmetric limit. As
coordinate system the second and third invariant of the anisotropy
tensor are employed

𝐼2 =
𝑎𝑖𝑗𝑎𝑗𝑖
2

= 𝜆21 + 𝜆1𝜆2 + 𝜆22, (23)

𝐼3 =
𝑎𝑖𝑗𝑎𝑗𝑛𝑎𝑛𝑖

3
= −𝜆1𝜆2

(
𝜆1 + 𝜆2

)
. (24)

In Fig. 18 the anisotropy-invariant map is shown, analysing the effect of
pressure by comparing TCF55B with TCF65B, the effect of the Reynolds
number by comparing TCF55B with TCF55BR and the effect of the 𝑐𝑝
distribution comparing TCF55BR, TCF55MR and TCF60TR. The figure
shows the turbulence anisotropy along the 𝑦-direction starting at the
wall and ending close to the point of isotropic turbulence.

All profiles start at the 2-component limit edge and move to the
1-component state limit with increasing wall distance. The highest
amount of anisotropy is reached in the buffer layer at approximately
𝑦∗ = 8. Afterwards, the profiles make a turn and move in paral-
lel with the edge of the axisymmetric expansion in the direction of
isotropic turbulence until the kink, which is located approximately in
the logarithmic layer (see zoom at the bottom of each subfigure in
Fig. 18). After this kink the profiles follow the edge of the axisymmetric
expansion in the direction of isotropic turbulence until the position
of 𝑢𝑚𝑎𝑥. This distribution is in agreement with boundary layer flows
without real gas effects, cf. Kaller et al. (2019) and Pasquariello et al.
(2014). The comparison of the anisotropy-invariant maps for different
effects within the channel results in the following observations:

• Pressure difference: The profiles overlap for the most part. Higher
pressure, thus, larger distance from the critical point results in
a slight decrease of anisotropy maximum (1-component) at the
hot wall and a slight increase at the cold wall. The differences
in the kink cannot be attributed to the pressure change since for
cases TCF55M and TCF65M (not shown) the opposite behaviour
is observed.

• Reynolds number: A higher Reynolds number amplifies the
anisotropy maximum at the 1-component limit. Again, differences
in the kink cannot be attributed to a Reynolds number effect.

• Thermodynamic property variation: At the cold wall the TCF55B
has the highest 𝑐𝑝 values, followed by TCF55M and TCF60T. This
results in higher anisotropy values at the 1-component limit with
increasing specific heat capacity.

In addition to the observed effects, it can be seen, that the kink in the
logarithmic layer is smother at the hot wall compared to the cold wall
for all simulations. Compare the kink in the bottom zoom between the
top row (cold wall) and the bottom row (hot wall) in Fig. 18.

Complementary to the invariant analysis the anisotropy stress tensor
components are shown in Fig. 19. The streamwise anisotropy 𝑎11 is
higher at the hot wall then at the cold wall, compare Fig. 19(a) with
19(e). This is in agreement with the observations by Patel et al. (2016)
and Kaller et al. (2019) where a lower viscosity leads to higher 𝑎11
and lower 𝑎33 values. Patel et al. (2016) also reported that there is
no influence of the thermodynamic properties on the wall normal
anisotropy, which holds to a certain extend for our cases. In Fig. 19(b),
(f) the wall normal component 𝑎22 features a small spreading of the
profiles in the buffer layer. At the cold wall there is a clear distinction
between the high and low Reynolds number cases, and at the hot
wall the cases do not overlap nicely for 𝑦+ > 10. Especially, case
TCF60TR stands out at the hot wall. As already observed using the
Lumley triangle, a higher Reynolds number leads to higher anisotropy,
especially at the hot wall, see Figs. 19(a,c) and 18(b). The component
𝑎12 is the ratio of turbulent shear stress to the turbulent kinetic energy,
referring to the amount of momentum transfer, presented in Fig. 19(d)
and (h). At the cold wall a Reynolds number increase reduces 𝑎12
leading to a smaller momentum transfer. This observation holds only
for TCF60TR at the hot wall. The other off-diagonal components 𝑎13
and 𝑎23 are negligible and therefore not shown.
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Fig. 16. Octant analysis of the Reynolds shear stress 𝑢′𝑣′ over the normalized wall distance 𝑦+. The quadrants Q2 and Q4 are split based on the temperature fluctuation 𝑇 ′. The
cold wall in (a,c,e,g) and the hot wall in (b,d,f,h). Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ), TCF55MR
( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 17. Octant analysis of the Reynolds shear stress 𝑢′𝑣′ over the normalized wall distance 𝑦+. The quadrants Q2 and Q4 are split based on the viscosity fluctuation 𝜇′. The
cold wall in (a,c,e,g) and the hot wall in (b,d,f,h). Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M ( ), TCF55MR
( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 18. Reynolds stress anisotropy-invariant map with increasing wall normal distance at the cold (top row) and hot (bottom row) wall. The limiting states are defined by the
Lumley triangle. Two close-up views are included for the one-component maximum (top zoom) and the kink in the logarithmic layer (bottom zoom). The effect of pressure is
shown by means of TCF55B and TCF65B in (a,d), the effect of the Reynolds number by means of TCF55B and TCF55BR in (b,e) and the effect of the 𝑐𝑝 distribution by means of
TCF55BR, TCF55MR and TCF60TR in (c,f).

Fig. 19. Anisotropy tensor components for the streamwise component in (a,e), wall normal component in (b,f), spanwise component (c,g) and of diagonal component 𝑎12 in (d,h).
The cold wall is shown in the top row and the hot wall in the bottom row. Cases: TCF55B ( ), TCF65B ( ), TCF55BR ( ), TCF55M ( ), TCF65M
( ), TCF55MR ( ), TCF60TR ( ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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Table A.6
Summary of grid parameters for the sensitivity study related to case TCF55B.

LvL0 LvL1 LvL2 LvL3 LvL4

𝑁𝑥 ×𝑁𝑦 ×𝑁𝑧 48 × 48 × 48 64 × 64 × 64 96 × 96 × 96 128 × 128 × 128 256 × 256 × 256

𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 4𝜋𝐻 × 2𝐻 × 4∕3𝜋𝐻

𝛥𝑥+cold × 𝛥𝑥+hot 93.8 × 71.9 75.5 × 56.6 54.0 × 39.6 41.6 × 30.0 21.0 × 14.7

𝛥𝑧+cold × 𝛥𝑧+hot 31.3 × 24.0 25.2 × 18.9 18.0 × 13.2 13.9 × 10.0 7.00 × 4.90

𝛥𝑦+min, cold × 𝛥𝑦+min,hot 1.70 × 1.30 1.30 × 1.00 0.92 × 0.68 0.70 × 0.51 0.35 × 0.25

𝛥𝑦+max, cold × 𝛥𝑦+max,hot 34.0 × 26.0 27.4 × 20.5 19.6 × 14.4 13.9 × 10.0 7.60 × 5.30

5. Conclusion

We have investigated a turbulent transcritical channel flow con-
figuration imposing different wall temperatures, bulk pressures and
Reynolds numbers by well-resolved LES. In total seven cases have been
analysed to identify an influence of the thermodynamic non-linear
behaviour by rearranging the position of the specific heat capacity
peak, an influence of the non-linear intensity by adjusting the distance
to the critical pressure and an influence of the Reynolds number. The
fully compressible Navier–Stokes equations have been solved and an
adaptive look-up table method has been used for thermodynamic and
transport properties.

The mean profiles of all quantities show an asymmetric distribution
due to the presence of a cold and a hot wall. Only marginal changes
are observed in the mean velocity distribution, whereas for instance
the mean Prandtl number highly varies depending on the boundary
conditions of the case. The velocity scaling by Trettel and Larsson
improved the intercept in the logarithmic layer compared to the van
Driest scaling, but the hot wall was showing some small spreading.
Especially case TCF60TR did not follow the incompressible law of the
wall. The spreading and behaviour of case TCF60TR at the hot wall was
supported by indicator function.

Performing an averaging of the streamwise momentum equation
result in four unclosed terms. The turbulent mass flux is one of the
unclosed terms, which has to be accounted for in RANS modelling, since
it is at the same order as the Reynolds shear stress. The remaining other
two terms increase, with stronger real gas effects and a higher Reynolds
number. But they are still one order of magnitude smaller than the
turbulent mass flux and the Reynolds shear stress.

The analysis of the turbulent kinetic energy budgets shows over-
lapping profiles for the production, diffusion and dissipation using
a semi-local scaling. Only an influence of the Reynolds number is
observed for these terms. On the other hand the semi-local scaling
failed for the turbulent transport and mass flux. Here, a spreading for
all cases was observed.

A quadrant analysis of the Reynolds shear stress 𝑢′𝑣′ has been
performed, showing that intensity of ejections is higher compared to
the sweeping motion. Although, sweeps are less intense they are larger
in size. The size of the sweeping and ejection motion is reduced by
heating. The intensity of quadrant 1 and quadrant 3 is four to six times
smaller compared to Q2 and Q4.

The anisotropy by means of the Lumley triangle reveal an increase
with increasing Reynold number and with increasing heat capacity.

Overall, case TCF60TR for the most part of the study is not in
accordance with the other results. Thus, this case featuring a heat
capacity peak at the hot wall is interesting for further analysis.

Moreover, the obtained statistical data and the observed
phenomenon are based on the non-ideal thermodynamic and transport
properties of methane. We expect that other working fluids with similar
thermodynamic properties will lead to the same observations. This can
be seen, for example, from the turbulent mass flow that has also been
observed for supercritical CO2 (Kawai, 2019).
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Appendix A. Grid sensitivity study

A grid sensitivity study has been performed for case TCF55B. The
domain extensions have not been changed and the bulk pressure of
each level is between 55.5 bar and 54.0 bar. LvL4 is the resolution which
has been used in the main part of the manuscript, see Table 2. The
main parameters for the used grids included in the sensitivity study
are summarized in Table A.6.

It has to be mentioned that in transcritical turbulent channel flows
every grid level is a slightly different case with a different bulk pres-
sure, bulk temperature and bulk heat capacity distribution due to the
non-linear thermodynamics.

In Fig. A.20 the Trettel and Larsson transformed velocity profiles
are shown. It can be observed, that the velocity profile at both walls
reduces in the logarithmic layer. The velocity profiles approach each
other with increasing resolution.

The Reynolds stresses normalized with the semi-local friction ve-
locity are presented in Fig. A.21. At both walls the wall normal and
spanwise velocity show minor differences between grid level LvL3 and
LvL4 indicating a sufficient resolution for LvL4. For the streamwise
direction the peak value is still adjusting for the finest grid level at
the cold wall, whereas no difference is observed for the Reynolds stress
profile 𝑢𝑢 at the hot wall.
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Fig. A.20. Trettel and Larsson scaled velocity profiles for case TCF55B at different grid levels: LvL0 ( ), LvL1 ( ), LvL2 ( ), LvL3 ( ) and LvL4
( ). The viscous sublayer and the logarithmic law are indicated with black dashed lines based on the constants 𝐵 = 5.2 and 𝜅 = 0.41. The cold and hot wall are presented
in subfigure (a) and (b), respectively.

Fig. A.21. Reynolds stresses normalized with the semi-local friction velocity 𝑢∗𝜏 for case TCF55B at different grid levels: LvL0 ( ), LvL1 ( ), LvL2 ( ),
LvL3 ( ) and LvL4 ( ). The cold and hot wall are presented in subfigure (a) and (b), respectively.

Appendix B. Additional thermodynamic properties

Mean viscosity distributions are presented in Fig. B.22 for the
performed cases. The profiles are scaled with the values at the cold
wall, respectively. The mean viscosity profiles have a strong decrease
at the cold wall for all cases using the outer scaling in Fig. B.22(c). The
viscosity drops by approximately 40% in the vicinity of the cold wall
for all cases. In the channel centre these distributions feature a rather
linear decrease towards the hot wall. This changes in the vicinity of the
hot wall, where the profiles start to rise again, which leads to a viscosity
minimum close to the wall. The viscosity distribution is also shown
using the semi-local wall distance, in order to illustrate the behaviour
close to the walls in Fig. B.22(a,b).

Appendix C. Look up tables

Thermodynamic and transport properties are extracted from the tab-
ulated look-up database via trilinear interpolation. The look-up tables
were created by using the block-structured adaptive mesh refinement
method similar to Liu et al. (2014). A binary tree data structure is
created to speed up the search within the tables, see Xia et al. (2007).
The tables are refined until the error is below 1% or a maximum

refinement depth of 7 is reached. The temperature dependence of
the density 𝜌, specific heat capacity at constant pressure 𝑐𝑝, dynamic
viscosity 𝜇 and internal energy 𝑒 of methane using the look-up table
approach is depicted in Fig. C.23. The chosen pressure is 54.02 bar,
which is close to the pressure of case TCF55B. As it can be observed,
the tables are in good agreement with the NIST data base (Lemmon
et al., 2013), that is used to evaluate the accuracy.

Appendix D. Autocorrelation

Kim et al. (2019) identified larger streamwise structures in their
transcritical channel flow. The autocorrelation function (O’Neill et al.,
2004) is used in order to identify if the channel size is sufficiently
large in this study. The function is evaluated for all three velocity
components, and in the stream- and spanwise direction at a wall
distance of approximately at 𝑦+ = 20 at the cold wall, see Fig. D.24.
It can be observed, that all autocorrelations reach the vicinity of zero,
indicating a decorrelated flow, thus, a channel size, which is suitable
for this analysis.



International Journal of Heat and Fluid Flow 103 (2023) 109201

20

A. Doehring et al.

Fig. B.22. Mean viscosity distribution normalized with the viscosity at the cold wall. Overall distribution using the outer scale in (c). The viscosity profiles in the vicinity of the
walls over semi-local wall units are presented for the cold wall (a) and hot wall (b).

Fig. C.23. Thermodynamic properties of methane are calculated with the look-up table ( ⊙ ) and compared to the NIST reference data ( ) at a pressure of 𝑝 = 54.02 bar.
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Fig. D.24. The autocorrelation function for all three velocity components 𝑢, 𝑣,𝑤 are presented in the streamwise and spanwise direction 𝑥 and z, respectively. The position is
𝑦+ ≈ 20 at the cold wall.
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