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Key Points:
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tify geographical regions with strong model biases.
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Abstract
Precipitation results from complex processes across many scales, making its accurate simu-
lation in Earth system models (ESMs) challenging. Existing post-processing methods can
improve ESM simulations locally, but cannot correct errors in modelled spatial patterns.
Here we propose a framework based on physically constrained generative adversarial net-
works (GANs) to improve local distributions and spatial structure simultaneously. We apply
our approach to the computationally efficient ESM CM2Mc-LPJmL. Our method outper-
forms existing ones in correcting local distributions, and leads to strongly improved spatial
patterns especially regarding the intermittency of daily precipitation. Notably, a double-
peaked Intertropical Convergence Zone, a common problem in ESMs, is removed. Enforcing
a physical constraint to preserve global precipitation sums, the GAN can generalize to fu-
ture climate scenarios unseen during training. Feature attribution shows that the GAN
identifies regions where the ESM exhibits strong biases. Our method constitutes a general
framework for correcting ESM variables and enables realistic simulations at a fraction of
the computational costs.

1 Introduction

Numerical Earth system models (ESMs) simulate the dynamics of Earth system com-
ponents such as the atmosphere, oceans, vegetation, and polar ice-sheets, as well as their
interactions, by solving the relevant partial differential equations on discretized spatial grids.
The grid resolution is limited by computational costs. For state-of-the-art comprehensive
ESMs, integrating the differential equations requires parallelized runs on thousands of CPU
cores. The finite resolution requires processes on unresolved spatial scales to be parameter-
ized, i.e., to be written as functions of the resolved variables. This introduces a source for
potential errors in ESMs. It is generally expected that the accuracy of ESM simulations
increases with increasing resolution of the spatial grid on which the model is integrated
(Palmer & Stevens, 2019).

A higher grid resolution, however, comes at even higher computational cost, and trade-
offs are therefore typically necessary. The time current state-of-the-art ESMs take to make
projections for the decadal to centennial time scales relevant in the context of anthropogenic
climate change render it challenging to simulate ensembles with sufficient size for a thor-
ough uncertainty quantification. Similarly, the high computational cost even for simulating
single trajectories prevent more systematic parameter calibration. Complementary to high-
resolution but computationally demanding ESMs, efficient model setups that are still as
accurate as possible are therefore also needed.

The generation of precipitation involves a wide range of physical processes, from mi-
croscopic interactions of droplets in clouds over atmospheric convection to synoptic-scale
weather systems. The resulting complex dynamics needs to be captured accurately to
model the high variability and intermittency of precipitation in both space and time. A
reduced resolution and limited number of explicitly resolved processes in ESMs therefore
leads to errors that can strongly affect the representation of sub-grid scale processes such
as precipitation (Wilcox & Donner, 2007; Boyle & Klein, 2010; IPCC, 2021).

These errors can be addressed in a local or point-wise manner by applying post-
processing methods to the individual simulated time series. Traditionally, this is done by
relating the statistics of a historical model simulation with observations. Quantile mapping
(QM), in particular, has become a popular method for improving the model output statis-
tics of precipitation (Déqué, 2007; Tong et al., 2021; Gudmundsson et al., 2012; Cannon et
al., 2015). It approximates a mapping from the estimated cumulative distribution function
of the modelled to the observed quantity over a historical period. The inferred mapping
can then be applied to correct new data. QM gives good results in correcting temporal
distributions locally, i.e., errors in the distribution at a given grid cell. QM is, however,
not able to improve the spatial structure of the modelled output, such as its intermittency
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especially for the case of precipitation. For this task a spatial context larger than the single
grid cells used to compute the distributions in QM is required. It should be emphasized
that even a (almost) perfect reproduction of the distributions at each grid cell would by
no means guarantee that also the spatial patterns are reproduced accurately. In particular,
the patterns may still be too smooth and lack the spatial intermittency that is typical for
realistic precipitation fields.

Machine learning (ML) methods from image-to-image translation in computer vision
offer a new approach to improve the structure of ESM output in the spatial dimension.
Recently, artificial neural networks have been applied successfully to post-processing tasks
of numerical weather prediction and climate models (Rasp & Lerch, 2018; Grönquist et al.,
2021; François et al., 2021). In weather forecasting, the trajectories of the observed state
and the numerical weather model starting at an initial condition taken from observations
can be directly and quantitatively compared. This allows to train discriminative ML models
such as deep neural networks (LeCun et al., 2015) to directly minimize a pixel-wise distance
measure as a regression task.

For ESMs tasked with climate projections, such a pixel-wise ground truth is not avail-
able, rendering a direct comparison between observed and modelled trajectories impossible.
In particular, ML models cannot be trained via minimizing differences between simulations
and corresponding observations in this case. The goal of ESMs is indeed to produce long-
term summary statistics rather than to agree with observations on short time scales. In
this context, generative adversarial networks (GANs) (Goodfellow et al., 2014; Mirza &
Osindero, 2014; Isola et al., 2017) have emerged as suitable ML models. GANs learn to
approximate a target distribution from which realistic samples can be drawn. Crucially,
recent developments have shown successful application of cycle-consistent GANs (Zhu et
al., 2017; Yi et al., 2017; Hoffman et al., 2018) to training tasks that do not require pairwise
training samples. This suggests the suitability of cycle-consistent GANs for post-processing
Earth system model simulations, for which no direct observational counterpart exists. By
learning stochastic functions, GANs can also model the small-scale variability that cannot
be predicted deterministically. This enables them to overcome the problem of blurring that
is often found in neural network predictions (Ravuri et al., 2021). Based on these proper-
ties, GANs have been proposed for sub-grid scale parameterizations (Gagne et al., 2020)
and statistical downscaling of numerical weather forecasts (Price & Rasp, 2022; L. Harris et
al., 2022). Employing GANs in a post-processing task of a regional climate model, François
et al. (2021) found a comparable bias correction skill of their GAN compared to quantile
mapping.

Training ML algorithms typically requires the training data and separate test sets for
predictions to be independent and identically distributed. When applied to historical ob-
servations and transient ESM time series with changing forcing, however, the underlying
distributions are non-stationary, i.e., training and test distributions are different. In par-
ticular in the context of anthropogenic climate change, this has made the application of
ML methods challenging. To generalize to such out-of-sample predictions, physics-informed
or constrained neural networks have been proposed. These methods incorporate physical
knowledge into the neural network through penalties in the loss function (Raissi et al., 2019),
or include additional layers (Beucler et al., 2021) in the architecture.

Here, we introduce a physically constrained GAN (see Fig. 1 and Methods for details) to
improve the precipitation output of ESMs, and demonstrate its performance by applying it to
the CM2Mc-LPJmL model (Drüke, von Bloh, et al., 2021). We frame the post-processing as
an image-to-image translation task with unpaired training samples. The first image domain
corresponds to the ESM simulations, and the second to daily precipitation fields from the
ERA5 reanalysis “ground truth” (Hersbach et al., 2020), spanning the period between 1950
and 2014. The translation is performed with a CycleGAN (Zhu et al., 2017), consisting
of two generator-discriminator pairs, that learn bijective mappings between the ESM and
reanalysis domains, with consistent translation cycles. We add a physical constraint as an
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additional layer to the generator network architecture after training in order to preserve the
global precipitation sum (see Methods).

We compare our results to QM-based post-processing as well as the output of a consider-
ably more complex and higher-resolution, state-of-the-art ESM from Phase 6 of the Coupled
Model Intercomparison Project (CMIP6), namely the GFDL-ESM4 (Krasting et al., 2018)
model. Further, the ability of the GAN to generalize to transient future climate scenarios is
evaluated for physically constrained and unconstrained GAN architectures. When applying
neural network models to future projections that cannot (yet) be verified, transparency of
the method becomes important. Therefore, we examine whether the GAN’s feature attribu-
tion is physically reasonable, using the SmoothGrad (Smilkov et al., 2017) interpretability
method (Methods). Moreover, the quantitative interpretation of the GAN results allows us
to identify regions with particularly large biases of the underlying process-based ESM, which
will in turn be helpful for improving its representation of relevant physical mechanisms. For
a more detailed description of the methods applied in this study we refer to the Methods
section below.

   ESM
 dataset

Discriminator
 

Discriminator

  

Earth system model Reanalysis

  
   Sample

                  

Transformed
    sample

 

Generator
 

Generator 

Transformed
    sample 

   Sample

Loss Loss

real / fakereal / fake

  ERA5
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Figure 1. Schematic of the CycleGAN model, showing the two generator-discriminator pairs

that learn to translate samples from the ESM simulations to the ERA5 reanalysis (grey) and vice

versa (yellow). Training the two generators to learn inverse mappings of each other allows to enforce

cycle-consistency in the translation of the unpaired samples, i.e. x→ G(x)→ F (G(x))→ x̃ ≈ x and

vice versa for y. As described by Zhu et al. (2017), the cycle-consistency loss (Eq. 5) is motivated

from natural language translation, where one should arrive at the same sentence after translating

it into another language and back. In the training context, this has been found to improve the

stability and to prevent typical problems in adversarial networks, such as mode collapse, where

every input would be mapped to the same output image (Zhu et al., 2017).
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2 Results

2.1 Correcting temporal distributions

When comparing the spatial precipitation fields from CM2Mc-LPJmL with the ERA5
data, large biases are evident, especially in the tropics, where a pronounced double-peaked
Intertropical Convergence Zone of CM2Mc-LPJmL can be seen (Fig. 2a). The more complex
and higher-resolution – yet computationally much more expensive – GFDL-ESM4 model
exhibits a similar spatial pattern of bias, although with a reduced southern peak (Fig. 2b).

We evaluate our method against quantile mapping, which a state-of-the-art method
to correct temporal distributions (Fig. 2c). The GAN shows a strongly improved skill
overall, and especially in correcting the double-peaked ITCZ (Fig. 2d), compared to quantile
mapping, but also compared to GFDL-ESM4 model.

This is also summarized in the averaged absolute value of the mean error (ME) shown in
the spatial plots (Table 1). Here, the GAN shows the strongest error reduction compared to
QM and GFDL-ESM4, reducing the error of CM2Mc-LPJmL by 75% for annual and between
72% to 64% for seasonal time series. We include the results of two additional ESMs from
CMIP6, the MPI-ESM1-2-HR and the CESM2 model, for comparison with GFDL-ESM4 in
the SI (Table S1). The ME of the MPI-ESM1-2-HR model is higher than for GFDL-ESM4
while the CESM2 shows lower bias. The average ME of CEMS2, however, remains higher
than our GAN-based post-processed CMCMc-LPJmL model.

In addition to the mean error we also evaluate the difference in the 95th percentile of
the precipitation above a threshold of 0.5 [mm/day] per grid cell. The spatial plots are
shown in Figs. S5-S9 and summarized as absolute averages in Table S2. Again, the GAN
outperforms the other baseline methods for annual and seasonal time series, reducing biases
between 59.76 and 49.11%.

Also from latitude profiles it can be quantitatively inferred that the GAN outperforms
quantile mapping especially regarding the correction of the double-peaked ITCZ, and also
that the GAN-processed fields is closer to the ERA5 data than the GFDL-ESM4 simulations,
especially in the tropics (Fig. 2e).

Regarding the globally averaged temporal distributions, we infer an under-representation
of heavy precipitation values in CM2Mc-LPJmL and an over-representation in GFDL-ESM4.
QM and our GAN-based method perform similarly well in correcting the distributions over
the entire range of precipitation values (Fig. 2f).

Table 1. The averaged absolute value of the grid-cell-wise mean error (ME) for the raw CM2Mc-

LPJmL and GFDL-ESM4 models, as well as for the QM- and GAN-based post-processing, using the

CM2Mc-LPJmL output as input. The bias reduction relative to the raw CMCMc-LPJmL model

is given in percentage. Note that the GAN shows the largest reduction of the absolute ME in all

cases, with more than 75% improvement relative to the raw CM2Mc-LPJmL for the annual fields.

Season CM2Mc-LPJmL GFDL-ESM4 % QM % GAN %

Annual 0.769 0.448 41.7 0.218 71.7 0.191 75.2
DJF 0.915 0.544 40.5 0.664 27.4 0.256 72
MAM 0.886 0.603 31.9 0.567 36.4 0.268 69.8
JJA 0.963 0.589 38.8 0.704 26.9 0.270 72
SON 0.823 0.508 38.3 0.552 32.9 0.294 64
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Figure 2. Comparison of global mean error maps over the JJA season, long-term precipitation

statistics based on latitude-profiles and relative frequency histograms. Mean errors of (a) CM2Mc-

LPJmL, (b) GFDL-ESM4, (c) QM-based and (d) GAN-based post-processing methods applied to

the CM2Mc-LPJmL output. The mean error is computed with respect to the ERA5 reanalysis data.

The largest errors are in the tropics, where also the largest mean precipitation values are observed

(see panel (e)). The GAN shows the largest error reduction, strongly reducing the double-peaked

ITCZ in the tropics. Quantile mapping, on the other hand, is not able to remove the ITCZ bias.

See Figs. S1–S4 for corresponding figures for annual time series, as well as the other three seasons.

(e) Precipitation rates averaged over time and longitudes and relative frequency histograms (f)

are shown for ERA5 data (black), CM2Mc-LPJmL (red), GFDL-ESM4 (blue), quantile mapping

(magenta) and the GAN (cyan). The GAN applied to the CM2Mc-LPJmL output corrects the

double-peaked ITCZ as well as the histogram over the entire range of precipitation rates.
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2.2 Correcting spatial patterns

We continue with assessing the ability of our correction method to improve the spatial
structure of the ESM precipitation output. Most importantly, we investigate to which degree
the characteristic high-frequency spatial variability of precipitation which is not represented
well in the CM2Mc-LPJmL model output, can be improved (see Fig. 3 for some example
fields). To quantify this spatial intermittency in the precipitation fields, we compute the
radially averaged power spectral density (PSD) following (D. Harris et al., 2001; Sinclair
& Pegram, 2005; Ravuri et al., 2021). First, the PSD is computed for each daily spatial
precipitation field and then the mean is taken over the resulting spectrograms, shown in
Fig. 3e. While the CM2Mc-LPJmL precipitation shows a reduced density at high frequencies
(i.e., short wavelengths below 1024 km), the GFDL-ESM4 model exhibits an unrealistically
high PSD in the same range. Quantile mapping shifts the CM2Mc-LPJmL spectrum towards
ERA5, but results in an overshoot in the mid-range and long wavelengths, while the higher
frequencies remain underestimated. Only the GAN is able to produce a power spectrum
that is consistent with ERA5, especially for short wavelengths, i.e., the high-frequency range
that is crucial for precipitation.

2.3 Non-stationary climate scenario

Climate projections under a changing radiative forcing induced by anthropogenic green-
house gas release constitute an out-of-sample problem: The conditions for which predictions
shall be made are different from the conditions for which historical data are available for
training. Methods for post-processing or correcting the output of ESMs tasked with such
projections hence need to be able to generalize to states that deviate from the historical
period, where observations are available. Here, we test our GAN approach for the CMIP6
SSP5-8.5 scenario until the end of the 21st century. The SSP5-8.5 “business as usual”
scenario represents an extreme climate scenario in CMIP6, with the strongest increase in
CO2. This scenario has been chosen to test how well the GAN model can capture the
non-stationarity in this extreme case.

The CM2Mc-LPJmL and GFDL-ESM4 models both show monotonically increasing
global mean precipitation with similar trends over the current century (Fig. 4a), which is in
agreement with other studies (IPCC, 2021). In contrast, the unconstrained GAN, trained
on the historical period, does – as expected – not exhibit an increase in average global
precipitation, since it is by itself not able to generalize to the changing boundary conditions
given by higher greenhouse gas concentrations and temperatures.

In the tropics (23◦ S to 23◦ N), GFDL-ESM4 remains overall lower in mean precipitation
than CM2Mc-LPJmL, while also exhibiting a much less pronounced increase over the entire
period (Fig. 4b). For the temperate zones from 40◦ N/S to 60◦ N/S, the GFDL-ESM4
model shows an overall higher mean precipitation with a slightly stronger positive trend
than CM2Mc-LPJmL (Fig. 4c).

By construction of the constraint introduced in Eq. 8, the GAN-processed precipitation
is identical to the increasing global average of the CM2Mc-LPJmL output (Fig. 4a). Without
the constraining layer added to the GAN, however, the GAN-processed precipitation stays
relatively constant without a substantial trend. In both tropical and temperate zones, the
constrained GAN corrects the precipitation towards the more complex and higher-resolution
GFDL-ESM4, while following the trend of the CM2Mc-LPJmL model. Again, the uncon-
strained model remains relatively constant in both cases, with a small decrease over time
in the temperate zone. Note that the GFDL-ESM4 does not represent a ground truth, but
only one realisation of a possible Earth system trajectory, for comparison. This can be
seen by the differing trends of two other CMIP6 models in Fig. S13. It should, however,
be expected that the precipitation output from the CMIP6 models is much more realistic
than the raw precipitation from the comparably low-resolution CM2Mc-LPJmL model. The
CMIP6 model GFDL-ESM4 also appears to be calibrated well with respect to large-scale

–7–



manuscript submitted to Nature Machine Intelligence

a
ERA5

b
CM2Mc-LPJmL

c
GAN

d
Quantile mapping

0 5 10 15 20
Precipitation [mm/d]

5121024204840968192
Wavelength [km]

2 13

2 11

2 9

2 7

2 5

PS
D 

[a
.u

]

e

ERA5
CM2Mc-LPJmL
GFDL-ESM4
Quantile mapping
GAN

Figure 3. Qualitative and quantitaive comparison of the intermittency in daily precipitation

above 1 mm/day, on the same date (25th December 2014), for the (a) ERA5 reanalysis, (b) CM2Mc-

LPJmL model, (c) GAN-based and (d) QM-based post-processing. The CM2Mc-LPJmL precip-

itation field (b) corresponds to an input of the GAN-generator which transforms it into the field

shown in panel (c). The discriminator network then classifies whether the GAN output (c) or the

ERA5 field (a) was generated artificially. Visually, the GAN substantially improves the spatial

intermittency seen in ERA5, whereas applying QM does not lead to improved intermittency. Note

that the modelled fields are not expected to be point-wise similar to the ERA5 ‘ground truth’ (a),

since these are time slices from climate projection runs. (e) The spatial power spectral density

(PSD) of the different precipitation fields, averaged radially in space and over time. For ERA5

reanalysis (black), CM2Mc-LPJmL (red), GFDL-ESM4 (blue), quantile mapping (magenta) and

the GAN (cyan). Note that only GAN-based post-processing of the CM2Mc-LPJmL model yields

an accurate PSD across all spatial scales.

–8–



manuscript submitted to Nature Machine Intelligence

averages over the historical test period, as can be seen in Fig. S12, in which the GAN shows
improvements over the CM2Mc-LPJmL inputs.
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Figure 4. Large-scale trends as a three year rolling-mean of monthly and spatially average

precipitation for the CMIP6 SSP5-8.5 scenario. For (a) global data, (b) the tropics and (c) tem-

perate zone, of the CM2Mc-LPJmL (red crosses) and GFLD-ESM4 (blue) models, as well as the

constrained (cyan) and unconstrained (brown) GANs. Only by adding the physical constrained

to preserve the global precipitation amount per timestep enables the GAN (cyan) to follow the

transient dynamics of the non-stationary climate scenario.

2.4 Interpretability of the GAN-based correction

We investigate in the following whether the GAN has learned an ESM output correction
that is also physically reasonable. The attribution maps are computed with SmoothGrad
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for each prediction of the discriminator DY , with daily CM2Mc-LPJmL precipitation fields
given as input. The discriminator has been trained to distinguish between reanalysis (ERA5)
and GAN-processed precipitation fields and we are interested to see which spatial regions
in the ESM output the discriminator regards as most important for the distinction. These
regions then need to be corrected the most by the generator, implying where the most
pronounced biases of CM2Mc-LPJmL are.

The temporal average of the CM2Mc-LPJmL precipitation is shown in Fig. 5 together
with the absolute value of the attribution map as contour lines. The regions of highest
importance are shown in red and coincide with the region in the western Pacific where the
strongest biases and in particular the double-peaked ITCZ of CM2Mc-LPJmL are located
(as shown in Fig. 2 and Fig. S1). Although the GAN is trained on daily precipitation
fields, it has thus learned to identify regions that show biases occurring on interseasonal to
interannual scales.

Figure 5. Annual average of daily precipitation fields from CM2Mc-LPJmL (color shading with

scale according to the colorbar on the left) together with attribution maps (contour lines with color

scale according to colorbar on the right). Note that we applied a Gaussian filter to the attribution

maps to further reduce the noise. A standard deviation σ = 1.5 for the filter was found to give

robust results. The pacific region in the tropics shows the highest annual mean precipitation, and

also the highest feature importance. The same region also exhibits the largest bias of CM2Mc-

LPJmL, see in Fig. 2. Note that especially the double-ITCZ bias is a common and long-standing

problem in the precipitation output of many general circulation models (Tian & Dong, 2020).

3 Discussion

We have introduced a physically constrained generative adversarial network that, com-
bined with the computationally lightweight and efficient CM2Mc-LPJmL Earth system
model, is able to produce highly realistic precipitation simulations at low computational
costs.

Our method improves the ESM output in two ways: (i) the temporal distributions of the
CM2Mc-LPJmL model precipitation, as well as (ii) the spatial patterns and in particular
the spatial intermittency of the CM2Mc-LPJmL model precipitation. Our approach is
evaluated against quantile mapping (Cannon et al., 2015) and the much more advanced
CMIP6 GFDL-ESM4 model, (Krasting et al., 2018) taking ERA5 reanalysis data as ground
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truth. Note that any other, and especially purely observational, precipitation dataset with
sufficient temporal resolution could readily be used instead.

Given that the training samples are unpaired as a result of the chaotic nature of observed
and simulated Earth system trajectories, a comparison of single prediction-target pairs is
not possible. We therefore evaluate the GAN performance on long-term summary statistics
over the entire test set period. When evaluating the skill to improve temporal distributions,
we find that our proposed method outperforms both baselines, showing the lowest mean
errors and the smallest difference in the 95th precipitation percentile. The improvement
over quantile mapping is especially pronounced for seasonal time series, where only our
method successfully removes the double-peaked ITCZ of the CM2Mc-LPJmL model. This
is in contrast to the results by (François et al., 2021), who report a comparable skill of their
CycleGAN implementation with quantile mapping for regional climate simulations. Our
method corrects relative frequency histograms over the entire range of precipitation values,
similarly well to QM, which is designed for this task.

Crucially, our GAN-based approach also improves the spatial structure of the ESM
precipitation fields, which is not possible with traditional approaches. The GAN yields real-
istically intermittent spatial patterns that are characteristic for precipitation on all resolved
scales, and in this regard outperforms both the quantile-mapping-based post-processing
and the comprehensive, high-resolution GFDL-ESM4 model. These results show that our
method, combined with the computationally lightweight and efficient CM2Mc-LPJmL ESM,
can produce precipitation fields that are at least comparable to state-of-the-art, and much
more computationally expensive CMIP6 models.

We applied our method to the strongly non-stationary SSP5-8.5 CMIP6 climate scenario
until 2100 to test the GAN’s ability to capture these non-stationarity and the transient
dynamics. The unconstrained GAN trained on observations does not generalize to the
unseen climate state. It does not show an increase in global mean precipitation, as one would
expect from the thermodynamic Clausius-Clapeyron relation and as seen in the numerical
ESMs (Allan & Soden, 2008; Donat et al., 2013; Guerreiro et al., 2018; Traxl et al., 2021).
This can be explained by the fact that the precipitation of the future scenario lies well
outside the training distribution. To solve this and help the GAN to generalize to this kind
of out-of-sample prediction, a physical constraint to preserve the global precipitation amount
of the ESM in each time step was introduced as additional network layer in the GAN. The
global constraint allows the GAN to improve the precipitation regionally by accounting for
local characteristics, while producing the same global mean as the ESM by construction.
Conserving a physical quantity that is simulated numerically, such as the global precipitation
sum in our study, also means that it cannot be improved with respect to observations by
definition of the constraint. The global precipitation trend can, however, be expected to
be represented comparably well in the numerical ESM through thermodynamic processes.
Adding this constraint enables the GAN to follow the non-stationary, transient dynamics of
the SSP5-8.5 scenario.

The generator architecture in this study is deterministic, producing the same input-
output-pairs once it is trained. This enables run-to-run reproducibility, where uncertainties
of the ESM can then be quantified through ensemble runs. Since the training itself is
stochastic, one can create an ensemble to estimate the uncertainties resulting from GAN
training (see Fig. S14). A potential direction for future research could be to develop a
stochastic model that directly learns the uncertainties.

We demonstrate how feature attribution from interpretable Artifical Intelligence can be
applied for a GAN, enabling a physical interpretation of this deep learning model. We find
that the discriminator part of the GAN has learned to identify those regions for its decisions
that are critical also from a physical perspective. These regions highlighted by our GAN
interpretation are the ones with the highest absolute errors of the raw CM2Mc-LPJmL,
and are known to be the most problematic for ESM precipitation in general. Namely, the
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tropical Pacific Ocean was found to be of highest importance for the discriminator. In
this region, the particularly heavy precipitation is often caused by deep convection-driven
clouds, which are difficult to model numerically (Tian & Dong, 2020). The sensitivity
of the discriminator in the Pacific region also explains the effectiveness of our generator
network to reduce the double-peaked ITCZ bias. This is the region where the generator
needs to modify the CM2Mc-LPJmL precipitation field most in order to avoid rejection by
the discriminator. The results indicate that the GAN has successfully learned the long-term
statistics while being trained on samples of much shorter time scales. This makes GANs
particularly suitable for climate applications, where training samples and the statistics of
interest are often on very different time scales.

The main contribution of our approach is the efficient simulations of highly realistic
precipitation fields, by combining a physically constrained GAN with an ESM of reduced
complexity. Producing similarly realistic fields purely numerically would require much more
computational resources. For comparison, our post-processed CM2Mc-LPJmL ESM takes
about 0.5 hours to compute a model year using 28 CPUs, whereas the much more complex
GFDL-ESM4 requires 2 hours computational time on 1000 CPUs for a model year (Krasting
et al., 2018). This corresponds to an increased computational efficiency by roughly two
orders of magnitude, keeping in mind that GFDL-ESM4 produces higher resolution output.
The time the GAN post-processing takes is negligible in comparison, taking 0.35 seconds
per model year on a V100 GPU and 37.17 seconds on a single CPU. The quantile mapping
is similarly efficient taking 0.59 seconds per model year on a CPU.

Based on our findings, there are several directions for extending our method. Down-
scaling applications that increase the resolution of the ESM could be a direction for future
research. Conditioning the generator by adding variables that are physically linked to pre-
cipitation, such as humidity, temperature, or wind, could further improve our method. The
precipitation data, improved by our method, may be used as input to other stand-alone
Earth system components such as vegetation, that require realistic climate input.
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Materials and Methods

The Earth system model CM2Mc-LPJmL

The coupled Earth system model CM2Mc-LPJmL v1.0 (Drüke, von Bloh, et al., 2021)
combines the coarse-grained but relatively fast atmosphere and ocean model CM2Mc (Galbraith
et al., 2011) with the state-of-the-art dynamic global vegetation model (DGVM) LPJmL5
(Schaphoff et al., 2018a, 2018b; Von Bloh et al., 2018).

CM2Mc is a coarser (3°x3.75° latitude-longitude) configuration of the Climate Model
CM2 (Milly & Shmakin, 2002), which has been developed at the Geophysical Fluid Dy-
namics Laboratory (GFDL). The original configuration of CM2Mc includes the Modular
Ocean Model 5 (MOM5) and the global atmosphere and land models AM2-LM2 or AM2-
LM (Anderson et al., 2004) with static vegetation. In CM2Mc-LPJmL, the land component
LM/LM2 is replaced by the dynamic global vegetation model LPJmL5, while AM2 and
MOM5 remain dynamically coupled to the model framework. The Flexible Modeling Sys-
tem (FMS) developed by GFDL connects all different model compartments and calculates
the fluxes between them.
The state-of-the-art and thoroughly validated DGVM LPJmL (Lund-Potsdam-Jena man-
aged Land) simulates global surface energy balance, water fluxes and carbon stocks and
fluxes for natural and managed land. Being forced by climate and soil data, LPJmL sim-
ulates the impact of bioclimatic limits and effects of heat, productivity and fire on plant
mortality to determine the establishment, growth, competition and mortality for different
plant functional types (PFTs) in natural vegetation and crop functional types (CFTs) on
managed land. Since its original implementation (Sitch et al., 2003) the model now incor-
porates a water balance (Gerten et al., 2004), agriculture (Bondeau et al., 2007), wildfire in
natural vegetation (Thonicke et al., 2010; Drüke et al., 2019), and the impact of multiple
climate drivers on phenology (Forkel et al., 2014, 2019).

In CM2Mc-LPJmL, the fluxes simulated by LPJmL depend, of course, on the precipi-
tation modelled by AM2. As a stand-alone model LPJmL has been mainly calibrated with
respect to reanalysis, and a similarly accurate precipitation output within CM2Mc-LPJmL
would hence be favorable to maintain consistency and to obtain realistic surface fluxes from
LPJmL. For the overall performance of CM2Mc-LPJmL, realistically simulated precipita-
tion fields are therefore crucial. This motivates the work presented below, where we use
a specific kind of GAN to transform the AM2 precipitation fields toward fields that are
indistinguishable from ERA5 precipitation fields (see below).
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The model experiments of this paper are consistent with (Drüke, von Bloh, et al., 2021).
After a 5000-year stand-alone LPJmL spin-up, a second fully coupled spin-up under pre-
industrial conditions without land use was performed for 1250 model years. In this way
we ensure that the model starts from a consistent equilibrium between the long-term soil
carbon pool, vegetation, ocean, and climate.

The subsequent transient historic phase of the model is performed from 1700-2018,
using historic land use data from 1700 (Fader et al., 2010) and historic concentrations of
greenhouse gases, solar radiation, ozone concentrations and aerosols from 1860, which were
kept at pre-industrial conditions beforehand.

From 2019 until 2100 the model is forced by constant land use from the year 2018 and
CO2 equivalents of the atmospheric forcing prescribed in the CMIP6 SSP5-8.5 (“business
as usual”) climate scenario that assumes a continued increase in CO2 emissions.

Cycle-consistent generative adversarial networks

Generative adversarial networks (GANs) are designed to learn a target distribution
py(y) through a two-player “minimax” game between a generator G and a discriminator D
(Goodfellow et al., 2014). The generator network is trained to transform an input x ∈ X to
values that approximate samples from a target domain y ∈ Y , i.e. the generator is trained
to learn the mapping G : X → Y . Samples from the generator and the target dataset are
then shown to the discriminator, which classifies their origin. In this way, the generator and
discriminator compete against each other, thereby improving the quality of the generated
samples. The training can be formulated as

G∗ = min
G

max
D
LGAN (D,G), (1)

where G∗ is the optimal generator and LGAN(D,G) is the loss function defined as

LGAN(D,G) = Ey∼py(y)[log(D(y))] + Ex∼px(x)[log(1−D(G(x)))]. (2)

In our situation, X and Y correspond to the sets containing precipitation fields from the
CM2Mc-LPJmL Earth system model and ERA5 reanalysis, respectively (samples are shown
in Fig. 3). In the above formulation, GANs have often been found to suffer from instabilities
and difficulties to generalize to distributions of higher dimensionality, such as in image-to-
image translation without pairwise matching samples. One reason for the instabilities is
the highly under-constrained mapping to be learned by the generator. To alleviate this
problem, cycle-consistent GANs have been proposed recently (Zhu et al., 2017). They aim
to constrain the space of mappings by training a second pair of generator and discriminator
networks, which learns the inverse mapping F : Y → X. A schematic of the cycle-consistent
GAN model is shown in Fig. 1. Both generators should perform bijective (i.e., one-to-one)
mappings (Zhu et al., 2017) and are therefore trained at the same time, together with
a regularization term that enforces consistency of translation cycles, i.e. x → G(x) →
F (G(x)) ≈ x and vice versa for y. The corresponding loss functions are then

LX→Y (G,DY ) = Ey∼py(y)[log(DY (y))] (3)

+ Ex∼px(x)[log(1−DY (G(x)))],

and similarly,

LY→X(F,DX) = Ex∼px(x)[log(DX(x))] (4)

+ Ey∼py(y)[log(1−DX(F (y)))].
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The cycle-consistency loss is given by

Lcycle(G,F ) = Ex∼px(x)[||F (G(x))− x||1] (5)

+ Ey∼py(y)[||G(F (y))− y||1].

The full loss function then reads

L(G,F,DX , DY ) =LX→Y (G,DY )

+LY→X(F,DX) (6)

+λLcycle(G,F ),

which is solved as

G∗, F ∗ = min
G,F

max
DX ,DY

L(G,F,DX , DY ). (7)

We adopt the architecture from Zhu et al. (2017) and optimize the networks with Adam
(Kingma & Ba, 2014), using a learning rate of 2e−4 for both the generator and the discrim-
inator networks and set λ = 10. Following Zhu et al. (2017) we set the batch size to 1 and
train the models for 250 epochs, logging the 50 best performing generators every 10 epochs.
The training takes about 5.25 days on a NVIDIA V100 GPU with 32 GB memory. After
training the final generator is determined by evaluation on the test set.

Neural network architectures

The generator architecture is based on a variant of convolutional residual networks (He
et al., 2016). Convolutional neural networks (CNNs) are commonly employed to process im-
age data. CNNs transform the input data through stacked layers of trainable convolutional
filters that are followed by a non-linear activation functions thereby learning to extract spa-
tial patterns. For a more detailed introduction see, e.g., (Goodfellow et al., 2016). Adopting
the naming convention from (Johnson et al., 2016; Zhu et al., 2017). c7s1-k denotes a layer
with a 7 × 7 convolution followed by instance normalization and ReLU activation with k
filters, a stride 1 and reflection padding. dk represents a layer with 3 × 3 convolutions,
instance normalization, ReLU activation, k filters and stride 2. Rk are residual blocks with
a 3× 3 convolutional layer and k filters. uk denots a layer with 3× 3 fractional-strided con-
volutions, instance normalization, ReLU activation, k filters and stride 1/2. The generator
architecture with 6 residual blocks is then

xin → c7s1-64→ d128→ d256→ [R256→]︸ ︷︷ ︸
×6

u128→ u64→ c7s1-3→ yout,

where xin is the input of the generator and yout the output. The discriminator architecture
is based on the PatchGAN (Isola et al., 2017). Denoting a 4× 4 convolutional layer with k
filters, instance normalization (except for the first layer), leaky ReLU with slope 0.2 and a
stride of 2 with Ck. The full architecture of the discriminator is

xin → C64→ C128→ C256→ C512→ yout.

Generator constraint

To enable a better generalization of the GAN to climate states not seen during training,
and hence in particular to address the out-of-sample problem imposed by the changing
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radiative forcing due to anthropogenic greenhouse gas emissions, we introduce the physical
constraint of preserving the total global precipitation amount of the CM2Mc-LPJmL model
input. That is, we add an additional layer to the generator network after training, which
re-scales each output yi at each grid point i as

ỹi = yi

∑Ngrid

i xi∑Ngrid

i yi
, (8)

where Ngrid is the total number of grid-points, xi the CM2Mc-LPJmL precipitation input
and ỹi the constrained output. The motivation of the constraint is that it gives the GAN
freedom to change the precipitation locally and to redistribute it in space, while forcing it
to follow the global trend prescribed by the ESM. The global trend has been found to be
well represented in the ESM, where noise and and biases found on small time and spatial
scales are averaged out (Drüke, von Bloh, et al., 2021). Also in observations, it has recently
been shown that the physically based Clausius-Clapeyron relation, suggesting a 7% increase
in precipitation per degree of warming, holds very well in terms of global averages, despite
pronounced regional deviations (Traxl et al., 2021).

Training

We use daily precipitation from the European Center for Medium-Range Weather Fore-
casts (ECMWF) Reanalysis v5 (ERA5) product (Hersbach et al., 2020) as a training target
and ground truth for evaluation. This reanalysis is produced by the Copernicus Climate
Change Service (C3S) at ECMWF, combining a large range of satellite- and land-based ob-
servations with high-resolution simulations through state-of-the-art data assimilation tech-
niques (Courtier et al., 1994; Hersbach et al., 2020). The original resolution is 30km hor-
izontally in space and hourly in time, spanning the period from 1950 to present. For this
study the data is aggregated to daily precipitation sums and re-gridded, following (Rasp et
al., 2020; Beck et al., 2019), by bilinear interpolation using the xESMF package (Zhuang
et al., 2020), in order to match the resolution of CM2Mc-LPJmL. We split the ESM and
ERA5 datasets into the training period 1950-2000 and the test period 2001-2014 (for which
also the GFDL-ESM4 data is available), with 18615 and 5110 daily samples, respectively.
Model simulations from 2019-2100 are used to test the generalization of the network with a
CO2 forcing according the CMIP6 SSP5-8.5 (“business as usual”) climate scenario, which
assumes a continued increase in CO2 emissions. Following Zhu et al. (2017), we replace the
log likelihood by a least-squares loss, which has been found to improve the training. The
GAN loss in Eq. 2 is then minimized by both G and D, with a loss Ex∼px(x)[(D(G(x))−1)2]
for G and Ey∼py(y)[(D(y)− 1)2] + Ex∼px(x)[(D(G(x)))2] for the discriminator D. We apply
a log-transform to the input data with x̃ = log(x+ ε)− log(ε) following (Rasp & Thuerey,
2021), where x̃ is the transformed precipitation and ε = 0.0001. We further normalize the
data to the interval [−1, 1], which was found to improve the training performance. Once
trained, the generator takes only about ten seconds on a NVIDIA V100 GPU to process the
test set ESM precipitation.

Baselines

We compare our method to quantile mapping, implemented with the xClim package
(Logan et al., 2021), and also carry out comparisons to the raw output of the more advanced
CMIP6 climate model GFDL-ESM4 (Krasting et al., 2018). The latter uses AM4 (Zhao et
al., 2018a, 2018b), a more recent and substantially more complex version of the atmosphere
model AM2 used in CM2Mc-LPJmL (GFDL Global Atmospheric Model Development Team
et al., 2004), with a substantially higher spatial resolution and strongly improved parame-
terizations of subgrid-scale processes. These improvements of course come at the expense
of substantially increased computational costs. The motivation here is to see whether a
comparably simple atmospheric general circulation model (GCM) such as AM2 can be com-
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bined with the proposed GAN model in order to yield similar results as a comprehensive
state-of-the-art atmospheric GCM such as AM4, at a fraction of the computational costs.
Quantile mapping uses the empirical cumulative distribution functions of simulated and
observed precipitation to transform the simulated values into the corresponding quantiles
derived from observations. Before computing the cumulative distribution function, following
(Cannon et al., 2015), we detrend the historical time series, assuming a linear trend.
As an error metric to compare our methods we apply the mean error (ME), which is defined
as

ME =
1

N

Ntime∑

t=1

(xt − yt) =
1

N

Ntime∑

t=1

xt −
1

N

Ntime∑

t=1

yt, (9)

where xt and yt are the simulated and observed precipitation at time t for a given grid cell
and Ntime the number of time steps in the test set. Note that the ME is used to evaluate
the differences in the time averages per grid cell, as can be seen on the right-hand side of
Eq. 9.

Model transparency

Neural network models are often regarded as black boxes. Since it is important for many
applications to be able to explain the neural network’s prediction, the emergent fields of
interpretable (Murdoch et al., 2019; Toms et al., 2020) and explainable Artificial Intelligence
(Sundararajan et al., 2017; Montavon et al., 2019) aim to improve the transparency.

Many methods for interpreting neural networks are specifically designed for classifica-
tion problems (Goodfellow et al., 2016). In the GAN framework, the discriminator network
performs such a classification task in distinguishing between generated and real images.
Hence, suitable interpretability methods can be applied, even though entire GAN is build
for the much more complex generative task. Being able to interpret the GAN increases the
transparency and trust, since it ensures that the model has learned to identify physically
reasonable input features. To our knowledge, we are the first to apply an interpretability
method in such a way, i.e., to test the physical consistency of the GAN training.

Here, we use the gradient-based method SmoothGrad (Smilkov et al., 2017) to interpret
the discriminator network DY that has learned to classify ERA5 and generated precipitation
fields. An attribution map φ is computed by taking the gradient of the neural network DY

with respect to its input y,

φ(DY , y) =
∂DY (y)

∂y
, (10)

showing for each input grid cell how much the prediction will change with respect to its
input, i.e. how sensitive it is to perturbations of the input. It has been observed that
using only the gradient of the input, however, tends to give rather noisy attribution maps.
Therefore, Smilkov et al. (2017) proposed a technique to reduce the noise, by adding it to
the network’s input and averaging the gradient over a sample size, e.g. here N = 10, as

φ̂(DY , y) =
1

N

N∑

i=1

φ (y + εi) , (11)

where the noise is sampled from a Gaussian distribution εi ∼ N
(
0, σ2

)
.
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Figure S1. Global maps showing the mean error for the entire test set. For (a) CM2Mc-

LPJmL, (b) GFDL-ESM4, (c) QM-based and (d) GAN-based post-processing methods applied

to the CM2Mc-LPJmL output.
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Figure S2. Global maps showing the mean error for the DJF season of the test set. For (a)

CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d) GAN-based post-processing methods

applied to the CM2Mc-LPJmL output.
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Figure S3. Global maps showing the mean error for the MAM season of the test set. For (a)

CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d) GAN-based post-processing methods

applied to the CM2Mc-LPJmL output.
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Figure S4. Global maps showing the mean error for the SON season of the test set. For (a)

CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d) GAN-based post-processing methods

applied to the CM2Mc-LPJmL output.
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Figure S5. Global maps showing the difference in the 95th precipitation percentile for the

annual time series of the test set. For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based

and (d) GAN-based post-processing methods applied to the CM2Mc-LPJmL output. Grid cells

where the percentiles could not be determined due to insufficient statistics are shown in grey.
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Figure S6. Global maps showing the difference in the 95th precipitation percentile for the

DJF season of the test set. For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d)

GAN-based post-processing methods applied to the CM2Mc-LPJmL output. Grid cells where

the percentiles could not be determined due to insufficient statistics are shown in grey.
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Figure S7. Global maps showing the difference in the 95th precipitation percentile for the

MAM season of the test set. For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d)

GAN-based post-processing methods applied to the CM2Mc-LPJmL output. Grid cells where

the percentiles could not be determined due to insufficient statistics are shown in grey.
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Figure S8. Global maps showing the difference in the 95th precipitation percentile for the

JJA season of the test set. For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d)

GAN-based post-processing methods applied to the CM2Mc-LPJmL output. Grid cells where

the percentiles could not be determined due to insufficient statistics are shown in grey.
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Figure S9. Global maps showing the difference in the 95th precipitation percentile for the

SON season of the test set. For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) QM-based and (d)

GAN-based post-processing methods applied to the CM2Mc-LPJmL output. Grid cells where

the percentiles could not be determined due to insufficient statistics are shown in grey.
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Figure S10. Global maps showing the mean error for the annual time series of the test set.

For (a) CM2Mc-LPJmL, (b) GFDL-ESM4, (c) MPI-ESM1-2-HR and (d) CESM2.

September 19, 2022, 12:09am



X - 12 :

a
ERA5

b
CM2Mc-LPJmL

c
GAN

d
GFDL-ESM4

e
MPI-ESM1-2-HR

f
CESM2

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Precipitation [mm/d]

Figure S11. Qualitative and quantitaive comparison of the intermittency in daily precipitation

above 1 mm/day, on the same date (25th December 2014), for the (a) ERA5 reanalysis, (b)

CM2Mc-LPJmL model, (c) GAN-based post-processing, (d) GFDL-ESM4, (e) MPI-ESM1-1-HR

and (f) CESM2.
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Figure S12. Large-scale trends as a three year rolling-mean of monthly and spatially average

precipitation for the test set period. For (a) global data, (b) the tropics and (c) temperate zone, of

the ERA5 reanalysis (black dotted line), CM2Mc-LPJmL (red crosses) and GFLD-ESM4 (blue)

models, as well as the constrained (cyan) and unconstrained (brown) GANs.
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Figure S13. Large-scale precipitation trends are shown for the CMIP6 SSP5-8.5 scenario for

the global time series (a), the tropics and temperate zone (c), of the CM2Mc-LPJmL (orange),

GFLD-ESM4 (blue), MPI-ESM1-1-HR (red) and CESM2 (green) model.
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Figure S14. Long-term precipitation statistics based on latitude-profiles and relative frequency

histograms for the ERA5 reanalysis (black dotted line) and the ensemble mean of ten GANs (grey,

standard deviation as shades) with the same hyperparameters but different checkpoints during

the training.
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Table S1. The averaged absolute value of the grid-cell wise bias is shown for the raw model

output of CM2Mc-LPJmL, GFDL-ESM4, MPI-ESM1-1-HR and CESM2.

Season CM2Mc-LPJmL GFDL-ESM4 MPI-ESM1-2-HR CESM2
Annual 0.769 0.448 0.516 0.404
DJF 0.915 0.544 0.677 0.530
MAM 0.886 0.603 0.702 0.549
JJA 0.963 0.589 0.649 0.584
SON 0.823 0.508 0.595 0.513

Table S2. The averaged absolute error of the grid-cell-wise 95th precipitation percentiles

for the raw CM2Mc-LPJmL and GFDL-ESM4 models, as well as for the QM- and GAN-based

post-processing, using the CM2Mc-LPJmL output as input.

Season CM2Mc-LPJmL GFDL-ESM4 % QM % GAN %
Annual 3.715 2.774 25.33 1.868 49.72 1.495 59.76
DJF 4.198 3.071 26.85 3.480 17.10 1.889 55.63
MAM 4.200 3.114 25.86 2.954 29.67 1.876 55.34
JJA 4.324 2.995 30.73 3.077 28.84 1.889 56.31
SON 3.875 2.826 27.07 2.818 27.28 1.972 49.11
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