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We propose two distributed set-based observers using strip-based and set-propagation approaches
for linear discrete-time dynamical systems with bounded modeling and measurement uncertainties.
Both algorithms utilize a set-based diffusion step, which decreases the estimation errors and the size
of estimated sets, and can be seen as a lightweight approach to achieve partial consensus between
the distributed estimated sets. Every node shares its measurement with its neighbor in the measure-
ment update step. In the diffusion step, the neighbors intersect their estimated sets using our novel

lightweight zonotope intersection technique. A localization example demonstrates the applicability

of our algorithms.

1. Introduction

State estimation algorithms compute a single state, a prob-
ability distribution of the state, or a set of all possible states.
In stochastic approaches, measurement and process noise are
modeled by probability distributions (e.g., Gaussian [1]). On
the other hand, set-based approaches assume noise to be un-
known but bounded by known bounds. Safety-critical ap-
plications require guarantees on the state estimation during
operation — such guarantees can be provided by set-based
approaches. Set-based approaches are traditionally used in
fault detection by generating an adaptive threshold to check
the consistency of the measurements with the estimated out-
put set [2, 3, 4, 5, 6]. According to the terminology in [7],
there are three types of set-based observers: interval-based
observers, set-propagation observers, and strip-based obser-
vers. We focus on the following literature survey on set-
propagation and strip-based observers as they are the paper’s
main focus.

Set-propagation observers: They are based on a Luen-
berger observer and, in general, obtain possible sets of states
by combining the model and the measurements through an
observer gain [8]. By merging optimal and robust observer
gain designs, a zonotopic Kalman filter (ZKF) is proposed
in [9] based on the Frobenius norm of a zonotope. The same
author proposed a joint zonotopic and Gaussian Kalman fil-
ter (ZGKF) in [10] along with robust fault detection in the
presence of both bounded and Gaussian disturbances. This
line of work has been extended to nonlinear systems using a
zonotopic extended Kalman filter (ZEKF) in [11].
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Strip-based observers: Unlike set-propagation observ-
ers, which are based on observer gain derivation, strip-based
observers generally intersect the set of states consistent with
the model and the set consistent with the measurements to
obtain the corrected state set [7]. One early example of strip-
based observers is a recursive algorithm bounding the state
by ellipsoids [12]. Another example based on normalized
least-mean-squares is presented in [13]. A strip-based state
estimation algorithm based on DC programming is proposed
in [14]. Authors in [15] consider linear time-varying de-
scriptor systems for strip-based estimation. Strip-baseds ob-
servers for nonlinear models are investigated in [16, 17, 18,
19, 20]. They are also used in applications such as underwa-
ter robotics [21], a leader following consensus problem in
networked multi-agent systems [22], and localization [23].
Authors in [24] consider a class of discrete time-varying sys-
tems with an event-based communication mechanism over
sensor networks. An interconnected multi-rate system is con-
sidered in [25]. A strip-based filtering subject to replay at-
tacks and quantization effects is considered in [26] and [27],
respectively. Also, a distributed strip-based estimation and
formation control algorithm for a fleet of vehicles is pro-
posed in [28], where the set-based estimation enclosure is
guaranteed in spite of the lack of knowledge of the control
signal applied by the rest of the vehicles.

Different set representations have been used in set-based
estimation, e.g., ellipsoids [29, 30, 31], orthotopes, and poly-
topes [32, 33]. Zonotopes [34] are a special class of poly-
topes for which one can efficiently compute linear maps and
Minkowski sums — both are important operations for set-
based observers. A strip-based observer based on zonotopes
is introduced in [35]. Another strip-based approach for disc-
rete-time piecewise affine systems using zonotopes is stud-
ied in [36]. Yet another work considers discrete-time de-
scriptor systems using zonotopes [37]. Set-based estimation
of uncertain discrete-time systems using zonotopes is also
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Set-Based Diffusion

proposed in [38]. In our previous work [39], we considered
secure state estimation with the aid of a diffusion step from
the stochastic domain. In this work, we adapt the diffusion
step to sets in order to guarantee state inclusion and safety.
The measurement update step is common with our previous
work [39], which is originally from [40].

Contributions: We propose two distributed set-based
estimators, where a set of nodes is required to collectively es-
timate the set of possible states of a linear dynamical system
in a distributed fashion. One main problem in distributed set-
based estimation is the misalignment between the estimated
sets by the distributed nodes. This problem is usually solved
by consensus methods [41]. However, traditional consensus
methods require the sensor network to perform several iter-
ations before arriving at a consensus, which causes a high
overhead in set-based estimation. Unlike prior work and our
previous work [39], we supplement our newly proposed esti-
mators with a new set-based diffusion step which consists of
a new lightweight zonotope intersection technique. We use
the term diffusion since our intersection formula resembles
the traditional diffusion step in the stochastic Kalman fil-
ter. More specifically, our proposed diffusion step is consid-
ered an adaptation of the diffusion approach in the stochastic
Kalman filter to sets in order to guarantee safety. We show
that our diffusion step decreases the estimated sets’ volume
and can be seen as a lightweight approach for achieving par-
tial consensus due to the agreement on the intersected sets.
Furthermore, we provide closed forms for our parameter-
finding optimization problems to realize faster execution tim-
es. All used data and code to recreate our findings are pub-
licly available'.

The rest of the paper is organized as follows: the problem
statement and preliminaries are in Section 2. In Section 3,
we present the distributed strip-based diffusion observer as
our first algorithm. Our second solution is the distributed
set-propagation diffusion observer, which is introduced in
Section 4. An analytical analogy to the diffusion Kalman
filter is provided in Section 5. Both algorithms are evaluated
in Section 6. Finally, we conclude the paper in Section 7.

2. Problem Statement and Preliminaries

We start by stating some preliminaries before describing
our problem statement.

Definition 1. (Zonotope [42]) A zonotope Z consists of a
center ¢ € R" and a generator matrix G € R"™ . We com-
pose G of e generators g(i) eR"i=1,...,e where G =
[g(l), ,g(e)].
e
Z:{c+2ﬂ([)g(i)‘—lsﬂ(i)sl}. (1
i=1
We use the shorthand Z = {c, G) for a zonotope.
Given two zonotopes Z; = (c¢;,Gy) and Z, = {(¢y, G,),
the following operations can be computed exactly [42]:

Uhttps://github.com/aalanwar/Distributed-Set-Based-Observers-
Using-Diffusion-Strategies

1. Minkowski sum:

2,02 =(c; +0,0G,.Gyl). @
2. Linear map:

LZ, = <Lcl, LG1>. 3)

Let C € R™P, then |C||p = /tr(CTC) is the Frobenius
norm of C. The Frobenius norm of a vector x € R" equals

the Euclidean norm of the vector defined as ||x|| = vV xTx.
The F-radius of the zonotope Z = (c, G) is the Frobenius
norm of the generator matrix. We denote the reduction op-
erator by |, G of a generator matrix G. It basically reduces
the number of generators of a zonotope to a fixed number ¢
so that the resulting zonotope is an over-approximation [43].
The operator diag(x) returns a diagonal matrix with x on the
diagonal. Finally, for a scalar ¢ and matrices A, B and C,
we provide the following trace properties [44, p.11], where
V x f(X) is the derivative of f(X) with respect to X:

tr(cA) = c tr(A), “)
tr(A + B) = tr(A) + tr(B), 5)
Vxtr(AXBXTC) = ATCTXBT + CAXB, (6)

V(BT XTCxB)=CT"xBB" + CXBBT. (7)

We aim to estimate the set of possible states in a dis-
tributed fashion starting from the initial set Z, by observing
physical signals through sensory devices. Consider a set of
N nodes indexed by i € {0,..., N — 1} distributed geo-
graphically over some region. We denote the neighborhood
of a given node i by the set V; containing m; nodes connected
to node i, including the node itself. Every node is interested
in estimating the set of possible states of the network state.
The noise is assumed to be is unknown but bounded by a
known bound and the initial set Z; is known. We consider
an observable discrete-time linear system model:

X1 = Fxp +ny,
i i i ®)
yk = ka+Uk,

where x;, € R”" is the state at time step k, y;'c € RP? the
measurement observed by node i at time step k, F € R™"
the state matrix, H' € RP*" the measurement matrix, ny
the process noise, and u;'( the measurement noise. The pro-
cess and measurement noises are assumed to be unknown
bqt bounded by zonotopes: ny € Zox = (0,0y) and 1)2 S
Z;’k = (0,diag(r})). If these zonotopes are not centered
around zero, we perform a coordinate transformation. All
vectors and matrices are real-valued and have proper dimen-
sions.

3. Distributed Strip-based Diffusion Observer

As mentioned in the introduction, we focus on two types

of set-based observers: strip-based observers and set-propagation
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Strips

Zonotope

Over-approximating Zonotope
(dashed)

(a) Measurement update step.

Over-approximating Zonotope
(bold)

(b) Diffusion update step.

Figure 1: Strip-based approach in Algorithm 1, where (a) illustrates Lemma | and (b) illustrates Theorem 1.

observers. We propose two algorithms extending the related
work of both observers and adding the set-based diffusion
step to both observers. Our contribution to strip-based ob-
servers is presented first. We denote the state estimated at
node i of the strip-based approach by fc’s P for time step k.
The set of possible states in strip-based approaches are gen-
erally obtained from predicted, measurement, and corrected
state sets, which are defined as follows:

Definition 2. (Predicted State Set) Given the system in (8)
with initial zonotope Z; 0= Z, then the predicted reach-
able set ZA: « considering the zonotope Zg ;. which bounds
the modeling noise is defined as:

Z=FZ @20y )

Definition 3. (Measurement State Set) Given the system in
(8), then the measurement state set S,’; of node i is defined as
the set of all possible solutions x. given y, and v| € Z;’k =
{0, diag(r;{)). If the dimension of y;C € R? equals one, i.e.,
p = 1, this measurement set is a strip:

s = {xlHx s <7 |, (10)
and S,i is the intersection of multiple strips for p > 1.

Definition 4. (Corrected State Set) Given the system in (8)
with initial set Z,, then the reachable corrected state set Z ; &
of node i is defined as the over-approximation of the inter-
section between ZA; ,and S ]’C

(2,08 € 2, an

Our proposed strip-based approach consists of three steps:

measurement update, diffusion update, and time update. The
time update step results in computing the predicted set (Def-
inition 2). The measurement update step utilizes the previ-
ously predicted set along with the measurement set (Defi-
nition 3) to compute the corrected set (Definition 4). Every

node in a distributed setting has access to some, not all, mea-
surements. Therefore, we propose sharing measurements
and estimated sets in the measurement and diffusion update
steps, respectively, to obtain a lightweight consensus between
the distributed nodes. We first give a high-level description
of the proposed algorithm in Algorithm 1, then we derive
the required theory. Our approach corrects the reachable
set of each node by determining the set of consistent states
with the model and measurements received from all neigh-
bors. More specifically, during the measurement update, ev-
ery node collects measurements from neighbors, as shown in
step i in Figure 1a, i.e., each node obtains a family of strips
(measurements) to be intersected with the predicted zono-
topic set (step ii in Figure 1a) of each node to obtain the
estimated zonotope Zé, «» dashed in step iii in Figure la. Ev-
ery node collects the shared sets from its neighbors in step
iv in Figure 1b. Next, each node intersects its reachable set
with shared sets of the neighbors in the set-based diffusion
step in step v in Figure 1b. Finally, the estimated sets evolve

according to the time update model.
T

LetI' = |g!" H™ Ty mr " and
- L ! ’yk_ yk ’”"yk ’
T

it T m; . .
v;( = [u}( ,...,uk'] € Zpy = (O,R;{), where R;c =
T

diag( [’/1:’ o rZIT] ) with m; equals the number of avail-
able measurements from the node’s neighbors. We propose
to perform the measurement update step according to the fol-
lowing lemma [40], which is represented graphically in Fig-

ure la:

Lemma 1 ([40]). Given are the zonotope ZAi’k_l = <é§’k_1,

G’s 1 >, the family of m; measurement sets S]i in (10), and
the design parameters A’; « The intersection between the
zonotope and measurement sets can be over-approximated
Zi _ (A i
by a zonotope Zs,k = <Cs,k’ Gs,k>’ where
i

Csk = cAi,k—l + Ai,k(y;c ~Ie; k—1)> (12)

S,
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Algorithm 1 Distributed Strip-Based Diffusion Observer

Start with initial zonotope Z = Z, for all nodes, and
compute at every node i and t1me instant k the following:
Step 1: Measurement update:

Ai

s,k = ar/%}’nin ”G;’k“F

i _ i i Al
Cok = é k-1 T A k(yk ¢ )

G’kz[(I—A TG, SkR;C]

Step 2: Diffusion update:

W, =argrinin ”Gls,k”F‘
i

N 2 Wi
S,k []
Z wk JEN;

Np 1 i1 51 im; =m;
Gls,k = ij [wk Gsk’ e W G
2w,
JEN;
Gow =1 G
Step 3: Time update:
& =Fe,
G.ly,k =[FG;’k’ Qk]
= [ =AL 6, AR (13)

The matrix of design parameters Ai P minimizing the
Frobenius norm of the zonotope is obtained as in [45].

As previously mentioned, every node shares its corrected
zonotope Z’ = (' K G’ k) with its neighbours during the
set-based dlffusmn step. We find the intersection between
the shared zonotopes using the following theorem:

Theorem 1. The intersection between m; zonotopes Zﬁ =

(c'i & G{ ), Vj € N, can be over-approximated by the zono-

¥i i .
tope ZS’ = (¢ Sk,G k) with
N1 _ N
& = = Zw &, (14)
Z k JEN;
JEN;
N 1 1 i,m; mm;
i — i, 1 o i
G = —Z w[ G oo W) Gs’k], (15)
e Wy
JEN;

where wi{’ is a weight such that Yy, w;cj # 0.

JEN;
Proof. We aim to find the zonotope which over-approximates
the intersection. Let X € (Z_Sl’k n Z_ik n..N Z:/"() then X is
within the zonotope defined in (1), i.e., we have z/ € [—1, 1]
for each zonotope j such that

%= c'i‘k + C_}ikzj. (16)

By multiplying (16) with ch’j and summing for all m; zono-

topes, we obtain

z
1 i,1 A1 im; ~m; .
+ Y [w GS oW G k]
> w m
k z
JEN;
o N
o z
Ok
Y Nj
=Co,t Gs’kz. an

Note that z € [-1,1] as z!,...,z" € [—1,1]. Thus, the
center and the generator of the over-approximating zonotope
are ¢, and G| ,, respectively. O

i1

The optimal design of the weight vector tnj( = [w PRI

wzmi can be chosen such that the size of the zonotope Z; K=

si

<cs,k’
. . . l .

dicator of zonotopic size, we compute v, by solving

Gi k) is minimal. Using the Frobenius norm as an in-

W), = argmin |G}, || . (18)
e

Next, we add the constraint Y, w"’ = 1in order to facilitate

k
JEN;

finding the optimal weights w;(’ in the following proposition.

. ) S
Proposition 1. For the over-approximated set ZS’ = (¢ e

G' k) in Theorem 1, the optimal design parameters wk” for

(18), Vj € N; where Y, w
JEN;

=1, can be obtained as:
wi! = — ! . (19)
n(G,G) T ——
s,k s,k T
reN; tr(Gg,kG;k>

Proof. The Frobenius norm of the generator matrix can be
computed as follows:

N : N T
G715 = tr(G;kG;k>
a5 T
w( Y w6r,67)
reN;

5 ; _ _
2 Y w(wra,ar)

reN;

2 YW ’)%(G; k(‘;ng). (20)
renN; ' '

Leta, = tr(G_; kG’ > therefore we obtain the following
constrained optimization problem:

ij _ : i,r\2

w)’ = argmin z a.(w, )",

w;(’j renN;
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subject to f(w}) = w}" —1=0. 1)
reN;

This can be solved by introducing the Lagrange multiplier
s [46]. The Lagrangian function for (21) is

L= 2 a, (W) - s< Z wy - 1>. (22)

reN; reN;

The necessary condition Vj € N, for an extremum point is

Vw;-(,,-ﬁ = 2w a; -5 =0. (23)

Inserting (23) in (21) results in:

s = 2 ; 24)
reN;
Inserting (24) into (23) results in:
ij 23) s (24 1
w;(” =3y - T e T (25)
reN; %

It remains to check if the extremum point is a minimum [47].
We compute the bordered Hessian matrix H®, while sup-
pressing the indices i and k, and denoting V,; X (w) by X,
and V,;,,» X () by X, ;» for simplicity:

0 _fwl _fw”l
Hb — _fwl Ewl,l ‘Cwl’m
__fw"' ‘Cw’”J Ewm,m
[0 -1 -1 ... -1
—1 Zal O O
=l-1 0 20, .. 0| 26)
_—.1 0 0o ... 2ea,

The m — 1 largest principal minors of (26) are negatives be-
cause a, is positive Vr = 1, ..., m. Thus, the extremum in
(25) is a minimum point, which concludes the proof. O

After presenting our distributed strip-based approach us-
ing the diffusion strategy, we present our set-propagation dif-
fusion observer.

4. Distributed Set-Propagation Diffusion
Observer

Unlike the strip-based observer developed in the previ-
ous section, which was based on geometric intersection, we
propose the following set-propagation observer based on the
following structure while bounding the unknown noise by
the corresponding bounding zonotope:

i i i oo i
x,=Fx,_, +nk+Au,k(yk_ka—1 - 0,) 27
where Al ok is a time-varying observer gain computed at each

time step The design of the observer makes use of the bounds

of the noises. Let xZ P be the state estimated by the set-
propagation observer. For the distributed system in (8), the
proposed design consists of two steps: Luenberger update
and diffusion update. During the Luenberger update, every
node shares its measurement with its neighbour, while in the
diffusion step, every node shares the estimated information
with its neighbours. We first discuss the Luenberger update
step.

Theorem 2. Given are the system in (8), the measurements
¥, several zonotopes bounding X! | € Z), ng € Zp =

(0,04). 0, € 23,

0,0
A
=(0, R o andthestatex € <cu’k_1,

G; . 1> The zonotope bounding the uncertain states can be

iteratively obtained as e |G ), where
v,k v,k v,k

=Fél ,  +A (3 (-’ riei 1) 28)

G_Z,k=[<F_Ai >Gluk - Uk k’Qk] 29

Proof. Given %! k-1 € <€Lk 1,Gik 1> n € Zgy =0
,04), and Uk 1S Z;z = (0, R i)» and by using (27), one

obtains:
'ilv,k E< Uk’Gl >
(27) (F Al i)ZAi
O AL 7.0
= <F_A[u,kri><éfj,k—l’ v.k— 1> ®(0.0)

@(A’ ky;,0>@<0 ALkR;€>

2.0) N i (o i
= <[Fcu,k—1+Au, ( — 1)]

. J/
V~

k-1 D Zok

> @ _Ai,,kZR,k

&l

[(F Al F’)G |

. i\ A
v,k U,k—l’ Uk k’Qk] >
. J/

G
O
We propose to compute the design vectors A’;} . accord-
ing to [9] such that: ’
Ay = argmin |G Il (30)

Av,k

which is a lightweight indication of the volume to decrease
the computation cost and maintain a good performance. The
following proposition is provided to compute the optimal pa-
rameters A
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Algorithm 2 Distributed Set-Propagation Diffusion Ob-
server

Start with initial zonotope Z’ = Z, for all nodes, and at
every time instant k, compute at every node i:
Step 1: Luenberger update:

i _ A
Apy = argmin |G, |Ip
Au,k
—l — i =i i Al
vk - Fukl+Av,< -Iie uk l>
Si _ Al i\ A
Gv,k - [(F Au,kr )Gu,k—l’ v,k k’ Qk]
Step 2: Diffusion update:
W, = argrpin G, NlE-
mk
. 1 i
Al — J =)
Cok = Z We Cok
Z wk JEN;
G = —1 i 1G1 W™ G
vk T Y i vk Yk Fok
A wk
JEN;
A _ Ai
Gv,k - lq Gv,k
Proposition 2. For the estimated zonotopic set Z‘A,’L = (¢ ko1’

G; k—1> corresponding to node i, the optimal design param-

eters Af} B for (30) can be obtained as:

T
i i I
FGuk lGuk 1

T i il
Gi;k 11" +R;€R;C

Al

k= G

TGy

Proof. The proof is along the lines of [45]. The Frobenious
norm of (29) can be computed as

2 G

IG 2 =t (G, G
9) o . N\T
=tr<<F—AL,kF’)g<F—A’0,kF’>

+ AL RIA +QkQT>
=t FGFT - FGr'" AL, - Al L'GF"
+ALTIGIT AT, + AL RIAT +QkQT),
(32)

. . T
where R! = R;{RZ

value of A!
v,k

A AT
— 1 1
and § = Gl 10y,

41+ The optimal

can be obtained by solving

Vi IG5 =0 (33)

where the Jacobian in (33) can be computed by applying ma-
trix properties in (6) and (7) to (32):

P2 il i i oyl i i
P NG = =2FGI™ +2A7, TGI +2A] R

=0 (34)

By inserting the optimal A’ from (31) in (34), one can see
that (34) is fulfilled. We do not have to check the type of
extremum since we have an unconstrained norm, which is
always convex. O

Following the Luenberger update step, in the diffusion
step, each node shares the information of the estimated zono-
tope (c"; o (_}L ’ ) With its neighbours. The intersection be-
tween the shared zonotopes is then computed as discussed
earlier in Theorem 1. The iterative design of the above two-
step Luenberger observer is provided in Algorithm 2. We
note that one of the differences between the introduced set-
propagation observer and strip-based observer is the position
of the time update step. This appears by comparing Theo-
rem 2 with Theorem 1. Also, it can be easily shown that

Al =FAl, (35)

5. Comparison to Diffusion Kalman Filter

In this section, we build the analogy with the diffusion
Kalman filter (DKF) [48]. We start by deﬁning the Gaussian
random vectors n, ~ N(0,Q,) and v~ N, R i) where
N(u,Z) denotes a Gaussian d1str1but10n with mean u and
covariance X. We start by showing the analogy with the in-
cremental update, then we show it for the diffusion update.

5.1. Incremental Update
Corresponding to incremental update in DKF we have
for every node i with a neighbor node j [48]

Si=R +HP_H",
X =%_ +P_H"S () -HS_),
Pl=P_ —P_H'S  HP_
Let us introduce
L,=P_H'S (36)

Then after the incremental update, the center estimate cor-
responding to each node can be expressed using the gain L,
as

=%+ Ly, - HE ). 37
We have from (31) and (35)
A = lek lGlsk 1F;< 33
UG 67 T+ RRT %)
k" s,k— s,k—1" k +

Comparing (36) with (38) and (37) with (12) for a node
i with a single neighbor j results in the following analogy

PIiEGl, Glsk’ e )_C;CE_Isk (39
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Figure 2: True values, upper bounds, and lower bounds of the two-dimensional estimated states using our strip-based approach

in Algorithm 1. Every node has four neighbors.

5.2. Diffusion Update
The diffusion update in DKF can be expressed as
%, =
JEN;
which resembles our zonotopes intersection formula in (14)
incaseof Y w;’ = 1. Moreover, the optimal weight based
JEN;
on covariance intersection [49, Section III] is a function of
, — which again resembles our optimal weights
r(P)) ¥ —&
v, TP
in (19).

5.3. Discussion

Based on the above results, it can be said that if the ini-
tial center ¢ is chosen equally for the DKF and our strip-
based observer along with the same initial covariance matri-
ces Py = GS(GS)T and same diffusion weights, then in the
absence of any over-approximation error due to the zono-
topic reduction operation, both observers would result in the
same optimal gain L, and return the same center estimate
ol

Xk.

6. Evaluation

Our proposed algorithms are implemented in Matlab 2019
on an example similar to the one presented in [39, 50], where
a network of eight nodes attempts to track the position of a
rotating object. We made use of CORA [51] for zonotope
operations along with implementations from [52]. The state
of each node consists of the unknown two-dimensional po-
sition of the rotating object. The state matrix in (8) is

(40)

0.1247

0.992
F= [ 0.992

—01247]

and the measurement matrix H' alternates between [01] and
[10] in the sequence of the taken measurements. We run our
proposed algorithms in comparison with the one proposed
by Garcia et al. [53] and DKF [48] on the same generated
data set. The related work in set-based methods does not
consider sharing the measurements between the neighbors
like our approach, and this affects the estimation results but

comes at the cost of extra communication. Thus, we will
analyze our algorithms with and without sharing the mea-
surements for a fair comparison. Figure 2 shows the true
values, upper bound, and lower bound for each dimension
of the estimated state using the strip-based approach in Al-
gorithm 1 while each node is connected to four neighbors.
We start with a set (160 x 160m?) covering the whole local-
ization area at the initial point (time step 0), then it becomes
smaller due to receiving measurements and performing ge-
ometric intersection to correct the estimated state. In addi-
tion, we repeat the same experiments using Algorithm 2 and
present the results in Figure 3.

The effect of the diffusion step is analyzed graphically
over a network with low connectivity, where every node is
connected to two nodes only. Snapshots of the estimated
zonotopes by the distributed nodes in Algorithm 2 are shown
in Figure 4. The triangles are the true positions of the moni-
toring nodes. The estimates are the centers of the zonotopes,
which are represented by red pluses. Figure 4a and 4b show
the results without and with the diffusion step, respectively.
As shown in the aforementioned figures, the diffusion step
allows the estimated zonotopes by the distributed nodes to
partially consense on a set, which is one of the advantages
of adding the diffusion step.

The Hausdorff distance measures how far two subsets
of a metric space are from each other. Thus, as another
measure of the estimated zonotope consistency for all the
distributed nodes, we calculate the Hausdorff distance be-
tween each zonotope at different time steps. We analyze
the Hausdorff distance over different network connectivities.
The results are reported in Table 1 for DKF, Garcia et al.
[53], Algorithms 1 and 2 with and without the diffusion step
and measurements sharing between the neighbours. The dif-
fusion step enhances the alignment between the estimated
zonotopes, significantly affecting a network with low con-
nectivity. For the aforementioned network, every node has
access to a lower number of measurements, and thus the
diffusion step provides more information to the distributed
nodes and enhances the alignment of the estimated zono-
topes, estimation results, and radii of the estimated zono-
topes. The Hausdorff distance decreases with increasing the
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Figure 3: True values, upper bounds, and lower bounds of the two-dimensional estimated states using our set-propagation

approach in Algorithm 2. Every node has four neighbors.
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Figure 4: Snapshots of the estimated zonotopes with the red pluses as centers. The triangles are the true positions for the
observing nodes. The blue rectangle is the true position of the rotating target. Figure 4a shows the distributed estimated
zonotopes using Algorithm 2 without the diffusion step. Figure 4b shows Algorithm 2 with the diffusion step.

number of neighbors in Table 1 as the amount of shared in-
formation increases with increasing the connectivity. The set
in the case of DKF is computed using the 3¢ confidence in-
terval of each node. The Hausdorff distance is smaller in the
case of DKF; however, it comes without state containment
guarantees.

One important aspect of the performance of the set-based
estimation algorithm is reducing the resulting radius of the
over-approximating estimated set. Therefore, we analyze the
radii of the estimated zonotopes of the proposed algorithms
in comparison to the previous work in [53] and [48]. Ta-
ble 2 shows the mean and standard deviation of the radii
with and without the diffusion step and measurement shar-
ing. The diffusion step and the measurement sharing de-
crease the radii due to the proposed intersection criteria. More-
over, our proposed algorithms with and without the diffusion
step are much better than the previous work in [53]. We note
that the network with higher connectivity has a smaller ra-

dius as the intersection with more strips decreases the es-
timated set. The center of the estimated zonotope is con-
sidered a single-point estimate of the proposed algorithms.
Therefore, we report the localization error of the estimated
centers by the proposed algorithms in Table 3. The diffusion
significantly enhances the center estimate of the proposed
algorithms. Again, the diffusion step is more effective in a
network with a low connectivity.

Table 4 shows the execution time of each step in the pro-
posed algorithms while again changing the number of neigh-
bors. To measure the execution time, we run each step 500
times with randomly generated zonotopes with 20 genera-
tors and take the average execution time. The measurements
were taken on an 11" Generation Intel(R) Core(TM) i7-
1185G7 processor with 16.0 GB RAM. The time update step
does not depend on the number of neighbors.

The main challenges in proposing new set-based observers
are mainly choosing the set representation. We chose zono-
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Table 1

The mean and standard deviation of the Hausdorff distance (m) between the estimated
zonotopes in comparison to [53] and [48], where every node has two, four, or six neighbors.
The results are presented with and without the diffusion step and sharing the measurements
over different network connectivities.

Six neighbors Four neighbors Two neighbors

Algorithm Meas. sharing  Diffusion mean std mean std mean std
Alg. 1 v v 0.242 0.160 0.824 0.409 2.813 2.163
Alg. 1 X v 3.019 2.244 3.899 4.062 5.914 3.683
Alg. 1 v X 1.517 1.393 2.703 2.118 3.829 2.360
Alg. 2 v v 0.333 0.242 1.897 1.332 3.871 2.362
Alg. 2 X v 1.601 1.846 3.202 2.889 5.760 3.607
Alg. 2 v X 1.813 1.553 3.405 2.460 4.855 2.464
Garcia [53] - - 32,482 19.578  29.523 17.387 25443 14517
DKF [48] - - 0.195 0.129 0.680 0.420 2.811 2.099

Table 2

The mean and standard of the radius (m) of the estimated zonotopes by the proposed

algorithms in comparison to [53] and [48]. The results are presented with and without the

diffusion step and sharing the measurements over different network connectivities.

Six neighbors Four neighbors Two neighbors

Algorithm Meas. sharing  Diffusion mean std mean std mean std
Alg. 1 v v 11.877 0.057 12.626 0.221 15.104 0.442
Alg. 1 X v 22.267 3.507 24.405 2.969 26.973 4.012
Alg. 1 v X 13.312 0.419 13.084 0.272 12.920 0.210
Alg. 2 v v 13.266 1.235 13.515 0.432 15.257 0.393
Alg. 2 X v 20.943 3.598 21.699 3.142 21.241 3.808
Alg. 2 v X 16.690 1.443 17.174 0.918 18.531 1.330
Garcia [53] - - 53.681 21.992 49.932 19.373  44.671 16.040
DKF [48] - - 3.671 0.201 3.949 0.283 4.463 0.482

topes as one can efficiently compute linear maps and Minkowski - A cknowledgements
sums — both are essential operations for set-based observers.
In addition, selecting the appropriate optimization function
for computing the observer gain, which can maintain low
computation costs and high accuracy in comparison to the
standard volume minimization technique, was a challenge.
We ended up choosing the Frobenius norm as a lightweight
indication of the volume of the zonotope.
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