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Zusammenfassung

Oszillierende Strömungen durch poröse Medien treten bei welleninduzierten Strömungen
durch den Meeresboden, Korallenriffe und Wellenbrecher auf und können die Wärme- und
Stoffübertragung inWärmetauschern und chemischen Reaktoren verbessern. In dieser Arbeit
wird die von einem sinusförmigen makroskopischen Druckgradienten getriebene Strömung
durch eine hexagonale Kugelpackung mittels direkter numerischer Simulation untersucht.
Das Strömungsproblem wird durch die Hagen- und Womersleyzahlen (Hg und Wo) bes-
timmt, welche die Amplitude bzw. Frequenz des Druckgradienten mit den viskosen Kräften
ins Verhältnis setzen. Ziel der Arbeit ist es, den Strömungszustand auf der Porenskala für
gegebene Hg und Wo zu bestimmen und bestehende Modelle für die Abhängigkeit der Fil-
tergeschwindigkeit vom Druckgradienten zu bewerten und zu verbessern.

Nichtlineare Strömungen werden in laminar, transitionell und chaotisch/turbulent unterteilt.
Die nichtlinearen Effekte bei laminarer Strömung werden durch die Energie der höheren Har-
monischen und durch die Abweichung des Geschwindigkeitsfelds von der Vorwärts-Rückwärts-
Symmetrie quantifiziert. Sie treten bei kleiner Wo in Phase mit und bei großer Wo verzögert
gegenüber der Filtergeschwindigkeit auf. Auf der Porenskala bilden sich mit zunehmender
Hg Trägheitskerne und Rezirkulationszonen und mit zunehmender Wo Grenzschichten aus.
Der Übergang von laminarer zu chaotischer Strömung wird durch den Symmetriebruch des
Geschwindigkeitsfelds markiert. Bei turbulenter Strömung ist die turbulente kinetische En-
ergie während der Beschleunigungsphase am niedrigsten und während der Verzögerungsphase
am höchsten. Die Dissipationsrate zeigt eine Hysterese gegenüber der kinetischen Energie,
die mittels der Reynolds-Zerlegung erklärt werden kann. Abschließend wird ein Gesamtbild
der Strömungsregime skizziert und mögliche Transitionsszenarien werden diskutiert.

Unter den bestehenden Modellen für instationäre Strömungen durch poröse Medien können
die dynamischen Permeabilitätsmodelle das Verhalten linearer Strömungen im gesamtenWo-
Bereich abbilden. Die instationäre Forchheimer-Gleichung ist für niedrige Wo und für stark
nichtlineare Strömungen geeignet, aber es treten große Fehler für lineare Strömungen bei
mittleren und hohen Wo auf. Mithilfe einer Druckzerlegung (Graham, J. Fluid Mech.,
2019) wird der Widerstand in stationärer und oszillierender Strömung untersucht. Der
Beschleunigungsdruckwiderstand ist proportional zum makroskopischen Druckgradienten.
Der Reibungs- und der viskose Druckwiderstand zeigen eine Re3/2-Grenzschichtskalierung
für große Reynoldszahlen (Re). Der konvektive Druckwiderstand zeigt ein Re3-Verhalten bei
kleinen Re, aber das Verhalten bei großen Re ist unklar. Es wird ein neues Modell für den
Reibungs- und den viskosen Druckwiderstand vorgeschlagen, welches das lineare Modell von
Pride et al. (Phys. Rev. B, 1993) mit einer Re3/2-Skalierung verbindet und über einen großen
Bereich des Parameterraums zutreffende Vorhersagen liefert. Desweiteren wird ein neues
Modell der Dissipationsrate in linearen instationären Strömungen vorgeschlagen, welches
das Grenzschichtverhalten in Anfahrströmungen mit dem Verhalten quasi-stationärer Strö-
mungen verbindet.
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Abstract

Oscillatory flow through porous media occurs in wave-induced flow through the seabed,
coral reefs and breakwaters, and can improve heat and mass transfer in heat exchangers and
chemical reactors. In this study, flow through a hexagonal sphere pack driven by a sinusoidal
macroscopic pressure gradient is investigated by means of direct numerical simulation. The
flow problem is determined by the Hagen and Womersley numbers (Hg and Wo), which
relate the amplitude and frequency of the pressure gradient, respectively, to the viscous
forces. The aim of the study is to determine the flow state on the pore scale for given Hg
and Wo and to evaluate and improve existing models for the dependency of the superficial
velocity on the pressure gradient.

Nonlinear flow is categorised as laminar, transitional or chaotic/turbulent. The nonlinear
effects in laminar flow are quantified by the energy of the higher harmonics and the deviation
of the velocity field from a fore-aft symmetry. They occur in phase with the superficial
velocity for small Wo and lag behind the superficial velocity for large Wo. At the pore
scale, inertial cores and recirculation regions appear with increasing Hg , and boundary layers
form with increasing Wo. The transition from laminar to chaotic flow is characterised by
the symmetry breaking of the velocity field. In turbulent flow, the turbulent kinetic energy
is lowest during the acceleration phase and highest during the deceleration phase. The
dissipation rate shows a hysteresis with respect to the kinetic energy, which can be explained
by the Reynolds decomposition. Finally, an overall picture of the flow regimes is outlined
and possible transition scenarios are discussed.

Among the existing models for unsteady flow through porous media, the dynamic permeabil-
ity models can reproduce the linear flow behaviour over the entire Wo range. The unsteady
Forchheimer equation is suitable for low Wo and for strongly nonlinear flow, but large er-
rors are observed in linear flow for medium and high Wo. The drag force in stationary
and oscillatory flow is investigated using Graham’s pressure decomposition (J. Fluid Mech.,
2019). The accelerative pressure drag is proportional to the macroscopic pressure gradient.
The friction and the viscous pressure drag show a Re3/2 boundary layer scaling for large
Reynolds numbers (Re). The convective pressure drag shows a Re3 behaviour at small Re,
but the large Re behaviour is unclear. A new model for the friction and the viscous pressure
drag is proposed that combines the linear model of Pride et al. (Phys. Rev. B, 1993)
with a Re3/2 scaling and results in accurate predictions over a large region of the parameter
space. A new model is also proposed for the dissipation rate in linear unsteady flow, which
combines the boundary layer behaviour in starting flow with the behaviour of quasi-steady
flow.
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1. Introduction

1.1. Motivation

Flow through porous structures appears frequently in geological, biological and technical
processes. A porous medium is composed of a connected solid phase in the form of grains or
a matrix and a connected void space filled by a fluid (Bear, 2018, p.7). Porous media formed
by geological processes include volcanic rock, stone fractured by weathering and erosion,
and sediments. The understanding of fluid flow through these porous media is important to
source groundwater for drinking and irrigation, to describe the spread of pollutants in the
groundwater or to lower the groundwater table for subsurface construction. Furthermore,
flow through such porous media also occurs in the extraction of oil and natural gas, the
sequestration of carbon dioxide and in cement injections for underground construction. In
biology, a wide variety of porous media can be found that interact with fluid flow, for
example coral reefs (Lowe et al., 2008), mosses and lichen (Cazaurang et al., 2023), lungs
(Miguel, 2012; DeGroot & Straatman, 2012; Berger et al., 2016; DeGroot & Straatman,
2018) or the filter feeding mechanisms of baleen whales, fish and other animals (Zhu et al.,
2020, 2021; Wassenbergh & Sanderson, 2023). Finally, porous media are popular in many
technical applications due to the high specific surface that is available for reactions and heat
transfer and due to the mixing inherent to porous media flow. For example, structures for
coastal protection are made of gravel and rocks; packed beds of (often spherical) particles
are employed in chemical reactors (Luévano-Rivas et al., 2023), pebble bed nuclear reactors
(Nelson, 2009; Andreades et al., 2014; Shams et al., 2014) or for thermal energy storage
(Müller-Trefzer et al., 2022). Porous media can also provide damping in oscillatory systems,
for instance, to avoid sloshing in tanks (Tsao et al., 2022), to dissipate surge tank oscillations
(Asiaban & Fathi-Moghadam, 2018) or to absorb sound. Also, heat exchangers are frequently
described using the theory of flow through porous media (Patankar & Spalding, 1974, 1978;
Alshare et al., 2010).

While flow through porous media is often considered to be stationary, there are a number
of systems in which unsteady or, in particular, oscillatory flow occurs. Some examples are
the propagation of acoustic waves through porous media, the propagation of seismic waves
through aquifers and wave-induced water flow through the seabed (Gu & Wang, 1991),
through rubble-mound breakwaters (van Gent, 1994; Muttray, 2000; Chanda & Pramanik,
2023) and through coral reefs (Lowe et al., 2005, 2007, 2008). Oscillatory and pulsatile
flow through porous media is also used in engineering systems such as heat exchangers (Das
et al., 2018, pp.155f) and regenerator-type cryocoolers (Cha, 2007; Pathak, 2013; Perrella,
2017; Harvey, 2023), chemical reactors in unsteady operation (Lauschke & Gilles, 1994;
Lau et al., 2004; Crittenden et al., 2005; McGlone et al., 2015; Zagoruiko et al., 2021) or
swimming reactors (Iliuta & Larachi, 2016; Gong & Wu, 2021). Transient flow can also occur
during the charging and discharging of thermal energy storage (Müller-Trefzer et al., 2022).
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In these applications, the objective is usually to enhance mass or heat transfer, for which
there are three main mechanisms are available: First, porous media provide an intrinsic
mixing mechanism that is caused by the flow repeatedly branching and merging, leading to
chaotic advection (Lester et al., 2013). Second, turbulence can lead to a strong mixing of
the flow. Third, unsteady flow can lead to increased velocity gradients near the wall and a
more uniform flow distribution within the porous medium (Dasgupta & Atta, 2017), thus
improving the mixing and heat transfer in the flow (Ni et al., 2003; Saberinejad & Keshavarz,
2016; Bianchi et al., 2020; Choudhari et al., 2022). In contrast, Stokes flow, which is the
most ubiquitous flow regime in porous media flow, minimises the dissipation rate for a given
flow rate (Batchelor, 2000, pp.227f); consequently, the velocity gradients in the flow are
relatively mild and the flow distribution is nonuniform.

Despite the wide range of applications, there are few fundamental studies of oscillatory
flow through porous media as will be seen in the following sections. Unsteady flow through
porous media has mostly been described by semi-empirical models (Sollitt & Cross, 1972; Gu
& Wang, 1991; van Gent, 1993; Hall et al., 1995) whose theoretical basis is somewhat unclear
(Burcharth & Andersen, 1995). A thorough understanding of unsteady flow through porous
media is important for the analysis and design of many environmental and engineering sys-
tems; for example, there is a growing interest in industrial processes with intermittent energy
supply due to the increasing use of wind and solar power (Matthischke et al., 2016; Cheema
& Krewer, 2018; Chen & Yang, 2021; Bielefeld et al., 2023).

The objectives of the present work are thus to establish an understanding of the microscopic
behaviour of nonlinear oscillatory flow through a porous medium, to assess and improve the
modelling of unsteady porous media flow on a macroscopic scale, and to provide high-fidelity
reference data.

1.2. Description of porous media flow

This section discusses the concept of a porous medium and introduces the main formalisms
— the volume-averaging theory and periodic homogenisation — for describing flow in porous
media. It is outlined under which conditions these theories lead to the flow problem that is
the subject of this thesis. For a comprehensive review and comparison of these approaches
the reader is referred to the work of Davit et al. (2013).

1.2.1. Concept of a porous medium

In simple terms, a porous mediummay be defined as (Bear, 2013, p.13)

(a) a portion of space occupied by heterogeneous or multiphase matter. At least one of
the phases comprising this matter is not solid. They may be gaseous and/or liquid
phases. The solid phase is called the solid matrix. The space within the porous
medium domain that is not part of the solid matrix is referred to as void space (or
pore space).

(b) The solid phase should be distributed throughout the porous medium within the
domain occupied by a porous medium [...]

(c) At least some of the pores comprising the void space should be interconnected. [...]
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In general, the geometry of a porous medium — for example, the shape, position and ori-
entation of each grain in a pile of sand — is extremely complex and practically impossible
to determine precisely. It is therefore necessary to consider porous media in a statistical
manner (Bear, 2013, p.13). The basic idea is to treat the porous medium as a continuum,
i.e. a locally uniform material with certain properties that describe the average microscopic
behaviour in the neighbourhood region of any point (Bear, 2013, p.19). This approach coin-
cides with the intuitive perception that sand, flour, sponge or cotton wool are uncountable
and apportionable substances like water or butter. An example of a porous medium prop-
erty is the hydraulic conductivity1 k, a constant of proportionality between the flow rate V̇
through the porous medium and the difference in hydraulic head ∆h, which was found by
Darcy (1856) in his famous experiment (figure 1.1). In the modern notation, Darcy’s law is

V̇ = kA
∆h

∆s
(1.1)

where A is the cross-sectional area and ∆s is the length of the porous medium sample.
Another such property is the porosity ϵ that describes the ratio of the void space to the
overall volume of a porous medium.

For the continuum description to be valid, the porous medium must have well separated
length scales. In particular, the pore scale ℓ, which represents the typical size of the in-
dividual pores (e.g. the diameter of a sand grain), must be much smaller than the field
scale L, which represents a characteristic distance over which averaged quantities such as
porosity or pressure vary (e.g. the thickness of a layer of soil). Then, at any point one may
find a representative elementary volume (REV) of size r0 centred around that point, which
is large compared to the pore scale and small compared to the field scale, such that the
porous medium within the REV is homogeneous in a statistical sense. In particular, the
average values of microscopic quantities over the REV volume should be “independent of
small variations in the size of the REV” (Bear, 2018, p.20). For example, figure 1.2 shows
the porosity of the hexagonal close-packing of spheres, which will be discussed in detail in
section 2.2.1, as a function of the REV size for 100 randomly placed spherical averaging
volumes. It can be seen that for davg/d ≳ 2 an approximate convergence of the porosity is
obtained. Note that field scale inhomogeneities, which are not present in this example, can
lead to a divergent behaviour for large averaging volumes.

Various approaches have been developed to derive the governing equations on the field scale
from the governing equations on the pore scale, relating the bulk properties of the porous
medium to the pore geometry. Two of these approaches — the volume-averaging theory and
the homogenisation theory — will be discussed in the following sections.

1.2.2. Volume-averaging theory

The main idea of the volume averaging approach to flow through porous media (Whitaker,
1966, 1967; Anderson & Jackson, 1967; Slattery, 1967) is to apply a moving volume average
to flow fields inside the porous medium. Thereby, the pore scale features are blurred until

1The hydraulic conductivity is related to the permeability K as k = ρgK/µ. The permeability depends
only on the pore geometry.
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Figure 1.1: Experimental setup of Henry Darcy to determine the law of water flow through sand
(Darcy, 1856, planche 24, fig. 3). The setup consists of a sand-filled pipe through
which water flows from top to bottom and exits into a reservoir. The hydraulic head is
measured by mercury gauges at the top and bottom and the flow rate is measured by
the rate of change of the water in the reservoir.

Figure 1.2: Porosity of the hexagonal close-packing arrangement of spheres as a function of the
diameter davg of a spherical averaging volume. The grey curves correspond to 100
random placements of the centre of the averaging volume inside the primitive unit cell;
the black line represents the theoretically expected porosity ϵ = 1− π/(3

√
2) = 0.2595.



1.2. Description of porous media flow 5

Figure 1.3: Conceptual sketch of the volume-averaging approach. The average over the REV of size
davg (red circle) blurs the void space and the matrix such that a homogeneous medium
is obtained.

homogeneous fields are obtained (figure 1.3). The volume-averaging technique can be consid-
ered a special case of a spatial filtering operation in which a box filter is employed (Anderson
& Jackson, 1967; Davit et al., 2013; Wood et al., 2020). The averaging volume is chosen as
the REV with a characteristic size r0 and — insofar as fluid flow through a stationary matrix
is concerned — the integration is performed only over the pore space within the averaging
volume. Commonly, one distinguishes the intrinsic average

⟨ψ⟩i =
1

Vf

∫

Vf

ψ dV , (1.2)

which relates the integral of some quantity ψ to the volume Vf occupied by the fluid phase,
and the superficial average

⟨ψ⟩s =
1

V

∫

Vf

ψ dV = ϵ ⟨ψ⟩i , (1.3)

which relates the integral to the total volume V comprising fluid and solid phases (Whitaker,
1996). Here, the notation of Zhu & Manhart (2016) has been adopted for the averages.
Depending on the research question, one or the other form of the average is favoured. For
instance, if one is concerned with the volume flux per unit area, the superficial velocity ⟨u⟩s
is preferable because it satisfies a continuity equation (Whitaker, 1996). On the other hand,
if one is interested in dispersion phenomena, the intrinsic velocity ⟨u⟩i is preferable as it is
more representative of the speed at which the fluid particles move in the flow. Following Gray
(1975), the velocity and pressure can be decomposed into average and deviation components

u = ⟨u⟩i + ũ , (1.4a)

p = ⟨p⟩i + p̃ . (1.4b)

The volume-averaged quantities vary over distances between the REV scale r0 and the field
scale L, whereas the deviation quantities vary over distances between the pore scale ℓ and
the REV scale r0.

In order to obtain governing equations for the volume-averaged flow quantities, the moving
average operation is applied to the incompressible Navier-Stokes equations (Batchelor, 2000,
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p.147) describing the flow on the pore scale. The terms are then reformulated using the
spatial averaging theorem

⟨∇ψ⟩s = ∇⟨ψ⟩s +
1

V

∫

Afs

ψn dA , (1.5)

which prescribes how the volume average can be interchanged with spatial differentiation
(Whitaker, 1985). Here, Afs is the fluid-solid interface inside V and n is the normal vector
pointing from the fluid into the solid domain.

A straightforward application of the spatial averaging theorem to the incompressible Navier-
Stokes equations results in

∇ · ⟨u⟩s = 0 (1.6a)

and

ρ

[
∂⟨u⟩s
∂t

+∇ · ⟨u⊗ u⟩s
]
= −∇⟨p⟩s −

1

V

∫

Afs

pn dA+ µ∆⟨u⟩s +
1

V

∫

Afs

τw dA , (1.6b)

where τw = µ (∇⊗u)T ·n is the wall shear stress and no-slip and impermeable wall boundary
conditions were assumed on Afs. The integral terms represent the pressure and friction forces
at the fluid-solid interface. The pressure terms may be rewritten in terms of the intrinsic
pressure ⟨p⟩i and the pressure deviation p̃ provided that r20 ≪ L2 (Whitaker, 1986, eq. 2.21)

ρ

[
∂⟨u⟩s
∂t

+∇ · ⟨u⊗ u⟩s
]
= −ϵ∇⟨p⟩i −

1

V

∫

Afs

p̃n dA

︸ ︷︷ ︸
pressure drag

+µ∆⟨u⟩s +
1

V

∫

Afs

τw dA

︸ ︷︷ ︸
friction drag

. (1.7)

In this formulation, it becomes apparent that the pressure drag is caused predominantly by
the pressure deviation, while the macroscopic pressure gradient appears as the source term
driving the flow.

By imposing the additional length scale constraint ℓ ≪ r0, neglecting spatial variations
in porosity and decomposing the velocity according to equation (1.4), the volume-averaged
Navier-Stokes equations can be simplified as (Whitaker, 1996, eqns. 1.24, 1.32)

∇ · ⟨u⟩s = 0 (1.8a)

ρ
∂⟨u⟩i
∂t

+ ρ (⟨u⟩i ·∇) ⟨u⟩i + ρ ϵ−1∇ · ⟨ũ⊗ ũ⟩s︸ ︷︷ ︸
volume filter

= −∇⟨p⟩i + µ∆⟨u⟩i +
1

Vf

∫

Afs

(
−p̃I + µ (∇⊗ ũ)T

)
·n dA

︸ ︷︷ ︸
surface filter

.
(1.8b)

The surface filter and the volume filter are unclosed terms arising from the local velocity de-
viation ũ and the pressure deviation p̃. In essence, the surface filter represents the resistance
force exerted by the matrix onto the flow, while the volume filter represents the convective
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transport occurring on the pore scale.

The deviations from the volume-average are governed by a closure problem that is solved on
a representative region of the porous medium, which is not necessarily identical to the REV
(Whitaker, 1996, eqns. 2.2, 2.5, 2.17):

∇ · ũ = 0 (1.9a)

ρ
∂ũ

∂t
+ ρ (u ·∇) ũ+ ρ (ũ ·∇) ⟨u⟩i − ρ ϵ−1∇ · ⟨ũ⊗ ũ⟩s︸ ︷︷ ︸

volume filter

= −∇p̃+ µ∆ũ− 1

Vf

∫

Afs

(
−p̃I + µ (∇⊗ ũ)T

)
·n dA

︸ ︷︷ ︸
surface filter

,
(1.9b)

with the wall boundary condition

ũ = −⟨u⟩i︸ ︷︷ ︸
source

on Afs (1.9c)

driving the flow. The surface and volume filter terms represent the exchange between the
volume-averaged momentum equation (1.8b) and the momentum equation in the closure
problem (1.9b). The sum of the two equations recovers the Navier-Stokes equations at the
pore scale.

In order for the closure problem to be complete, boundary conditions need to be specified
on the open pore walls. Different boundary conditions have been discussed in the literature
(Guibert et al., 2016). For example, the domain of the closure problem can be assumed pe-
riodic such that triply periodic boundary conditions may be used on the pressure deviation
and the velocity (Patankar et al., 1977; Brenner, 1980) or the velocity deviation (Whitaker,
1996). For general porous media, a periodic representative region may be obtained, for
example, by a stochastic reconstruction procedure (Gerke et al., 2019). Another possibil-
ity is the “effective medium approach” (Bruggeman, 1935; Landauer, 1952; Stroud, 1975;
Guibert et al., 2016): The REV is considered to be surrounded by a homogenised medium
whose properties are self-consistently defined as those arising from the solution of the closure
problem.

The solution of the unit cell problem requires detailed information on the pore space ge-
ometry and can generally only be achieved at high computational cost. Therefore, the
objective of modelling is to directly parameterise the integrals of the pressure deviation
and the wall shear stress in terms of the volume-averaged velocity to bypass the pore scale
problem.

1.2.3. Periodic homogenisation

This section sketches the main idea of the periodic homogenisation approach based on the
references (Ene & Sanchez-Palencia, 1975; Lévy, 1987; Allaire, 1997; Auriault, 2002; Davit
et al., 2013). The homogenisation approach considers porous media occupying a domain
of length L and consisting of unit cells of period ℓ. Here, a periodic porous medium is
assumed from the outset, whereas in the volume-averaging theory the periodicity of the
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Figure 1.4: Conceptual sketch of the homogenisation approach. The size ℓ of the unit cell is reduced
until a homogeneous medium is obtained.

porous medium is assumed only in the development of the closure problem (Davit et al.,
2013). The porous medium is characterised by the length scale ratio ε = ℓ/L, which is a
small parameter. In essence, homogenisation theory aims to find an asymptotic description
of the flow problem in the limit ε → 0 (Lévy, 1987), in which the unit cells become very
small and the pore space and matrix are homogeneously distributed throughout the domain
(figure 1.4).

The variations of the flow can then be considered “locally periodic”, that is the difference in
the function values between two points that are one period apart, i.e. x1−x2 = O(ℓ), is very
small, but the difference in the function values between two points that are many periods
apart, i.e. x1 − x2 = O(L), can be very large (Ene & Sanchez-Palencia, 1975; Lévy, 1987).
Mathematically, this is achieved by introducing a stretched pore scale coordinate y = x/ε
in addition to the field scale coordinate x. The velocity and pressure are then expressed in
terms of both variables

u(x, t) = u(x,y, t) , (1.10a)

p(x, t) = p(x,y, t) , (1.10b)

where the functions are triply periodic in the y-coordinate (Lévy, 1987). The derivatives of
these functions can be obtained using the chain rule of differentiation, e.g.

∇p = ∇xp+ ε−1∇yp . (1.11)

Notably, the changes with respect to x are by a factor ε smaller than the changes with respect
to y. Therefore, the dependency on x describes the slowly varying part of the function and
the dependency on y describes the rapidly varying part of the function.

The velocity and the pressure are sought for in the form of perturbation series in the length
scale ratio ε, which is a small parameter:

u(x,y, t) = u0(x,y, t) + εu1(x,y, t) +O
(
ε2
)
, (1.12a)

p(x,y, t) = p0(x,y, t) + ε p1(x,y, t) +O
(
ε2
)
. (1.12b)

The crucial step of the process is to decide upon the scaling of the velocity and the pressure.
Here, the normalised velocity û = u/uref is defined based on a reference velocity and — in
anticipation of Darcy’s law (1.42) — the normalised pressure is defined as p̂ = p/ (µuref L/ℓ

2).
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In addition, the dimensionless field scale coordinate x̂ = x/L, the dimensionless pore scale
coordinate ŷ = y/L = x/ℓ and the dimensionless time t̂ = t/tref are introduced. The
Reynolds number and the Womersley number are defined as Re = urefℓ/ν and Wo2 =
ℓ2/(νtref), respectively, and are assumed to be independent of ε in the following. Then, the
nondimensional Navier-Stokes equations can be obtained as

ε∇x̂ · û+∇ŷ · û = 0 , (1.13a)

and

Wo2∂û

∂t̂
+ εRe∇x̂ · (û⊗ û) + Re∇ŷ · (û⊗ û)

= −∇x̂p̂− ε−1∇ŷp̂+ ε2∆x̂x̂û+ ε∆x̂ŷû+ ε∆ŷx̂û+∆ŷŷû .
(1.13b)

Note that the choice of normalisation determines the importance of the different terms with
respect to ε and leads to different equations that may also include nonlocal interactions
(Allaire, 1997; Davit et al., 2013).

After introducing the perturbation series (1.12) into the Navier-Stokes equations (1.13), the
terms are grouped based on powers of ε. The balance of order ε−1 results in

0 = −∇ŷp̂0 ; (1.14)

consequently, the leading-order pressure contribution p0(x̂, ŷ, t) is independent of the pore
scale coordinate ŷ and reduces to p̂0(x̂, t). The balance of order ε0 results in the equations

∇ŷ · û0 = 0 (1.15a)

Wo2∂û0

∂t̂
+ Re∇ŷ · (û0 ⊗ û0) = −∇x̂p̂0

︸ ︷︷ ︸
source

−∇ŷp̂1 +∆ŷŷû0 . (1.15b)

These equations correspond to the incompressible Navier-Stokes equations on a unit cell with
the macroscopic pressure gradient ∇x̂p̂0 acting as a momentum source term. The velocity
û0 must satisfy the no-slip and impermeable wall boundary conditions on the pore walls and
both the velocity and the pressure p̂1 are triply periodic with respect to ŷ. The continuity
equation of order ε1 is

∇x̂ · û0 +∇ŷ · û1 = 0 . (1.16)

Integrating the continuity equation with respect to ŷ and using the periodicity and the
impermeable wall boundary conditions for û1, we obtain

∇x̂ · ⟨û0⟩s = 0 . (1.17)

This equation expresses the conservation of mass on the field scale. For ε ≪ 1, the higher-
order contributions in ε may be neglected and the equations can be transformed back to the
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dimensional form:

∇x · ⟨u⟩s = 0 (1.18a)

∇y ·u = 0 (1.18b)

∂u

∂t
+∇y · (u⊗ u) = −1

ρ
∇yp̃+ ν∆yyu− 1

ρ
∇x⟨p⟩i . (1.18c)

Here, the velocity has been identified as u = u0, the macroscopic pressure as ⟨p⟩i = p0 and
the microscopic pressure as p̃ = ε p1. This system of equations is also known as the “two-
pressure [Navier-]Stokes system” (Allaire, 1997), since it involves a macroscopic pressure
variable ⟨p⟩i enforcing the continuity equation on the field scale and a microscopic pressure
variable p̃ enforcing the continuity equation on the unit cell.

The solution of the homogenised system may proceed in two independent steps (Ene &
Sanchez-Palencia, 1975): First, a relationship is established between the macroscopic pres-
sure gradient and the superficial velocity based on the unit cell problem. In steady linear
flow, this relationship is given by Darcy’s law

⟨u⟩s = −K
µ
∇x⟨p⟩i , (1.19)

while it is given by the Navier-Stokes equations averaged over the unit cell in general

ρ
∂⟨u⟩s
∂t

= − 1

V

∫

Afs

p̃n dAy

︸ ︷︷ ︸
pressure drag

+
1

V

∫

Afs

τw dAy

︸ ︷︷ ︸
friction drag

−ϵ∇x⟨p⟩i . (1.20)

Second, the continuity equation on the field scale is used to determine the macroscopic
pressure field, for instance

∇x ·
(
−K
µ
∇x⟨p⟩i

)
= 0 . (1.21)

Note that the above results (1.18) and (1.20) are consistent with the results (1.8a) and (1.9)
of the volume-averaging approach, since the macroscopic convective and diffusive terms are
asymptotically negligible for Re (ℓ/L) ≪ 1 and ℓ ≪ L (Whitaker, 1986, 1996) and the
volume-averaged velocity is nearly constant over the REV.

1.2.4. Other approaches

Based on the volume-averaging theory, Lasseux et al. (2019) developed an upscaling approach
for unsteady porous media flow, in which a generalised step response is determined from a clo-
sure problem involving the instantaneous pore scale velocity.

The method of Bloch wave homogenisation (Allaire & Conca, 1996, 1998) is based on the
quantum mechanical description of crystals. In this approach, the pore scale ℓ is kept fixed
while the domain size L tends to infinity, whereas in the theory of periodic homogenisation
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the porous medium domain is kept fixed on the field scale L while the pore scale ℓ tends to
zero (Allaire & Conca, 1996). The relation between the two approaches was investigated by
Wellander (2009).

1.3. Review of prior research

This section contains an overview of prior research relevant to the problem of oscillatory flow
through porous media. Before reviewing the literature, some terminology for temporally
varying flow must be established (figure 1.5). First, one can distinguish between steady
flow, which is constant in time, and unsteady flow, which varies over time. Second, one can
characterise the flow based on the statistical properties of the boundary conditions, of the
forcing and of the velocity and pressure over time. A flow is statistically stationary in the
wide sense if the mean value is independent of time and if the autocorrelation between two
instants t1 and t2 only depends on the difference t1 − t2 (Gardner, 1986, pp.105f). Trivially,
steady flow is stationary. Furthermore, flow is statistically periodic or cyclostationary in the
wide sense if the mean value is invariant with respect to a time shift by a period T and if
the autocorrelation between two instants t1 and t2 is the same as at the instances t1+T and
t2+T (Gardner, 1986, pp.323f). Cyclostationary flow can be further divided into oscillatory
flow, which has a zero time mean (Akhavan et al., 1991a), and pulsatile flow, which has a
non-zero time mean. In this work, the definition of oscillatory flow is slightly relaxed to
allow for non-zero secondary flow in the time mean, which however must not result in an
overall volume flow rate. Finally, a flow is termed transient if it tends to a “steady state”,
which is either stationary or cyclostationary, for large times (Schlichting & Gersten, 2017,
p.645).

1.3.1. Investigations of oscillatory flow

In the following, the current knowledge on oscillatory flow is summarised irrespective of the
application. In particular, flow in response to an oscillatory forcing such as an oscillating
pressure gradient or volume flow rate is considered. On the other hand, flow for which
the oscillation is a product of the flow itself, for example the von Kármán vortex street, is
not considered. The characteristic features of oscillatory flow are highlighted using simple
canonical flow cases (figure 1.6). The focus is placed on the velocity distribution, the drag,
and the transition to turbulence.

Stokes boundary layer

The Stokes boundary layer describes flow in a semi-infinite domain bounded by a tangentially
oscillating wall. For this case there is an analytical solution to the incompressible Navier-
Stokes equations and it serves as a simple example to illustrate some of the properties of
oscillatory flow in general.

The x-coordinate is supposed to be aligned with the direction of motion of the wall and
the y-coordinate is chosen to describe the distance from the wall (y = 0). In the canonical
statement of the problem, the wall oscillates with a tangential velocity U(t) = U0 cos (Ωt)
and the fluid is assumed to be at rest for y → ∞. In order to facilitate the comparison
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unsteady

stationary cyclostationary

oscillatory pulsatile

transient other

steady

Figure 1.5: Terminology for the temporal variability of fluid flow.

(a) Stokes boundary layer (b) oscillatory pipe flow (c) oscillatory flow around a sphere

Figure 1.6: Canonical flow cases in the study of oscillatory flow.

to the flow cases discussed in the following, the flow is considered in a coordinate system
moving with the wall such that the wall is at rest and the fluid is driven by a body force
fx = −ρΩU0 sin(Ωt). Thus, the following solution is obtained (Schlichting & Gersten, 2017,
p.129):

u(y, t) = U0

[
e−y/δs cos (Ωt− y/δs)− cos (Ωt)

]
(1.22)

where

δs =

√
2 ν

Ω
(1.23)

is the characteristic thickness of the Stokes boundary layer. The wall shear stress

τw = µ
∂u

∂y

∣∣∣∣
y=0

= −ρ
√
Ω ν U0 cos

(
Ωt+

π

4

)
(1.24)

leads the far-field velocity by a phase angle π/4, which is characteristic of oscillatory bound-
ary layer flow (Schlichting & Gersten, 2017, p.142).

Figure 1.7 shows the velocity profiles of the Stokes boundary layer at six instants in the first
half of the cycle. It is clearly visible that the phase of the oscillation varies with the wall
distance and that the deviation from the cosinusoidal oscillation in the outer flow (y → ∞)
decreases with the wall distance. Moreover, at certain times the velocity profile exhibits
both local maxima and inflection points. Since velocity profiles with inflection points are
unstable (Schlichting & Gersten, 2017, p.432), these phases are susceptible to the growth of
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Figure 1.7: Velocity profiles of the Stokes boundary layer over half a cycle. The curves are labelled
with the corresponding value Ωt.

perturbations and the onset of turbulence.

Indeed, experimental observations show that the flow becomes unstable for Reδ = U0 δs/ν ≈
500 − 550 and turbulence “explosively” appears at the beginning of the deceleration phase
(Akhavan et al., 1991a,b). Blennerhassett & Bassom (2002) performed a linear stability
analysis of the oscillatory Stokes boundary layer and showed that the oscillatory boundary
layer is linearly unstable above a critical Reynolds number Reδ,crit = 1416. However, this
result does not explain the above experimental results. Ozdemir et al. (2014) performed
direct numerical simulations of the Stokes boundary layer for different initial conditions.
They observed “self-sustaining transitional flow” at Reδ = 600 that is created by a linear
modal amplification of the initial disturbance and then sustained by nonlinear self-interaction
(whereas the disturbance would decay according to linearised dynamics). They also report
intermittently turbulent flow for Reδ = 800 and 1000. The mechanism described by Ozdemir
et al. (2014) was also observed by Biau (2016), who investigated optimal perturbation pat-
terns for Reδ = 564 that exhibit exponential growth before saturating and evolving into
turbulence. These patterns consist of a sequence of flat, strongly inclined spanwise vortices
with an alternating direction of rotation. It is observed that “[t]he amplification is fast; the
whole transition can be realised within one deceleration phase. Following the transient, the
flow is close to the laminar state in the accelerated phase, but turbulent bursts are triggered
during the decelerated phase of the cycle”.

Oscillatory pipe flow

While the effect of the wall in the Stokes boundary layer extends to infinity, this is ob-
viously not possible in porous media where the flow domain is limited to the pore space.
The consequences of this confinement can be understood by considering oscillatory pipe
flow.

The analytical solution for laminar oscillatory flow in a circular pipe was first published by
Sexl (1930) and rederived by Womersley (1955). For flow in a pipe of radius R driven by a
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complex oscillatory body force fx e
iΩt, the streamwise velocity component reads

us(r, t) = − i

ρΩ


1−

J0

(√
− iΩ

ν
r
)

J0

(√
− iΩ

ν
R
)


 fx eiΩt , (1.25)

where r is the radial coordinate of the pipe cross-section and J0 is the zero-th order Bessel
function of the first kind. Note that the solution is linear in the body force and other
solutions can be obtained by superposition. Rewriting the solution in dimensionless form

µus(r, t)

fx d2
= − i

Wo2

[
1− J0

(√
−iWo r

d

)

J0
(√

−iWo 1
2

)
]
eiΩt , (1.26)

with the pipe diameter d, it is found to be parametrised by theWomersley number

Wo =

√
Ω

ν
d , (1.27)

which (up to a factor of
√
2) represents the ratio of the pipe diameter to the Stokes boundary

layer thickness δs (equation 1.23). It can be shown that for small Womersley numbers (low
frequencies), the amplitude of the velocity becomes independent of Wo whereas for large
Womersley numbers (high frequencies), the amplitude of the velocity is damped with Wo−2.
Furthermore, the phase lag of the velocity behind the exciting force approaches 0 for small
Womersley numbers and π/2 for large Womersley numbers. For the centreline velocity, the
low and high frequency asymptotes intersect at Wo = 4, indicating the transition between
the low and high frequency regimes.

The velocity profiles are plotted in figure 1.8 for the Womersley numbers 0.01 and 100. In
the low frequency regime (figure 1.8a), the velocity profiles have a parabolic shape. They
are the steady-state profiles corresponding to the instantaneous body force (Schlichting &
Gersten, 2017, p.140). In the high frequency regime (figure 1.8b), the velocity profiles have
a uniform core velocity profile and a Stokes boundary layer along the wall. An important
property of these velocity profiles is the annular effect that was first observed by Richardson
& Tyler (1929): “[O]wing to inertia, the velocity in annuli remote from the centre of the
orifice [is] much greater than at the centre itself [...]”.

The net force exerted by the flow onto the pipe is given by the wall shear stress

τw = −µ ∂us
∂r

∣∣∣∣
r=R

=
fxd√
−iWo

J1
(√

−iWo 1
2

)

J0
(√

−iWo 1
2

) eiΩt . (1.28)

For small Womersley numbers, the wall shear stress reduces to

τw ≈ fxd

4
eiΩt , (1.29)

which simply expresses the steady-state equilibrium between the wall shear stress and the
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(a) Low frequency regime (Wo = 0.01) (b) High frequency regime (Wo = 100)

Figure 1.8: Velocity profiles of oscillatory pipe flow over half a cycle. The curves are labelled with
the corresponding value Ωt.

body force. For highWomersley numbers, the wall shear stress tends to

τw ≈ −i
fxd

Wo
eiΩt+iπ

4 . (1.30)

Hence, like in the Stokes boundary layer, the wall shear stress leads the velocity in the core
flow by π/4.

The transition of the oscillatory pipe flow to turbulence depends on the Reynolds number
Reδ and the Womersley number or, alternatively, on the Hagen number (Martin, 2010)

Hg =
fxd

3

ρν2
=
ρU0Ωd

3

ρν2
=

ReδWo3

√
2

(1.31)

and the Womersley number.2 In their experimental study, Hino et al. (1976) observed four
distinct flow regimes and postulated a fifth. In laminar flow (i), the velocity profile is
described by the analytical solution (1.25). In distorted laminar flow (ii), the velocity profile
near the centreline is a little flatter and wider than the analytical prediction. Furthermore,
the phase lag between the boundary layer and the core flow is reduced. In weakly turbulent
flow (iii), “small amplitude perturbations are superposed on the distorted laminar flow”. In
conditionally turbulent flow (iv), “turbulence appears only in the decelerating phase, while
in the accelerating phase the flow recovers to laminar-like flow”. Finally, they hypothesised

2Note that the Hagen number is also referred to as a pressure gradient-based Reynolds number, e.g.
(Schlichting & Gersten, 2017, p.416). It is also related to the friction velocity-based Reynolds number
Reτ , which is commonly used to describe stationary turbulent flow, as

Reτ =
uτ R

ν
=

√
fxR

2ρ

R

ν
=

√
Hg

16
.
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(a) Reδ–Wo parameter space (b) Hg–Wo parameter space

Figure 1.9: Transition to turbulence in oscillatory pipe flow. The dashed lines represent the ex-
perimentally observed transition, and the continuous lines represent marginal linear
stability.

about a fully turbulent flow regime (v), in which turbulence persists over the whole cycle.
Note that other authors, e.g. Akhavan et al. (1991a), group the regimes (ii) and (iii) into
“disturbed laminar flow”.

Figure 1.9 summarises the current knowledge on the transition. The dashed lines represent
the experimentally observed transition at Reδ ≈ 550 (Akhavan et al., 1991a) and the tran-
sition of stationary flow at Hg ≈ 73600 corresponding to Re = ⟨u⟩i d/ν = 2300 (Schlichting
& Gersten, 2017, p.117). The solid lines show the critical boundary predicted by a Floquet
linear stability analysis of the Stokes boundary layer (Blennerhassett & Bassom, 2002) and
of oscillatory pipe flow (Thomas et al., 2012). It can be seen that for high Womersley num-
bers, the transition only depends on Reδ and corresponds to the transition of the Stokes
boundary layer. Using direct numerical simulations, Xu et al. (2021) demonstrated that os-
cillatory pipe flow exhibits transient growth of disturbances similar to the Stokes boundary
layer (Biau, 2016). Finally, the direct numerical simulations of Feldmann (2015) suggest that
at low Womersley numbers the oscillatory flow is more stable than in stationary conditions.
Interestingly, Feldmann (2015) reported a flow which alternates between a laminar and a
turbulent half-cycle (cf. figure 1.9a).

The transient behaviour of oscillatory pipe flow has been studied by Feldmann (2015, pp.132f,
pp.140f). For the laminar cases, the number of cycles for the transient to decay was found
to be proportional to Wo2, suggesting that the transient behaviour is dominated by vis-
cous effects. In contrast, for a turbulent case initialised with a fully developed turbu-
lent pipe flow, Feldmann (2015) observed that most of the transient decays during the
first period of the oscillation. The transient has completely decayed after three cycles,
whereas in laminar flow at the same Womersley number approximately 45 cycles would be
required.
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Oscillatory flow around a sphere

The case of oscillatory flow around a sphere illustrates the effect of a geometric blocking of the
flow: Part of the sphere is normal to the imposed acceleration, whereas the Stokes boundary
layer and the oscillatory pipe flow are only accelerated tangentially to the wall. This leads
to a nonzero pressure drag and to the added mass effect. Moreover, the laminar flow around
a sphere can become nonlinear, leading to flow separation and streaming patterns in the
time-averaged flow. Finally, a different instability mechanism can be observed due to the
curved streamlines.

In the canonical setting, the uniform far field velocity oscillates harmonically in time with an
amplitude U0 and a frequency Ω. The flow is characterised by the Reynolds number defined
as

Re0 =
U0 d

ν
, (1.32)

where d is the sphere diameter, and by the Strouhal number defined as

St =
Ω d

2U0

(1.33)

which represents the ratio of the radius of the sphere to amplitude of fluid displacement
(Mei & Adrian, 1992; Chang & Maxey, 1994). Note that a Womersley number based on the
sphere diameter can be defined as Wo =

√
2Re0 St =

√
Ωd2/ν; such a parameter was used,

for example, in Riley (1967).

Neglecting convective effects, Stokes (1851) determined the force on a sphere in oscillatory
motion with a velocity U0 e

iΩt. His solution is given in terms of the stream function in
spherical coordinates:

ψ̃(r, θ) = U0 e
iΩt d

2
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[(
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)
d

2r
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(
1 +
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iWo

d
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)
e−

√
iWo( r

d
− 1

2)
]
sin2 θ .

(1.34)

For a sphere at rest with the fluid in the far field moving with a velocity −U0 e
iΩt, the stream

function is

ψ(r, θ) = ψ̃(r, θ)− U0 e
iΩt r

2

2
sin2 θ (1.35)

where the second term corresponds to a uniform flow (Branlard, 2017). The radial and polar
velocity components can be obtained as

ur =
1

r2 sin θ

∂ψ

∂θ
, (1.36a)

uθ = − 1

r sin θ

∂ψ

∂r
. (1.36b)

Figure 1.10 shows the velocity field and the streamlines for oscillatory flow around a sphere
at different Womersley numbers. For low frequencies, the solution consists of a single mode
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and the velocity increases monotonically away from the sphere. For high frequencies, the
flow consists of two modes, with the real part containing the potential flow and the imaginary
part containing only the boundary layer.3 Notably, the potential flow velocity overshoots
the far field value U0 close to the sphere. The streamlines indicate that the disturbance
of the far field flow is significantly weaker for the high frequency than for the low fre-
quency.

From Stokes’ solution, the sum of the pressure and friction forces Fp and Ff on the sphere
can be obtained as

(Fp + Ff)

ρΩU0
1
6
πd3

=

(
1 +

1

2

)
eiΩt+iπ

2

︸ ︷︷ ︸
inviscid flow

+
9

Wo
eiΩt+iπ

4

︸ ︷︷ ︸
boundary layer

+
18

Wo2 e
iΩt

︸ ︷︷ ︸
Stokes’ law

. (1.37)

The first term is independent of the viscosity and advances the outer flow velocity by π/2.
It represents the sum of the buoyancy of the sphere in the acceleration field and of the added
mass force which is caused by the modification of the potential flow field by the presence
of the sphere. A review of the added mass effect was given e.g. by Brennen (1982). The
second term represents the boundary layer drag and — just as for the Stokes boundary layer
— advances the outer flow velocity by π/4. Finally, the third term is in phase with the
outer flow velocity and represents the instantaneous steady-state drag given by the classical
Stokes’ law (Batchelor, 2000, eq. 4.9.19). Compared to the oscillatory pipe flow discussed
in the previous section, there are two main differences: (i) The drag includes an inviscid
component determined by the potential flow, and (ii) the pressure contributes to the drag.
Note that Stokes’ solution (1.37) is inconsistent with the Navier-Stokes equations in that
for Wo2 ≪ Re the vorticity far from the sphere should be transported by convection rather
than by unsteady diffusion (Mei & Adrian, 1992; Mei, 1994). This inconsistency is associated
with the idealised assumption of an unbounded domain and does not occur, for example,
in the triple periodic arrays of spheres considered in this work (Happel & Brenner, 1983,
pp.44–49).

Using direct numerical simulation, Chang & Maxey (1994) obtained nonlinear solutions for
oscillatory flow in the parameter range 0.01 ≤ Re0 ≤ 16.7 and 0.1 ≤ St ≤ 10. They found
that oscillatory flow may facilitate flow separation: In some cases, a separation bubble forms
for Reynolds numbers as low as 5, whereas separation occurs only for Re0 ≥ 20.7 in steady
flow. The separation bubble appears during the deceleration phase of each cycle (Chang
& Maxey, 1994) and “for higher Re the separation occurs earlier [in the cycle]” (Alassar
& Badr, 1997). The length of the separation region increases with the Reynolds number
and decreases with the Strouhal number (Chang & Maxey, 1994). “[T]he separation bubble
creates an asymmetry in the flow; the accelerating and decelerating phases of the oscillation
cycle are not direct opposites of each other and create time-independent streaming patterns.”
(Chang & Maxey, 1994). These streaming patterns were investigated in detail by Satish et al.
(2022) and Li et al. (2023). The separation also leads to a “layering effect” in the vorticity
caused by the shedding of vorticity of opposite sign in each half-cycle (Chang & Maxey,
1994).

3It can be seen from equation (1.22) that the phase of the Stokes boundary layer varies with the wall
distance; it is therefore included in both the real and the imaginary part. On the other hand, the
potential flow has the same phase everywhere.
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(a) Low frequency regime (Wo = 10−2)

(b) High frequency regime (Wo = 102 )

Figure 1.10: Velocity magnitude and isocontours of the streamfunction ψ/(U0 d
2) of the Stokes

solution for linear oscillatory flow around a sphere evaluated at t = 0. The far field
velocity oscillates along the z-direction.

In a follow-up study, Chang & Maxey (1995) investigated nonlinear accelerating flow around
a sphere. They found that the added-mass effect in response to a sudden acceleration could
be linked to a jump in the pressure force that has the same distribution as in irrotational
flow.

Otto (1992) investigated the stability of oscillatory flow around a sphere in the high-frequency
limit (Wo → ∞). The flow was found to be unstable with respect to Taylor-Görtler vortices
at θ = π/2, corresponding to z = 0, where the outer flow velocity is largest (cf. figure
1.10b). The instability was found to be similar to the case of oscillatory flow around a
cylinder (Honji, 1981; Hall, 1984). The wavelength of the most unstable perturbation along
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the circumference at θ = π/2 resulted as

λcrit =
2π

0.51

√
2ν

Ω
=

17.42 d

Wo
. (1.38)

The critical Reynolds number can be expressed in terms of the Womersley number as

Re0,crit =

√
16.956Wo2

[
2−3/2Wo +O(Wo1/2)

]
= 2.45Wo3/2 +O(Wo) . (1.39)

This value can be compared with the critical Reynolds number for the oscillatory Stokes
boundary layer. Since the maximum tangential velocity of the potential flow around the
sphere is 3/2U0, we have

Re0,crit,Stokes =
2

3
√
2
Reδ,crit Wo ≈ 2

3
√
2
550Wo . (1.40)

The critical Reynolds number for the transition of the Stokes boundary layer is smaller than
the critical Reynolds for the centrifugal instability only for Womersley numbers larger than
1.1 · 104. At smaller Womersley numbers, the centrifugal instability is dominant for as long
as the high-frequency approximation of Otto (1992) remains valid. It seems likely that also
for oscillatory flow through porous media the transition of the Stokes boundary layer is only
significant at very high Womersley numbers.

1.3.2. Investigations of stationary porous media flow

This section gives a brief summary of the main findings on statistically stationary flow
through porous media. The literature on flow regimes in porous media can be roughly divided
into“pore-scale studies that attempt to resolve the various ‘point’ terms in the Navier-Stokes
equations” and “bulk-scale studies that consider the relationship between volume-averaged
components of the Navier-Stokes equations and the bulk hydraulic gradient” (Horton &
Pokrajac, 2009). Since the direct numerical simulation approach has been chosen in the
present work, an emphasis is placed on the pore scale studies. Furthermore, the scope is
limited to sphere packs, since such a porous medium is considered as a model in the present
work.

The flow state is determined by the Reynolds number, which is defined here using the
superficial velocity and the sphere diameter

Re =
|⟨u⟩s| d
ν

. (1.41)

This definition of the Reynolds number has been used, for example, by Ergun (1952), Jolls
& Hanratty (1969), Macdonald et al. (1979) and Dybbs & Edwards (1984); other definitions
commonly used for flow through porous media can be found in (Wood et al., 2020). It
is common to distinguish four flow regimes (Dybbs & Edwards, 1984; Rode et al., 1994;
Montillet, 2004; Horton & Pokrajac, 2009; Wood et al., 2020): (i) The linear or Darcy
regime, (ii) the steady nonlinear or inertial regime, (iii) the unsteady nonlinear or transitional
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regime, and (iv) the chaotic or turbulent regime. In the following, the definitions and
characteristic features of these flow regimes are reviewed. Note that there is no general
agreement on the Reynolds number values delimiting these flow regimes (Liu et al., 2021);
the values of Wood et al. (2020) for ϵ = 0.4 are reported below to indicate an order of
magnitude.

Linear flow (Re < 10)

At small Reynolds numbers, the pore scale flow is dominated by molecular diffusion and
can be described by the Stokes equations for creeping flow. It is important to recognise
that the pore scale flow can exhibit a complex topology despite the apparent simplicity of
these equations (Moffatt, 2014). For instance, the flow can locally oppose the direction
of the macroscopic pressure gradient (Maier et al., 1998; Johns et al., 2000; Kooshapur,
2016, p.25f) and sequences of corner vortices (Moffatt eddies) may occur in narrow gaps
(Chaudhary et al., 2011; Maier et al., 1998; Crevacore et al., 2016; Davis et al., 1976; Pasol
et al., 2005). Furthermore, the complex topology of the pore space can lead to chaotic
advection (Lester et al., 2013).

Due to the linearity of the Stokes equations, there is a linear relationship between the pressure
gradient∇⟨p⟩i and the superficial velocity ⟨u⟩s. For isotropic porous media, this relationship
is expressed by Darcy’s law (Darcy, 1856; Bear, 2018, p.266)

−∇⟨p⟩i =
µ

K
⟨u⟩s , (1.42)

where K denotes the permeability of the porous medium and µ is the dynamic viscosity of
the fluid. For anisotropic porous media, the scalar permeability has to be replaced by a
tensor. “The permeability, which has dimensions of (length)2, depends upon the details of
the pore geometry in a complex fashion” (Avellaneda & Torquato, 1991). The permeability
is commonly approximated by the semi-empirical Kozeny-Carman equation (Bear, 2013,
p.165)

K =
d2

180

ϵ3

(1− ϵ)2
. (1.43)

The permeability has also been computed directly from numerical solutions to the Stokes
equations for various porous medium geometries, for example by Zick & Homsy (1982).

Note that some experiments have pointed towards a lower limit of applicability for Darcy’s
law (Kutílek, 1972; Bear, 2013, pp.127f): For fluid to flow through the porous medium,
a small threshold of pressure gradient must be exceeded. This “pre-Darcy” regime cannot
be explained from the Stokes equations with no-slip boundary conditions, but is either a
consequence of imperfections in the experiments (Kutílek, 1972; Boettcher et al., 2022), e.g.
contamination of the fluid with fine particles, entrapped gases or temperature fluctuations,
or of other physical processes such as osmotic effects (Bolt & Groenevelt, 1969) or the
adherence of fluid layers to the wall (von Engelhardt & Tunn, 1954; Stieß, 2009, pp.78f).
Consequently, the occurrence of pre-Darcy flow is likely to be independent of the Reynolds
number (Boettcher et al., 2022). In the remainder of this thesis, pre-Darcy behaviour will
not be considered.
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Steady nonlinear flow (10 < Re < 150)

At larger Reynolds numbers the influence of fluid inertia can no longer be neglected. While
the pore scale flow remains laminar, the converging-diverging flow pattern transforms into
jet-like inertial cores (Dybbs & Edwards, 1984; Hill et al., 2001b; Horton & Pokrajac, 2009;
Chukwudozie & Tyagi, 2013; Sakai & Manhart, 2020) and flow separation regions appear
(Wegner et al., 1971; Karabelas et al., 1973).

Due to the nonlinear convective term, Darcy’s law (1.42) is not valid in this regime. For
weakly nonlinear flow through an isotropic porous medium, Mei & Auriault (1991) derived
a cubic correction to Darcy’s law

−∇⟨p⟩i =
µ

K
⟨u⟩s + bMA ⟨u⟩s ⟨u⟩

2
s , (1.44)

where bMA is a nonnegative coefficient. Firdaouss et al. (1997) presented an alternative
derivation from a “reversibility hypothesis” that is satisfied for many ordered porous media.
They observed a quadratic correction in a numerical example for which the hypothesis was
not satisfied. In contrast, Skjetne & Auriault (1999b) demonstrated that the cubic behaviour
is a consequence of the skew-symmetry ⟨[(u ·∇)v] ·w⟩i = −⟨[(u ·∇)w] ·v⟩i of the convec-
tive term in the Navier-Stokes equations and thus should be expected irrespective of the
pore geometry. Similarly, Wang (2000) demonstrated that the cubic behaviour is due to the
incompressibility of the velocity field, which in turn is a prerequisite for the skew-symmetry.
The cubic correction to Darcy’s law has been observed in numerical simulations of flow
through various ordered and disordered porous media (Koch & Ladd, 1997; Rojas & Koplik,
1998; Hill et al., 2001a). In numerical simulations, a high grid resolution may be necessary to
observe the weakly nonlinear behaviour (Lasseux et al., 2011).

For strongly nonlinear flow, the equation (1.44) is no longer valid and the cubic term is over-
taken by a quadratic term (Rojas & Koplik, 1998). The relationship between the macro-
scopic pressure gradient and the superficial velocity is then represented by the empirical
Forchheimer equation (Forchheimer, 1901)

−∇⟨p⟩i = a ⟨u⟩s + b |⟨u⟩s| ⟨u⟩s . (1.45)

The coefficients a and b are determined from experiments or numerical simulations; correla-
tions have been given in (Ergun, 1952; Macdonald et al., 1979). Apart from the generally
good agreement with experimental results, the Forchheimer equation has some theoretical
support. Giorgi (1997) derived the Forchheimer equation from the Oseen equations, in which
the convecting velocity was approximated by the intrinsic volume-averaged velocity. It should
be noted, however, that this linearisation breaks the aforementioned skew-symmetry of the
convective term. Whitaker (1996) developed a form of the closure problem in the volume-
averaging theory from which, under certain order-of-magnitude estimates, the“quadratic de-
pendence of the Forchheimer correction seems entirely plausible”.

Unsteady nonlinear flow (150 < Re < 300)

When the Reynolds number is increased beyond a critical value, the flow starts to exhibit
temporal fluctuations whose intensity increases with the Reynolds number. The fluctuation
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intensity has been used as an indicator for transition in (Jolls & Hanratty, 1966; Kingston
& Nunge, 1973; Seguin et al., 1998a; Bu et al., 2015). Just above the critical Reynolds
number the fluctuations are temporally periodic at a single frequency (Koch & Ladd, 1997;
Hill & Koch, 2002; Horton & Pokrajac, 2009; Finn et al., 2012; Agnaou et al., 2016; Srikanth
et al., 2021); this is the signature of a Hopf bifurcation of the steady flow (Hill & Koch,
2002; Agnaou et al., 2016; Srikanth et al., 2021). These oscillations have been associated
with “porescale vortical motion and vortex shedding” (Finn et al., 2012), “pulsations of the
inertial core” (Horton & Pokrajac, 2009), “the oscillation of asymmetric vortices” (Agnaou
et al., 2016), “laminar wake oscillations” (Dybbs & Edwards, 1984) or with “the development
of a vortex [...] whose axis is aligned with the flow and whose direction of rotation alternates
with the fundamental frequency.” (Hill & Koch, 2002). In the unsteady nonlinear regime, the
drag deviates from the Forchheimer equation (1.45) fitted to the steady nonlinear regime; at
higher Reynolds numbers, the Forchheimer equation provides a good fit, but with different
coefficients (Fand et al., 1987; Burcharth & Andersen, 1995; Hill & Koch, 2002; Sakai &
Manhart, 2020).

For flow through a face-centred cubic sphere pack, (Hill & Koch, 2002) observed secondary
Hopf bifurcations at higher Reynolds numbers leading to quasi-periodic behaviour (char-
acterised by a discrete frequency spectrum composed of incommensurable frequencies) or
chaotic behaviour (characterised by a continuous frequency spectrum). This is consistent
with the Ruelle-Takens-Newhouse transition scenario (Ruelle & Takens, 1971; Newhouse
et al., 1978): With increasing Reynolds number, the flow undergoes a sequence of Hopf bi-
furcations that each introduce a new frequency of oscillation into the system — the flow is
steady, periodic, quasi-periodic with two incommensurable frequencies, quasi-periodic with
three incommensurable frequencies and so on. Once three incommensurable frequencies are
present, “[t]he time dependence of the flow [...] becomes chaotic, with sensitive dependence
on initial condition, a situation which one may call turbulent” (Newhouse et al., 1978). Such
a scenario has been observed for example in converging-diverging channel flow (Guzmán &
Amon, 1994), which is somewhat similar to a porous medium. A different route to chaos
has been observed by Koch & Ladd (1997): The first Hopf bifurcation “is followed by a se-
quence of period-doubling transitions leading eventually to chaotic fluctuations in the mean
velocity”.

Chaotic flow (Re > 300)

When the Reynolds number is large enough, a turbulence-like flow state with a wide range
of spatial and temporal scales can be observed (Patil & Liburdy, 2013b, 2015; He et al.,
2019). According to the definition of Seguin et al. (1998b), the intensity of the wall shear
stress fluctuations in the turbulent regime depends only weakly on the Reynolds number.
The integral length scale of the flow L11 based on the longitudinal two-point velocity corre-
lation has a magnitude between 0.05 d and 0.1 d and decreases with the Reynolds number
(Patil & Liburdy, 2015; He et al., 2019). For very high Reynolds numbers (1360 < Re),
an “asymptotic regime” can be observed in which “the turbulence can be approximated as
being locally isotropic over most of the pore space” (Wood et al., 2020) and in which the
Kolmogorov microscale estimates apply (Patil & Liburdy, 2015). At these Reynolds num-
bers, the macroscopic pressure gradient depends on the square of the superficial velocity
(Macdonald et al., 1979).
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Various models for turbulent flow through porous media have been proposed based on clas-
sical Reynolds-averaged turbulence models (Masuoka & Takatsu, 1996; Nakayama & Kuwa-
hara, 1999; Chandesris et al., 2006; Teruel & Rizwan-uddin, 2009a,b; Kuwata et al., 2014)
or based on the conceptual similarity of the volume-averaging theory to explicitly filtered
large–eddy simulation (Jouybari & Lundström, 2019; Wood et al., 2020). A comprehensive
review on the main results on turbulent flow in porous media and its description can be
found in (Wood et al., 2020).

1.3.3. Investigations of unsteady porous media flow

This section reviews the main findings on unsteady nonstationary flow through porous media.
Flow regimes for nonstationary flow can be defined in analogy to the flow regimes of Dybbs
& Edwards (1984) for stationary flow described in the previous section. The pore scale flow
can exhibit a linear regime, a laminar nonlinear regime, a transitional regime and a chaotic
regime.

Oscillatory flow

Oscillatory flow through porous media is characterised by two independent dimensionless
numbers. One usually involves the amplitude of the superficial velocity or of the macroscopic
pressure gradient, the other is usually a measure for the frequency of the flow. The Reynolds
number based on the maximum velocity over the cycle

Re = lim sup
t→∞

|⟨u⟩s| d
ν

, (1.46)

has been frequently employed (Gu & Wang, 1991; van Gent, 1993; Hall et al., 1995; Nakajo
et al., 2009), but also the Hagen number Hg = |∇⟨p⟩i| d3/(ρν2) has been used as a “di-
mensionless body force” (Graham & Higdon, 2002; Iervolino et al., 2010). A dimensionless
frequency has been used either in the form of a ratio of the frequency of the flow to a
characteristic frequency of the porous medium based on the porosity and the permeability
(Johnson et al., 1987; Smeulders et al., 1992; Pride et al., 1993; Zhu & Manhart, 2016) or

in the form of the Womersley number Wo =
√

Ω d2/ν, which has been used under different
names by Simon & Seume (1988), Gu & Wang (1991), Graham & Higdon (2002), Jin &
Leong (2006), Iervolino et al. (2010), Pathak & Ghiaasiaan (2011), Bağcı et al. (2016) and
Ni et al. (2018), or in the form of the the Keulegan-Carpenter number KC = 2πRe/Wo2

(van Gent, 1993; Burcharth & Andersen, 1995).

Linear oscillatory flow through porous media is governed by the unsteady Stokes equations
and is generally well understood (Landau & Lifshits, 1987, pp.83f; Batchelor, 2000, pp.353f).
At low Womersley numbers, the flow is dominated by viscosity and the velocity field tends
to a quasi-steady Stokes flow. At high Womersley numbers, the effect of viscosity is confined
to the near-wall region, whereas the bulk flow is dominated by the local inertia. The velocity
field has a boundary layer structure with oscillatory Stokes boundary layers near the walls
and a potential flow in the core. The behaviour of the superficial velocity in linear flow has
been the subject of many investigations, especially in the acoustics of porous media. Biot
(1956a,b) developed a theory for linear unsteady flow in porous media based on the model
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of oscillatory pipe flow. In his theory, the response of the superficial velocity depends on a
frequency-dependent dynamic viscosity. The transition between the low- and high-frequency
behaviour of the dynamic viscosity is determined by a characteristic frequency of the porous
medium that depends on the size and shape of the pores. In a refined approach, Johnson et al.

(1987) introduced the frequency-dependent dynamic permeability K̂(ω) in analogy to Darcy’s
law (1.42). They derived a model expression for K̂(ω) in the frequency domain by blending
the low-frequency asymptotics given by Darcy’s law with the high-frequency asymptotics
derived from boundary layer theory. The coefficients in this model — the permeability K,
the characteristic viscous length Λ and the high-frequency limit of the dynamic tortuosity α∞
— depend on the Stokes flow and potential flow solutions and are related to the eigenvalues
and eigenfunctions of the Stokes operator (Avellaneda & Torquato, 1991). The model has
been found to accurately describe oscillatory flow through various sphere packs (Chapman
& Higdon, 1992) and multiple extensions have been proposed (Champoux & Allard, 1991;
Pride et al., 1993). A comprehensive review of these models can be found, for instance, in
(Lafarge, 2009). Motivated by the volume-averaging theory, the unsteady Darcy equation

ρCa ·
d⟨u⟩s
dt

= −∇⟨p⟩i −
µ

K
⟨u⟩s (1.47)

has been used to describe linear unsteady flow through porous media in the time domain
(Nield, 1991). Different expressions for the acceleration coefficient tensor Ca have been
proposed (Burcharth & Andersen, 1995; Hill et al., 2001a; Zhu et al., 2014). It has been
shown by Zhu & Manhart (2016) that the unsteady Darcy equation can accurately describe
oscillatory flow at low and high frequencies if the acceleration coefficient is chosen based on
the Stokes flow and the potential flow, respectively.

Nonlinear oscillatory flow through porous media has mostly been studied with a focus on the
resistance and overall heat transfer behaviour. For instance, van Gent (1993) and Hall et al.
(1995) conducted experiments of oscillatory flow through sediment, rock and sphere packs.
The experiments were evaluated in the framework of the unsteady Forchheimer equation
(Polubarinova-Kochina, 1962; Sollitt & Cross, 1972)

−∇⟨p⟩i = a ⟨u⟩s + b |⟨u⟩s| ⟨u⟩s + c
d⟨u⟩s
dt

. (1.48)

The relationship between the amplitude of the superficial velocity and of the macroscopic
pressure gradient was investigated, for example, by Hsu et al. (1999), Pamuk & Özdemir
(2014), Bağcı et al. (2016) and Perrella (2017), and was shown to follow a similar corre-
lation as in the steady state, although with different coefficients. Based on the unsteady
Forchheimer equation (1.48), Gu & Wang (1991) divided the Re–Wo2 parameter space into
regions dominated by the linear term, the nonlinear term and the acceleration term. These
estimates are discussed in section 3.5.2.

In nonlinear flow, a phenomenon called “acoustic streaming” can be observed: The interac-
tions in the convective term lead to a time-averaged velocity field whose amplitude is pro-
portional to the square of the velocity and inversely proportional to the frequency (Lighthill,
1978; Manor, 2021).

Indications on the transition behaviour of oscillatory flow through porous media can be found
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in the work of Roberts & Mackley (1996) who investigated the route to chaos for oscillatory
flow through baffled channels. They observed that the flow undergoes a pitchfork bifurcation
from a space-time symmetric state, in which the flow is invariant under a half-period time
shift with a reversal of the flow direction, to a space-time asymmetric state. A period-
doubling bifurcation then leads into a chaotic flow state.

Using particle tracking velocimetry, Nakajo et al. (2008, 2009) measured turbulent oscillatory
flow inside a regular sphere pack at the Reynolds numbers Re = 212 and 416 and Keulegan-
Carpenter numbers KC = 2.8 and 14. This corresponds to the Womersley numbers Wo =
21.8 and 30.5 for the lower and Wo = 9.8 and 13.8 for the higher value of KC , respectively.
At the lower Keulegan-Carpenter number the turbulent kinetic energy (TKE) lags behind
the superficial velocity and the TKE does not decrease to zero when the flow direction is
reversed. The superficial velocity undergoes a rapid acceleration during which hardly any
fluctuations can be detected, while relatively strong fluctuations can be observed during the
peak and deceleration phase. At the higher Keulegan-Carpenter number the TKE is mostly
in phase with the superficial velocity and only lags behind during the (shorter) acceleration
phase. The TKE is close to zero when the flow direction is reversed; this is reminiscent of
the turbulent oscillatory pipe flow (Akhavan et al., 1991b). The superficial velocity behaves
similarly during the acceleration and the deceleration phase.

Pulsatile flow

A frequently studied case is pulsatile flow driven by a sinusoidal forcing with non-zero mean
(Paek et al., 1999; Graham & Higdon, 2002; Iervolino et al., 2010; Pathak & Ghiaasiaan,
2011). An additional dimensionless parameter is necessary to describe the relative strength
of the harmonic and the mean component (Graham & Higdon, 2002; Iervolino et al., 2010).
Other waveforms were studied by Graham & Higdon (2002). In general, the “oscillatory
forcing may act to either increase or decrease the flow rate” (Graham & Higdon, 2002).
Dasgupta & Atta (2017) performed numerical simulations of pulsatile flow through different
sphere packs. The flow was driven by square wave variations in the flow rate, where the
minimum flow rate was set to zero (“on-off”) or to half of the maximum flow rate (“min-
max”). In both cases, the velocity distributions were found to be more uniform in pulsatile
flow than in stationary flow.

Transient flow

Linear transient flow, which is started from rest by a constant macroscopic pressure gradient,
was investigated by Hill et al. (2001a) and Zhu et al. (2014). In both works, the temporal
evolution of the flow was approximated by the unsteady Darcy equation (1.47). For the
acceleration coefficient, Hill et al. (2001a) considered the small time limit, in which the
flow is approximately inviscid, and the large time limit, in which the flow is close to the
steady state, and they presented explicit expressions for dilute arrays of spheres. Note that
these limit cases coincide with those of Zhu & Manhart (2016) for high- and low-frequency
oscillatory flow, respectively. At large times, the acceleration coefficient is determined via
the kinetic energy equation as Ca = ⟨u2

Stokes⟩s / ⟨uStokes⟩2s I, where uStokes is the velocity field
in the Stokes flow (Hill et al., 2001a; Zhu et al., 2014).

Nonlinear transient flow was studied by Zhu (2016) using direct numerical simulations of



1.4. Research questions 27

flow through different porous media. He found that the occurrence of nonlinear effects does
not depend on the instantaneous Reynolds number, but can be approximately described
by the Reynolds number |⟨u⟩s| δs/ν formed with the instantaneous Stokes layer thickness
δs =

√
2νt. Sakai & Manhart (2020) performed direct numerical simulations of transient

flow through a hexagonal sphere pack for different steady-state Reynolds numbers. Based
on the symmetry-breaking behaviour of the flow, the different cases could be assigned to the
flow regimes of Dybbs & Edwards (1984). The nonlinearity in the flow is associated with
the formation of vortical structures, which develop in a consistent time sequence over a wide
range of Reynolds numbers. Notably, for Re ≥ 59 the superficial velocity overshoots its
steady-state value (Sakai & Manhart, 2022); a similar observation was made by Hill & Koch
(2002) for the face-centred cubic sphere pack. In Sakai & Manhart (2022), this overshoot
was linked to an inter-component transfer of kinetic energy.

1.4. Research questions

The present work is concerned with two main areas of research. The first research area
is the description and understanding of the pore scale flow in different flow regimes. The
investigation is guided by the following research questions: For a given set of parameters,
which flow state can be observed in oscillatory flow through a porous medium, i.e. is the flow
laminar, transitional or turbulent? For which parameters are nonlinear effects significant?
How can the transition from laminar to turbulent flow be identified? How does turbulence
behave in oscillatory flow?

The second research area addresses the modelling of the flow in terms of the superficial ve-
locity and the macroscopic pressure gradient. In particular, the research questions are: How
good are the existing models and in which flow regimes can they be applied? How should the
model parameters be chosen? How can the behaviour of the drag force and of of the dissipa-
tion rate be understood and used to develop improved models?

1.5. Outline of the dissertation

The present work is a publication-based dissertation. Therefore, the main results are pre-
sented in the form of peer-reviewed journal articles and conference contributions, which are
reprinted in the appendix. The second chapter describes and discusses the methodology used
within this thesis. The third chapter focuses on the flow regimes that occur in oscillatory
flow through a hexagonal close-packed arrangement of spheres. After a brief overview of the
simulation results, the following publications are summarised and the results are discussed
in the context of the flow regimes:

• Unglehrt, L. & Manhart, M. 2022a Onset of nonlinearity in oscillatory flow
through a hexagonal sphere pack. Journal of Fluid Mechanics 944, A30.

• Unglehrt, L. & Manhart, M. 2022b Symmetry Breaking and Turbulence in Os-
cillatory Flow Through a Hexagonal Sphere Pack. In Proceedings of TSFP-12 (2022)
Osaka. Osaka, Japan.
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• Unglehrt, L. & Manhart, M. 2023b Direct and Large-Eddy simulation of tur-
bulent oscillatory flow through a hexagonal sphere pack. In Direct and Large Eddy
Simulation XIII, 1st edn. (ed. C. Marchioli, M. V. Salvetti, M. Garcia-Villalba & P.
Schlatter), ERCOFTAC Series 31, pp. 118–123. Springer Cham.

The fourth chapter is concerned with the modelling of unsteady flow through porous me-
dia. After outlining the modelling framework and objectives, a summary of the following
publications is provided:

• Unglehrt, L. & Manhart, M. Assessment of models for nonlinear oscillatory flow
through a hexagonal sphere pack. Manuscript submitted for publication.

• Unglehrt, L. & Manhart, M. 2023c A model for the dissipation rate in linear
unsteady flow through porous media. Journal of Fluid Mechanics 975, A42.

• Unglehrt, L. & Manhart, M. 2023a Decomposition of the drag force in steady
and oscillatory flow through a hexagonal sphere pack. Journal of Fluid Mechanics 974,
A32.

Based on these results, a model is proposed for the friction and the viscous pressure drag,
resulting in a new model for unsteady flow through porous media. Finally, the current
state of modelling is discussed and possible future modelling strategies are suggested. The
conclusion briefly summarises the main findings of this thesis and indicates how the present
work can be continued.



2. Methodology

In our opinion, the greatest strength of DNS is the stringent control it allows over the
flow being studied. Exploiting this strength and using it to examine idealized flows [...]
is how DNS is likely to be most useful.

(Moin & Mahesh, 1998)

At best one may observe a priori that a porous medium is, or is not, spatially periodic.
But this is not the same as saying that the system is random, nor even that a spatially
periodic model will result in grossly erroneous predictions of transport properties in
disordered systems.

(Brenner, 1980)

2.1. Outline of the approach

The main research tool of the present work is the direct numerical simulation of the incom-
pressible Navier-Stokes equations. Due to the absence of further modelling, direct numerical
simulation results have a high fidelity and provide highly resolved information about the
flow. However, direct numerical simulations are computationally expensive due to the large
number of degrees of freedom required to resolve the flow. The approach of direct numerical
simulation originates from turbulence research where “[...] it complements the time-trusted
methodology of experimental research” (Moin & Mahesh, 1998). It has also been successfully
applied to the study of porous media flow where “[...] direct numerical simulation (DNS)
appears to be an important tool in understanding turbulence in porous materials for the
foreseeable future” (Wood et al., 2020).

Due to the large computational cost, the focus is limited to a single porous medium geometry
— a triply periodic hexagonal close-packed arrangement of spheres — and a sinusoidal time
dependence of the macroscopic pressure gradient. Implicitly, the assumption of a sufficiently
large scale separation between the pore scale and the macroscale is made such that the
volume averaging and homogenisation approaches outlined in section 1.2 are applicable and
a spatially constant macroscopic pressure gradient may be assumed on the pore scale. The
flow was computed for a wide range of Hagen and Womersley numbers, which determine the
amplitude and the frequency of the macroscopic pressure gradient. The simulated cases cover
the low, medium and high frequency regime as well as linear, laminar nonlinear, transitional
and turbulent flow.
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2.2. Problem statement

This section provides a description of the flow problem that is investigated in this work.
The selected porous medium geometry is described and the size of the simulation domain is
discussed. The governing equations and boundary conditions are given and the dimensionless
parameters that determine the flow are derived.

2.2.1. Geometry of the hexagonal sphere pack

Following the preceding studies of Zhu et al. (2014), Zhu & Manhart (2016), Kooshapur
(2016) and Sakai & Manhart (2020), a hexagonal close-packed arrangement of uniform
spheres was chosen as the porous medium. This geometry has also been investigated in
various experiments (Dybbs & Edwards, 1984; Hendricks et al., 1998) and numerical studies
(Hendricks et al., 1998; Lee et al., 2009; Finn et al., 2012; Finn, 2013). The hexagonal close-
packing (hcp) can be constructed starting from a layer in the x-y-plane in which the spheres
are arranged in a hexagonal pattern (Conway & Sloane, 1999, pp.7–8; Borchardt-Ott, 1997,
pp.252f). The spheres of the second layer are placed in the gaps of the first layer such that
the spheres are again arranged in a hexagonal pattern that is shifted with respect to the
first layer. If the third layer of spheres is placed such that the spheres lie directly above
the spheres in first layer, the hcp is obtained (. . . abab . . . ). Conversely, if the third layer of
spheres is placed such that the spheres do not lie directly above the spheres in the first layer
and the fourth layer is placed such that the spheres lie directly above the spheres in the
first layer, the cubic close-packing (ccp, also known as face-centred cubic packing or fcc) is
obtained (. . . abcabc . . . ). Both packings have the minimum porosity ϵ = 1−π/(3

√
2) ≈ 0.26

that can be achieved in a packing of spheres of the same diameter (Hales et al., 2017). How-
ever, while the hcp arrangement belongs to the hexagonal crystal system (space group 194),
the ccp arrangement belongs to the cubic crystal system (space group 225) (Borchardt-Ott,
1997, p.255; Cockroft, 1999). The ccp arrangement was studied for example by Wegner et al.
(1971), Karabelas et al. (1973), Maier et al. (1998), Hill et al. (2001a,b), Hill & Koch (2002),
He et al. (2019) and Apte et al. (2022). Figure 2.1 displays the primitive and Cartesian unit
cells of the hcp and ccp arrangements.

The primitive unit cell of the hcp is the parallelepiped spanned by the vectors (Conway &
Sloane, 1999, p.114)

a = d ex , (2.1a)

b =
d

2
ex +

√
3d

2
ey , (2.1b)

c =
2
√
6d

3
ez . (2.1c)

The spheres are located at the positions

xc,1 = 0a+ 0 b+ 0 c , (2.2a)

xc,2 =
1

3
a+

1

3
b+

1

2
c , (2.2b)
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(a) hcp (b) ccp

Figure 2.1: Visualisation of the primitive unit cells (yellow) and the Cartesian unit cells (black
outline) of the hexagonal and cubic close-packings.

which lie on the corner and in the interior of the primitive unit cell, respectively. The
coordinates of the sphere centres in the hcp arrangement can be enumerated by the integers
i, j and k as (Sakai & Manhart, 2020)

xc =




2 i+ (j + k) mod 2

√
3
[
j + 1

3
(k mod 2)

]

2
√
6

3
k




d

2
. (2.3)

The Cartesian unit cell has a length d along the x-direction,
√
3 d along the y-direction and

2
√
6/3 d along the z-direction.

Characteristic features

In the following, some characteristics of the hcp geometry are described, which are important
for the discussion of the velocity field in chapter 3. The hcp has two kinds of pores: The tetra-
hedral pores are bounded by four spheres arranged on the corners of a regular tetrahedron and
the octahedral pores are bounded by eight spheres arranged on the corners of a regular octa-
hedron. These are shown in figure 2.2a–b. Note that the ccp consists of the same two kinds
of pores in a different spatial arrangement (see figure 2.2c–d).

A particular feature of the hcp is that there exist straight channels along the x-direction
and at 60◦ angles to the x-axis with respect to the z-axis. These channels can be identified
in figure 2.3 as unobstructed “white” regions. Due to a contact point in the centre of the
channels, these channels branch from an octahedral pore into two tetrahedral pores and
merge again in an adjacent octahedral pore (Sakai & Manhart, 2020). Similar channels can
be found in the ccp along the ex + ey, ex + ez and ey + ez directions. In the hcp, additional
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(a) Tetrahedral pores (hcp) (b) Octahedral pores (hcp)

(c) Tetrahedral pores (ccp) (d) Octahedral pores (ccp)

Figure 2.2: Visualisation of the tetrahedral and octahedral pores in the hexagonal and cubic close-
packings. The isolated tetrahedral and octahedral pores are shown in figure A.1.

channels of a different kind can be found along the z-direction, which are not obstructed by
contact points; these are however insignificant for the present work, since the macroscopic
pressure gradient is applied along the x-direction.

For the analysis of the flow (cf. section 3.1) two particular sections will be used that give a
good impression of the flow behaviour (Sakai & Manhart, 2020). These sections are displayed
in figure 2.4. On the one hand, the plane x = d (highlighted in orange) is considered, which is
perpendicular to the flow and cuts through the midplanes of the octahedral and tetrahedral
pores; on the other hand, the plane

√
3/3 y−

√
6/3 z = 0 (highlighted in yellow) is considered,

which cuts through the channels along the x-direction.
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y

z

Figure 2.3: View through the hcp along the x-
axis from x = 0. The yellow line
indicates the section in figure 2.4.

Figure 2.4: Characteristic sections through the
hcp used for studying the flow.

2.2.2. Symmetries of the hexagonal sphere pack

The symmetries of the hcp are described by the space group P63/mmc (Cockroft, 1999).
The letter P indicates a “primitive”Bravais lattice (Hoffmann, 2020, p.175). Since the space
group belongs to the hexagonal crystal system, the symbols 63/m, m and c refer to the
directions c, a and a + b (Hoffmann, 2020, p.175).1 The sub-symbol 63 denotes a six-fold
screw axis parallel to the c-direction with a half-unit shift 1/2 c (Hoffmann, 2020, pp.165f).
The axis is given by the equation (0,

√
3/3 d, z). The sub-symbol m denotes a mirror plane

with normal vector c that is given by the equation z =
√
6d/3. The second symbolm denotes

another mirror plane with normal vector a that is given by the equation x = 0. Finally, the
symbol c denotes a glide plane (i.e. the combination of a reflection and a shift parallel to
the plane) with a half-unit shift along the lattice vector c (Hoffmann, 2020, pp.152f). The
glide plane has the equation

√
3/2 (x− d/3) + 1/2 y = 0 and a shift vector 1/2 c. All other

symmetries can be obtained by a combination of these elements and shifts by the lattice
vectors (Hoffmann, 2020, p.175). For example, performing two 60◦ screw rotations and
compensating the shift with the negative lattice vector −c corresponds to a pure rotation
by 120◦. Thus, the six-fold screw axis also implies a three-fold rotation axis. Or, applying
the 60◦ screw symmetry to the glide plane results in the glide plane y =

√
3d/3. Together

with the reflectional symmetry about z =
√
6d/3 this implies the two-fold axis of rotation

(x,
√
3d/3,

√
6d/6). Figure 2.5 shows the generating symmetry elements together with the

primitive unit cell of the hcp.

1Note that crystallographic convention defines the second axis at a 120◦ angle to the a-direction (Hoffmann,
2020, pp.23f), i.e. b′ = −d/2 ex+

√
3d/2 ey, and to place the origin at the centre of inversion (Hoffmann,

2020, p.198). In the present coordinates, the centre of inversion is located at (0,
√
3d/3,

√
6d/6).
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a

b

c

six-fold screw axis 63

mirror plane m

mirror plane m

glide plane c

Figure 2.5: Primitive unit cell of the hcp with the generating symmetry elements of the space group
P63/mmc. The yellow line is the six-fold screw axis (63), the red and purple planes are
the mirror planes normal to the z- and x-axes (mm), and the blue plane is the glide
plane (c). Note that for clarity some of the elements were translated on the lattice.

Symmetries of macroscopic quantities

The symmetries of the geometry constrain the shape of the macroscopic tensorial properties
of the sphere pack like the permeability tensor K , the tensor of virtual inertia A or the viscous
length scale tensor L. This is known as Neumann’s principle (Hartmann, 1984; Voigt, 1966,
pp.19-20). For the hcp, the 3-fold rotational symmetry about the z-axis and the reflectional
symmetries normal to the x- and z-axes require the tensors to have the form (Voigt, 1966,
pp.305f, p.312)

T =




Txx 0 0

0 Txx 0

0 0 Tzz



, (2.4)

where the entries Txx and Tzz are generally not identical.
2 Therefore, the hcp is an anisotropic

porous medium. Note that for tensors involving the velocity field, e.g. the Forchheimer cor-

2For example, the reflectional symmetry of the hcp in the z-direction implies that a macroscopic pressure
gradient inside the x-y-plane does not lead to a superficial velocity in the z-direction. Thus, the elements
Kzx and Kzy of the permeability tensor are zero.



2.2. Problem statement 35

rection tensor (Whitaker, 1996), the above considerations only hold for as long as the velocity
field shares the symmetries imposed by the geometry. Furthermore, some tensorial symme-
tries may be established independently of the geometry based on physical considerations
(Biot, 1962; Lasseux & Valdés-Parada, 2017).

Symmetries of the velocity field

In laminar flow, the geometry of the sphere pack can imprint symmetries onto the velocity
field depending on the direction of the macroscopic pressure gradient. In particular, the
velocity field contains only those rotational symmetries of the geometry for which the axis
of rotation is aligned with the direction of the pressure gradient, and only those mirror
symmetries of the geometry for which the normal vector of the mirror plane is orthogonal
to the direction of the pressure gradient.

In the present flow configuration, the macroscopic pressure gradient is directed along the
x-direction and the simulation domain has an extent Lx = 2 d, Ly =

√
3 d and Lz = 2

√
6/3 d

(see section 2.2.3). The velocity field has four spatial symmetries:

Szu =




1 0 0

0 1 0

0 0 −1




·u

(
x, y,

2
√
6

3
d− z, t

)
(2.5a)

represents the reflection symmetry with respect to z =
√
6d/3,

Txu = u(x− d, y, z, t) (2.5b)

and

Txyu = u

(
x− d

2
, y −

√
3

2
d, z, t

)
(2.5c)

represent the translational invariances and

Rxu =




1 0 0

0 −1 0

0 0 −1




·u

(
x,

2
√
3

3
d− y,

√
6

3
d− z, t

)
(2.5d)

represents the 180◦ rotation symmetry around the axis (x,
√
3d/3,

√
6d/6). These symmetries

are displayed in figure 2.6; each transformation maps the sphere pack onto itself (up to a
shift by the lattice vectors of the hcp).
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(a) Translation Tx (b) Translation Txy

(c) Reflection Sz (d) Two-fold rotation Rx

Figure 2.6: Symmetries of laminar flow in a hexagonal sphere pack due to a macroscopic pressure
gradient along the x-direction. The black box represents the position of the sphere pack
before the application of the symmetry operation.

2.2.3. Size of the simulation domain

Fully developed laminar flow has the same periodicity as the sphere pack geometry. There-
fore, it is possible to simulate the laminar flow regime using a single unit cell (Patankar et al.,
1977). If the Reynolds number becomes sufficiently large, the periodicity of the flow may
be broken. Thus, a too small domain may constrain the flow to a periodic state that would
not be present in a larger domain. Therefore, the size of the simulation domain and the
possibility of symmetry breaking are essential for a faithful representation of the transition
from laminar to turbulent flow. The influence of the domain size on the transition can be
estimated based on the work of Agnaou et al. (2016), who studied the first Hopf bifurcation
of steady flow through various two-dimensional porous media. They found that for porosities
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ϵ ≲ 0.45 the critical Reynolds number is essentially independent of the domain size (Agnaou
et al., 2016, fig. 10). For turbulent flow, a too small domain may lead to additional corre-
lations between turbulent fluctuations and can thus alter the turbulence statistics. For flow
through sphere packs, Hill & Koch (2002) stated that a “[l]ong-range coupling is unlikely,
because hydrodynamic interactions in random porous media are rapidly attenuated at sep-
arations larger than a few particle diameters.” This view was confirmed by He et al. (2019)
who simulated turbulent flow through a face-centred cubic sphere pack: “Although a single
unit cell is used in the present work, computations were performed in a 3× 3× 3 configura-
tion as well to evaluate effects of the periodic boundary condition on the flow structures. As
is shown later, the integral scales for all Reynolds numbers studied in this work are much
smaller than the particle diameter and thus the unit cell domain showed little variation in
statistics compared to a larger domain”. For turbulent porous media flow in general, “[...] the
sizes of turbulent structures do not exceed far beyond the pore scale, even for high-porosity,
low-tortuosity configurations” (Wood et al., 2020).

In the present work, the computational domain was chosen in accordance with Zhu et al.
(2014), Zhu & Manhart (2016) and Sakai & Manhart (2020). It consists of two Cartesian
unit cells that are stacked along the x-direction, in which the macroscopic pressure gradient
is applied. The computational domain therefore has a length of Lx = 2 d, Ly =

√
3 d

and Lz = 2
√
6/3 d in the x-, y- and z-directions, respectively. The domain contains eight

octahedral pores, none of which are direct neighbours of themselves across the periodic
boundary, and allows the breaking of the periodicities along the direction of the macroscopic
pressure gradient as well as the breaking of two other symmetries (see section 2.2.2). In the
light of the above considerations, the present choice of computational domain favours the use
of a high grid resolution over achieving fully domain size independent results. Nevertheless,
the results of He et al. (2019) suggest that only small discrepancies would be obtained for a
larger computational domain.

2.2.4. Governing equations

Assuming that the wavelength of macroscopic pressure variations is much larger than the
sphere diameter (Johnson & Sen, 1981) or, equivalently, assuming that the frequency of the
flow is much smaller than the speed of sound divided by the sphere diameter (Batchelor,
2000, p.169), the pore scale flow is governed by the incompressible Navier-Stokes equations.
These can be written in divergence form as

∇ ·u = 0 , (2.6)

∂u

∂t
+∇ · (u⊗ u) = −1

ρ
∇p̃+ ν∆u+

1

ρ
f , (2.7)

where ρ is the density and ν is the kinematic viscosity of the fluid. The velocity and the
pressure deviation satisfy triply periodic boundary conditions u(x+L, t) = u(x, t) and p̃(x+
L, t) = p̃(x, t), where L ∈ {Lx ex, Ly ey, Lz ez} is a shift by the length of the computational
domain. Moreover, the velocity field satisfies no-slip and no-penetration boundary conditions
on the spheres. At the starting time t = 0, the flow is at rest.

The body force f represents the macroscopic pressure gradient (see section 1.2) and is
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constant in space and sinusoidally oscillating in time:

f = fx sin(Ωt) ex . (2.8)

Note that due to the periodic boundary conditions it is not possible to directly specify the
volume flow rate. If a volume flow rate was to be imposed, the corresponding body force
would have to be determined by a feedback control law. On the other hand, in experiments
the flow is usually driven by a moving piston (van Gent, 1993; Hall et al., 1995; Jin & Leong,
2006; Pamuk & Özdemir, 2014). Here, it is more natural to specify a sinuosoidal volume flow
rate corresponding to a fixed rotational speed of the wheel driving the piston. In contrast, if
the macroscopic pressure gradient was to be specified, a force control would have to be used
for the piston.

Dimensionless form of the governing equations

The problem can be nondimensionalised with the sphere diameter d, the density ρ and the
kinematic viscosity ν. This results in the dimensionless coordinates x̂ = x/d in which the
spheres have unit diameter, the dimensionless viscous time t̂ = t ν/d2, the dimensionless
velocity û = u d/ν, which takes the form of a Reynolds number, and the dimensionless
pressure deviation p̂ = p̃ d2/(ρν2). The incompressible Navier-Stokes equations (2.7) can
thus be written as

∂û

∂t̂
+ ∇̂ · (û⊗ û) = −∇̂p̂+ ∆̂û+ Hg sin

(
Wo2t̂

)
ex , (2.9)

where the Hagen number is defined as

Hg =
fx d

3

ρν2
(2.10)

and the Womersley number is defined as

Wo =

√
Ω d2

ν
. (2.11)

It can be seen that these are the only dimensionless parameters appearing in the nondimen-
sionalised flow problem (as the spheres have unit diameter) and thus a two-dimensional pa-
rameter space needs to be explored. As discussed in (Unglehrt & Manhart, 2022a, reprinted
in appendix D.1), the Reynolds number arises as the cycle-maximum of the volume average
of the resulting velocity field û.

2.3. Choice of simulation parameters

The main objective in the design of the present study was to simulate flow in all accessible
regimes, i.e. linear, laminar nonlinear, transitional and turbulent flow at low, medium and
high frequencies. In the previous section, it was found that the flow is determined by
two independent parameters: the Hagen number and the Womersley number. In linear
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flow, the transition between the low and high frequency regime occurs around the frequency
Ω0 = ϵ ν/(α∞K) (Pride et al., 1993), which corresponds to a Womersley numberWo0 = 30.5
for the hexagonal sphere pack. The simulations were carried out at the three Womersley
numbers 10, 31.62 (= 101.5) and 100. These belong to the low, medium and high frequency
regime in linear flow, respectively. The Hagen numbers were chosen on a grid of integer and
rational powers of 10; the grid was extended until all desired flow regimes were observed.
The simulation time for the cases LF1–LF4, MF1–MF4 and HF1–HF5 was determined such
that the differences in the superficial velocity and kinetic energy between the last two cycles
were less than 1% of their respective peak values. For the cases LF5 and LF6 transient
effects could be observed only in the first half cycle. For the case MF5 a longer time was
simulated in order to observe the growth of an instability (Unglehrt & Manhart, 2022b,
reprinted in appendix D.2). For the case MF6 an approximate convergence of the average
quantities was obtained. Finally, for the turbulent cases HF6 and HF7 a simulation time of
10 cycles was chosen to evaluate phase-averaged statistics. The simulation parameters are
listed in table 2.1 and figure 2.7 shows the distribution of the present simulation cases in
the Hg–Wo parameter space. For reference, the simulations of Zhu & Manhart (2016) and
Sakai & Manhart (2020) are included in the figure.

It is interesting to consider under which circumstances the simulated flow conditions would
occur in the physical world. Therefore, in figure 2.8 the simulation parameters are compared
with the parameter ranges investigated in some more applied studies. The cited studies
mainly concern sphere packs, for which the unknown parameters were estimated using the
tables in (Chapman & Higdon, 1992). For comparability, the parameter space is spanned
with the Reynolds number Re/(1 − ϵ), which has been used frequently to evaluate flow
through sphere packs of different porosities (Ergun, 1952; Macdonald et al., 1979; Wood
et al., 2020), and the frequency ratio Ω/Ω0, which characterises the linear frequency response
(Pride et al., 1993). Low frequency nonlinear flow can be found in industrial applications such
as heat exchangers and chemical reactors whereas high frequency nonlinear flow is typical of
water wave induced flow in marine and coastal environments.
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Figure 2.7: Simulations of oscillatory flow through the hexagonal sphere pack in the Hg–Wo2 parameter space. The open circles indicate
the present simulations, the red bullets indicate the simulations of linear flow performed by Zhu & Manhart (2016) and the blue
crosses indicate the simulations of stationary flow performed by Sakai & Manhart (2020).
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Case Wo Hg Re d/∆x T/∆t Tsim/T CPU-h Remarks

LF1 10 1.00 · 103 0.171 384 80, 000 1.5 20, 000

LF2 10 1.00 · 104 1.7 384 80, 000 2.25 31, 000

LF3 10 1.00 · 105 14.8 384 80, 000 1.4 36, 000

LF4 10 1.00 · 106 76.7 384 160, 000 1.25 35, 000

LF5 10 3.16 · 106 158 384 160, 000 2.27 277, 000

LF6 10 1.00 · 107 307 384 640, 000 1.56 450, 000

MF1 31.6 1.00 · 104 0.857 384 80, 000 3 43, 000

MF2 31.6 1.00 · 105 8.57 384 80, 000 3 43, 000

MF3 31.6 3.16 · 105 26.9 384 80, 000 3 43, 000

MF4 31.6 1.00 · 106 73.1 384 40, 000 3 146, 000

MF5 31.6 3.16 · 106 157 384 80, 000 6.4 214, 000

MF6 31.6 1.00 · 107 298 384 80, 000 2.26 273, 000

HF1 100 1.00 · 105 1.3 384 40, 000 20.4 282, 000

HF2 100 1.00 · 106 13 384 40, 000 19.9 411, 000

HF3 100 1.00 · 107 132 384 40, 000 6.32 158, 000

HF4 100 1.78 · 107 253 384 40, 000 8 71, 000

252 768 40, 000 8 286, 000

HF5 100 3.16 · 107 464 384 40, 000 6 217, 000

465 768 40, 000 6 253, 000

HF6 100 1.00 · 108 1090 384 40, 000 10 138, 000

1090 768 80, 000 4.26 661, 000

HF7 100 1.00 · 109 3650 384 40, 000 2.1 376, 000 underresolved DNS

3620 384 160, 000 10.1 699, 000 LES with Cw = 0.316

3580 384 160, 000 10 698, 000 LES with Cw = 0.5

Table 2.1: Parameters of the simulations of oscillatory flow through a hexagonal close-packed ar-
rangement of spheres. The overall computation time of these simulations was 5.86 million
CPU hours. Additional simulations were conducted for each case at 48, 96 and 192 cpd.
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Figure 2.8: Applications of oscillatory porous media flow in the Re/(1− ϵ)–Ω/Ω0 parameter space. Unknown properties of the porous media
were estimated based on the tables in (Chapman & Higdon, 1992).
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2.4. Numerical method

This section provides a description and verification of the numerical method that was used
to conduct the direct numerical simulations in this work.

2.4.1. Discussion of numerical methods

First, a brief overview is given of the numerical methods that have been applied to the direct
numerical simulation of pore scale flow in other studies. The main challenge in the porous me-
dia setting is the accurate representation of the pore space and the no-slip and no-penetration
boundary conditions on the fluid-solid interface (Wood et al., 2020).

For linear flow through lattice packings of spheres, very efficient and accurate approximations
are available: For instance, Zick & Homsy (1982) employed an integral equation method
based on the fundamental solution to the Stokes equations and Chapman & Higdon (1992)
used a collocation method based on the expansion of the solution to the unsteady Stokes
equations in spherical harmonics (Lamb, 1945, article 353).

For the other cases, i.e. nonlinear flow or complex geometries, two main approaches can
be distinguished. On the one hand, the pore space can be represented by a body-fitted
mesh on which the Navier-Stokes equations are then discretised using a finite volume or
finite element method. For example, a finite volume method with body-fitted mesh has been
employed in (Shams et al., 2014; Jin et al., 2015; Chu et al., 2018). On the other hand,
a Cartesian grid can be used that covers both the fluid and the solid phase. The solid-
fluid interface is then represented by an immersed boundary condition. The most common
approach in this category is the Lattice Boltzmann method that was used for example in
(Maier et al., 1998; Hill et al., 2001a,b; Hill & Koch, 2002; Schure et al., 2004; Jin et al.,
2015). Also the finite volume approach with a ghost-cell immersed boundary method, that
was used for example in (Zhu et al., 2014; Zhu & Manhart, 2016; Sakai & Manhart, 2020),
or with a distributed forcing immersed boundary method, used e.g. in (Finn & Apte, 2013;
He et al., 2019), belongs to this category. The immersed boundary methods can be further
categorised according to whether the interface tractions are applied at a discrete location or
are distributed over a certain band around the interface, and according to their conservation
properties with respect to mass and momentum (Mittal & Iaccarino, 2005). A comparison
between the body-fitted mesh approach and the Cartesian grid approach can be found in
(Finn & Apte, 2013).

2.4.2. Description of the flow solver

The simulations in the present work were performed using the code MGLET (Manhart et al.,
2001; Manhart, 2004). The solver employs multi-level block-structured Cartesian grids and
the computation is parallelised over the grid blocks (“grids”) using the Message Passing
Interface (MPI). The incompressible Navier-Stokes equations are solved in the primitive
variable formulation given in equation (2.7) with the velocity u and the pressure deviation
p̃ as unknowns. The spatial derivatives are approximated by a second order symmetry-
preserving finite volume scheme with a staggered arrangement of variables (Harlow & Welch,
1965; Verstappen & Veldman, 2003). Hence, the semi-discretised convective term conserves
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the kinetic energy.

The time stepping is performed using an explicit low storage third order Runge–Kutta
method that conserves energy within a high accuracy (Williamson, 1980, scheme 7). In
every sub-step, a Poisson equation is solved for the pressure to make the stage velocity
divergence-free. This can be interpreted either as an extension of the projection method
(Chorin, 1968) or as a half-explicit Runge–Kutta method for differential-algebraic equations
(Hairer & Wanner, 2010, pp.520f). Overall, the time integration scheme has a third order
convergence for the velocity and a first order convergence for the pressure as the time step
is refined. It should be noted that “[...] the projection method is stable, but not energy-
conserving” despite the symmetry-preserving spatial discretisation (Hokpunna & Manhart,
2010). However, the results in (Unglehrt et al., 2022a) suggest that the energy conservation
error decreases at third order with the time step size.

Complex geometries are treated using a ghost cell immersed boundary method (Peller, 2010).
In this approach, the cells cut by the geometry do not have their own momentum balance and
are thus referred to as ghost cells. Instead, the velocity values in these cells are set depending
on the neighbouring values such that the no-slip and no-penetration boundary conditions
are satisfied. In each ghost cell, the fluid-solid interface is represented as a plane fitted to the
intersection points between the solid geometry and the cell edges, and the velocity profile
is approximated with a linear least-squares fit to the velocity values of the neighbouring
fluid cells. From this assumed velocity profile, two interpolation stencils can be derived that
express the velocity value of the ghost cells in terms of the velocity values of the neighbouring
fluid cells. On the one hand, the convected velocities of the ghost cells are approximated by
second order accurate point values that are also used to evaluate the diffusive term. On the
other hand, the convecting velocities of the ghost cells are approximated by a second-order
accurate approximation to the specific volume flux across the open cell area. Thus, a second
order convergence behaviour is expected. In order to satisfy the global conservation of mass,
the convecting velocity has to be divergence-free also in each ghost cell. This constraint is
enforced by an iterative procedure that alternates between the pressure Poisson equation,
for which the velocities at the boundary between fluid cells and ghost cells are fixed, and a
flux correction procedure which directly modifies the convecting velocities of the ghost cells
(Peller, 2010).

In conclusion, the immersed boundary method in MGLET can be considered a hybrid be-
tween the ghost cell approach, which is used for the momentum equation, and the cut cell
approach, which is used for the continuity equation. The main advantage of this approach
in comparison to a complete cut cell method, for example (Unglehrt et al., 2022b), is that
there is no additional time step restriction due to small cut cells at the interface. The mass
conservation, the sharp and impermeable representation of the fluid-solid interface and the
second order accuracy make the method well suited to simulate flow through complex porous
media (Peller, 2010, pp.172f). The main drawback of the present method is the unavailabil-
ity of wall shear stress and wall pressure values, as the momentum equation and the pressure
Poisson equation are not solved for the interface cells.
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2.4.3. Verification of the flow solver

In this section, the flow solver is verified against analytical and high-fidelity numerical solu-
tions of the Navier-Stokes equations. In particular, the spatial accuracy is investigated for
flow cases without and with an immersed boundary. For the triply periodic flow of Antuono
(2020), an exact second order convergence is observed; for the linear instability of Poiseuille
flow and for transient flow through an oblique pipe, a near second order convergence is
observed. Finally, the third order convergence of the time integration scheme is confirmed
for transient flow through an oblique pipe. An additional verification case is presented in
(Unglehrt & Manhart, 2022a, reprinted in appendix D.1).

Spatial convergence in Antuono’s triply periodic vortex flow

First, the correctness of the core flow solver implementation is verified. Antuono (2020)
presented a triply periodic analytical solution to the incompressible Navier-Stokes equations
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p = −1

2
ρ |u|2 , (2.12d)

which represents an exponentially decaying self-similar velocity field.

The flow is discretised in a cubic domain [0, L]3 with periodic boundary conditions, where
L = 2π/κ represents the wavelength of the flow. The four grid resolutions ∆x/L = 1/20,
1/40, 1/80 and 1/160 are compared, where a uniform grid spacing was used for all cases and
the domain was decomposed into blocks of 203 cells. The simulations were performed for
8000 time steps up to a dimensionless time νT/L2 = 2 · 10−4 and the Reynolds number was
chosen as Re = U0L/ν = 100.

Figure 2.9 shows the error with respect to the analytical solution in the L∞-norm. Clearly,
the velocity components and the pressure exhibit a second-order convergence behaviour.
The convergence order can be computed as 1.9995 for the velocity and 2.0081 for the pres-
sure. Notably, the errors do not differ between the velocity components, thus showing the
symmetry of the implementation of the discretisation.
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Figure 2.9: Grid convergence of the velocity and pressure fields u(x, T ) and p(x, T ) to the analytical
solution of Antuono (2020) in the L∞-norm. The dashed lines indicate second order
convergence with the grid spacing ∆x.

Linear instability in plane channel flow

Second, the accuracy of the flow solver is investigated for the example of a linear instability
of Poiseuille flow. The choice of this test case is motivated by the objective of simulating
the flow through a hexagonal sphere pack in different flow regimes; it is therefore necessary
to faithfully capture the transition from laminar to turbulent flow. The linear instability of
Poiseuille flow has been used as a test case for flow solvers by Mohan Rai & Moin (1991),
Das & Mathew (2001) and Schwertfirm et al. (2008).

Following these references, Poisseuille flow is considered at the supercritical Reynolds number
Re = umaxh/ν = 7500 where h is the channel half-width; the critical Reynolds number is
Recrit = 5772 (Orszag, 1971). The initial velocity field is a superposition of the parabolic
profile

u(y) = umax

(
1− y2

h2

)
(2.13)

of the Poiseuille solution and a two-dimensional perturbation u′′(x, y), v′′(x, y) with a relative
amplitude of 10−4. The perturbation was selected as the most unstable eigenmode of the
Orr-Sommerfeld equation for a streamwise wavenumber κ = 1/h. The Orr-Sommerfeld equa-
tion was solved numerically on the same grid as the wall-normal velocity component using
the finite difference method of Pozrikidis (2017, pp.722f). Furthermore, a pressure gradient
was specified according to the Poiseuille solution. The domain size was chosen as 2πh in the
streamwise, 2h in the wall-normal, and h in the spanwise direction. The flow was simulated
at three grid resolutions: 128×256×10, 256×512×10, and 512×1024×10. No refinement
was applied in the spanwise direction since both the flow and the initial evolution of the per-
turbation are two-dimensional. The simulated time was umaxT/h = 40 and the dimensionless
time step size umax∆t/∆y = 0.032 was constant for all cases.
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Nx Ny ℑ (ω) h/umax relative error

128 256 0.00220086 1.53× 10−2

256 512 0.00222753 3.33× 10−3

512 1024 0.00223321 7.66× 10−4

Table 2.2: Grid convergence of growth rate of Orr-Sommerfeld test case. A second order convergence
of the growth rate to the result of (Das & Mathew, 2001) can be observed.

For the linear instability, the perturbation energy

E(t) =

∫

V

1

2

[
(u′′)2 + (v′′)2

]
dV (2.14)

must grow exponentially as

E(t) = E(0) e2ℑ(ω)t , (2.15)

where ℑ(ω) is the imaginary part of the largest eigenvalue of the Orr-Sommerfeld equation.
The growth rate was determined from the perturbation energy using a least squares fit. In
table 2.2, the growth rate is compared to the result of Das & Mathew (2001) obtained with
a spectral code, ω h/umax = 0.24989154 + 0.0022349i. The growth rate converges to the
reference value at approximately second order with the grid spacing (the apparent order of
convergence is 2.14).

Spatial convergence in transient oblique pipe flow

Third, the spatial convergence of the ghost cell immersed boundary method is demonstrated.
Following Unglehrt et al. (2022b), transient flow through an oblique pipe oriented in (1, 1, 1)-
direction is considered. The flow is impulsively started from rest with a pressure gradient
applied along the x-direction. The flow configuration is shown in figure 2.10. The design
of the test case is inspired by Dröge & Verstappen (2005), Meyer et al. (2010) and Peller
(2010) who considered steady or transient flow through an oblique channel. The streamwise
velocity in transient laminar pipe flow is given by the analytical solution (Pozrikidis, 2017,
pp.509f):
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where R is the radius of the pipe, J0(z) and J1(z) are the Bessel functions of the first kind
and αn is the n-th zero of the Bessel function J0(z).

The oblique pipe test case is well suited for the verification of the immersed boundary method
for several reasons. Firstly, there is an analytical solution which allows to show the conver-
gence of the numerical solution to the solution of the Navier-Stokes equations. Secondly,



48

Figure 2.10: Configuration of the oblique pipe
test case (Unglehrt et al., 2022b,
Creative Commons BY 4.0 license
(http://creativecommons.org/
licenses/by/4.0/), unchanged).

Figure 2.11: Grid convergence of the streamwise
velocity us(r, T ) at probe points with
r/a = 0, 0.1, . . . , 0.9 in the L∞-norm
for transient flow through an oblique
pipe. The dashed line indicates sec-
ond order convergence with the grid
spacing ∆x.

the flow can be computed in a finite domain with periodic boundary conditions (unlike, for
example, the Stokes flow around a sphere for which an infinite domain is assumed). Thirdly,
the oblique placement of the pipe within the Cartesian grid leads to many different inter-
sections of the pipe geometry with the Cartesian grid. Finally, the case allows to check the
interaction between the pressure correction and the immersed boundary, since the momen-
tum that is introduced into the u-component of velocity needs to be redistributed to the
other components by the pressure.

A cubic domain of length 4R was selected such that the pipe segments that are folded back
into the domain by the triple periodic boundary conditions do not collide with the segment
along the diagonal. The domain is discretised by cubic cells of four sizes: ∆x = R/4,
R/8, R/16, R/32, and R/64. The flow was simulated for 4000 time steps until the time
νT/R2 = 0.04. The velocity field was sampled at concentrically arranged probe points
with a radial distance r/R = 0, 0.1, . . . , 0.9 from the centre line and 36 points along the
circumference. Figure 2.11 shows the maximum error with respect to the analytical solution
for each radial distance as a function of the normalised grid spacing ∆x/R. The decrease
of the error is not perfectly uniform with the grid spacing; an average order of convergence
based on the coarsest and the finest grid between 1.8 and 1.98 is observed. This may be
attributed to the use of the first order approximation u = 0 in interface cells that do not
have enough neighbours to construct an interpolation stencil. Apart from these sacrifices
for the sake of robustness, the convergence behaviour of the ghost cell immersed boundary
method is fully satisfactory.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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Temporal convergence in transient oblique pipe flow

Finally, the convergence of the time integration scheme is investigated. Again, the case of
transient flow through an oblique pipe is considered, but the grid resolution is kept constant
at ∆x = R/16 while the time step is varied. This test case was found to be sensitive to
the coupling between the pressure correction in the fluid cells and the flux correction in the
interface cells. It is therefore necessary to set a strict tolerance for the velocity divergence.
Due to the coarse grid resolution, the spatial discretisation error dominates over the tem-
poral discretisation error and the analytical solution cannot be used as a reference. Hence,
the order of convergence can only be determined assuming that the scheme converges to
the correct solution. For this, numerical solutions were computed at four different time
steps ν∆t/R2 = 8 · 10−5, 1.6 · 10−4, 3.2 · 10−4, and 6.4 · 10−4 and the apparent order of con-
vergence of the centreline velocity for the two successive triples of values was determined
(see e.g. Celik et al. (2008)). This resulted in the values 2.990 and 2.994 for the coarse
and the fine triple, respectively, confirming the third order accuracy of the Runge–Kutta
method.

2.5. Grid design

This section describes the computational grids employed for the simulations. The selection
of the cell size is discussed in terms of the resolution of the geometry and the resolution of
the flow.

2.5.1. Description of the grid configuration

In the present work, a block-structured Cartesian grid with uniformly sized cells is used.
The flow is computed on different grids that are successively refined by a factor of 2. The
nominal grid resolution based on the cell size in the x-direction is 48, 96, 192, 384 and 768
cells per diameter (cpd), respectively. The incommensurable periodicities in the x-, y- and
z-directions lead to a slightly different grid resolution in each coordinate direction.3 The
cells therefore have an aspect ratio of 1 : 0.99 : 0.98. The number of cells and the grid
spacings are given in table 2.3. For the resolutions 384 cpd and 768 cpd, the grid blocks
situated completely inside the spheres have been eliminated, thus reducing the number of
cells in the grid by 40% and 60%, respectively.

2.5.2. Resolution of the geometry

This section examines the quality of the representation of the sphere pack geometry on the
Cartesian grid for the different grid resolutions. The table 2.4 shows the number of fluid and
interface cells as well as the porosity ϵ∆x and the relative error in the porosity. It can be
seen that the number of interface cells increases by about a factor of 4 with each refinement
step; this is to be expected as the spheres are a smooth surface and thus have a box-counting

3The number of cells in the y- and the z- direction was determined with the constraint that the total
number of cells is divisible by 28, which is the number of cores per compute node on the Linux Cluster
of the Leibniz Supercomputing Centre, thus allowing a balanced distribution of the computational load.
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nominal res. Nx Ny Nz ∆x/d ∆y/d ∆z/d no. of cells

48 cpd 96 84 80 0.02083 0.02062 0.02041 645, 120

96 cpd 192 168 160 0.01042 0.01031 0.01021 5, 160, 960

192 cpd 384 336 320 0.00521 0.00515 0.00510 41, 287, 680

384 cpd 768 672 640 0.00260 0.00258 0.00255 198, 696, 960

768 cpd 1536 1344 1280 0.00130 0.00129 0.00128 1, 070, 596, 096

Table 2.3: Grids for the grid convergence study.

nominal res. no. of fluid cells no. of interface cells porosity ϵ∆x porosity error ϵ∆x−ϵ
ϵ

48 cpd 152, 480 46, 272 0.245284 −5.5%

96 cpd 1, 268, 352 198, 016 0.255954 −1.4%

192 cpd 10, 508, 439 844, 073 0.259716 0.76%

384 cpd 84, 713, 980 3, 501, 806 0.259104 −0.16%

768 cpd 682, 003, 524 14, 758, 976 0.259477 −0.017%

Table 2.4: Grid convergence of the pore volume. The porosity ϵ∆x at resolution ∆x was calculated
from the fluid cells and the open volumes of the interface cells.

dimension of 2. Also, the porosity converges to the true value ϵ = 0.2595195.... In the relative
porosity error, there is an outlier from the trend at a resolution of 192 cpd. A possible reason
for this nonmonotonic convergence is that the pore space is concave at the spheres and thus
the pore volume is overestimated by the piecewise linear representation of the wall, while the
spheres are “sintered” at the contact points by the immersed boundary method (as discussed
below), and the pore volume is underestimated. The outlier could therefore be caused by a
momentary overtaking of the error at the concave walls.

Blocking of the contact point regions

The contact points between the spheres pose a problem for the Cartesian grid approach
used in MGLET. The immersed boundary method approximates the wall in each cell by a
single plane. Therefore, regions where the distance between the spheres is less than the grid
spacing cannot be resolved because the cells are intersected by both spheres. These cells are
considered to be solid. Since it is not possible to define a single plane representing the wall,
no interpolation is used for these cells.

The affected regions can be estimated as a cylinder around the contact point, containing
all points of both spheres that have a distance of less than 2∆x to the other sphere. The
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diameter of this cylinder is

dblocked
d

= 2

√
2∆x

d
− ∆x2

d2
, (2.17)

which decreases asymptotically as O(
√
∆x). Figure 2.12 shows the smallest and largest

diameters of the blocked regions in the discretised geometry as a function of the grid resolu-
tion. The theoretical prediction for dblocked at a gap width of 2∆x agrees well with the upper
limit found from the simulations. Assuming that the blocked region is a perfect cylinder of
diameter dblocked around the contact point, the missing pore volume and missing surface area
can be calculated as

Vmissing = 3πd∆x2 − 4

3
π∆x3 (2.18)

Amissing = −4πd∆x+ 4πd∆x

√
2∆x

d
− ∆x2

d2
+ 2π∆x2 (2.19)

using geometric formulae for a spherical cap. Therefore, the volume converges at second
order, the surface area converges at first order and the wall position converges at half order
when refining the grid. Consequently, the contact points between the spheres reduce the
order of accuracy of the immersed boundary method.

In some studies the geometry of the sphere pack was modified by introducing bridges connect-
ing the spheres, thereby avoiding small cells in body-fitted meshes close to the contact points
(Kuroki et al., 2009; Nelson, 2009; Finn et al., 2012). A dedicated study was carried out
by Finn & Apte (2013) who found that “for moderate Reynolds numbers the region of fluid
very close to the contact point has little effect on the bulk flow, and may be safely removed
as is deliberately done in the bridge meshing technique.”. For oscillatory flow, however, this
conclusion needs to be revisited (this will be discussed in detail in the following section). In
this work, the bridges are automatically introduced by the simulation code depending on the
grid spacing. Since it was unknown how the flow would behave in the vicinity of the contact
points and what grid resolution would ultimately be used, no grid-independent bridges were
introduced.

2.5.3. Resolution of the flow

The finite volume discretisation of MGLET uses the midpoint rule and linear interpolation
to compute the values of the convective and diffusive fluxes. The leading error term of the
midpoint rule and of the interpolated convective fluxes contains the second derivatives of
the velocity field (Lomax et al., 2011, pp.70f; Ferziger & Perić, 2002, p.77) and the leading
error term of the Laplacian depends on the fourth derivatives (Lomax et al., 2011, p.31).
The grid resolution requirements are thus determined by the regions of high curvatures and
fourth derivatives in the velocity field.

For the general case of unsteady nonlinear or possibly turbulent flow, the grid resolution
requirements are difficult to estimate. Hence, the determination of the final resolution mainly
rests on a grid study conducted for each flow case (Unglehrt & Manhart, 2022a, 2023b,a,
reprinted in appendices D.1, D.3 and D.6). However, some estimates for the required grid
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Figure 2.12: Diameter of blocked region around contact points. The smallest and largest diameters
of the blocked regions in the discrete geometry are compared to equation (2.17), which
assumes that the gap between the spheres is closed where its height is less than 2∆x.

resolution can be derived for oscillatory flow at high Womersley numbers and for turbulent
stationary flow. These will be discussed in the following.

High frequency oscillatory boundary layer

In the high frequency limit Wo → ∞, oscillatory flow can be decomposed into an ap-
proximately inviscid core flow and a boundary layer near solid walls. For small convective
accelerations, one can expand the solution to the boundary layer equation in the Keulegan-
Carpenter number KC = 2πRe/Wo2 and the leading order contribution u0 is governed by
the local equation

∂u0
∂t

− ν
∂2u0
∂y2

=
∂U

∂t
, (2.20)

where U is the velocity at the edge of the boundary layer (Schlichting & Gersten, 2017,
pp.352f). It can be shown that this boundary value problem is identical to the Stokes
problem with wall velocity −U when viewed in a coordinate frame moving with the wall
(Batchelor, 2000, p.354). Hence, in oscillatory flow the 99% boundary layer thickness of the
envelope of the velocity profiles is

δ99 = 4.6

√
2 ν

Ω
, (2.21)

which is the value from the second Stokes problem (Schlichting & Gersten, 2017, p.129). The
boundary layer contains an extremum of the second derivative of the tangential velocity in
wall normal direction. The accuracy of the approximation in the boundary layer depends on
the grid Womersley number Wo∆y =

√
Ω/ν∆y as can be seen from discretising the second
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Stokes problem.4 In order to achieve 1% relative accuracy in the velocity, a grid Womersley
number Wo∆y < 0.3464 is required. This is equivalent to 19 cells distributed over δ99. The
required resolution of the spheres can be expressed in terms of the Womersley number as

d

∆y
=

Wo

Wo∆y

. (2.22)

For the high frequency cases at Wo = 100, this compiles to a required grid resolution of 289
cells per sphere diameter.

Flow near the contact points

As discussed previously (see section 2.5.2), the Cartesian grid method introduces bridges at
the contact points of the spheres. Insofar as the simulations should represent the flow through
a packing of exact spheres, the grid resolution must be chosen such that these bridges have
a negligible effect on the flow. In Stokes flow the highest velocities appear away from the
boundaries (see figure 2.13a) and thus the modification of the contact point geometry has
only a minor effect. In contrast, for high frequencies (Wo → ∞), the flow field tends to the
potential flow field in which the highest velocities are concentrated near the contact points
(see figure 2.13b and the discussion in (Unglehrt & Manhart, 2022a, reprinted in appendix
D.1)). In other words, the small viscosity allows the flow to penetrate into the gaps near the
contact points. In order to obtain reliable results, the blocked contact point regions should
be“hidden” in the viscous boundary layers of the flow. The oscillatory boundary layer locally
resembles the Stokes boundary layer for Wo → ∞ (see the preceding section), and it thus
has a constant characteristic thickness δs =

√
2ν/Ω everywhere. Near the contact points,

4The differential equation for the second Stokes problem reads in the frame moving with the wall:
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A finite volume discretisation in y-direction yields:
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The modified differential equation for this discretisation is
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− U0 Ω sin(Ω t)− ν
∆y2

12

∂4u

∂y4

∣∣∣∣
j

+O
(
∆y4

)
.

Plugging in the exact solution (Schlichting & Gersten, 2017, p.129), the error e of the discretisation
results in

e = − 1

12
Wo2

∆y u|j +O
(
Wo4

∆y

)
.

and hence, the accuracy of the finite volume scheme is uniquely determined by Wo∆y.
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(a) Stokes flow (b) Potential flow

Figure 2.13: Velocity magnitude |u| in the plane x = d in Stokes flow (Sakai & Manhart, 2020;
Unglehrt & Manhart, 2023a, case L4) and potential flow (Unglehrt & Manhart, 2023a)
through the hexagonal sphere pack. The main flow direction is perpendicular to the
section.

the boundary layers of adjacent spheres meet at a distance

rδ
d

=

√√
2

Wo
+

2

Wo2 (2.23)

from the contact point, which is approximately 0.12 d for Wo = 100. The blocked re-
gion around the contact points (“bridges”) should be contained in this boundary layer (i.e.
dblocked < 2 rδ); from figure 2.12 one can find that the grid resolution at Wo = 100 should
be at least 192 cpd.

For nonlinear flow, a similar problem can be observed: As the Reynolds number is increased,
the high velocity regions move into the gaps near the contact points (see figure 3.2 which
shows the velocity field for the low frequency cases). Consequently, the grid resolution
of the contact points is also important for flow at higher Reynolds numbers. The effect
of the contact point resolution can be seen at the example of the case HF6 (Re = 1086,
Wo = 100). Figure 2.14 shows the instantaneous velocity magnitude at the time Ωt = 6.64π
for the grid resolutions 192 cpd, 384 cpd and 768 cpd. While the peak values of the velocity
magnitude are quite similar for the different resolutions, the region of high velocity magnitude
approaches the contact point as the grid is refined. There are also significant variations in
the shape of the separation region. Since the figure 2.14 shows an instantaneous state of
the flow, the shape of the separation region is affected by turbulent fluctuations and wake
oscillations. However, some trends can be observed: The opening angle and the width of the
separation region behind the contact points increase with increasing grid resolution, while
the length of the separation region decreases with increasing resolution. In conclusion, the
grid resolution near the contact points becomes important when the flow is dominated by
inertial or convective effects.
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(a) 192 cpd (b) 384 cpd (c) 768 cpd

Figure 2.14: Effect of the grid resolution on the instantaneous velocity magnitude |u| near the
contact points for the case HF6 after 3.32 periods. The figure shows the section√
3/3 y −

√
6/3 z = 0. The main flow direction goes from left to right.

Turbulent flow

The required grid resolution in a turbulent flow can be assessed by comparing the grid spacing
with the Kolmogorov scale (Moin &Mahesh, 1998), which expresses the smallest scales of mo-
tion in a turbulent flow. It is defined as (Pope, 2000, p.185)

η =

(
ν3

2ν S′ : S′

)1/4

(2.24)

where 2ν S′ : S′ is the mean dissipation rate of the TKE. Such an estimate is only valid in the
asymptotic turbulent regime, i.e. Re > 1679 for statistically steady turbulent flow (Wood
et al., 2020, from ReH). Based on time resolved particle image velocimetry in a sphere pack
with ϵ = 0.45, (Patil & Liburdy, 2015) reported the following estimate for the Kolmogorov
scale:

η ≈ 1.32Re−3/4
pore DH where Repore =

⟨u⟩s DH

ϵ ν
> 2800 andDH =

2

3

ϵ

1− ϵ
d . (2.25)

For the hcp, this relation can be rewritten as

η ≈ 0.33Re−3/4 d for Re > 3110 . (2.26)

In the present dataset, this estimate is reasonably applicable only for the cases HF6 (Re =
1086) and HF7 (Re = 3580), which have an amplitude close to what would be expected for
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a stationary flow (Unglehrt & Manhart, 2023b, reprinted in appendix D.3). For the case
HF6, the estimate would suggest d/η ≈ 573. Thus, a fully resolved DNS has probably been
reached at the highest resolution (768 cpd), and the second highest resolution (384 cpd)
is still reasonably well resolved. For the case HF7, the Kolmogorov length scale is about
d/η ≈ 1402. This does not seem to be achievable with the computational resources available
for the present work.5. Consequently, a large-eddy simulation approach was chosen for this
case (see section 2.6).

The required grid resolution for the turbulence-like cases LF6 and MF6 was estimated in
(Unglehrt & Manhart, 2023a, reprinted in appendix D.6) according to (Finn, 2013; He et al.,
2019) as 342 cpd. The resolution of 384 cpd that was determined by the grid study can
therefore be judged sufficient.

2.6. Large-eddy simulation of the case HF7

In this section, the case HF7, which has by far the largest Reynolds number in the present
study, will be discussed in detail. For this case, the results at a resolution of 384 cpd indicated
that the next grid resolution of 768 cpd would likely not be sufficient to fully resolve all scales
of turbulent motion. Therefore a wall-resolved large-eddy simulation (LES) was performed
at a resolution of 384 cpd.

2.6.1. Discussion of the sub-grid scale model

Due to the high Womersley number, thin boundary layers appear at the pore walls and the
core flow is almost laminar during the acceleration phase. Therefore, the choice of the sub-
grid scale (SGS) model deserves special attention. The sub-grid stresses were represented
using the WALE model (Nicoud & Ducros, 1999). This particular model has the property
that the sub-grid stresses are exactly zero for a simple shear flow. Furthermore, the sub-
grid stresses of the WALE model decrease with the cube of the wall distance. Hence, the
simulation of the near wall flow should be only mildly affected by the WALE model. The
influence of the SGS model is assessed based on an instantaneous velocity field at time
Ωt = 0.32π just after the transition to turbulence has occurred. Figure 2.15 shows the
ratio νSGS/ν for the WALE model computed a priori from the underresolved DNS and a
posteriori from the LES (both at a grid resolution of 384 cpd). Both fields have a relatively
similar magnitude and spatial distribution. In the turbulent regions, the SGS viscosity is
approximately 2 to 3 times larger than the molecular viscosity. Consequently, the LES is
well resolved. In the boundary layers and irrotational regions of the flow, it can be seen
that the SGS viscosity is significantly smaller than the fluid viscosity. This suggests that the
SGS model has a small influence on the flow in these regions. Also, the distribution of the
regions of high SGS viscosity is relatively similar between the two fields, indicating that the
transition to turbulence takes place in a rather similar manner with and without the SGS

5The required computing time can be estimated from the large-eddy simulation of the case HF7, which
consumed about 669,000 CPU-h for 10 oscillation periods. To reach the Kolmogorov scale, both the grid
resolution and the number of time steps would have to be quadrupled (for a constant Courant-Friedrichs-
Lewy number), resulting in an increase by a factor of 44. The computational cost would thus be in the
order of 170 million CPU-h.
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(a) a priori evaluation (underresolved DNS) (b) a posteriori evaluation (LES)

Figure 2.15: Ratio of the SGS viscosity νSGS to the kinematic viscosity ν of νSGS/ν for the case
HF7 at a resolution of 384 cpd just after the transition to turbulence (Ωt = 0.32π).

model. Notably, the SGS viscosity determined from the underresolved DNS shows a high
intensity in the shear layers emanating from the touching point in the centre of the plot, while
this is absent in the SGS viscosity determined from the LES. A possible explanation is that
a shear layer instability occurs in the underresolved DNS, which is suppressed in the LES. A
comparison of the superficial velocity between the underresolved DNS and the LES (figure
2.16 shows that the laminar starting flow remains unaffected by the SGS model. When the
turbulence sets in, it can be observed that the LES results in a smaller superficial velocity
than the underresolved DNS; this is expected due to the increased effective viscosity. In
conclusion, these results indicate that the WALE model exhibits a very desirable behaviour
in that it hardly affects the boundary layers and irrotational flow regions, but increases the
viscosity in the small turbulent structures.

2.6.2. Verification of the sub-grid scale model implementation

A sanity check of the implementation of the WALE model in MGLET can be based on
the property of the WALE model that no SGS viscosity is produced in a pure shear flow
(Nicoud & Ducros, 1999). An example for such a flow is the transient laminar flow through
an oblique pipe (see section 2.4.3). Here, the same setup is used as for the investigation of
the spatial convergence with the modification that when the grid is refined by a factor of
2, the pressure gradient and the molecular viscosity are divided by 4. Thus, the reduction
in the filtering length ∆ := ∆x of the WALE viscosity is compensated. It can be ex-
pected that the eddy viscosity is small already at coarse grids since the flow is unidirectional
and constant along the streamwise direction. As the grid is refined, the WALE viscosity
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Figure 2.16: Comparison of the superficial velocity in the starting flow resulting from the underre-
solved DNS at 384 cpd and the LES at 384 cpd for the case HF7.

should converge to zero as the simulation approximates the exact velocity field (see section
2.4.3).

For the coarsest grid spacing of R/∆x = 8, the ratio of the intrinsic volume-averaged SGS
viscosity ⟨νSGS⟩s to the molecular viscosity ν has the value 3.7 · 10−6. As the grid is refined to
R/∆x = 16 and 32, the ratio has the values 6.2 · 10−8 and 6.4 · 10−10, respectively. Finally,
at R/∆x = 128 the SGS viscosity is zero to machine precision. It can thus be concluded
that the present implementation complies with the absence of SGS viscosity in a pure shear
flow. A further verification and validation of the WALE model implementation in MGLET
for a turbulent channel flow at Reτ = 180 can be found in (Peller, 2010, pp.118–119). The
SGS viscosity was observed to decrease with the cube of the wall distance which is in line
with the theoretical expectations.

2.7. Temporal resolution

In this section, the simulation time step is discussed in terms of stability and accuracy. The
explicit Runge–Kutta scheme used in MGLET is conditionally stable, i.e. there is a limit for
the time step size below which numerical errors are damped. For a system of ordinary differ-
ential equations dx/dt = F (x), the scheme is stable if the condition |R(λJ ∆t)| ≤ 1 holds for
all eigenvalues λJ of the Jacobian J = (∇⊗ F )T of the right-hand side (Hairer & Wanner,
2010, p.15). The stability function R(z) for the three-stage third order explicit Runge–Kutta
method has the form (Hairer & Wanner, 2010, p.17):

R(z) = 1 + z +
z2

2
+
z3

6
. (2.27)

The spatial discretisation of the incompressible Navier-Stokes equations results in a large
nonlinear system of ordinary differential equations for which the Jacobian eigenvalues are not
available in closed form. Following Dröge (2006), the eigenvalues are estimated for the cases
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where diffusion dominates over convection or vice versa using Gershgorin’s circle theorem (ap-
pendix A.2). The diffusive operator imposes the constraint

4 ν∆t

(
1

∆x2
+

1

∆y2
+

1

∆z2

)
≤ 2.5127 , (2.28)

where |R(−2.5127)| = 1. The ratio ν∆t
(
1/∆x2 + 1/∆y2 + 1/∆z2

)
is sometimes referred

to as numerical diffusion number (Pozrikidis, 2017). The convective operator leads to the
constraint

CFLu ≤
√
3 , (2.29)

where
∣∣R(±i

√
3)
∣∣ = 1 and CFLu is the Courant-Friedrichs-Lewy number of the u-momentum

equation. It is defined as

CFLu = ∆t max
i,j,k

( |ui,j,k + ui+1,j,k|+ |ui−1,j,k + ui,j,k|
4∆x

+
|vi,j,k + vi+1,j,k|+ |vi,j−1,k + vi+1,j−1,k|

4∆y

+
|wi,j,k + wi+1,j,k|+ |wi,j,k−1 + wi+1,j,k−1|

4∆z

)
.

(2.30)

The corresponding constraints for the v- and w-components of the momentum equations can
be obtained by exchanging u with v or w, i with j or k and ∆x with ∆y or ∆z, respectively.
Generally, the diffusion number constraint is dominant for low Reynolds numbers and fine
grids whereas the Courant-Friedrichs-Lewy number constraint is dominant for high Reynolds
numbers and coarse grids.

The basic error characteristics of the time stepping scheme can be understood by looking at
the linear system

dx

dt
= J ·x , (2.31)

where J is assumed to be constant in time. Multiplying this equation with an eigenvector v
such that v · J = λJ v, the modal equation is obtained as

d(v ·x)
dt

= λJ (v ·x) . (2.32)

At time t = n∆t, the analytical and numerical solutions are (Hairer & Wanner, 2010, pp.15–
16)

v ·x(n∆t) =
(
eλJ∆t

)n
v ·x(0) , (2.33)

v ·xn = R(λJ∆t)
n v ·x(0) . (2.34)

The error can therefore be assessed by comparing the numerical amplification factor R(z) to
the exact amplification factor ez (Hirsch, 2007, pp.434f). The relative amplitude and the rela-
tive phase are defined as |R(z)/ez| and arg [R(z)/ez], respectively.
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Figure 2.17: Courant-Friedrichs-Lewy number and numerical diffusion number of the simulations at
384 cpd and 768 cpd (top right), relative amplitude and relative phase of the explicit
Runge–Kutta scheme along the imaginary axis as a function of the Courant-Friedrichs-
Lewy number (top left) and along the negative real axis as a function of the numerical
diffusion number (bottom right). The dashed lines indicate a 2% error in amplitude.

Figure 2.17 shows the dimensionless time step size of the simulations at the resolutions 384
cpd and 768 cpd together with the error characteristics of the explicit Runge–Kutta scheme.
It can be seen that in all cases the amplitude and phase errors associated with the fastest
time scales (eigenvalues) in the numerical solution are less than 2%. The highest errors are
expected for the simulations at Wo = 10 for which the oscillation was very slow compared
to the convective and diffusive time scale.

2.8. Sampling strategy

Three types of data were sampled from the simulations. First, time series of the volume-
averaged velocity and kinetic energy and of the pressure drag were sampled at each time
step. The high temporal resolution was chosen to accurately determine time derivatives and
frequency spectra. Since the pressure is not available in the interface cells, the pressure
drag was determined by evaluating the pressure force onto the boundary between the fluid
cells and the interface cells which forms a stair-step approximation of the pore geometry.
Second, instantaneous fields of the velocity and the pressure were extracted, which contain
a restartable snapshot of the simulation. This was facilitated by the performant parallel
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Case d/∆x T/∆tbulk T/∆tsnapshot T/∆tprobes Remarks

LF1 384 80, 000 12.5 200

LF2 384 80, 000 12.5 200

LF3 384 80, 000 100 800

LF4 384 160, 000 100 400

LF5 384 160, 000 100 800

LF6 384 640, 000 100 1600

MF1 384 80, 000 50 400

MF2 384 80, 000 50 –

MF3 384 80, 000 50 –

MF4 384 40, 000 25 200

MF5 384 80, 000 50 400

MF6 384 80, 000 50 400

HF1 384 40, 000 25 200

HF2 384 40, 000 25 200

HF3 384 40, 000 25 200

HF4 384 40, 000 50 200

768 40, 000 50 200

HF5 384 40, 000 25 200

768 40, 000 25 –

HF6 384 40, 000 25 200

768 80, 000 25 800

HF7 384 40, 000 25 – underresolved DNS

384 160, 000 25 200 LES with Cw = 0.316

384 160, 000 25 200 LES with Cw = 0.5

Table 2.5: Sampling frequencies for time series (T/∆tbulk), instantaneous fields (T/∆tsnapshot) and
probe points (T/∆tprobes).
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I/O implementation in MGLET (Sakai et al., 2019). A relatively low sampling rate (table
2.5) had to be chosen due to the large file size of the snapshots (3.3–4.2 GB at 384 cpd
and 28 GB at 768 cpd using gzip compression). Third, probe point data of the velocity and
the pressure was sampled at an intermediate temporal resolution (table 2.5). The probe
points were placed in the planes x/d = 1/192, x/d = 47/192, x/d = 49/192, x/d = 95/192,
x/d = 97/192 and x/d = 383/192 at a spatial resolution corresponding to 96 cpd. This
allows to estimate the full velocity gradient in the planes x/d = 0, x/d = 1/4 and x/d = 1/2.
Further probe points were located in the centres of the pores determined by the centroids of
a Delaunay tesselation of the sphere positions.



3. Flow regimes

This chapter investigates the flow regimes in oscillatory flow through a hexagonal close-
packing of spheres. The main questions are which flow regime is obtained for a given ampli-
tude and frequency of the forcing (determined by the Hagen and the Womersley number),
and how the flow regimes can be identified. First, a brief overview of the simulation results is
given. Then, a summary of the following publications is provided:

• Unglehrt, L. & Manhart, M. 2022a Onset of nonlinearity in oscillatory flow
through a hexagonal sphere pack. Journal of Fluid Mechanics 944, A30.

• Unglehrt, L. & Manhart, M. 2022b Symmetry Breaking and Turbulence in Os-
cillatory Flow Through a Hexagonal Sphere Pack. In Proceedings of TSFP-12 (2022)
Osaka. Osaka, Japan.

• Unglehrt, L. & Manhart, M. 2023b Direct and Large-Eddy simulation of tur-
bulent oscillatory flow through a hexagonal sphere pack. In Direct and Large Eddy
Simulation XIII, 1st edn. (ed. C. Marchioli, M. V. Salvetti, M. Garcia-Villalba & P.
Schlatter), ERCOFTAC Series 31, pp. 118–123. Springer Cham.

Finally, the findings are brought together to form an approximate overall picture, and the re-
sults are discussed in terms of their implications for the transition process.

3.1. Description of the simulation dataset

This section aims to give an overview of the simulation dataset. In particular, the amplitude
and phase behaviour of the superficial velocity as well as instantaneous velocity and vorticity
fields at the maximum superficial velocity are qualitatively discussed. A detailed analysis of
the simulations can be found in the respective articles.

3.1.1. Amplitude and phase behaviour

This section briefly discusses the amplitude and phase behaviour of the superficial velocity
with respect to the Hagen and Womersley number. The data are taken from the last cycle
of the simulation; a Gaussian low-pass filter with standard deviation 10Ω was applied for
the cases LF5, LF6, MF6, HF6 and HF7 in order to filter out high-frequency fluctuations
in the superficial velocity. While this procedure lowers the amplitudes by about 1%, the
time at which the maximum occurs can be identified more robustly. Figure 3.1a shows the
amplitude of the superficial velocity as a function of the Hagen and the Womersley numbers.
The relative amplitude of the superficial velocity with respect to Darcy flow is constant for
small Hagen numbers and only depends on the Womersley number; the flow is linear in this

63
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(a) Amplitude of the superficial velocity (b) Phase of the maximum superficial velocity

Figure 3.1: (a) Amplitude of the superficial velocity relative to the velocity predicted by Darcy’s
law. The blue line represents the Ergun equation (Macdonald et al., 1979); the red dash-
dotted line represents the correlation of Sakai & Manhart (2020). (b) Phase angle at
which the maximum superficial velocity occurs in the last simulated cycle. The dashed
line indicates the maximum of the macroscopic pressure gradient.

region. On the other hand, for large Hagen numbers the amplitude of the superficial velocity
only depends on the Hagen number and the amplitude agrees with the empirical correlations
of Macdonald et al. (1979) for stationary flow. As the Womersley number increases, the
range of Hagen numbers for which the flow is linear increases and the transition between the
linear and the inertial behaviour is shifted towards higher Hagen numbers. Interestingly, the
amplitude of the superficial velocity never exceeds the corresponding value for stationary
flow at the same Hagen number.

Figure 3.1b shows the phase angle at which the superficial velocity attains its maximum in
the last simulated cycle. For low Hagen numbers, the phase angle varies strongly with the
Womersley number. While the maximum of the superficial velocity occurs shortly after the
maximum of the macroscopic pressure gradient for Wo = 10, the maximum of the superficial
velocity lags behind the excitation by almost a quarter period for Wo = 100. The phase lag
of the superficial velocity with respect to the macroscopic pressure gradient decreases as the
Hagen number is increased. For Wo = 10 and Wo = 31.62 and Hg ≥ 3.16 · 106, the superfi-
cial velocity is almost perfectly in phase with the excitation.

3.1.2. Velocity and vorticity field at the maximum superficial velocity

An impression of the pore scale flow can be obtained by examining instantaneous velocity
and vorticity fields close to the time of the maximum superficial velocity. According to Sakai
& Manhart (2020), the flow is visualised in the section x = d, which is normal to the applied
macroscopic pressure gradient, and in the section

√
3/3 y −

√
6/3 z = 0, which is oriented

along the macroscopic pressure gradient. The position of these planes within the sphere pack
is shown in the figure 2.4.
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The figures 3.2, 3.3 and 3.4 show the spatial distribution of the velocity magnitude |u| and
of the streamwise vorticity ωx in the section x = d at Wo = 10, 31.62 and 100, respectively.
Note that ωx in the plane x = d is nonzero only in nonlinear flow, since the fore-aft symmetry
of linear flow implies v = w = 0 in this plane (Unglehrt & Manhart, 2022a, reprinted in
appendix D.1). At the lowest Womersley number, the results are in close agreement with
the observations of Sakai & Manhart (2020); in particular, the streamwise vorticity in the
octahedral pores clearly shows the four- and eight-vortex structures and the appearance of
chaotic motion. A similar trend can be observed at the intermediate Womersley number;
however, the structures seem to develop at higher Reynolds numbers than at Wo = 10.
At the highest Womersley number the picture is different: here the flow structures in the
octahedral pores appear only at very high Reynolds numbers.

The distribution of the velocity magnitude in the plane
√
3/3 y−

√
6/3 z = 0 is shown in the

figure 3.5. The contours of u = 0 indicate regions of reverse flow. As the Reynolds number
increases, the high velocity regions concentrate into inertial cores and a separation region
forms behind the contact point located in the centre of the section. The inertial cores have
a “C” shaped cross section (see figures 3.2, 3.3 and 3.4). The length of the inertial cores and
of the separation region increases with the Reynolds number and tends to decrease with the
Womersley number. This suggests a dependence on the displacement of the fluid particles.
Finally, the high velocity regions move closer to the contact point with increasing Reynolds
and Womersley numbers.
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Figure 3.2: Velocity magnitude |u| and streamwise vorticity ωx in the plane x = d at the maximum superficial velocity for Wo = 10. The
flow is perpendicular to the plane. The colours are chosen based on the superficial velocity and strain rate.
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Figure 3.3: Velocity magnitude |u| and streamwise vorticity ωx in the plane x = d at the maximum superficial velocity for Wo = 31.62. The
flow is perpendicular to the plane. The colours are chosen based on the superficial velocity and strain rate.
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HF4 (Re = 252) HF5 (Re = 465) HF6 (Re = 1090) HF7 (Re = 3580)
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Figure 3.4: Velocity magnitude |u| and streamwise vorticity ωx in the plane x = d at the maximum superficial velocity for Wo = 100. The
flow is perpendicular to the plane. The colours are chosen based on the superficial velocity and strain rate.
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LF3 LF4 LF5 LF6

MF3 MF4 MF5 MF6

HF4 HF5 HF6 HF7

Figure 3.5: Velocity magnitude |u| in the plane
√
3/3 y−

√
6/3 z = 0 with contours u = 0. The flow

goes from left to right and the colours are chosen based on the superficial velocity.



70

3.2. Summary: Onset of nonlinearity in oscillatory flow through
a hexagonal sphere pack

This contribution concerns the identification and characterisation of weakly nonlinear flow as
opposed to linear flow. We address the research questions of how to quantify the strength of
nonlinear effects, for which values of the Hagen and the Womersley number linear (nonlinear)
flow can be found, and how the nonlinearity affects the flow. The study is based on direct nu-
merical simulations of oscillatory flow through a hexagonal sphere pack for the three Womer-
sley numbers 10, 31.62 and 100 and different Hagen numbers.

First, we show that linear flow is obtained for the simulations at the lowest Hagen numbers
by comparing the time series of the superficial velocity and the kinetic energy for the same
Womersley number in the appropriate normalisations. The nonlinearity is investigated using
a temporal Fourier analysis of the velocity field. If the flow is linear, only the Fourier
coefficients at the excitation frequency are nonzero, whereas in nonlinear flow there are also
other harmonics due to interactions between the Fourier modes in the convective term of
the Navier-Stokes equations. The zeroth and second harmonics, which are the first signs of
nonlinearity, are not present in the superficial velocity, which contains only odd harmonics.
The strength of the nonlinear effects in the flow is quantified using the ratios of the volume-
averaged energy of the Fourier coefficient fields to the total signal energy of the velocity
field. The flow state of the different cases is thus characterised as linear, weakly nonlinear or
strongly nonlinear. The Hagen number (or the Reynolds number) determines the onset of
nonlinearity at low frequencies, while the ratio Hg/Wo4 (or Re/Wo2) determines the onset
of nonlinearity at high frequencies. The Reynolds number range for linear behaviour is larger
at Wo = 100 than at Wo = 10 and 31.62.

We then examine the nonlinear effects on the pore scale velocity field. While the linear flow
cases show a fore-aft symmetric velocity field, this symmetry disappears in the nonlinear
cases. For sufficiently large Hagen numbers, a separation region appears behind the contact
points. At Wo = 10 the highest velocities are found near the centres of the tetrahedral
pores. As the Womersley number is increased, the high velocity regions move closer to the
contact points and the length of the separation region decreases. The instantaneous strength
of nonlinear effects is investigated based on the deviation from the fore-aft symmetry. The
velocity field is decomposed into a symmetric and an antisymmetric part, and the kinetic
energy of the antisymmetric part ⟨kanti⟩s is used as an indicator for the nonlinearity. As
expected, the amplitude of ⟨kanti⟩s increases with the Hagen number. While the kinetic
energy of the antisymmetric part is nearly in phase with the superficial velocity at Wo = 10,
there is a significant phase lag of ⟨kanti⟩s with respect to the superficial velocity at the higher
Womersley numbers. Hence, the nonlinear effects cannot be easily parametrised in terms of
the superficial velocity.

Finally, the weakly nonlinear flow is discussed in terms of the Fourier modes. It is shown that
the breaking of the fore-aft symmetry leads to a nonzero time-averaged velocity field, i.e. a ze-
roth harmonic. To leading order, the time-averaged level of ⟨kanti⟩s depends on the magnitude
of the zeroth and second harmonics, and the variation of ⟨kanti⟩s over the cycle is determined
by the interference of the zeroth and second harmonics. A space-time symmetry composed
of a half-period shift in time and of the fore-aft symmetry is found to be the reason why the
even harmonics do not contribute to the superficial velocity.
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3.3. Summary: Symmetry breaking and turbulence in
oscillatory flow through a hexagonal sphere pack

This contribution addresses the question of how the transition of oscillatory flow from the
laminar to the turbulence-like flow state can be identified based on objective measures. In-
spired by Hill & Koch (2002) and Sakai & Manhart (2020), who described a sequence of
symmetry-breaking bifurcations for stationary flow through a face-centred cubic and hexag-
onal sphere pack, respectively, symmetry breaking is used to investigate the flow state in os-
cillatory flow through a hexagonal sphere pack based on the four simulation cases MF3–MF6
at Wo = 31.62 with Reynolds numbers 27, 74, 157 and 297.

First, we consider the instantaneous velocity field in the y-z-plane (perpendicular to the
macroscopic pressure gradient) at the maximum superficial velocity. At the three lower
Reynolds numbers, the velocity field is smooth and the flow structures are arranged in a sym-
metrical pattern. At Re = 297 the flow structures are disordered and the velocity field gives
the impression of mixing and vortical motion. The former cases thus appear to be laminar
whereas the latter case appears to be in a turbulence-like state.

The streamwise component of the superficial velocity gradually develops nonsinusoidal be-
haviour with increasing Reynolds number. However, we do not observe any salient features
that would clearly distinguish the laminar and the turbulence-like cases. The transverse com-
ponents of the superficial velocity are close to zero for the two lower Reynolds numbers (27
and 74), which is a consequence of the symmetries of the sphere pack. On the other hand, for
the two higher Reynolds numbers (157 and 297) a phase plot of ⟨v⟩s and ⟨w⟩s shows an irregu-
lar, apparently chaotic behaviour of the transverse components.

We then analyse the symmetry breaking process of the velocity field, which in the hexagonal
close-packing can have four independent symmetries. For each symmetry, the velocity field
is decomposed into a symmetric and an antisymmetric part; a nonzero kinetic energy of the
antisymmetric part indicates the breaking of the corresponding symmetry. While the two
lower Reynolds number cases show no signs of symmetry breaking, at Re = 157 the kinetic
energy of all antisymmetric parts grows approximately exponentially over several cycles and
saturates at 0.3% of the maximum total kinetic energy. As this growth is modulated by the
oscillation, the process resembles a Floquet instability. At the highest Reynolds number, the
kinetic energy of the antisymmetric parts grows much faster and reaches a level of 10% of
the maximum total kinetic energy after about 1.5 cycles.

To investigate the flow structures responsible for the symmetry breaking, we decompose the
velocity field into a part that is symmetric with respect to all symmetries (‘symmetry-group
average’) and a residual. Since the ensemble mean of the velocity field must respect the
symmetries imposed by the geometry, this residual has an ensemble mean of zero. It is
therefore a subset of the fluctuations around the ensemble mean of the velocity field and can
be used to obtain an impression of the geometric features of the fluctuations. At Re = 157
the residual velocity is about 30 times weaker than the symmetry-group-averaged velocity
and its highest magnitudes are found close to the dominant average flow features, suggesting
that the case MF5 is in a transitional flow state. At Re = 297 the residual velocity shows
flow structures that are quite uniformly distributed throughout the large pores. These show
little resemblance to the average flow structures and have a significantly smaller scale, which
is consistent with a turbulence-like flow state.
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3.4. Summary: Direct and Large–Eddy simulation of turbulent
oscillatory flow through a hexagonal sphere pack

In this contribution turbulent oscillatory flow at Wo = 100, corresponding to the high fre-
quency regime in linear flow, is investigated. A direct numerical simulation was performed
for Hg = 108 (case HF6), resulting in a Reynolds number of 1086, and a wall-resolved large–
eddy simulation was conducted for Hg = 109 (case HF7) using the WALE model (Nicoud &
Ducros, 1999), resulting in a Reynolds number of 3580.

The amplitude of the superficial velocity agrees well with the Ergun equation (Macdonald
et al., 1979) evaluated for the maximummacroscopic pressure gradient. The superficial veloc-
ity has a temporal lag with respect to the macroscopic pressure gradient which decreases with
increasing Reynolds number. At the higher Reynolds number a short period of strong accel-
eration is observed in the superficial velocity. At the end of this phase a separation region
appears in the instantaneous velocity field. Subsequently, the superficial velocity exhibits a
plateau-like period of weak acceleration before deceleration.

We investigate the behaviour of the volume-averaged mean and turbulent kinetic energy
(MKE and TKE, respectively) and of their dissipation rates for the case HF6 (Re = 1086).
The one-point statistics were calculated using a phase average based on 9 simulated cycles.
The 4 spatial symmetries were used to increase the number of samples, resulting in a total of
144 samples. The TKE is not in phase with the MKE. Rather, the TKE is small during the
acceleration phase and large during the deceleration phase. The TKE is nonzero throughout
the entire cycle, indicating that the flow does not fully relaminarise. The total volume-
averaged dissipation rate exhibits a hysteresis over the volume-averaged kinetic energy. This
can be explained using the Reynolds decomposition: The direct dissipation rate shows a
weakly hysteretic behaviour over the MKE and the turbulent dissipation rate shows a weakly
hysteretic behaviour over the TKE. The turbulent dissipation rate can be well approximated
by a power law of the form

2ν
〈
S′ : S′

〉
s
≈ 22.7

d

〈
1

2
u′ ·u′

〉3/2

s

, (3.1)

indicating that the TKE production occurs on an essentially fixed length scale. The case HF7
departs from this power law during deceleration. A possible reason for this discrepancy may
lie in the sub-grid scale model of the large–eddy simulation.

3.5. Discussion

3.5.1. Flow regimes in the parameter space

In this section, the results of the different investigations are combined to give a fuller picture
of the flow regimes in parameter space. The regimes refer to flow in response to a sinusoidal
forcing after the transient has decayed. Figure 3.6 presents a partitioning of the Hg–Wo
parameter space into linear flow, weakly nonlinear flow, strongly nonlinear flow, separated
flow and transitional and turbulence-like flow.

The extent of the linear region as well as the subdivision of the nonlinear region into weakly
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Figure 3.6: Flow regimes in oscillatory flow through a hexagonal close-packed arrangement of
spheres. Dark blue: linear flow (> 99% of the energy in first harmonic), light blue:
weakly nonlinear flow (> 95% of the energy in first harmonic), purple shaded: sepa-
rated flow (u < 0 behind the contact points), green: transitional and turbulence-like
flow (symmetry breaking).

and strongly nonlinear flow was determined in (Unglehrt & Manhart, 2022a, reprinted in
appendix D.1). The linear regime was extrapolated to high Womersley numbers by assuming
a dependency of the onset of nonlinearity on the ratio Hg/Wo4, which measures the relative
importance of the convective term compared to the linear terms in the Navier-Stokes equa-
tions. This scaling for the onset of nonlinearity at high Womersley numbers is consistent
with the simulation results of Ren et al. (2021) for two- and three-dimensional oscillatory
flow around a cylinder. However, this extrapolation is not valid if the linear oscillatory flow
undergoes an instability. The different instabilities and estimates for their occurrence are
discussed in section 3.5.4.

The criterion for separated flow was the occurrence of a region behind the contact point in
the plane

√
3/3 y −

√
6/3 z = 0, where u-velocities are opposite to ⟨u⟩s (see figure 3.5). Due

to the highly three-dimensional nature of the flow, the surface u = 0 cannot capture the
exact shape of the separation region. The calculation of the actual streamsurface bounding
the separation region would require knowledge of the separation line at the wall, which is
difficult to obtain (see appendix C).

The regime boundary for transitional and turbulence-like flow was determined by applying
the analysis of symmetry breaking from (Unglehrt & Manhart, 2022b, reprinted in appendix
D.2) to the other simulation cases. It can be seen in the figures 3.2, 3.3 and 3.4 that the
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cases LF6, MF6, HF5, HF6 and HF7, for which the symmetries are broken, have disor-
dered velocity and vorticity fields and give the visual impression of mixing and vortical
motion.

A comparison with the study by He et al. (2019), who performed direct numerical simulations
of flow through a face-centred cubic sphere pack at Reynolds numbers 222–740, suggests that
the cases LF6 and MF6 contain only a limited range of spatial scales. In particular, for the
simulations of He et al. (2019), the decay of the energy spectrum essentially takes place
within one decade of the wave number. On the other hand, the instantaneous fields in figure
3.4 show that the cases HF5, HF6 and HF7 have significantly finer spatial scales. Hence, the
cases LF6 and MF6 should be considered as turbulence-like, whereas especially the case HF7
is well in line with the common understanding of turbulence.

3.5.2. Comparison with macroscopic flow regimes

The flow regimes discussed above were defined using the full flow fields obtained from direct
numerical simulations. For practical purposes, it is interesting to compare these results to
the flow regime estimation of Gu & Wang (1991) based on the behaviour of the superficial
velocity. They partitioned the Re–Wo2 parameter space into regions dominated by one or
two terms of the unsteady Forchheimer equation (Polubarinova-Kochina, 1962; Sollitt &
Cross, 1972)

ρ
α∞
ϵ

d⟨u⟩s
dt︸ ︷︷ ︸

=:fi

= −∇⟨p⟩i −
µ

K
⟨u⟩s

︸ ︷︷ ︸
=:fl

− b |⟨u⟩s| ⟨u⟩s
︸ ︷︷ ︸

=:fn

, (3.2)

which is given here in the parametrisation investigated in appendix D.4. The ratios between
the different terms defined by Gu & Wang (1991) can be evaluated using the parameter
values for the hexagonal sphere pack (cf. appendix D.4) as

∣∣∣∣
“inertial resistance”fi
“laminar resistance”fl

∣∣∣∣ = 1.08 · 10−3Wo2 (3.3a)

∣∣∣∣
“turbulent resistance”fn
“laminar resistance”fl

∣∣∣∣ = 1.54 · 10−2Re (3.3b)

∣∣∣∣
“turbulent resistance”fn
“inertial resistance”fi

∣∣∣∣ = 14.2
Re

Wo2 . (3.3c)

The“L Region” is dominated by the linear term (fl > 10 fi and fl > 10 fn), the “N Region” is
dominated by the nonlinear term (fn > 10 fl and fn > 10 fi) and the “I Region” is dominated
by the inertial term (fi > 10 fl and fi > 10 fn). Moreover, there are regions determined by the
interaction of two and three of the forces. Figure 3.7 shows the flow regimes based on the pore
scale flow and the regions of Gu & Wang (1991). The linear regime approximately coincides
with the L and I regions and their interaction region. The L and I regions are arranged
symmetrically with respect to the characteristic frequency Ω0 of the sphere pack and their
boundary towards high Reynolds numbers lies in the weakly nonlinear flow regime. However,
the interaction region misses a part of the linear regime between the cases LF2 and MF2.
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Figure 3.7: Comparison of flow regimes with the estimation of Gu & Wang (1991). The L region
is dominated by the linear term of the unsteady Forchheimer equation, the N region is
dominated by the nonlinear term and the I region by the inertial term. The colours and
shadings are defined as in figure 3.6.

The N region is completely contained within the transitional and turbulence-like flow regime,
but does not capture its full extent. Thus, the N region rather corresponds to the state of
asymptotic turbulence (Patil & Liburdy, 2015; Wood et al., 2020) than to a merely chaotic,
turbulence-like state. The interaction region between the L and N regions misses some part
of the low frequency regime close to the case LF3, which can be considered quasi-steady.
In conclusion, the estimation of flow regimes using the unsteady Forchheimer equation is
consistent with the present results if appropriate values are used for the model parameters.
However, transitional and turbulence-like flow can be found outside the region dominated
by the nonlinear term of the unsteady Forchheimer equation.

3.5.3. Conceptual view of flow instabilities

In this section, the possibilities for hydrodynamic instability in the present flow case are dis-
cussed from the mathematical perspectives of linear stability theory and bifurcation theory.
The relevance of different physical instability mechanisms is assessed in the following section.
These discussions provide a starting point for future systematic study of the transition to
turbulence in oscillatory flow through porous media.
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Linear stability theory

Linear stability theory is concerned with the question of whether a given base flow u, p is un-
stable with respect to certain infinitesimal perturbations. The evolution of the perturbations
u′′, p′′ is governed by the linearised Navier-Stokes equations

∇ ·u′′ = 0 (3.4a)

∂u′′

∂t
+ (u ·∇)u′′ + (u′′ ·∇)u︸ ︷︷ ︸

source

= −1

ρ
∇p′′ + ν∆u′′ . (3.4b)

The perturbations lose energy through viscous dissipation and, depending on their shape,
receive energy from or lose energy to the base flow. The modal approach investigates per-
turbations that are eigenmodes of the linearised Navier-Stokes equations (Schmid, 2007). In
general, the modal approach can only make statements about the asymptotic behaviour of
a perturbation for large times (Schmid, 2007). For a steady base flow, one looks for modes
undergoing an exponential growth in time, i.e.

u′′(x, t) = eλt u′′(x, 0) , (3.5)

where eigenvalues with positive real part (ℜ(λ) > 0) indicate instability. For an oscillatory
base flow, one looks for modes exhibiting a net amplification over one cycle while coming
back to the same spatial distribution, i.e.

u′′(x, t+ T ) = µF u
′′(x, t) = eλT u′′(x, t) , (3.6)

where Floquet multipliers outside the unit circle (|µF| > 1) indicate instability (Schmid &
Henningson, 2001, pp.223f). This type of instability is also known as “parametric resonance”
(Drazin & Reid, 2004, pp.354f) and is investigated using Floquet theory. On the other hand,
the nonmodal approach aims to maximise the growth of an initial condition over a finite time
horizon while allowing the perturbation to change its spatial shape. Due to the nonorthog-
onality of the eigenmodes of the linearised Navier-Stokes equations, initial conditions com-
posed of two or more stable modes can experience a transient growth caused by differences
in the decay rates of the modes (Schmid, 2007; Theofilis, 2011; Schmid & Henningson, 2001,
p.100). While such a perturbation has to decay in the long run, its temporary amplification
may be strong enough to result in a nonlinear evolution of the perturbation. Notably, tran-
sient growth phenomena can occur both for combinations of eigenmodes and combinations
of Floquet modes (Schmid, 2007, fig 2. and fig. 8).

In the present case of oscillatory flow through a hexagonal sphere pack, a first complication
arises from the nonlinearity of the base flow. The base flow varies with the Reynolds number
and it is not possible to determine the critical Reynolds number directly from the stability
problem. Rather, the stability analysis has to start from the known stable region and the
Reynolds number of the base flow has to be incrementally increased until a neutrally stable
state is reached. When investigating the primary instability of the flow, one has to ensure
that the base flow satisfies all known symmetries, because if the symmetries are broken, an
instability must have occurred. A second complication is that it is unclear which type of
stability analysis is most appropriate for the present case. On the one hand, the results at



3.5. Discussion 77

Wo = 10 are in general agreement with the findings of Hill & Koch (2002) and Sakai &
Manhart (2020) for stationary flow, suggesting that a quasi-static approach can be applied.
Such an approach considers only the stability of the instantaneous velocity fields and can
be justified by a Wentzel-Kramers-Brillouin (WKB) approximation in which the base flow
is assumed to vary little during the growth of instabilities (Hall & Parker, 1976; Davis,
1976; Hall et al., 1994). Due to the long oscillation period, a Floquet instability analysis
at low Womersley numbers would be computationally expensive and probably not relevant,
since the transient amplification of a perturbation may be more important than the net
amplification over a cycle. On the other hand, the symmetry breaking behaviour of the
case MF5 at Wo = 31.62 suggests the presence of a modal Floquet instability. Similarly, in
the case HF5 at Wo = 100, symmetry breaking and turbulence develop only after several
cycles, which is consistent with a Floquet instability. However, the results of (Ozdemir et al.,
2014; Biau, 2016) show that the oscillatory Stokes boundary layer undergoes a nonmodal
instability at a subcritical Reynolds number, indicating that a Floquet stability analysis
may be insufficient at high Womersley numbers. In conclusion, a unified study of stability is
likely to require a nonmodal stability analysis. A Floquet stability analysis can be a useful
first step in understanding the instability behaviour at intermediate and high Womersley
numbers.

Bifurcation theory

Bifurcation theory is concerned with the behaviour of equilibria and limit cycles of a dy-
namical system as a function of a slowly varied parameter (Drazin & Reid, 2004, p.402). In
the present case, this parameter can be the Reynolds number or the Hagen number. Non-
linear dynamical systems can have multiple equilibria or limit cycles that may be stable or
unstable. A bifurcation occurs if the system undergoes a qualitative change in response to
a parameter variation (Nayfeh & Balachandran, 2008, p.70), such as a change in stability
or the appearance or disappearance of an equilibrium or limit cycle. Depending on these
changes, bifurcations can be classified as “safe”, “explosive” or “dangerous” (Thompson et al.,
1994). One further distinguishes between local bifurcations, for which the changes are con-
fined to the state space neighbourhood of the equilibrium (Nayfeh & Balachandran, 2008,
pp.69f), and global bifurcations (Nayfeh & Balachandran, 2008, p.121). Local bifurcations
can be identified using modal stability theory.

When the base flow is neutrally stable with respect to a perturbation, different cases can
be distinguished based on the eigenvalues of the linear stability problem. These cases are
known as codimension-1 bifurcations, since they occur in response to the variation of a
single parameter (Nayfeh & Balachandran, 2008, p.70). If a single eigenvalue is zero, a static
bifurcation occurs; if a pair of complex-conjugate eigenvalues has zero real part, a dynamic
bifurcation occurs (Nayfeh & Balachandran, 2008, p.70). The static bifurcations of a steady
state are the saddle-node bifurcation and the subcritical pitchfork bifurcation, in which
the steady state disappears or becomes unstable, the transcritical bifurcation, in which the
system switches onto another solution branch, and the supercritical pitchfork bifurcation,
in which the steady state bifurcates into a pair of steady states (Nayfeh & Balachandran,
2008, pp.70f). Note that the pitchfork bifurcation is associated with symmetry breaking and
is changed in the presence of imperfections (Crawford & Knobloch, 1991; Drazin & Reid,
2004, pp.407f). The simplest dynamic bifurcation of a steady state is the supercritical Hopf
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Figure 3.8: Bifurcation diagrams of a pitchfork bifurcation in a perfect and an imperfect system
according to (Drazin & Reid, 2004, pp.411f), where A represents the amplitude of a
symmetry-breaking mode. The insets exemplify the breaking of the space-time sym-
metry observed by Roberts & Mackley (1996). The curves on the lower branch can be
obtained from the curves on the upper branch by a half-period shift and a mirroring.

bifurcation, in which the steady state becomes unstable and a limit cycle appears, i.e. the
system begins to oscillate (Nayfeh & Balachandran, 2008, pp.77f). According to Ruelle &
Takens (1971), the Hopf bifurcation may be essential for the transition to turbulence. For a
limit cycle, a period doubling bifurcation (µF = −1), a pitchfork bifurcation (µF = 1) or a
secondary Hopf bifurcation (µF = e±θ) occurs depending on where the Floquet multipliers µF

leave the unit circle (Nayfeh & Balachandran, 2008, pp.187f).

Using bifurcation theory, some results obtained for symmetric systems can be extrapolated
to systems with small imperfections. For example, consider the supercritical pitchfork bifur-
cation observed by Roberts & Mackley (1996), which breaks the space-time symmetry of the
forward and the backward half-cycles. If the system is perfectly symmetric, there is an equal
probability for the system to select either one of the two limit cycles with broken symmetry.
If the system has an imperfection, the forward and backward half-cycles are never identical.
Close to the bifurcation point, a strong amplification of the difference between the half-cycles
would be observed. Beyond the bifurcation point, a large enough perturbation could lead
to a switch to the other solution branch. Figure 3.8 qualitatively illustrates the expected
behaviour. Notably, the critical Reynolds number for the bifurcation increases with the size
of the imperfection (Drazin & Reid, 2004, pp.411f).

In the present case, the bifurcation theory of equilibria applies for Wo → 0, i.e. when
the macroscopic pressure gradient is varied quasi-statically. The stationary flow undergoes
several Hopf bifurcations that lead to periodic, quasi-periodic and chaotic flow (Hill & Koch,
2002; Sakai & Manhart, 2020). The behaviour of the Hopf bifurcation in response to an
oscillatory forcing depends on the ratio between the eigenfrequency ωH of the bifurcation
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and the forcing frequency Ω. If ωH/Ω ≫ 1, the flow can be expected to behave similarly to the
stationary case. In particular, high frequency fluctuations due to the Hopf bifurcation appear
when the instantaneous Reynolds number exceeds the critical value for the bifurcation and
disappear when the Reynolds number falls below the critical value. This is known as“periodic
bursting” (Golubitsky et al., 2001). Due to the “slow passage” effect, the Hopf bifurcation
appears slightly delayed compared to the stationary case (Golubitsky et al., 2001). The
behaviour of the Hopf bifurcation in response to a harmonic forcing near the eigenfrequency
ωH has been studied by Lingnau et al. (2020). As the “detuning” ratio ωH/Ω approaches 1
from above, the Hopf bifurcation oscillates with the frequency Ω; for detuning ratios less than
about 0.8, phase locking occurs, i.e. the detuning ratio snaps to certain fixed values given by
the “devil’s staircase” function, and for ωH/Ω less than about 0.2, the Hopf bifurcation is no
longer excited. Note that phase locking has also been observed in the transition of thermal
convection to turbulence (Gollub & Benson, 1980, route I).

Another scenario of bifurcations has been observed by Roberts & Mackley (1996) for os-
cillatory flow through a baffled channel. After the aforementioned pitchfork bifurcation, a
sequence of period doubling bifurcations leads to a chaotic flow state. Similar to the case of
Roberts & Mackley (1996), oscillatory flow through the hexagonal sphere pack has a space-
time symmetry composed of a half-period shift in time and a subsequent reflection (Unglehrt
& Manhart, 2022a, reprinted in appendix D.1). To investigate the possibility of a supercrit-
ical pitchfork bifurcation similar to Roberts & Mackley (1996), an indicator function for the
space-time symmetry at the probe point positions near x = 0 is constructed analogously to
(Roberts & Mackley, 1996) as

χ0.5(t) =

∫
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∣∣u
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− d

192
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(

d
192
, y, z, t

)∣∣ dy dz . (3.7)

If χ0.5 = 0, the space-time symmetry holds exactly. Figure 3.9 shows the temporal evolution
of the indicator function for the different simulations. For the cases LF1–4, MF1 and MF4,
and HF1–HF3, the indicator function decays in time to small values. The other cases show
relatively large values of χ0.5, suggesting that the space-time symmetry is broken. These ob-
servations are consistent with the hypothesised supercritical pitchfork bifurcation in that all
cases with small or decaying χ0.5 have intact spatial symmetries, ruling out other symmetry-
breaking bifurcations. However, a dedicated study is required to clarify which bifurcation is
responsible for the breaking of the space-time symmetry.

3.5.4. Physical instability mechanisms

This section discusses various physical instability mechanisms and assesses their relevance
in the light of the present simulation results.

Vortex instability

For stationary flow through a face-centred sphere pack, Hill & Koch (2002) described a
symmetry-breaking instability of the vortex system in the octahedral pores, which transitions
from a steady state with eight vortices to an oscillatory state with nine vortices. The centre
vortex of the system was found to periodically change its sense of rotation. The dynamics
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(a) Wo = 10 (b) Wo = 31.62

(c) Wo = 100

Figure 3.9: Indicator function χ0.5 for the space-time symmetry of a half-period time shift with a
subsequent mirroring.

of this instability have been explained with an induced inward motion of those vortices that
have an opposite sense of rotation with respect to the centre vortex. Similarly, Sakai &
Manhart (2020) reported the change from an eight-vortex pattern in the octahedral pore to
a six- and then five-vortex pattern. Note that the number of vortices is 2 · 4 + 1 = 9 for
the face-centred sphere pack, which has a 4-fold rotational symmetry and for which four
jets enter the octahedral pore, and 2 · 2 + 1 = 5 for the the hexagonal close-packing, which
has a 2-fold rotational symmetry and for which two jets enter the octahedral pore. Hill &
Koch (2002) observed the first Hopf bifurcation, which breaks a reflectional symmetry of
the flow, at a critical Reynolds number of Re ≈ 60 and the second Hopf bifurcation, which
breaks the 4-fold rotational symmetry of the flow, at Re ≈ 100. On the other hand, Sakai
& Manhart (2020) reported steady flow at Re = 59, unsteady nonlinear flow at Re = 91,
and a breaking of the 2-fold rotational symmetry between Re = 138 and 209. When the
simulation at Re = 91 was continued, a decaying harmonic oscillation was observed in the
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superficial velocity (Unglehrt & Manhart, 2023a, reprinted in appendix D.6), indicating that
this case is below the critical Reynolds number of the Hopf bifurcation. An explanation for
this significant difference in the critical Reynolds numbers of the bifurcations between these
closely related geometries could be that the vortex system created by four jets is more easily
destabilised than the vortex system created by two jets. Further investigation is required to
clarify the relationship between the two cases.

In oscillatory flow through the hexagonal sphere pack, similar vortex instabilities can be
observed at Wo = 10 and Wo = 31.62. At Wo = 100 a vortex system in the octahedral
pore appears only for the cases HF5, HF6 and HF7. While this system also features periodic
reorganisations, it is significantly more complex and eventually goes to a chaotic state. This
difference could be related to an incomplete development of the inertial cores indicated by the
longitudinal sections through the velocity field in figure 3.5. It seems that the vortices only
occur if the inertial cores extend into the octahedral pore.

Centrifugal instability

Linear oscillatory flow around a sphere exhibits a centrifugal instability at high Womersley
numbers (cf. section 1.3.1). Therefore, the relevance of centrifugal instability mechanisms
to oscillatory flow through a hexagonal sphere pack is assessed in the following. Centrifugal
instability can arise due to streamline curvature (or rotation) and is caused by “[...] an
imbalance between the centrifugal force acting on fluid elements and the pressure” (Schmid
& Henningson, 2001, p.207). The centrifugal instability therefore has an inviscid mechanism
which was first investigated by Rayleigh (Drazin & Reid, 2004, p.69). For viscous flow, the
instability is known as Görtler instability for laminar boundary layers along curved walls
and as Dean instability for flow through curved channels (Drazin & Reid, 2004, pp.108f,
pp.115f). In both situations, the flow is unstable to streamwise vortices. The theoretical
treatment of these cases assumes that the boundary layer thickness or the channel height is
small compared to the radius of curvature, respectively. Since the size of the pores in the
sphere pack is comparable to the radius of curvature (R = d/2), the Dean instability is not
applicable here. On the other hand, the Görtler instability could occur in boundary layers
along the spheres as well as at the stagnation points (Schlichting & Gersten, 2017, p.484).
The instability is governed by the Görtler number

Gö =
U δ

ν

(
δ

R

) 1
2

, (3.8)

where U is a characteristic velocity, δ is the boundary layer thickness and R = d/2 is the
radius of curvature. For a steady laminar boundary layer with δ/d ∼ 1/

√
Re, the Görtler

number depends on the Reynolds number as

Gö ∼ Re

(
1√
Re

) 3
2

∼ Re
1
4 . (3.9)

For an oscillatory boundary layer with δ/d ∼ Wo−1, the Görtler number scales as

Gö ∼ Re Wo−3/2 , (3.10)



82

which is consistent with the relation (1.39) for the critical Reynolds number in linear oscil-
latory flow around a sphere (cf. section 1.3.1).

The relevance of the Görtler instability to the present setting is first investigated based on a
velocity field of the low-frequency case LF5. The tangential velocity profiles shown in figure
3.10 lie inside the plane

√
3/3 y −

√
6/3 z = 0, which is a longitudinal section through the

inertial cores (cf. figures 2.4 and 3.5). The inviscid stability of the profiles can be assessed
by making the crude assumption that the flow in this plane is two-dimensional. The profile
is potentially unstable in regions where the magnitude of the tangential velocity decreases
in the radial direction (Floryan, 1986). The viscous stability of the profiles can be assessed
using the Görtler number. For a wall jet along a convex wall, Floryan (1986) defined the
velocity scale as the velocity maximum ut,,max and the length scale δ =

√
νx∗/ut,,max based

on the distance x∗ from the virtual origin of the wall jet. The virtual origin can be estimated
from the wall distance of the maximum using the wall jet similarity solution (Schlichting &
Gersten, 2017, p.181) as

x∗ = 0.192
ut,,max δ

2
ut,,max

ν
, (3.11)

resulting in δ = 0.44 δut,,max . The Görtler number can then be expressed as

Gö =
ut,,max (0.44 δut,,max)

ν

(
0.44 δut,,max

d/2

) 1
2

. (3.12)

A centrifugal instability is possible if Gö ≳ 3.2 (Floryan, 1986). The tangential velocity
profiles F–H shown in figure 3.10 resemble a wall jet with an inviscidly unstable velocity
distribution. The profile G has a value Gö = 4.05 of the Görtler number, which is above
the minimum critical value of 3.2 given by Floryan (1986). This suggests that the flow in
the case LF5 might be susceptible to a centrifugal instability. However, visualisations of
the flow at the maximum superficial velocity using the Q-criterion (Hunt et al., 1988) and
the rortex criterion (Liu et al., 2018) did not show Taylor-Görtler vortices. This difference
may be reconciled by noting that in the analyses of Floryan (1986) the spanwise direction is
treated as a homogeneous direction allowing arbitrary wavenumbers. For the kinematically
admissible perturbations in the sphere pack, which are composed of many wavenumbers, the
critical Görtler number would be larger than 3.2.

For oscillatory flow at high Womersley numbers, the steady flow analysis of Floryan (1986)
is clearly not applicable; the occurrence of a centrifugal instability is estimated based on the
results of Otto (1992) instead. Like the potential flow around a sphere, the potential flow
through the hexagonal close-packing contains inviscidly unstable profiles (figure 3.11). For
the sphere, the most unstable profile is located at the equator and has a tangential velocity
3/2U0 at the wall; for the hexagonal sphere pack, the most unstable profiles F and N have
a tangential velocity 3.6 ⟨u⟩i at the wall. Assuming these tangential velocities to be equal,
the critical Reynolds number can be estimated from the criterion (1.39) of Otto (1992) for
linear oscillatory flow around a sphere as

Recrit ≈
ϵ

3.6

2

3
2.45Wo3/2 = 0.12Wo3/2 , (3.13)
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Figure 3.10: Tangential profiles in the plane
√
3/3 y −

√
6/3 z = 0 at the maximum superficial

velocity for the case LF5 (Re = 158, Wo = 10). The colours indicate the inviscid
stability, which is assessed based on the radial derivative of the squared tangential
velocity (Floryan, 1986): The stable parts of the profile with ∂u2t /∂r > 0 are shaded
in green and the unstable parts of the profile with ∂u2t /∂r < 0 are shaded in red. The
value of the Görtler number Gö is indicated for each profile.

Figure 3.11: Tangential velocity profiles in the plane
√
3/3 y −

√
6/3 z = 0 of the potential flow

through the hexagonal close-packing. The colours indicate the inviscid stability, which
is assessed based on the radial derivative of the squared tangential velocity (Floryan,
1986): The stable parts of the profile with ∂u2t /∂r > 0 are shaded in green and the
unstable parts of the profile with ∂u2t /∂r < 0 are shaded in red. The ratio of the wall
velocity to the intrinsic velocity ⟨u⟩i is indicated for each profile.
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which compiles to Recrit ≈ 120 at Wo = 100. Using equation (1.38), the wavelength of the
instability can be estimated as λcrit ≈ 0.17 d, which would fit into the pores. Consequently,
a centrifugal instability appears plausible for the cases HF3–HF7. However, visualisations
of instantaneous flow fields for the cases HF3 and HF4 using the Q-criterion (Hunt et al.,
1988) and the rortex criterion (Liu et al., 2018) did not show Taylor-Görtler vortices. At the
lower Womersley numbers, the wavelength of the instability and the oscillatory boundary
thickness would probably be too large to justify a comparison with the calculations of Otto
(1992).

In conclusion, although no direct evidence for a centrifugal instability was found in the simu-
lations, the above analysis of the velocity profiles suggests that such an instability is plausible
in the range of Reynolds and Womersley numbers where symmetry breaking was observed. It
should be noted that the Görtler instability of a steady flow is generally considered to obey
the principle of exchange of stabilities, i.e. it corresponds to a static bifurcation (Drazin
& Reid, 2004, p.12, p.118). This means that it would not directly increase the temporal
complexity of the flow. However, it could pave the way for vortex instabilities (Schlichting &
Gersten, 2017, pp.484f). The appearance of a centrifugal instability in the oscillatory bound-
ary layer would also affect the flow regimes described in section 3.5.1. So far, the onset of
nonlinear flow at high Womersley numbers has been assumed to scale as Re ∼ Wo2 based on
the nondimensional Navier-Stokes equations. On the other hand, the onset of the centrifugal
instability scales as Re ∼ Wo3/2. Thus, for large Womersley numbers the centrifugal insta-
bility could already occur in linear flow, causing the flow to become nonlinear earlier than
expected. Confirmation of this hypothesis will probably require a Floquet stability analysis
similar to (Otto, 1992), for which the linear base flow could be obtained in semi-analytical
form using the method of Chapman & Higdon (1992).

Kelvin-Helmholtz instability

The Kelvin-Helmholtz instability (Drazin & Reid, 2004, pp.14f, pp.237f) describes the rolling
up of a shear layer into a train of vortices. In the present dataset, structures that are char-
acteristic of a Kelvin-Helmholtz were observed only for the case HF7 (Re = 3580,Wo = 100),
which has the highest Reynolds number in the present study. Figure 3.12 shows that the
pressure field in the section

√
3/3 y −

√
6/3 z = 0 contains a series of local minima in the

shear layers around the separation region, suggesting a train of vortices emanating from each
shear layer. The velocity field shows waves in the shear layer, whose amplitude increases
with the distance from the contact point. As would be expected for a Kelvin-Helmholtz
instability, the streamwise component of the vorticity ωx has small values in the region of
the shear layer, while the transverse component of the vorticity ω⊥ =

√
6/3ωy +

√
3/3ωz

shows the shear layer breaking up into isolated vortices.

Wake instability

Separated flow around bluff bodies has an instability that leads to the formation of the von
Kármán vortex street, which is a staggered arrangement of vortices with an alternating sense
of rotation (Batchelor, 2000, pp.255f). “Unlike in a classical flow around a cylinder, a von
Kármán vortex street cannot be formed in porous media” due the strongly confined pore
space (Srikanth et al., 2021). However, other wake instabilities have been observed which
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Figure 3.12: Instantaneous pressure p, velocity magnitude |u| and out-of-plane vorticity ω⊥ in the
plane

√
3/3 y −

√
6/3 z = 0 for the case HF7 at Ωt = 16.32π, indicating a Kelvin-

Helmholtz instability of the separated shear layer.

lead to a symmetry breaking of the flow. For instance, diagonal flow through a staggered
array of square cylinders undergoes a pitchfork bifurcation (Yang & Wang, 2000) and inline
flow through a cubic array of cylinders undergoes a Hopf bifurcation (Agnaou et al., 2016;
Srikanth et al., 2021).

In the present case of the hexagonal sphere pack, lateral oscillations of the inertial cores
around the separation region are observed; these correspond to a breaking of the rotational
symmetry. It should be noted that the vortex systems investigated by Sakai & Manhart
(2020) are cross-sections of the inertial cores and the separation region. Since the flow still
maintains its rotational symmetry after the occurrence of the vortex instability (Sakai &
Manhart, 2020), the lateral oscillations are only a secondary instability. Still, it would be
interesting to investigate the relationship between these oscillations and the vortex instability
mechanism described by Hill & Koch (2002).

Boundary layer instability

Another possible source of instabilities is the boundary layer along the spheres. Since velocity
profiles with inflection points are inviscidly unstable, this instability might be relevant close
to the separation lines, where the flow detaches from the spheres (Drazin & Reid, 2004, p.131,
pp.229f). Velocity profiles without inflection point are significantly more stable (Drazin &
Reid, 2004, p.232) and an instability for these profiles seems to be rather unlikely given that
various inviscid instability mechanisms are present in the flow.

At high Womersley numbers, the velocity field approaches a potential flow with Stokes
boundary layers. As discussed in section 1.3.1, the oscillatory Stokes boundary layer ex-
hibits a subcritical instability for Reδ ≳ 564 (Biau, 2016). As for oscillatory flow around
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a sphere, this instability would dominate over the centrifugal instability for large Womer-
sley numbers. Furthermore, the instability of the oscillatory Stokes boundary layer leads
to a departure from the laminar onset of nonlinearity, which is estimated to take place
for Re ≳ 37000 and Wo ≳ 1700 (Unglehrt & Manhart, 2022a, reprinted in appendix D.1).



4. Modelling

This chapter is concerned with the modelling of unsteady flow through porous media. First,
the modelling framework is introduced and the choice of state variables is discussed. Then,
a summary of the following publications is given

• Unglehrt, L. & Manhart, M. Assessment of models for nonlinear oscillatory flow
through a hexagonal sphere pack. Manuscript submitted for publication.

• Unglehrt, L. & Manhart, M. 2023c A model for the dissipation rate in linear
unsteady flow through porous media. Journal of Fluid Mechanics 975, A42.

• Unglehrt, L. & Manhart, M. 2023a Decomposition of the drag force in steady
and oscillatory flow through a hexagonal sphere pack. Journal of Fluid Mechanics 974,
A32.

Based on these results a new model for unsteady flow through porous media is proposed,
which is based on a novel parametrisation of the friction and the viscous pressure drag.
Finally, the key findings with respect to modelling are summarised and suggestions are
given for the development of improved models.

4.1. Modelling framework and objectives

When the pore scale and the field scale are sufficiently well separated (ℓ ≪ L), the flow
through a porous medium can be described by the macroscopic continuity equation and
a local relationship between the macroscopic pressure gradient and the superficial velocity
(Ene & Sanchez-Palencia, 1975). The modelling problem is to express this relationship solely
in terms of macroscopic quantities. In particular, the time series of the superficial velocity
⟨u⟩s (t) shall be predicted for any given time series f(t) of the macroscopic pressure gradi-
ent. Such a relationship can be expressed in a number of ways. The simplest possibilities
are algebraic equations like the Forchheimer equation (1.45) and ordinary differential equa-
tions like the unsteady Forchheimer equation (1.48). More complicated representations are
systems of ordinary differential equations, fractional differential equations, delay-differential
equations and Volterra series. Besides modelling the relationship in the time domain, it is
also possible to formulate the model in the image domain of an integral transform like the
Fourier or Laplace transform. Other possibilities include statistical and probabilistic models
and various machine-learning methods. It is desirable for the model to have the following
properties:

1. The model should be formulated continuously with respect to time, i.e. independently
of a time step size.

2. The model should be invariant with respect to a time shift.

87
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3. The coefficients (“model constants”) appearing in the model parametrisation should
only depend on the geometry of the porous medium, but not on the flow state or on
the forcing. This would — at least in theory — make it possible to tabulate these
coefficients for different geometries or to develop correlations like the Kozeny-Carman
equation for the permeability.

In the following, models are explored in the framework of the volume-averaged momentum
equation and of the volume-averaged kinetic energy equation. For general porous media,
these equations can be obtained using volume-averaging (cf. section 1.2.2) or periodic ho-
mogenisation (cf. section 1.2.3) for a sufficiently large separation between the pore scale and
the field scale (ℓ≪ L). The equations thus have the implicit assumption that the gradients
of the superficial velocity are negligibly small. The volume-averaged momentum equation

ρ
d⟨u⟩s
dt

= − 1

V

∫

Afs

p̃n dA

︸ ︷︷ ︸
pressure drag

+
1

V

∫

Afs

τw dA

︸ ︷︷ ︸
friction drag

+ϵf (4.1)

can be obtained directly from the superficial average of the incompressible Navier-Stokes
equations (2.7) over a triply periodic porous domain using Gauss’ theorem. The fluxes over
the periodic boundaries cancel due to the periodicity of u and p̃ and the convective flux across
the fluid-solid interface vanishes due to the impermeable wall boundary condition u ·n = 0.
The pressure drag and the friction drag depend on the pore scale flow and are thus unclosed
with respect to the superficial velocity. Note that the total force exerted by the fluid onto
the spheres also contains a contribution from the macroscopic pressure gradient in addition
to the pressure drag and the friction drag. The volume-averaged kinetic energy equation is
given as (Zhu et al., 2014; Paéz-Garćıa et al., 2017)

d⟨k⟩s
dt

= ⟨u⟩s ·f︸ ︷︷ ︸
power input

− 2µ ⟨S : S⟩s︸ ︷︷ ︸
dissipation rate

, (4.2)

where k = 1
2
ρu2 is the kinetic energy density and S = 1

2

[∇⊗ u+ (∇⊗ u)T
]
is the strain

rate tensor. In this equation, the relationships between the volume-averaged kinetic en-
ergy, the volume-averaged dissipation rate and the superficial velocity are generally un-
known.

4.2. State variables

The first design decision in the development of a model is the selection of state variables
used to express the unclosed terms in the volume-averaged momentum equation (4.1). In
the incompressible Navier-Stokes equations (2.7), the flow state at time t is given by the
velocity u(x, t) and the pressure p(x, t) in the sense that these fields determine the flow
in the near future. The choice of state variables in a model determines which flow states
can be distinguished from each other. In the present configuration, it is only necessary to
distinguish between flow states that can be reached by the action of a spatially constant
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macroscopic pressure gradient.

There are different possible choices for the state variables. On the one hand, the state vari-
ables can be defined as explicit functions of the pore scale fields. Simple examples are the
superficial velocity, the volume-averaged kinetic energy or the volume-averaged dissipation
rate, which arise naturally in the volume averaging theory. It is also possible to define the
state variables by projecting the pore scale flow onto a set of spatial modes, which could be
obtained from the proper orthogonal decomposition (POD). Such an approach has been oc-
casionally employed in the computational homogenisation of multi-scale structures to model
the response of the microstructure (Xia et al., 2013; Goury et al., 2016; Redeker & Haas-
donk, 2016; Soldner et al., 2016). These projected variables would be governed by their own
evolution equations and are hidden variables in the model.

On the other hand, the state variables can be constructed from a single variable. For
example, one may use the value of the variable and its time derivatives, e.g. ⟨u⟩s, d⟨u⟩s/dt
and d2⟨u⟩s /dt2 (Kantz & Schreiber, 2003, pp.152f). Alternatively, the history of the variable
may be used, e.g. ⟨u⟩s (t − τ) for all τ < t. The theoretical basis for this approach is
Taken’s embedding theorem (Takens, 1981; Stark, 1999). It states that for a deterministic
and finite-dimensional dynamical system it is typically possible to determine the state of
the system by considering a collection of n time-lagged values of a scalar variable, e.g.
⟨u⟩s (t), ⟨u⟩s (t − ∆t), ⟨u⟩s (t − 2∆t), . . . , ⟨u⟩s (t − (n − 1)∆t). In general, the number
of time-lagged values (embedding dimension) must be at least n > 2DF where DF is the
box-counting dimension of the attractor of the dynamical system.1 Notably, generalisations
of Taken’s theorem admit the simultaneous use of multiple variables (Deyle & Sugihara,
2011). The representation of the state of the system by the history of a variable can also be
motivated by the Volterra-Wiener theory of dynamical systems (Rugh, 1981). A nonlinear
time-invariant system with input u(t) and output y(t) is represented by a Volterra series

y(t) = h0 +

∫ t

0

h1(τ1)u(t− τ1) dτ1 +

∫ t

0

∫ t

0

h2(τ1, τ2)u(t− τ1)u(t− τ2) dτ1 dτ2 + . . . (4.3)

with kernel functions h0, h1(t1), h2(t1, t2), . . . , hn(t1, . . . , tn). The convergence of this series
has been discussed, for example, by Boyd & Chua (1985). A relatively recent review of the
Volterra series can be found in (Cheng et al., 2017).

In the present work, the state is represented by the superficial velocity and its history like in
the dynamic permeability models of Johnson et al. (1987) and Pride et al. (1993) for linear
flow. The use of the kinetic energy as an additional state variable would require a model for
the dissipation rate in nonlinear flow, which is currently not available.

1“[T]he main result of the embedding theorems is that it is not the dimension D of the underlying true
state space that is important for the minimal dimension of the embedding space, but only the fractal
dimension DF of the invariant measure generated by the dynamics in the true state space. In dissipative
systems, DF can be much smaller than D” (Kantz & Schreiber, 2003, p.147).
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4.3. Summary: Assessment of models in nonlinear oscillatory
flow through a hexagonal sphere pack

This contribution presents a review and comparative evaluation of different models for un-
steady flow through porous media. The models can be categorised into unsteady extensions
of the Darcy and Forchheimer equations (Darcy, 1856; Forchheimer, 1901) and into dynamic
permeability models (Johnson et al., 1987) which have a convolution structure in the time
domain. The unsteady Darcy equation (Hill et al., 2001a; Zhu et al., 2014) can be seen as
a low frequency approximation to the dynamic permeability model of Pride et al. (1993).
Also, the dynamic permeability model of Johnson et al. (1987) is a special case of the model
of Pride et al. (1993) in which the static viscous tortuosity α0 is expressed as a function of
the other porous medium parameters. By considering the implied kinetic energy equation
of the unsteady Forchheimer equation, realisability constraints for the coefficients in the
unsteady Forchheimer equation are derived from Helmholtz’s minimum dissipation theorem
and Kelvin’s minimum energy theorem2.

The linear models are compared with respect to the dynamic permeability computed from
the results of Zhu & Manhart (2016) for linear oscillatory flow through a hexagonal sphere
pack; the nonlinear models are compared with respect to the superficial velocity time series
from the present direct numerical simulation database. The coefficients of the dynamic
permeability models are determined based on their definitions in terms of the Stokes flow
and the potential flow. For the unsteady Darcy equation, we consider two different values of
the acceleration coefficient based on the static viscous tortuosity α0 and the high-frequency
limit of the dynamic tortuosity α∞ (Zhu & Manhart, 2016). For the unsteady Forchheimer
equation, the coefficients of the acceleration term and the linear term are chosen such that
the equation reduces to the unsteady Darcy equation for linear flow; the coefficient of the
nonlinear term is determined by a best fit to the direct numerical simulations of steady flow
by Sakai & Manhart (2020).

In the evaluation for linear flow, the models of Johnson et al. (1987) and of Pride et al.
(1993) show an excellent accuracy over the whole frequency range. We reproduce the obser-
vations of Zhu & Manhart (2016) that the unsteady Darcy equation with the acceleration
coefficient chosen based on α0 is accurate at low frequencies, but the predictions deterio-
rate towards higher frequencies; when the acceleration coefficient is chosen based on α∞,
the predictions are worst at medium frequencies, but approach the correct low and high
frequency limits. Finally, the model of Turo & Umnova (2013) has excessive damping at
low and medium frequencies. This is a consequence of the additive superposition of the
steady state and the high frequency drag compared to a frequency-domain blending in the
models of Johnson et al. (1987) and Pride et al. (1993). This motivates us to propose a
nonlinear extension of the model of Pride et al. (1993) in the spirit of Turo & Umnova
(2013).

In the evaluation for nonlinear flow, the unsteady Forchheimer equation is accurate at low
frequencies, but has large errors for linear flow at high frequencies. For nonlinear flow at high
frequencies, it shows an acceptable accuracy for the acceleration coefficient based on α∞ and
a low accuracy for the acceleration coefficient based on α0. This behaviour can be explained

2Derivations of these theorems for periodic porous media are provided in the appendix B.
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in that the quadratic term of the unsteady Forchheimer equation overpredicts the nonlinear
drag at high frequencies, while the acceleration term provides insufficient damping for α∞
and excessive damping for α0. The better accuracy of the unsteady Forchheimer equation
with α∞ for high frequency nonlinear flow is thus the result of an error compensation. The
nonlinear extension of the model of Pride et al. (1993) is accurate for linear flow and for low
frequency nonlinear flow. The predictions gradually deteriorate for high frequency nonlinear
flow. The model of Turo & Umnova (2013) is inaccurate at low frequencies due to the
excessive damping in the linear part of the model; its high frequency behaviour is the same
as for the extended Pride et al. (1993) model.

4.4. Summary: A model for the dissipation rate in linear
unsteady flow through porous media

In this contribution, a model for the volume-averaged dissipation rate in linear unsteady
flow is proposed. Inspired by the theory of Johnson et al. (1987), we derive an asymptotic
expression for the dissipation rate for small times from boundary layer theory. For this, the
velocity field is approximated as a potential flow with unsteady Stokes boundary layers. The
resulting expression for the volume-averaged dissipation rate

2µ ⟨S : S⟩s =
2µα∞
ϵΛ

∫ t

0

∫ t

0

d⟨u⟩s
dτ1

·
d⟨u⟩s
dτ2

1√
πν[(t− τ1) + (t− τ2)]

dτ1 dτ2 (4.4)

has the form of a second-order Volterra system. In the steady state, the volume-averaged dis-
sipation rate is given as (Murthy & Singh, 1997; Zhu et al., 2014)

2µ ⟨S : S⟩s =
µ

K
⟨u⟩2s . (4.5)

Formally, this can be rewritten as a second-order Volterra system by expressing the velocity
as the integral of the acceleration. The model for the dissipation rate is constructed as
a second-order Volterra system with a kernel blending the small time asymptotic and the
steady state expression. The blending is performed following Churchill & Usagi (1972) by
taking the n-th root of the sum of the n-th powers of the asymptotic kernel expressions and re-
sults in a one-parameter family of models with the family parameter n.

First, the model is validated for transient flow through a porous medium composed of circular
tubes for which an analytical solution exists (Johnson et al., 1987; Pozrikidis, 2017, pp.509f.).
The small time asymptotic expression (4.4) is demonstrated to approach the exact solution
for the volume-averaged dissipation rate at small times. Moreover, the most accurate model
predictions are obtained for a blending parameter n = 2, resulting in an instantaneous
error of 7% in the volume-averaged dissipation rate. Second, the model is validated against
numerical simulations of transient and oscillatory flow through a hexagonal sphere pack
(Unglehrt & Manhart, 2022a, reprinted in appendix D.1) and through a cylinder array. The
model is found to significantly improve predictions with respect to the steady state expression
4.5 for small times and high frequencies. The most accurate results are obtained for values
of the blending parameter n between 2 and 3.
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4.5. Summary: Decomposition of the drag force in steady
oscillatory flow through a hexagonal sphere pack

The objective of this article is to understand the behaviour of the drag force in stationary
and oscillatory porous media flow in terms of its various sources. We address the question of
how the pressure drag can be separated according to its sources and assess the relative impor-
tance of the different contributions depending on the Reynolds number and the Womersley
number.

The pressure decomposition of Graham (2019) is adapted to the setting of a periodic porous
medium. The pressure is decomposed into three components according to its source terms
in the pressure Poisson equation: The accelerative pressure p(a) is a reaction force that is
directly proportional to the macroscopic pressure gradient; it ensures that the macroscopic
pressure gradient does not accelerate the fluid normal to the wall. The viscous pressure p(v)

arises from the normal component of the viscous force at the wall, and the convective pressure
p(c) arises from imbalances in the convective acceleration. For incompressible flow, the
source of the convective pressure is proportional to the Q-invariant of the velocity gradient
tensor.

Using an auxiliary potential Φ (Batchelor, 2000, eq. 6.4.11) and Green’s second identity, a
new form of the volume-averaged momentum equation is obtained for periodic porous media:

ρ
d⟨u⟩s
dt

= − 1

V

∫

Afs

(I −∇⊗Φ)T · τw dA

︸ ︷︷ ︸
friction and viscous pressure drag

+
1

V

∫

Vf

Φ 2 ρQ dV

︸ ︷︷ ︸
convective pressure drag

+ [ϵI − (1− ϵ)A] ·f
︸ ︷︷ ︸

effective forcing

. (4.6)

Here, the viscous and convective contribution to the pressure drag are separated into different
terms. Interestingly, the macroscopic pressure gradient f is partially compensated by the
accelerative pressure drag. This has a similar effect to the “acceleration coefficient tensor”
(Nield, 1991) or “virtual mass coefficient” (Sollitt & Cross, 1972; Burcharth & Andersen,
1995).

Then, we evaluate the contributions of the different terms in the volume-averaged momentum
equation for the direct numerical simulations of stationary flow by Sakai & Manhart (2020)
and the present simulations of oscillatory flow. In particular, the scaling of the drag compo-
nents with the Reynolds number is investigated. For steady flow at low Reynolds numbers,
the theory of (Mei & Auriault, 1991) is confirmed: The friction drag and the viscous pres-
sure drag scale with Re, while the convective pressure drag and the next order terms of the
friction drag and viscous pressure drag scale with Re3. A quadratic term in the Reynolds
number is absent. At high Reynolds numbers (Re = 200–350), the friction drag and the
viscous pressure drag scale as Re1.4 which is close to the steady laminar boundary scaling;
the convective pressure drag due to the time-averaged velocity field scales with Re2. This
suggests that the flow has a boundary layer structure with an outer flow that is only weakly
affected by the Reynolds number. This picture is consistent with experimental observations
in the literature (Jolls & Hanratty, 1969; Karabelas et al., 1973; Dybbs & Edwards, 1984).
The convective pressure drag due to the temporal fluctuations of the velocity increases with
the Reynolds number, but does not show a clear scaling yet.
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For low and medium frequency oscillatory flow (Wo = 10, 31.62), the behaviour of the drag
forces is similar to the stationary case. At low Reynolds numbers, the friction and viscous
pressure drag depend linearly on the Reynolds number whereas the convective pressure drag
is proportional to Re3. At high Reynolds numbers, the friction and viscous pressure drag
are consistent with a steady laminar boundary layer scaling, but the convective pressure
drag does not scale with Re2. This is likely because in contrast to the stationary case, the
convective pressure drag is not decomposed into the contributions of the time-averaged and
fluctuating velocity. For high frequency oscillatory flow (Wo = 100), the low Reynolds num-
ber scaling is again similar to the stationary case. However, no steady laminar boundary
layer scaling of the friction and viscous pressure drag could be observed at high Reynolds
numbers. This could be explained by the boundary layer growth which is limited by convec-
tion at low and medium Womersley numbers, but is limited by the period of oscillation at
high Womersley numbers. In other words, the boundary layer does not become quasi-steady.
For the convective pressure drag, no quadratic scaling could be observed. This might be be-
cause the period of oscillation is too short for the drag producing structures (e.g. the flow
separations) to form.

4.6. A new model for unsteady flow through porous media

This section presents an improved model for unsteady flow through porous media. The
model is based on the volume-averaged momentum equation with the pressure decomposition
(4.6). The parametrisation of the combined friction and viscous pressure drag is a blending
of the model of Pride et al. (1993) for linear unsteady flow and a steady laminar boundary
layer scaling at large Reynolds numbers; the convective pressure drag is approximated by a
quadratic Forchheimer-type nonlinearity

f (c)
p = − ϵ

α∞

Bρ

d
|⟨u⟩s| ⟨u⟩s , (4.7)

as no other suitable parametrisation was found. The challenges in developing an improved
model for the convective pressure drag are discussed in section 4.7.2. In the above parametri-
sation, B is a dimensionless parameter that is still to be determined (cf. section 4.6.2). In the
following, the parametrisation for the friction and the viscous pressure drag is derived and
validated a priori against the present simulations. The predictions of the complete model are
then evaluated a posteriori and compared with other models.

4.6.1. Parametrisation of the friction and the viscous pressure drag

In this section, a model for the friction and viscous pressure drag is derived. Similar to
the model for the dissipation rate (section 4.4), the model is constructed by blending two
asymptotic expressions for an integral kernel. This approach is similar in spirit to the work of
Muzychka & Yovanovich (2006), who used the method of Churchill & Usagi (1972) to interpo-
late between the Stokes and Blasius boundary layer solutions.

On the one hand, flow at small Reynolds numbers is accurately represented by the dynamic
permeability model of Pride et al. (1993). This model implies the following linear parame-
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trisation for the sum of the friction drag and the viscous pressure drag (cf. appendix B.1)

f lin = −
(

ϵ

α∞

µ

K
− 2µ

Λ2β

)
⟨u⟩s − ρ

√
ν
2

Λ

∫ t

−∞

(
ν ⟨u⟩s
Λ2β2

+
d⟨u⟩s
dτ

)
e
− ν(t−τ)

Λ2β2

√
π(t− τ)

dτ . (4.8)

Here, β = α0/α∞ − 1 is the relative difference between the static viscous tortuosity α0 and
the high-frequency limit of the dynamic tortuosity α∞ and Λ is the viscous length of Johnson
et al. (1987). Using integration by parts and the initial condition ⟨u⟩s (−∞) = 0, this expres-
sion can be rewritten as the convolution of the acceleration with a kernel

f lin = −µ
∫ t

−∞

d⟨u⟩s
dτ


 ϵ

α∞K
+

2

Λ

e
− ν(t−τ)

Λ2β2

√
πν(t− τ)

− 2

Λ2β
erfc

(√
ν(t− τ)

Λ2β2

)


︸ ︷︷ ︸
convolution kernel [(length)−2]

dτ . (4.9)

On the other hand, the friction drag and the viscous pressure drag are assumed to approach
a steady laminar boundary layer scaling

fb.l. = C ρ
√
ν
|⟨u⟩s|

1/2 ⟨u⟩s
d3/2

(4.10)

at large Reynolds numbers, where C is a dimensionless constant. Note that this expression
is consistent with the drag law of Skjetne & Auriault (1999a). The boundary layer drag
(4.10) is brought to a similar form as equation (4.9) by taking the integral of the derivative

fb.l. =

∫ t

−∞

d

dτ

(
C ρ

√
ν
|⟨u⟩s|

1/2 ⟨u⟩s
d3/2

)
dτ = µ

∫ t

−∞

d⟨u⟩s
dτ

[
3

2
C

√
|⟨u⟩s|
νd3

]

︸ ︷︷ ︸
[(length)−2]

dτ , (4.11)

where it was again assumed that ⟨u⟩s (−∞) = 0. The model for the friction and the viscous
pressure drag is chosen as the integral

f τw + f (v)
p = −µ

∫ t

−∞

d⟨u⟩s
dτ

hn(t− τ, |⟨u⟩s (τ)|) dτ , (4.12a)

where the kernel is obtained by blending the linear drag and the boundary layer drag using
the method of Churchill & Usagi (1972):

hn(t− τ, |⟨u⟩s (τ)|) =




 ϵ

α∞K
+

2

Λ

e
− ν(t−τ)

Λ2β2

√
πν(t− τ)

− 2

Λ2β
erfc

(√
ν(t− τ)

Λ2β2

)


n

+

(
3

2
C

√
|⟨u⟩s|
νd3

)n]1/n
.

(4.12b)
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The parameter C is unknown and has to be determined along with the parameter B in
the parametrisation of the convective pressure drag (cf. section 4.6.2). Note that the other
parameters have explicit definitions in terms of the Stokes flow (K, α0) and the potential
flow (Λ, α∞) and could in principle be taken from the literature (Chapman & Higdon, 1992;
Lee et al., 2009).

From a physical point of view, the model describes a competition of length scales for diffusion.
At small times, diffusion is unlimited and the characteristic distance of diffusion is of the order
δ ∼

√
νt. At large times, diffusion is either limited by the pore size, giving a characteristic

distance of the order
√
K, or by convection, giving a characteristic distance of the order

of the boundary layer thickness δ ∼
√
νd/ |⟨u⟩s|. Recognising that

√
K, 2/Λ and 1/d can

represent different forms of specific surface area3, the model can be interpreted as the sum of
wall shear stress increments that are determined with a time- and velocity-dependent length
scale and specific surface area:

f τw + f (v)
p ≈ −

∫ ⟨u⟩s

0

surface

volume

(
µ

d⟨u⟩s
diffusive length scale

)

︸ ︷︷ ︸
wall shear stress increment

. (4.14)

A particular feature of the model is that the temporal boundary layer can either fill the entire
pore space or develop into a steady convective boundary layer.

The blending parameter n is determined such that the drag at small Reynolds numbers
is composed of a linear and a cubic contribution in the superficial velocity; this limiting
behaviour has been derived for steady flow by Mei & Auriault (1991), Firdaouss et al. (1997)
and Skjetne & Auriault (1999b) and is satisfied by the present simulation dataset (Unglehrt
& Manhart, 2023a, reprinted in appendix D.6). This limiting behaviour can only be achieved
when n = 4, in which case the kernel has the Taylor expansion

hn(t− τ, |⟨u⟩s (τ)|) =
ϵ

α∞K
+

2

Λ

e
− ν(t−τ)

Λ2β2

√
πν(t− τ)

− 2

Λ2β
erfc

(√
ν(t− τ)

Λ2β2

)

+
81C4 |⟨u⟩s|

2

64ν2d6


 ϵ

α∞K
+

2

Λ

e
− ν(t−τ)

Λ2β2

√
πν(t− τ)

− 2

Λ2β
erfc

(√
ν(t− τ)

Λ2β2

)


−3

+O
(
|⟨u⟩s|

4)

(4.15)

in the superficial velocity. Multiplying the kernel by the acceleration gives the desired limit-

3The specific surface area of the sphere pack is proportional to 1/d and is given by

S =
1

V
·

(1− ϵ)V

πd3/6︸ ︷︷ ︸
number of spheres

· πd2

︸︷︷︸
sphere surface

=
6(1− ϵ)

d
. (4.13)

Also, according to the Kozeny-Carman equation, the square root of the permeability is inversely pro-
portional to the specific surface area (Bear, 2018, pp.260f) and the ratio 2/Λ describes a specific surface
weighted by the potential flow field (Johnson et al., 1987).
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ing behaviour that does not contain a quadratic contribution in the superficial velocity.

4.6.2. Determination of the model parameters

Following the comparison approach of the contribution Assessment of models for nonlin-
ear oscillatory flow through a hexagonal sphere pack (appendix D.4), the unknown model
parameters B and C are determined based on the resistance behaviour in stationary flow.
Therefore, the parametrisation of the friction and the viscous pressure drag (4.12) is simpli-
fied to a time-independent resistance law. In the limit of stationary flow (ν → ∞ for fixed
Re), the model can be simplified to

f τw + f (v)
p = −µ

∫ t

−∞

d⟨u⟩s
dτ



(

ϵ

α∞K

)4

+

(
3

2
C

√
|⟨u⟩s (τ)|
νd3

)4



1/4

dτ . (4.16)

It is further assumed that the flow is unidirectional along the x-direction and that ⟨u⟩s (t) = 0
for t→ −∞. With the substitution η = 9C2α2

∞K
2/(4ϵ2νd3) ⟨u⟩s (τ), the friction and viscous

pressure drag in stationary flow is rewritten as

[
fτwx + f (v)

px

] d3
ρν2

= − 4ϵ3

9C2α3
∞(K/d2)3

∫ 9C2α2
∞K2/(4ϵ2νd3) ⟨u⟩s(t)

0

[
1 + η2

]1/4
dη . (4.17)

The integral can be evaluated in terms of the Gaussian hypergeometric function 2F1(a, b; c;x),
resulting in 4

[
fτwx + f (v)

px

] d3
ρν2

= − ϵd2

α∞K
Re 2F1


−1

4
,
1

2
;
3

2
;−
[(

3

2

Cα∞K

ϵd2

)2

Re

]2
 . (4.21)

For the present arguments, the hypergeometric function tends to 1 as Re → 0 and it tends
to Cα∞K/(ϵd2)

√
Re as Re → ∞. Consequently, the Darcy drag and the steady laminar

boundary layer drag are recovered in the limits.

4The integral was obtained with the Wolfram Alpha computer algebra system (Wolfram Alpha LLC, 2023)
as
∫ u

0

(
1 + s2

)1/4
ds = u 2F1

(
−1

4
,
1

2
;
3

2
;−u2

)
. (4.18)

The result can be checked using the integral representation for the hypergeometric function

2F1(a, b; c; z) =
Γ(c)

Γ(b) Γ(c− b)

∫ 1

0

tb−1(1− t)c−b−1(1− tz)−a dt . (4.19)

given by Abramowitz & Stegun (1972, eq. 15.3.1). Inserting the arguments, the identity simplifies to

u 2F1

(
−1

4
,
1

2
;
3

2
;−u2

)
=
u

2

∫ 1

0

t−1/2
(
1 + tu2

)1/4
dt . (4.20)

The integral is obtained with the substitution s = u t1/2, where ds = u/2 t−1/2 dt.
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Figure 4.1: Fit of the model equation (4.22) to the DNS of stationary flow by Sakai & Manhart
(2020) and Unglehrt & Manhart (2023a, reprinted in appendix D.6).

With the volume-averaged momentum equation (4.1) and the parametrisation of the convec-
tive pressure drag (4.7), the complete resistance law is obtained

Hg = B |Re|Re + d2

K
Re 2F1


−1

4
,
1

2
;
3

2
;−
[(

3

2

Cα∞K

ϵd2

)2

Re

]2
 . (4.22)

The dimensionless model parameters B and C are determined by a nonlinear least-squares
fit to the simulation results for stationary flow through the hexagonal close-packing given by
Sakai & Manhart (2022) and Unglehrt & Manhart (2023a, reprinted in appendix D.6). The
parameters result as

B = 55.8 (4.23a)

C = 141.9 (4.23b)

and the corresponding fit is shown in figure 4.1. Notably, the normalised modelled convective
pressure drag f

(c)
px /

(
1
2
ρ ⟨u⟩2s /d

)
= 2ϵB/α∞ = 17.9 is relatively close to the asymptotic value

of 16.0 exhibited by the direct convective pressure drag in stationary flow (Unglehrt &
Manhart, 2023a, reprinted in appendix D.6).

4.6.3. A priori validation

In this section, the proposed parametrisation for the friction and viscous pressure drag is val-
idated in an a priori sense: the parametrisation is evaluated for the superficial velocity from
the simulations and compared to the friction and viscous pressure drag determined from the
simulation data (Unglehrt & Manhart, 2023a, reprinted in appendix D.6).

The figures 4.2,4.3 and 4.4 show the simulated friction and viscous pressure drag and the
predictions of the new model (4.12) for the last simulated period. The predictions of the
linear parametrisation of Pride et al. (1993) given by the equation (4.9) are also plotted
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to indicate the switching of the new model between the small and large Reynolds number
asymptotes. At Wo = 10 and 31.62, the model predictions are in good agreement with
the simulation results. For the cases LF4–LF6, the switch of the model between the linear
and the nonlinear parametrisation is clearly visible. At Wo = 100 the proposed model
overestimates the friction and the viscous pressure drag. Since this is also the case for the
linear parametrisation in the simulation HF2, for which the model of Pride et al. (1993)
accurately predicts the superficial velocity (appendix D.4), it could be suspected that the
drag evaluation from the simulations is slightly inaccurate at high frequencies. For the cases
HF5–HF7, the model significantly overpredicts the drag. A possible reason for this is the
absence of the steady laminar boundary layer scaling at Wo = 100, which is discussed in
appendix B.5. Overall, the proposed model is able to represent the drag curves from the
simulations with a satisfactory degree of accuracy; in particular, the waveform of the drag
is predicted very well.

4.6.4. A posteriori validation

In this section, the model results are compared to the present DNS dataset. The compari-
son is conducted according to appendix D.4. The complete model is given by the volume-
averaged momentum equation (4.6) with the parametrisations (4.7) and (4.12) as

ρ
d⟨u⟩s
dt

= −µ
∫ t

−∞

d⟨u⟩s
dτ

h4(t− τ, |⟨u⟩s (τ)|) dτ
︸ ︷︷ ︸

friction and viscous pressure drag

− ϵ

α∞

Bρ

d
|⟨u⟩s| ⟨u⟩s

︸ ︷︷ ︸
convective pressure drag

− ϵ

α∞
∇⟨p⟩i

︸ ︷︷ ︸
effective forcing

, (4.24)

where the kernel is given by equation (4.12). Note that an isotropic porous medium has been
assumed such that the tensor of virtual inertia is given as A = ϵ (1− α−1

∞ ) /(1− ϵ) I. For the
comparison with the DNS, a sinusoidal macroscopic pressure gradient was applied and the su-
perficial velocity was set to zero for t ≤ 0. The model was integrated until the end of the DNS
time series. The predicted superficial velocity is compared to the DNS during the last simu-
lated cycle (see appendix D.4 for a detailed discussion of the comparison metrics).

The time derivative was discretised using the backward Euler method and the history term
was approximated using the midpoint rule with equidistant time steps, resulting in the
discrete model

⟨u⟩n+1
s − ⟨u⟩ns
∆t

= −ν
n∑

j=0

⟨u⟩j+1
s − ⟨u⟩js
∆t

h4

((
n− j +

1

2

)
∆t,

∣∣∣∣∣
⟨u⟩js + ⟨u⟩j+1

s

2

∣∣∣∣∣

)
∆t

− ϵ

α∞

B

d

∣∣⟨u⟩n+1
s

∣∣ ⟨u⟩n+1
s − ϵ

ρα∞
∇⟨p⟩n+1

i .

(4.25)

In every time step, a nonlinear equation was solved using the routine fsolve in MATLAB,
where the value of ⟨u⟩s from the previous time step was used as an initial guess. As the kernel
h4(t − τ, |⟨u⟩s (τ)) approaches the fractional derivative kernel of order 1/2 for τ → t, the
above discretisation is of order 1/2 (Jacobs et al., 2023). The time step size was successively
halved until the root-mean square value of the predicted superficial velocity differed by less
than 0.25% between two refinements.
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(a) LF1 (b) LF2

(c) LF3 (d) LF4

(e) LF5 (f) LF6

Figure 4.2: Comparison of the sum of the friction and viscous pressure drag from the DNS at
Wo = 10 with the predictions of the linear model (4.9) of Pride et al. (1993) and of the
new model (4.12) given the simulated superficial velocity.
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(a) MF1 (b) MF2

(c) MF3 (d) MF4

(e) MF5 (f) MF6

Figure 4.3: Comparison of the sum of the friction and viscous pressure drag from the DNS at
Wo = 31.62 with the predictions of the linear model (4.9) of Pride et al. (1993) and of
the new model (4.12) given the simulated superficial velocity.
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(a) HF2 (b) HF3

(c) HF4 (d) HF5

(e) HF6 (f) HF7

Figure 4.4: Comparison of the sum of the friction and viscous pressure drag from the DNS at
Wo = 100 with the predictions of the linear model (4.9) of Pride et al. (1993) and of
the new model (4.12) given the simulated superficial velocity.
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(a) (b)

Figure 4.5: Distribution of the L2 model error in the Re–Ω/Ω0 parameter space. The diameter of
the circles is proportional to the L2 error. The dashed line indicates the approximate
boundary between linear and nonlinear flow.

Figure 4.5 shows the L2 error with respect to the simulations for the new model as well as
for the unsteady Forchheimer equation with the acceleration coefficient based on the high-
frequency limit of the dynamic tortuosity α∞. The new model has consistently small errors
at low and intermediate frequencies and for linear flow. The errors for nonlinear flow at
high frequencies are however modestly larger than for the unsteady Forchheimer equation.
Table 4.1 shows the L2 amplitude and phase errors of the new model together with the other
models considered in the model comparison (appendix D.4). The new model outperforms
the extended Pride et al. (1993) model in the nonlinear regime and has slightly higher errors
in the linear regime. The still considerable errors at high frequencies can be attributed
to the parametrisation of the convective pressure drag, for which it was assumed that the
convective pressure drag is in phase with the superficial velocity. However, this is not true
for the high frequency cases (Unglehrt & Manhart, 2023a, reprinted in appendix D.6). In
conclusion, the proposed model is able to predict the flow with a very satisfactory level of
accuracy over the considered region of the parameter space. When the parameters for the
model are available, the proposed model should be preferred to the unsteady Forchheimer
equation due to its more robust predictions.
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L2 amplitude error

1 % 0 % 0 % 1 % 16 % 0 % 1 % 0 %
1 % 0 % 0 % 2 % 17 % 1 % 1 % 1 %
n.a. n.a. n.a. 4 % 16 % 4 % 3 % 2 %
n.a. n.a. n.a. 1 % 6 % 1 % 1 % 0 %
n.a. n.a. n.a. 2 % 3 % 2 % 2 % 1 %
n.a. n.a. n.a. 1 % 2 % 1 % 1 % 1 %
1 % 1 % 0 % 1 % 17 % 1 % 26 % 0 %
1 % 1 % 0 % 3 % 18 % 2 % 20 % 1 %
n.a. n.a. n.a. 6 % 19 % 5 % 11 % 2 %
n.a. n.a. n.a. 7 % 17 % 5 % 4 % 4 %
n.a. n.a. n.a. 4 % 11 % 2 % 3 % 2 %
n.a. n.a. n.a. 2 % 7 % 2 % 2 % 2 %
0 % 2 % 17 % 2 % 3 % 17 % 16 % 1 %
0 % 2 % 17 % 2 % 3 % 17 % 16 % 1 %
n.a. n.a. n.a. 5 % 6 % 18 % 12 % 1 %
n.a. n.a. n.a. 11 % 13 % 23 % 3 % 7 %
n.a. n.a. n.a. 15 % 16 % 24 % 4 % 10 %
n.a. n.a. n.a. 13 % 14 % 17 % 6 % 7 %
n.a. n.a. n.a. 8 % 9 % 9 % 6 % 3 %
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LF1
LF2
LF3
LF4
LF5
LF6
MF1
MF2
MF3
MF4
MF5
MF6
HF1
HF2
HF3
HF4
HF5
HF6
HF7

0%

5%

10%

15%

20%

25%

30%

L2 phase error

0 % 0 % 0 % 0 % 7 % 0 % 5 % 1 %
0 % 0 % 0 % 0 % 7 % 0 % 5 % 2 %
n.a. n.a. n.a. 0 % 7 % 0 % 4 % 1 %
n.a. n.a. n.a. 2 % 8 % 2 % 2 % 0 %
n.a. n.a. n.a. 2 % 6 % 2 % 1 % 1 %
n.a. n.a. n.a. 1 % 4 % 2 % 1 % 1 %
1 % 0 % 7 % 0 % 9 % 7 % 11 % 0 %
2 % 1 % 8 % 1 % 10 % 5 % 14 % 1 %
n.a. n.a. n.a. 1 % 6 % 6 % 13 % 3 %
n.a. n.a. n.a. 8 % 4 % 12 % 6 % 3 %
n.a. n.a. n.a. 11 % 10 % 14 % 3 % 3 %
n.a. n.a. n.a. 10 % 10 % 13 % 3 % 4 %
0 % 2 % 8 % 2 % 6 % 8 % 8 % 1 %
0 % 2 % 8 % 3 % 6 % 8 % 7 % 1 %
n.a. n.a. n.a. 7 % 10 % 6 % 4 % 9 %
n.a. n.a. n.a. 6 % 9 % 7 % 6 % 7 %
n.a. n.a. n.a. 3 % 2 % 15 % 3 % 3 %
n.a. n.a. n.a. 10 % 8 % 23 % 5 % 10 %
n.a. n.a. n.a. 6 % 6 % 14 % 3 % 6 %
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Table 4.1: Amplitude and phase contribution to the L2 error normalised with max ⟨u⟩s of the re-
spective flow case. The entries where a linear model would be applied to a nonlinear flow
case are marked as n.a. (not applicable).
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4.7. Discussion

This section summarises the present findings concerning the modelling of unsteady flow
through porous media. Then, the challenges in developing a parametrisation of the convec-
tive pressure drag are discussed. Finally, a brief review is given on machine-learning methods
that could complement the classical modelling efforts.

4.7.1. Summary

For linear unsteady flow, the dynamic permeability models of Johnson et al. (1987) and Pride
et al. (1993) provide a very accurate description of the superficial velocity over the entire
frequency range. This is demonstrated in figure 4.6, where the amplitude and phase of the
direct numerical simulations of Zhu & Manhart (2016) are plotted together with the dynamic
permeability models and the unsteady Darcy equation (Zhu et al., 2014; Zhu & Manhart,
2016). The formulation of Pride et al. (1993) contains the correct limiting time scales at
low and high frequencies discussed by Zhu & Manhart (2016). For flow at medium and
high frequencies, the history term in the dynamic permeability models becomes important;
for these frequencies, the unsteady Darcy equation cannot accurately capture the amplitude
and phase behaviour. The proposed model for the dissipation rate complements the dynamic
permeability models in that it allows to obtain the dissipation rate and the kinetic energy
from a given time series of the superficial velocity without requiring additional material
parameters. Hence, a larger set of flow quantities is available for modelling other physical
processes, for example dispersion.

For unsteady nonlinear flow, the main models in the literature — the unsteady Forchheimer
equation (Polubarinova-Kochina, 1962; Sollitt & Cross, 1972) and the model of Turo &
Umnova (2013) — are able to predict the flow in some regions of the parameter space,
but have large errors in the other regions. For example, the unsteady Forchheimer equation
gives good results at low frequencies, but it cannot simultaneously match the linear medium-
and high-frequency regime and the nonlinear high-frequency regime. The large errors for
medium- and high-frequency linear flow are particularly undesirable, because they limit
the applicability of the model for complicated waveforms containing higher harmonics. An
extension of the dynamic permeability model of Pride et al. (1993) using the approach of
Turo & Umnova (2013) shows a more benign behaviour, with small errors for linear flow and
for low-frequency nonlinear flow, and gradually increasing errors towards high-frequency
nonlinear flow.

To inform the development of improved models, the drag in stationary and oscillatory flow
was investigated in detail. While the contributions of the friction and the pressure drag had
already been analysed by Fourar et al. (2004) and (Srikanth et al., 2021), the aim was to
understand the role of the pressure drag. Based on the pressure decomposition of Graham
(2019), the pressure drag could be decomposed into three components according to their
source terms. The accelerative pressure drag is a reaction force to the macroscopic pressure
gradient that compensates the wall-normal component of the macroscopic pressure gradient.
Since the accelerative pressure drag has a closed form representation in terms of the potential
flow, it could be removed from the modelling problem. The viscous pressure drag results
from the divergence of the wall shear stress; its scaling behaviour is therefore similar to that
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DNS (Zhu and Manhart, 2016)

Johnson et al. (1987)

Pride et al. (1993)

unsteady Darcy with 
0

unsteady Darcy with 

(a) Amplitude (cylinder array) (b) Phase (cylinder array)

DNS (Zhu and Manhart, 2016)

Johnson et al. (1987)

Pride et al. (1993)

unsteady Darcy with 
0

unsteady Darcy with 

(c) Amplitude (hexagonal sphere pack) (d) Phase (hexagonal sphere pack)

Figure 4.6: Dynamic permeability for linear oscillatory flow through a cylinder array and a hexag-
onal sphere pack. Comparison of DNS data of Zhu & Manhart (2016) and models of
Johnson et al. (1987), Pride et al. (1993) and Zhu et al. (2014).

of the friction drag. In particular, at high Reynolds numbers a steady laminar boundary
layer scaling was observed for both the friction and the viscous pressure drag; this scaling has
occasionally been considered for the friction drag within a porous medium (Jolls & Hanratty,
1969; Skjetne & Auriault, 1999a; Hsu et al., 1999). Finally, the convective pressure drag is
caused by imbalances in the convective acceleration and represents the drag due to nonlinear
effects such as vortices, shear layers or separation regions.

Based on this investigation, a new model is proposed, in which the parametrisation of the
friction and the viscous pressure drag combines the model of Pride et al. (1993) at small
Reynolds numbers with the steady laminar boundary layer scaling at large Reynolds num-
bers. The convective pressure drag is parametrised with a Forchheimer-type nonlinearity,
as no suitable mathematical representation of the complex behaviour of the convective pres-
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sure drag could be found. Compared to the linear model of Pride et al. (1993), the re-
sulting model contains two additional coefficients representing the behaviour of stationary
nonlinear flow. The proposed model accurately represents linear flow as well as low- and
medium-frequency nonlinear flow; high-frequency nonlinear flow is represented with modest
errors due to the simplistic parametrisation of the convective pressure drag. Consequently,
the model represents a notable improvement over existing models in the literature, both
in terms of prediction accuracy and physical interpretability. In particular, the separate
parametrisation of the friction and viscous pressure drag on the one hand and the convec-
tive pressure drag on the other hand could facilitate the development of improved models
for scalar transport: The friction and the viscous pressure drag represent the velocity gra-
dient near the fluid-solid interface, which is important to determine heat or mass transfer
across the fluid-solid interface; the convective pressure drag represents nonlinear processes
in the bulk flow and could possibly be related to scalar mixing. Future research could
aim at improving the convective pressure drag parametrisation and at investigating the ap-
plicability of the proposed model to general unsteady flow and different porous medium
geometries.

4.7.2. Modelling the convective pressure drag

In this section, the problems inherent to modelling the convective pressure drag are discussed.
Unlike for the friction and the viscous pressure drag, the results on the functional form of the
convective pressure drag are very scarce. The convective pressure drag scales with Re3 at
small Reynolds numbers and probably scales with Re2 at large Reynolds numbers. Moreover,
the convective pressure drag is in phase with the superficial velocity at low Womersley
numbers, while it lags behind the superficial velocity at high Womersley numbers. In the
following, the modelling of the convective pressure drag is approached from different sides
based on the simulation results.

Weakly nonlinear flow

For weakly nonlinear flow, the convective pressure drag exhibits a cubic dependency on the
Reynolds number (Unglehrt & Manhart, 2023a, reprinted in appendix D.6). Figure 4.7 shows
the convective pressure drag normalised by ρ(max ⟨u⟩s)3/ν as a function of the superficial
velocity ⟨u⟩s /(max ⟨u⟩s). This normalisation leads to a collapse of the results for LF1 and
LF2, MF1 and MF2 and HF1 and HF2, but the convective pressure drag does not follow the
curve

f (c)
px

ν

ρ (max ⟨u⟩s)
3 = −c

( ⟨u⟩s
max ⟨u⟩s

)3

(4.26)

which is the only possible function ⟨u⟩s (t) 7→ f
(c)
px (t) consistent with the cubic scaling. This

suggests that the superficial velocity and the convective pressure drag are related by a
functional. It is reasonable to suppose that the relationship can be represented by a causal
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Figure 4.7: Convective pressure drag in the cubic normalisation as a function of the superficial
velocity for the weakly nonlinear cases LF1, LF2, MF1, MF2, HF1 and HF2.

degree-3 homogeneous system (Rugh, 1981, pp.3f)

f (c)
px (t) = −

∫ t

−∞

∫ t

−∞

∫ t

−∞
h(t−τ1, t−τ2, t−τ3) ⟨u⟩s(τ1) ⟨u⟩s(τ2) ⟨u⟩s(τ3) dτ1 dτ2 dτ3 , (4.27)

wherein the Volterra kernel h(t1, t2, t3) has units of ρd6/ν4. Without loss of generality the
kernel can be assumed symmetric with respect to permutations of its arguments (Rugh,
1981, pp.11f)

h(t1, t2, t3) = h(t1, t3, t2) = h(t2, t1, t3) = h(t2, t3, t1) = h(t3, t1, t2) = h(t3, t2, t1) . (4.28)

For steady flow, the convective pressure drag should be proportional to ⟨u⟩3s which means
that the integral

c =

∫ ∞

0

∫ ∞

0

∫ ∞

0

h(t1, t2, t3) dt1 dt2 dt3 (4.29)

has to converge to a positive constant value. The relationship (4.27) also implies that the
convective pressure drag is periodic if the superficial velocity is periodic. The kernel acts as a
low-pass filter, which can be seen from the normalised amplitudes 0.5, 0.28 and 0.02 in figure
4.7 for Wo = 10, 31.62 and 100, respectively. However, the asymptotic decay behaviour of
the kernel for high Womersley numbers is unknown.

In the following, it will be investigated whether the Volterra system (4.27) is able to represent
the behaviour of the convective pressure drag. To make the system amenable to a fitting
procedure, the kernel is expanded in the Laguerre functions ln(x), which form a basis of
L2([0,∞]), as

h(t1, t2, t3) =
N∑

i=0

N∑

j=0

N∑

k=0

cijk li(at1) lj(at2) lk(at3) , (4.30)

where a−1 is a time scale and cijk are the expansion coefficients (Wiener, 1958, p.92; Schetzen,
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Figure 4.8: Best fit of the Volterra system (4.27) for the convective pressure drag in weakly nonlinear
flow. The kernel is parametrised by a Laguerre function expansion with N = 10 and
ad2/ν = 487. The blue curve represents the convective pressure drag of the simulations;
the red curve represents the fit.

1980, ch.16). Due to the symmetry of the kernel, there are (N + 1)(N + 2)(N + 3)/6
independent coefficients. For a given value of a, the coefficients cijk can be determined by a
linear least-squares fit to the superficial velocity and the convective pressure drag time series;
the optimal value of a is found by a parameter search. As shown in figure 4.8, the Volterra
representation is able to fit the entire temporal evolution with acceptable accuracy. The
robustness of the approach was assessed by using the Legendre and the Chebychev rational
functions instead of the Laguerre functions. While a similar quality of fit was achieved, the
identified kernels differed considerably. Apart from the decay for large times imposed by the
choice of basis, the only common feature of the kernels is a singularity at h(0, 0, 0) and a
weaker singularity for h(t1, 0, 0). It is hoped that the identification of the kernel will improve
with a larger database, allowing more terms to be used in the expansion of the kernel. A
future study could also attempt to directly identify the kernel h(t1, t2, t3) using the approach
outlined by Schetzen (1980, pp.81f, pp.87f), in which the kernel can be determined from
derivatives of the convective pressure drag response to various superimposed step changes of
the superficial velocity.

Strongly nonlinear flow

A major challenge in modelling the convective pressure drag in strongly nonlinear flow is the
hysteretic behaviour exhibited by the convective pressure drag with respect to the superficial
velocity. During acceleration, the convective pressure drag is smaller than in stationary flow
for the same value of ⟨u⟩s, whereas during deceleration, the convective pressure drag is larger
than in stationary flow for the same value of ⟨u⟩s (Unglehrt & Manhart, 2023a, reprinted
in appendix D.6). Furthermore, the convective pressure drag approaches a clear scaling
behaviour only for large Reynolds numbers. In stationary flow, the direct convective pressure
drag due to the mean velocity field scales with Re2 for Reynolds numbers above 91, but the
turbulent convective pressure drag due to the Reynolds stresses shows no clear scaling with
the Reynolds number in the investigated Reynolds number range (Unglehrt & Manhart,
2023a, reprinted in appendix D.6). For very large Reynolds numbers, a Re2 scaling of the
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total drag has been observed experimentally (Macdonald et al., 1979), and thus the total
convective pressure drag should approach the same scaling.

Unfortunately, the above findings do not suggest a suitable model structure for the convective
pressure drag. Various correlations in terms of the superficial velocity and the acceleration
have been attempted, however without success. For the cases LF4–LF6, MF5 and MF6 a
good correlation of the convective pressure drag with the volume-averaged kinetic energy
could be observed. However, a hysteretic behaviour of the convective pressure drag over the
kinetic energy was observed for the other cases.

It may be promising to model the convective pressure drag in the framework of the Reynolds
decomposition, as the direct convective pressure drag could be expected to follow a quadratic
scaling with the Reynolds number like for the stationary cases. The turbulent convective
pressure drag could be parametrised in terms of the volume-averaged TKE, for which an
auxiliary evolution equation would have to be formulated. However, this approach was not
applied to the present dataset since for most of the cases the simulated time was too short
to determine the Reynolds decomposition.

4.7.3. Machine-learning approaches

In this section, the potential applications of machine-learning methods to the modelling of
unsteady porous media flow are discussed.

Model formulation

Due to the great attention given to the development of machine learning methods in the re-
cent years, a large number of different model architectures are available. For an overview of
machine learning methods in fluid mechanics, the reader is referred to the reviews by Brunton
et al. (2020) and Sharma et al. (2023). In the following, some approaches are highlighted that
seem promising in view of the present modelling problem (section 4.1).

First, the functional relationships between the superficial velocity and the macroscopic pres-
sure gradient could be represented by a Volterra series (Rugh, 1981). This would allow
existing models for linear flow, e.g. the model of Pride et al. (1993), to be reused as the
linear term of the series. However, the estimation of the higher order Volterra kernels quickly
becomes expensive in terms of the amount of training data and the computational effort.
This problem can be alleviated by expanding the kernels in terms of the Laguerre functions
(Israelsen & Smith, 2014; Wiener, 1958, p.92). Considering the conceptual similarity of the
Volterra series to the Taylor series, the Volterra series approach seems to be appropriate
only for weakly nonlinear flow.

A second approach could use the neural ordinary differential equation framework (Chen et al.,
2019). In this model architecture, the right hand side of an ordinary differential equation is
represented by a neural network. Here, the drag terms in the volume-averaged momentum
equation (4.1) would be parametrised by a neural network. The inputs of the neural networks
are the state variables of the model (section 4.2). When the state variables are chosen as
weighted integrals over the history of the superficial velocity

vn(t) =

∫ t

−∞
⟨u⟩s(τ) ln(t− τ) dτ , (4.31)
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a continuous form of convolutional neural networks is obtained. The so-called Laguerre-
Volterra networks (Marmarelis & Zhao, 1997; Geng & Marmarelis, 2017) are obtained if the
weights are the Laguerre functions ln(t) (Schetzen, 1980, p.349).

Third, in the “physics guided” approach of Pawar et al. (2021) and Bock et al. (2021) a
machine-learning model is developed to correct the predictions of a simple potential flow
model. In the present setting, the predictor model could be, for example, the unsteady Forch-
heimer equation, while the corrector could be a neural ordinary differential equation.

A fourth possibility would be to determine the right hand side of a system of ordinary dif-
ferential equations by selecting suitable terms from a large collection of candidates (Brunton
et al., 2016). In the present case, the biggest challenge is to develop a comprehensive set of
candidate terms.

Finally, when pore scale flow data is included in the modelling, a reduced-order model can be
determined from a Galerkin projection of the Navier-Stokes equations onto a set of modes.
A machine-learning model represents the effects of the discarded modes onto the retained
modes (Ahmed et al., 2021); this can be achieved through the use of the Mori-Zwanzig
formalism which introduces history terms for the retained modes (Menier et al., 2023a). A
related approach uses neural auto-encoders to map the full flow state onto a reduced state;
the dynamics for the reduced state are again described using the Mori-Zwanzig formalism
(Menier et al., 2023b; Gupta et al., 2023).

Physical constraints

Neural networks are“fundamentally interpolative”and overfitting can occur due to their large
number of parameters (Brunton et al., 2020). These problems must be considered here, since
the present dataset contains only 19 scalar time series for the superficial velocity and the
limit cases for high Reynolds and Womersley numbers are not included in the dataset. There-
fore, “it is important to explicitly incorporate partially known physics, such as symmetries,
constraints, and conserved quantities” (Brunton et al., 2020).

For unsteady porous media flow, the first requirement is that the model must be stable due
to the dissipative nature of the flow. Second, the model should satisfy several realisability
constraints: Kelvin’s minimum energy theorem provides a lower bound for the kinetic en-
ergy in terms of the superficial velocity, Helmholtz’ minimum dissipation theorem (section
B.4) provides a lower bound for the dissipation rate in terms of the superficial velocity,
and there exists an upper bound for the kinetic energy similar to the inequality of Do-
ering & Foias (2002, eq. 16), which by Kelvin’s minimum energy theorem (section B.3)
implies an upper bound for the superficial velocity. Third, the resistance behaviour of the
flow is known in several limit cases: Steady flow at low Reynolds numbers satisfies Darcy’s
law with a cubic correction term (Mei & Auriault, 1991; Skjetne & Auriault, 1999b) and
steady flow at high Reynolds numbers approaches a quadratic scaling of the drag (Macdon-
ald et al., 1979). Slowly varying linear flow is described by the unsteady Darcy equation
(Zhu et al., 2014; Zhu, 2016) and rapidly varying flow is described by the boundary layer
asymptotics for the superficial velocity (Johnson et al., 1987) and the dissipation rate (equa-
tion 4.4). Finally, as discussed in section 2.2.2, the symmetries of the pore space constrain
the macroscopic behaviour and lead to special forms of macroscopic tensorial properties like
the permeability.



4.7. Discussion 111

There are many different possibilities to enforce physical constraints in machine learning
models (Karniadakis et al., 2021; Sharma et al., 2023). Generally, one can distinguish be-
tween methods that enforce physical constraints only during the training stage and methods
for which the constraint is incorporated into the model architecture. The former kind pe-
nalise the violation of the physical constraint with an additional loss term or use other
methods of constrained optimisation like the augmented Lagrange method (Fioretto et al.,
2021). When the training data is subjected to noise, physical constraints can be incor-
porated in a probabilistic sense using virtual observables (Kaltenbach & Koutsourelakis,
2020). The methods of the latter kind depend on the nature of the constraint. For example,
a shift invariance of the model can be enforced by choosing a convolution structure for the
model input. Other constraints can be realised by projecting the model predictions onto
the constraint manifold (Yang et al., 2020; Shankar et al., 2022) or by inverting the con-
straints to determine parts of the output (Beucler et al., 2021). One can also map the data
to the constraint manifold, perform a prediction of latent variables and map them back to
the original data space (Li et al., 2020; Wang & Song, 2023). For example, reduced-order
models constructed using POD modes automatically satisfy the divergence-free constraint if
the modes are divergence-free. Note that it is possible to enforce stability of such a model
by choosing particular forms of the latent variable dynamics (Kaltenbach & Koutsourelakis,
2021; Kaptanoglu et al., 2021; Omichi et al., 2023).





5. Conclusion and outlook

5.1. Conclusion

This section aims to give an overview of the current understanding of oscillatory flow through
porous media.

5.1.1. Pore scale flow

Linear flow can be described in terms of two limit cases. In the first case, the velocity field
approaches the Stokes flow for low Womersley numbers; in the second case, the velocity field
approaches a potential flow with Stokes boundary layers for high Womersley numbers. The
appearance of nonlinear effects is found to depend on the instantaneous Reynolds number
for small Wo and on the ratio Re/Wo2 for large Wo. Note that the onset of nonlinearity for
high Womersley numbers could occur earlier if the linear flow undergoes an instability. The
nonlinear regime is characterised by inertial cores, complex vortex systems, laminar boundary
layer flow and separation regions. For medium and largeWo, the intensity of nonlinear effects
is found to lag behind the superficial velocity. The transition of the flow from the laminar
to a turbulence-like state was initially expected to behave similarly to oscillatory pipe flow
(Hino et al., 1976; Akhavan et al., 1991a), i.e. to depend on the Reynolds number Reδ based
on the Stokes boundary layer thickness. However, Stokes boundary layers are formed only at
high Womersley numbers and their transition would require very large Reynolds numbers.
Instead, the transition appears to be linked to the instability of the vortex system in the
octahedral pore. At low Womersley numbers, turbulent flow is only observed over parts of
the cycle and a relaminarisation occurs when the flow changes direction. Conversely, flow
at high Womersley numbers can sustain turbulence if the period of oscillation is sufficiently
close to the turbulent time scales. The largest turbulent length scales are limited to the
pore scale (He et al., 2019; Rao & Jin, 2022), while the smallest scales depend on the
Reynolds number and approach the Kolmogorov theory for large Reynolds numbers (He
et al., 2019; Patil & Liburdy, 2015). Consequently, the flow is in a turbulence-like state at
low Reynolds numbers, and approaches a fully turbulent state at high Reynolds numbers.
The appearance of a turbulence-like state leads to a quasi-stationary flow, as the turbulent
momentum transport can quickly equilibrate the flow.

5.1.2. Drag processes

In the literature, the drag in flow through porous media has been analysed either in terms of
the friction drag and the pressure drag (Fourar et al., 2004; Srikanth et al., 2021) or in terms
of the unsteady Forchheimer equation (van Gent, 1993; Hall et al., 1995). In the present
work, a more detailed view of the drag process in oscillatory flow through porous media has
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been developed based on the pressure decomposition of Graham (2019). The drag is found
to consist of four contributions:

• The friction drag is the integral of the wall shear stress at the fluid-solid interface.
It is linearly dependent on the superficial velocity for small Reynolds numbers and
approaches a steady laminar boundary layer scaling for large Reynolds numbers. For
medium and high Womersley numbers, the friction drag is characterised by the inter-
action between time-limited Stokes boundary layers and convection-limited boundary
layers that behave in a quasi-equilibrium fashion.

• The viscous pressure drag is caused by the wall shear stress divergence and therefore
has a similar scaling as the friction drag. The wall-normal component of the gradient
of the viscous pressure balances the wall-normal component of the viscous force. As
discussed by Graham (2019), the viscous pressure is responsible, for example, for the
pressure drop in steady laminar channel flow and for the excess pressure in stagnation
point flow. For the hexagonal sphere pack considered in the present work, the viscous
pressure drag accounts for approximately half of the friction drag and shows a similar
scaling behaviour.

• The accelerative pressure drag arises as a reaction force to the macroscopic pressure
gradient, ensuring that the fluid is not accelerated in wall-normal direction at the fluid-
solid interface. The accelerative pressure drag is therefore directly proportional to the
macroscopic pressure gradient. It is similar to the added-mass effect, in which the fluid
is accelerated in the vicinity of an accelerating body, thus preventing the body from
moving into regions occupied by the fluid and causing a resistance proportional to the
acceleration of the body. The accelerative pressure drag is independent of the velocity
and the fluid properties and its value can be determined from a potential flow problem.

• The convective pressure drag arises from the divergence of the convective accelerations
and represents the drag due to features like separation, inertial cores, shear layers and
vortices. It is also known as “Q-induced force” (Aghaei-Jouybari et al., 2022) and is
related to the vorticity-induced force of Howe (1995), Li & Wu (2018) and Menon
& Mittal (2021). In stationary flow, the convective pressure drag due to the mean
velocity field is found to scale quadratically with the Reynolds number for Re ≳ 90;
the convective pressure drag due to the Reynolds stresses is found to be significantly
smaller than the convective pressure drag due to the mean velocity field. The convective
pressure drag in oscillatory flow is not well understood and its modelling is difficult,
since it is not in phase with the superficial velocity.

5.1.3. Modelling

The classical approaches to modelling unsteady flow through porous media are based on the
unsteady Forchheimer equation (Polubarinova-Kochina, 1962; Sollitt & Cross, 1972) and the
dynamic permeability models (Johnson et al., 1987; Lafarge, 2009). In the present work,
the findings of Chapman & Higdon (1992) could be confirmed that the superficial velocity
in the linear regime is described by the models of Johnson et al. (1987) and Pride et al.
(1993) with excellent accuracy. The unsteady Forchheimer equation is appropriate at low
Womersley numbers and for strongly nonlinear flow, but has large errors for linear flow at
medium or high Womersley numbers depending on the choice of the acceleration coefficient.
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This deficiency could be alleviated by combining a time-domain formulation of the dynamic
permeability model of Pride et al. (1993) and a Forchheimer-type nonlinearity. However, the
Forchheimer term with a coefficient determined from stationary flow data overestimates the
nonlinear drag at high Womersley numbers.

A new model has been proposed based on the aforementioned decompoosition of the drag:
The friction and the viscous pressure drag are parameterised by a history term that com-
bines the linear model of Pride et al. (1993) with a steady laminar boundary scaling, and
the convective pressure drag is simply represented by a Forchheimer-type nonlinearity, which
however has a smaller coefficient than in the unsteady Forchheimer equation. The proposed
model is able to accurately represent linear flow and nonlinear flow at low and medium Wom-
ersley numbers and the error increases modestly towards nonlinear flow at high Womersley
numbers. The model coefficients of the linear part have a clear theoretical definition in terms
of the Stokes flow and the potential flow and depend only on the geometry of the porous
medium. Also, a new model for the dissipation rate in linear unsteady flow has been pro-
posed, which may be used to construct models for dispersion in unsteady flow through porous
media. Both proposed models have been constructed by blending two asymptotic limits
within a convolution integral using the method of Churchill & Usagi (1972).

Finally, the present study has contributed a publicly available dataset for modelling the re-
lationship between the superficial velocity and the macroscopic pressure gradient, which may
facilitate the construction of improved, possibly machine-learned models.

5.2. Outlook

In the following, several topics are highlighted that could deserve further attention. Notably,
some of the investigations could be conducted using the present simulation dataset.

5.2.1. Velocity distribution and dispersion modelling

Vasheghani Farahani & Mousavi Nezhad (2022) investigated the changes of the velocity
probability density function (PDF) f(u) in simple cubic and irregular sphere packs with
the Reynolds number. With the present dataset, such an analysis could be extended to
oscillatory flow.

One motivation for studying the velocity PDF is the modelling of tracer dispersion in a
porous medium with Markov velocity processes (Meyer & Tchelepi, 2010, 2011; Kooshapur,
2016). In particular, this modelling approach aims to represent the conditional PDF f(du|u)
of the velocity change du incurred by a Lagrangian particle over a time interval dt given
a velocity u. This conditional PDF can be readily evaluated from the snapshot velocity
fields from the present simulations, which could therefore contribute to the development of
dispersion models for unsteady flow.

5.2.2. Wall shear stress

It would also be worthwhile to investigate the wall shear stress in stationary and oscillatory
flow. From the wall shear stress field, it is possible to identify separation lines on the spheres,
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which can be used as seed points to integrate the streamsurfaces delimiting regions of sep-
arated flow (Hui, 1988; Tobak, 1997; Wu et al., 2000; Wiebel et al., 2009). The extent of
these regions may be helpful for a more detailed analysis of the convective pressure drag.
Some considerations on the analysis of the wall shear stress field topology are summarised
in appendix C.

For high Schmidt numbers, the wall shear stress also determines the rate of heat or mass
transfer near the wall (Ogawa et al., 1991; Rode et al., 1994), which is of interest in the design
of packed bed reactors (Eigenberger, 2000). The present dataset could thus help to assess the
efficacy of heat or mass transfer in oscillatory flow at different parameters.

5.2.3. Transient behaviour

The transient towards oscillatory pipe flow was investigated by (Feldmann, 2015) and the
transient towards stationary flow through a hexagonal sphere pack was investigated by Zhu
et al. (2014), Zhu (2016) and Sakai & Manhart (2020). Similarly, the present dataset could
be analysed with a focus on the duration of the transient and the overshooting of the transient
response compared to the amplitude in the cyclostationary state.

5.2.4. Turbulent oscillatory flow

The turbulence structure in stationary flow through packed beds was studied, for example,
by He et al. (2019), Patil & Liburdy (2013a), Patil & Liburdy (2013b) and Patil & Liburdy
(2015), and it would be interesting to investigate in which respects turbulent oscillatory flow
agrees with their findings. Also, the study of turbulent oscillatory flow by Nakajo et al.
(2008, 2009) could be an interesting reference for comparison.

Further, the interaction between the acceleration and the spatial scales of the turbulent
motion are an interesting subject. The spatial scales could be defined, for example, using
an orthogonal expansion or a scale space approach (Lindeberg, 1994). In the former ap-
proach, the Stokes eigenfunctions could be employed, which satisfy the eigenvalue problem
(Avellaneda & Torquato, 1991)

∇ ·Ψn = 0 , (5.1a)

∆Ψn +∇Qn = −ϵnΨn . (5.1b)

The velocity eigenfunctions Ψn generalise the Fourier series to three-dimensional divergence-
free vector fields and satisfy the no-slip and impermeable wall boundary conditions at the
spheres. The inverse square root of the eigenvalue ϵn defines the “wavelength” of the mode
Ψn. The pressure eigenfunctions Qn ensure the divergence-free constraint. In the latter ap-
proach, the filtering method of Johnson (2022) could be promising.

Finally, the budget of TKE could be evaluated and compared to turbulence models from the
literature (Masuoka & Takatsu, 1996; Nakayama & Kuwahara, 1999; Chandesris et al., 2006;
Teruel & Rizwan-uddin, 2009a,b; Kuwata et al., 2014; Jouybari & Lundström, 2019).
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5.2.5. Transition to turbulence

As discussed in section 3.5.4, the transition mechanisms in oscillatory flow through a hexago-
nal close-packing are unclear. The instability of linear oscillatory flow at high frequencies is of
particular importance, as it could potentially lead to an earlier onset of nonlinearity. The re-
sults of a linear stability analysis would be very helpful in extending the understanding of the
flow regimes in oscillatory flow. A computationally feasible starting point could be the Flo-
quet stability analysis of linear flow at large Womersley numbers, for which the base flow in
the sphere pack can be obtained using the method of Chapman & Higdon (1992).

5.2.6. Extension of the known parameter space

An interesting subject of future research would be to investigate flow outside the present
parameter range, in particular towards higher Reynolds andWomersley numbers. In these re-
gions, the grid resolution is dictated by increasingly small turbulent structures, the thickness
of the oscillatory boundary layers, and the resolution requirements near the contact points if
exactly touching spheres are to be considered (cf. section 2.5.3).

For the present Cartesian grid approach, DNS would likely become uneconomical under these
conditions and thus the following approximations could be considered. First, the resolution
requirements due to turbulent structures can be relaxed by a large-eddy simulation approach
(cf. section 2.6). Second, the resolution near the wall may be improved by modelling the
near-wall boundary layer flow (Unglehrt et al., 2022b). Third, a permeability tensor could
be assigned to the fillet bridges at the contact points. In a simple approximation, the
parabolic velocity profile of Poiseuille flow could be used to model the flow in the gap. In a
more sophisticated approach, one could attempt to derive the asymptotic solution near the
contact point from the Stokes equations in tangent-sphere coordinates (Moon & Spencer,
1988, p.104f.), which is similar in spirit to the Moffatt solution for flow in an acute corner
(Moffatt, 2021).

An alternative to the Cartesian grid approach is presented by the use of higher order meth-
ods. For example, the spectral element method with tetrahedral elements (Sherwin & Kar-
niadakis, 1996) facilitates the use of higher order discretisations on a body-conforming mesh,
which can be generated at a reasonable effort. Finally, pseudo-spectral methods based on
vector spherical harmonics (Chapman & Higdon, 1992; Dumas & Leonard, 1994) could be
considered in which the boundary conditions on the spheres are represented exactly and
collocation conditions are imposed on the faces of the Voronoi cells of the spheres. How-
ever, the competitiveness of these approaches compared to the Cartesian grid method is
unknown.

5.2.7. Generalised settings

As the present study has focused mainly on a single porous medium geometry, an obvious
next step would be to consider sphere packs with a different, possibly irregular arrangement
of spheres and a different porosity or even multidisperse granular media and foams. Also, flow
in response to different forcings with nonsinusoidal waveforms could be investigated (Graham
& Higdon, 2002). In such settings, it would be especially valuable to validate the proposed



118

model for the relationship between the superficial velocity and the macroscopic pressure gra-
dient, and to develop correlations for the model parameters.

5.2.8. Experimental validation

Finally, it would be very valuable to conduct an experimental investigation to validate and
complement the present results. In particular, an experiment would be well-suited to analyse
turbulent oscillatory flow with a phase-averaging approach, as it is comparatively easy to
achieve statistically converged results. Among current measurement techniques, particle
image velocimetry or particle tracking velocimetry with refractive index matching1 (Nakajo
et al., 2009; Patil & Liburdy, 2013a; Häfeli et al., 2014; Souzy et al., 2020) and magnetic
resonance velocimetry (Johns et al., 2000; Suekane et al., 2003; Yang et al., 2013; Ricke
et al., 2023) appear to be a suitable choice. A comparison between figure 3.7 and (van
Gent, 1993, figure 2) and (Losada et al., 1995, figure 9) shows that the simulations HF6 and
HF7 lie in a similar region of the parameter space as the experiments of (van Gent, 1993;
Smith, 1991; Hall et al., 1995; Losada et al., 1995) and are thus accessible to experimental
validation.

1While is common practice to adjust the refractive index of the fluid to the one of the solid, Fort & Bardet
(2021) suggested a polymer which matches the refractive index of water and can be cast in thick units.
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Gradštejn, I. S. & Ryžik, J. M. 2009 Table of Integrals, Series and Products, 7th edn.
Amsterdam: Elsevier Acad. Press.

Graham, D. R. & Higdon, J. J. L. 2002 Oscillatory forcing of flow through porous
media. Part 2. Unsteady flow. Journal of Fluid Mechanics 465, 237–260.

Graham, W. R. 2019 Decomposition of the forces on a body moving in an incompressible
fluid. Journal of Fluid Mechanics 881, 1097–1122.

Gray, William G. 1975 A derivation of the equations for multi-phase transport. Chemical
Engineering Science 30 (2), 229–233.

Gu, Z. & Wang, H. 1991 Gravity waves over porous bottoms. Coastal Engineering 15 (5-6),
497–524.

Guibert, R., Horgue, P., Debenest, G. & Quintard, M. 2016 A Comparison of
Various Methods for the Numerical Evaluation of Porous Media Permeability Tensors
from Pore-Scale Geometry. Mathematical Geosciences 48 (3), 329–347.

Günther, T. & Baeza Rojo, I. 2021 Introduction to Vector Field Topology. In
Topological Methods in Data Analysis and Visualization VI (ed. I. Hotz, T. Bin Masood,
F. Sadlo & J. Tierny), Mathematics and Visualization , pp. 289–326. Cham: Springer
International Publishing.

Gupta, P., Schmid, P. J., Sipp, D., Sayadi, T. & Rigas, G. 2023 Mori-Zwanzig latent
space Koopman closure for nonlinear autoencoder, arXiv: 2310.10745.

Guzmán, A. M. & Amon, C. H. 1994 Transition to chaos in converging–diverging channel
flows: Ruelle–Takens–Newhouse scenario. Physics of Fluids 6 (6), 1994–2002.
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aries. PhD thesis, Technische Universität München, München.

Perrella, M. D. 2017 Periodic Flow Hydrodynamic Resistance Parameters for Various
Regenerator Filler Materials at Cryogenic Temperatures. PhD thesis, Georgia Institute of
Technology, Atlanta, Georgia.

Polubarinova-Kochina, P. I. 1962 Theory of Ground Water Movement. Princeton, NJ:
Princeton University Press.

Pope, S. B. 2000 Turbulent Flows. Cambridge ; New York: Cambridge University Press.

Pozrikidis, C. 2017 Fluid Dynamics: Theory, Computation, and Numerical Simulation,
3rd edn. Springer US.

Pride, S. R., Morgan, F. D. & Gangi, A. F. 1993 Drag forces of porous-medium
acoustics. Physical Review B 47 (9), 4964–4978.

Rao, F. & Jin, Y. 2022 Possibility for survival of macroscopic turbulence in porous media
with high porosity. Journal of Fluid Mechanics 937, A17.

Redeker, M. & Haasdonk, B. 2016 A POD–EIM reduced two-scale model for precip-
itation in porous media. Mathematical and Computer Modelling of Dynamical Systems
22 (4), 323–344.

Ren, J., Mao, X. & Fu, S. 2021 Image-based flow decomposition using empirical wavelet
transform. Journal of Fluid Mechanics 906, A36.

Richardson, E. G. & Tyler, E. 1929 The transverse velocity gradient near the mouths
of pipes in which an alternating or continuous flow of air is established. Proceedings of the
Physical Society 42 (1), 1–15.

Ricke, A., Sadeghi, M. & Dreher, W. 2023 Magnetic Resonance Velocimetry for
porous media: Sources and reduction of measurement errors for improved accuracy. Ex-
periments in Fluids 64 (7), 132.

Riley, N. 1967 Oscillatory Viscous Flows. Review and Extension. IMA Journal of Applied
Mathematics 3 (4), 419–434.

Roberts, E. P. L. & Mackley, M. R. 1996 The development of asymmetry and period
doubling for oscillatory flow in baffled channels. Journal of Fluid Mechanics 328, 19–48.

Rode, S., Midoux, N., Latifi, M. A., Storck, A. & Saatdjian, E. 1994 Hydrody-
namics of liquid flow in packed beds: An experimental study using electrochemical shear
rate sensors. Chemical Engineering Science 49 (6), 889–900.

Rojas, S. & Koplik, J. 1998 Nonlinear flow in porous media. Physical Review E 58 (4),
4776–4782.



References 139

Rubinstein, J. & Torquato, S. 1989 Flow in random porous media: Mathematical
formulation, variational principles, and rigorous bounds. Journal of Fluid Mechanics 206,
25–46.

Ruelle, D. & Takens, F. 1971 On the nature of turbulence. Communications in Mathe-
matical Physics 20 (3), 167–192.

Rugh, W. J. 1981 Nonlinear System Theory: The Volterra/Wiener Approach. Johns
Hopkins Series in Information Sciences and Systems . Baltimore: Johns Hopkins Uni-
versity Press.

Saberinejad, H. & Keshavarz, A. 2016 Reciprocating turbulent flow heat transfer en-
hancement within a porous medium embedded in a circular tube. Applied Thermal Engi-
neering 102, 1355–1365.

Sakai, Y. & Manhart, M. 2020 Consistent Flow Structure Evolution in Accelerating Flow
Through Hexagonal Sphere Pack. Flow, Turbulence and Combustion 105 (2), 581–606.

Sakai, Y. & Manhart, M. 2022 Why Velocity Overshoots in Accelerating Porous Media.
In Proceedings of TSFP-12 (2022) Osaka. Osaka.

Sakai, Y., Mendez, S., Strandenes, H., Ohlerich, M., Pasichnyk, I., Al-
lalen, M. & Manhart, M. 2019 Performance Optimisation of the Parallel CFD
Code MGLET across Different HPC Platforms. In Proceedings of the Platform for
Advanced Scientific Computing Conference, PASC ’19 . Zurich: ACM Press.

Santhosh, S., Qin, H., Klose, B. F., Jacobs, G. B., Vétel, J. & Serra, M. 2023
Spike formation theory in three-dimensional flow separation. Journal of Fluid Mechanics
969, A25.

Satish, S., Leontini, J. S., Manasseh, R., Sannasiraj, S. A. & Sundar, V. 2022
Numerical Investigation on the Mean Flow Fields Generated by an Oscillating Sphere. In
OCEANS 2022 - Chennai, pp. 1–5. Chennai: IEEE.

Schetzen, M. 1980 The Volterra and Wiener Theories of Nonlinear Systems. New York:
Wiley.

Schlichting, H. & Gersten, K. 2017 Boundary-Layer Theory. Berlin, Heidelberg:
Springer Berlin Heidelberg.

Schmid, P. J. 2007 Nonmodal Stability Theory. Annual Review of Fluid Mechanics 39 (1),
129–162.

Schmid, P. J. & Henningson, D. S. 2001 Stability and Transition in Shear Flows.
Applied Mathematical Sciences 142. New York: Springer New York.

Schroeder, W., K., Martin. & Lorensen, B. 2006 The Visualization Toolkit (4th
ed.). Kitware.

Schure, M. R., Maier, R. S., Kroll, D. M. & Davis, H. T. 2004 Simulation of
ordered packed beds in chromatography. Journal of Chromatography A 1031 (1-2), 79–86.



140 References

Schwertfirm, F., Mathew, J. & Manhart, M. 2008 Improving spatial resolution
characteristics of finite difference and finite volume schemes by approximate deconvolution
pre-processing. Computers & Fluids 37 (9), 1092–1102.

Seguin, D., Montillet, A. & Comiti, J. 1998a Experimental characterisation of flow
regimes in various porous media—I: Limit of laminar flow regime. Chemical Engineering
Science 53 (21), 3751–3761.

Seguin, D., Montillet, A., Comiti, J. & Huet, F. 1998b Experimental characteriza-
tion of flow regimes in various porous media—II: Transition to turbulent regime. Chemical
Engineering Science 53 (22), 3897–3909.

Serra, M., Crouzat, S., Simon, G., Vétel, J. & Haller, G. 2020 Material spike
formation in highly unsteady separated flows. Journal of Fluid Mechanics 883, A30.

Serra, M., Vétel, J. & Haller, G. 2018 Exact theory of material spike formation in
flow separation. Journal of Fluid Mechanics 845, 51–92.
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A. Appendix: Methodology

A.1. Tetrahedral and octahedral pores

(a) Tetrahedral pore (b) Octahedral pore

Figure A.1: Visualisation of the isolated tetrahedral and octahedral pores. The pore geometries are
obtained from the regular tetrahedron or octahedron of side length d, respectively, by
subtracting spheres of diameter d located on the corners. The volume of the tetrahedral
pore is Vtet/d

3 = 1
6
√
2
− 1

6 arccos
(
23
27

)
≈ 0.026 and the volume of the octahedral pore is

Voct/d
3 =

√
2
3 + π

2 − 2 arccos
(

1√
3

)
≈ 0.132.
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A.2. Eigenvalues of the spatial discretisation

In this section, the eigenvalues of the semi-discretised convective and diffusive operators
are estimated using Gershgorin’s circle theorem following Dröge (2006). In MGLET, the
incompressible Navier-Stokes equations are discretised on a uniform Cartesian grid indexed
by i, j, k with cells of size ∆x, ∆y, ∆z as

0 =
ui,j,k − ui−1,j,k

∆x
+
vi,j,k − vi,j−1,k

∆y
+
wi,j,k − wi,j,k−1

∆z
(A.1a)

dui,j,k
dt

= −
1
4
(ui,j,k + ui+1,j,k)(ui,j,k + ui+1,j,k)− 1

4
(ui−1,j,k + ui,j,k)(ui−1,j,k + ui,j,k)

∆x

−
1
4
(vi,j,k + vi+1,j,k)(ui,j,k + ui,j+1,k)− 1

4
(vi,j−1,k + vi+1,j−1,k)(ui,j−1,k + ui,j,k)

∆y

−
1
4
(wi,j,k + wi+1,j,k)(ui,j,k + ui,j,k+1)− 1

4
(wi,j,k−1 + wi+1,j,k−1)(ui,j,k−1 + ui,j,k)

∆z

+ ν
ui−1,j,k − 2ui,j,k + ui+1,j,k

∆x2
+ ν

ui,j−1,k − 2ui,j,k + ui,j+1,k

∆y2

+ ν
ui,j,k−1 − 2ui,j,k + ui,j,k+1

∆z2
− 1

ρ

pi+1,j,k − pi,j,k
∆x

(A.1b)

and the momentum equations in the y- and z-directions follow from exchanging u with v or
w, i with j or k and ∆x with ∆y and ∆z, respectively. Using the continuity equation, the
momentum equation can be rearranged to the form

dui,j,k
dt

=

[
−2ν

(
1

∆x2
+

1

∆y2
+

1
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)]
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4
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4
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4
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∆z2
−

1
4
(wi,j,k + wi+1,j,k)

∆z
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+
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∆z

]
ui,j,k−1 −
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ρ
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∆x

.

(A.2)

The terms in brackets correspond to the entries of the convective and diffusive operator
matrices C(u) and D (Verstappen & Veldman, 2003). In order to determine the eigen-
values of the Navier-Stokes operator, the right hand side of the equation needs to be lin-
earised.

In a simplified analysis, the convecting velocities contained in the convective operator matrix
C(u) can be assumed independent of the convected velocities (Kwok & Tam, 1993; Dröge,
2006; Kress & Lötstedt, 2006). Moreover, the effects of the pressure and the boundary condi-
tions are ignored. The momentum equations then reduce to independent convection-diffusion
equations and the terms in brackets represent the constant coefficients of the convective and
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diffusive operator matrices. It is important to keep in mind that these simplifications re-
sult in a linear system that is not identical to the result of a formal linearisation using the
Jacobian matrix of the right hand side of equation (A.1).

Following (Dröge, 2006), we estimate their eigenvalues using Gershgorin’s circle theorem:
For each row of a matrix, a circle in the complex plane can be defined whose centre is the
diagonal entry and whose radius is the sum of the absolute values of the off-diagonal entries.
The eigenvalues of the matrix are contained in the union of these circles (Varga, 2004, pp.1f).
Here, the centre of the circle is given by the coefficient of ui,j,k and the radius is given by
the sum of the absolute values of the off-diagonal entries. For the diffusive operator matrix,
the Gershgorin circle thus results as

∣∣∣∣z + 2ν

(
1

∆x2
+

1

∆y2
+

1

∆z2

)∣∣∣∣ ≤ 2ν

(
1

∆x2
+

1

∆y2
+

1

∆z2

)
(A.3)

where z ∈ C. Since the diffusion operator is a real symmetric matrix whose eigenvalues
lie on the real axis (Verstappen & Veldman, 2003), the inequality can be simplified to

−4ν

(
1

∆x2
+

1

∆y2
+

1

∆z2

)
≤ λD ≤ 0 . (A.4)

For the convective operator, we obtain the Gershgorin circles

|z| ≤ 1

4
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4

|vi,j,k + vi+1,j,k|+ |vi,j−1,k + vi+1,j−1,k|
∆y

+
1

4

|wi,j,k + wi+1,j,k|+ |wi,j,k−1 + wi+1,j,k−1|
∆z

.

(A.5)

The union of these concentric circles is easily determined by taking the maximum over the
right hand side. Since the convective operator matrix is skew-symmetric (Verstappen & Veld-
man, 2003), its eigenvalues lie on the imaginary axis. We thus obtain

−CFLu

∆t
≤ iλC(u) ≤

CFLu

∆t
(A.6)

where we define the Courant-Friedrichs-Lewy number as

CFLu = ∆t max
i,j,k

( |ui,j,k + ui+1,j,k|+ |ui−1,j,k + ui,j,k|
4∆x

+
|vi,j,k + vi+1,j,k|+ |vi,j−1,k + vi+1,j−1,k|

4∆y

+
|wi,j,k + wi+1,j,k|+ |wi,j,k−1 + wi+1,j,k−1|

4∆z

)
.

(A.7)

Note that there are also other definitions of the Courant-Friedrichs-Lewy number that were
derived using different approximations (Cheny & Botella, 2010).



B. Appendix: Modelling

This appendix contains some derivations that were omitted from the manuscript Assessment
of models for nonlinear oscillatory flow through a hexagonal sphere pack (appendix D.4) for
the sake of brevity, in particular the derivation of the time domain formulation of the model
of Pride et al. (1993) and the derivations of the discretisations for the models of Pride et al.
(1993) and Turo & Umnova (2013). Also, proofs are given for Kelvin’s minimum energy
theorem and Helmholtz’s minimum dissipation theorem in the setting of triply periodic
porous media. Finally, the scaling of the friction and the viscous pressure drag is investigated
for the cases HF6 and HF7, which were not considered in (Unglehrt & Manhart, 2023a,
reprinted in appendix D.6).

B.1. Time domain formulation of the model of Pride et al. (1993)

In this section, a time domain formulation is derived for the model of Pride et al. (1993),
which can be expressed in terms of the dynamic permeability as

K̂(ω) =
K

µ

1(
1− P

2β
+
√

P 2

4β2 + iP ω
Ω0

)
+ i ω

Ω0

. (B.1)

The dynamic permeability relates the Fourier transforms of the superficial velocity and of the
macroscopic pressure gradient by a generalisation of Darcy’s law

F {⟨u⟩s}(ω) = −K̂(ω)

µ
F {∇⟨p⟩i}(ω) . (B.2)

Multiplying with the denominator of the dynamic permeability and taking the inverse Fourier
transform, the following equation is obtained

F−1

{[(
1− P

2β
+

√
P 2

4β2
+ iP

ω

Ω0

)
+ i

ω

Ω0

]
F {⟨u⟩s}(ω)

}
(t) = −K

µ
∇⟨p⟩i . (B.3)

The aim of this derivation is to resolve the inverse Fourier transform into an expression
in the time domain. Expanding the brackets and using the linearity and the derivative
property iω = F {d/dt}(ω) of the Fourier transform, the left hand side can be rewritten as

(
1− P

2β

)
⟨u⟩s+

1

Ω0

d⟨u⟩s
dt

+

√
P

Ω0

F−1

{√
iω +

P Ω0

4β2
F {⟨u⟩s}(ω)

}
(t) = −K

µ
∇⟨p⟩i . (B.4)
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The remaining term is expanded as

F−1

{√
iω +

P Ω0

4β2
F {⟨u⟩s}(ω)

}
(t) =F−1





1√
iω + P Ω0

4β2

[iωF {⟨u⟩s}(ω)]



(t)

+
P Ω0

4β2
F−1





1√
iω + P Ω0

4β2

F {⟨u⟩s}(ω)



(t)

(B.5)

such that the following Fourier transform pair can be applied

F




e
−P Ω0

4β2
t

√
πt

θ(t)



(ω) =

1√
iω + P Ω0

4β2

. (B.6)

Here, θ(t) denotes the Heaviside function. The pair follows from a Laplace transform pair
given by Gradštejn & Ryžik (2009, p.1110, pair 26 for ν = 1

2
and s = iω). Using the

convolution property of the Fourier transform, the remaining term can be finally evaluated
as

F−1

{√
i

(
ω − iP Ω0

4β2

)
F {⟨u⟩s}(ω)

}
(t) =

∫ t

−∞

(
Ω0 P

4β2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
−Ω0 P

4β2
(t−τ)

√
π(t− τ)

dτ .

(B.7)

Thus, the complete time domain representation of the model of Pride et al. (1993) results
as

1

Ω0

d⟨u⟩s
dt

+

(
1− P

2β

)
⟨u⟩s+

√
P

Ω0

∫ t

−∞

(
Ω0 P

4β2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
−Ω0 P

4β2
(t−τ)

√
π(t− τ)

dτ = −K
µ
∇⟨p⟩i .

(B.8)

With the parameter definitions P = 4α∞K/(ϵΛ2) and Ω0 = ϵν/(α∞K), the model can also
be written as

ρ
d⟨u⟩s
dt

=− ϵ

α∞
∇⟨p⟩i −

(
ϵ

α∞

µ

K
− 2µ

Λ2 β

)
⟨u⟩s

− ρ
√
ν
2

Λ

∫ t

−∞

(
ν

Λ2 β2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
− ν(t−τ)

Λ2 β2

√
π(t− τ)

dτ .

(B.9)

Note that the time domain representation of the model of Johnson et al. (1987) can be
obtained by setting β = P/2 = 2α∞K/(ϵΛ2):

ρ
d⟨u⟩s
dt

= − ϵ

α∞
∇⟨p⟩i − ρ

√
ν
2

Λ

∫ t

−∞

(
νϵ2Λ2

4α2
∞K

2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
− ν(t−τ)ϵ2Λ2

4α2∞K2

√
π(t− τ)

dτ . (B.10)
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B.2. Derivation of the discretisations of the dynamic
permeability models

This section presents the derivation of the time discretisations of the models of Pride et al.
(1993) and Turo & Umnova (2013) used in the manuscript Assessment of models for nonlin-
ear oscillatory flow through a hexagonal sphere pack (appendix D.4).

B.2.1. Derivation of the discretisation of the model of Pride et al. (1993)

The time domain formulation of the model of Pride et al. (1993) is given by equation (B.9).
First, the equation is divided by the density and the time derivative is discretised using the
implicit Euler method

⟨u⟩n+1
s = ⟨u⟩ns +∆tF n+1 , (B.11a)

where the right hand side is given as

F n+1 =− ϵ

ρ α∞
∇⟨p⟩n+1

i −
(

ϵ

α∞

ν

K
− 2ν

Λ2 β

)
⟨u⟩n+1

s

− 2
√
ν

Λ

∫ tn+1

−∞

(
ν

Λ2 β2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
− ν(tn+1−τ)

Λ2 β2

√
π(tn+1 − τ)

dτ .

(B.11b)

The integration domain is decomposed into the time steps [tj, tj+1] such that a sum of
integrals is obtained

F n+1 =− ϵ

ρ α∞
∇⟨p⟩n+1

i −
(

ϵ

α∞

ν

K
− 2ν

Λ2 β

)
⟨u⟩n+1

s

− 2
√
ν

Λ

n∑

j=−∞

∫ tj+1

tj

(
ν

Λ2 β2
⟨u⟩s +

d⟨u⟩s
dτ

)
e
− ν(tn+1−τ)

Λ2 β2

√
π(tn+1 − τ)

dτ

︸ ︷︷ ︸
=:Ij

.
(B.12)

The velocity is approximated by a piecewise linear interpolant in every interval; this results
in the equation

Ij =

∫ tj+1

tj

[
ν

Λ2 β2
⟨u⟩js +

(
1 +

ν(τ − tj)

Λ2 β2

) ⟨u⟩j+1
s − ⟨u⟩js
∆t

]
e
− ν(tn+1−τ)

Λ2 β2

√
π(tn+1 − τ)

dτ . (B.13)

Using the substitution ξ = ν(tn+1−τ)/(Λ2 β2), the integral is rewritten as

2
√
ν

Λ
Ij = 2β

∫ ν(tn+1−tj)

Λ2 β2

ν(tn+1−tj+1)

Λ2 β2

[
ν

Λ2 β2
⟨u⟩js +

(
1− ξ +

ν(tn+1 − tj)

Λ2 β2

) ⟨u⟩j+1
s − ⟨u⟩js
∆t

]
e−ξ

√
πξ

dξ ,

(B.14)
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which can be evaluated as

2
√
ν

Λ
Ij = 2β

[
erf
(√

ξ
)] ν(tn+1−tj)

Λ2 β2

ν(tn+1−tj+1)

Λ2 β2

[
ν

Λ2 β2
⟨u⟩js +

(
1 +

ν(tn+1 − tj)

Λ2 β2

) ⟨u⟩j+1
s − ⟨u⟩js
∆t

]

+ 2β

[
−1

2
erf
(√

ξ
)
+

√
ξ

π
e−ξ

] ν(tn+1−tj)

Λ2 β2

ν(tn+1−tj+1)

Λ2 β2

⟨u⟩j+1
s − ⟨u⟩js
∆t

.

Assuming equidistant time steps and defining h = ν∆t
Λ2β2 , the expression can be further sim-

plified to

2
√
ν

Λ
Ij = −2β

∆t




[
erf
(√

ξ
)](n−j+1)h

(n−j)h

(
1

2
+ (n− j)h

)
+

[√
ξ

π
e−ξ

](n−j+1)h

(n−j)h



 ⟨u⟩js

+
2β

∆t




[
erf
(√

ξ
)](n−j+1)h

(n−j)h

(
1

2
+ (n− j + 1)h

)
+

[√
ξ

π
e−ξ

](n−j+1)h

(n−j)h



 ⟨u⟩j+1

s .

(B.15)

Finally, the following scheme is obtained

a ⟨u⟩n+1
s = ⟨u⟩ns −∆t

ϵ

ρ α∞
∇⟨p⟩n+1

i −
∞∑

k=1

ck ⟨u⟩n−k+1
s (B.16a)

with precomputable coefficients

a =1 + h

(
4β2

P
− 2β

)
+ 2β

[(
1

2
+ h

)
erf
(√

h
)
+

√
h

π
e−h

]
(B.16b)

ck =− 2β




[
erf
(√

ξ
)]kh

(k−1)h

(
1

2
+ (k − 1)h

)
+

[√
ξ

π
e−ξ

]kh

(k−1)h





+ 2β




[
erf
(√

ξ
)](k+1)h

kh

(
1

2
+ (k + 1)h

)
+

[√
ξ

π
e−ξ

](k+1)h

kh



 .

(B.16c)

Note that in the n-th time step a convolution of length n+1 has to be computed. This leads
to an algorithmic complexity O(n2) for the total scheme. Improved schemes could be devised
using, for example, the method of van Hinsberg et al. (2011).
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B.2.2. Derivation of the discretisation of the model of Turo & Umnova (2013)

In the following, a temporal discretisation of the model of Turo & Umnova (2013) is derived.
The model is given by the equation

ρ
d⟨u⟩s
dt

= − ϵ

α∞
∇⟨p⟩i−

ϵ

α∞

µ

K
(1 + ξ|⟨u⟩s |) ⟨u⟩s−

2ρ
√
ν

Λ

∫ t

−∞

d⟨u⟩s
dτ

1√
π(t− τ)

dτ . (B.17)

Again, the equation is divided by the density and the time derivative is discretised using the
implicit Euler method

⟨u⟩n+1
s = ⟨u⟩ns +∆tF n+1 , (B.18a)

where the right hand side is given as

F n+1 =− ϵ

ρ α∞
∇⟨p⟩n+1

i − ϵ

α∞

ν

K

(
1 + ξ

∣∣⟨u⟩n+1
s

∣∣) ⟨u⟩n+1
s

− 2
√
ν

Λ

∫ tn+1

−∞

d⟨u⟩s
dτ

1√
π(tn+1 − τ)

dτ .
(B.18b)

The integration domain is decomposed into the time steps [tj, tj+1] and a sum of integrals is
obtained

F n+1 =− ϵ

ρ α∞
∇⟨p⟩n+1

i − ϵ

α∞

ν

K

(
1 + ξ

∣∣⟨u⟩n+1
s

∣∣) ⟨u⟩n+1
s

− 2
√
ν

Λ

n∑

j=−∞

∫ tj+1

tj

d⟨u⟩s
dτ

1√
π(tn+1 − τ)

dτ

︸ ︷︷ ︸
=:Ij

. (B.19)

After approximating the velocity by a piecewise linear interpolant, the integrals can be
evaluated as

Ij =

∫ tj+1

tj

⟨u⟩j+1
s − ⟨u⟩js
∆t

1√
π(tn+1 − τ)

dτ

=
⟨u⟩j+1

s − ⟨u⟩js
∆t

2√
π

(√
tn+1 − tj −

√
tn+1 − tj+1

)
,

(B.20)

and, assuming equidistant time steps, the result can be further simplified to

Ij =
⟨u⟩j+1

s − ⟨u⟩js√
∆t

2√
π

(√
n− j + 1−

√
n− j

)
. (B.21)

Finally, the following scheme is obtained

a ⟨u⟩n+1
s + b

∣∣⟨u⟩n+1
s

∣∣ ⟨u⟩n+1
s = ⟨u⟩ns −∆t

ϵ

ρ α∞
∇⟨p⟩n+1

i −
∞∑

k=1

ck ⟨u⟩n−k+1
s (B.22a)
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with precomputable coefficients

a =1 +
ϵ

α∞

ν∆t

K
+

2
√
ν∆t

Λ

2√
π

(B.22b)

b =
ϵ

α∞

ν∆t

K
ξ (B.22c)

ck =
2
√
ν∆t

Λ

2√
π

(√
k + 1− 2

√
k +

√
k − 1

)
. (B.22d)

Note that a nonlinear equation needs to be solved in every time step.

B.3. Kelvin’s minimum energy theorem

Kelvin’s minimum energy theorem states that the potential flow has the smallest kinetic
energy of all possible incompressible velocity fields satisfying the same boundary conditions
(Batchelor, 2000, p.384). In this section, an inequality is derived for triply periodic porous
media expressing this statement in terms of the volume-averaged kinetic energy and the
volume-averaged velocity. The investigation of a minimum energy theorem is motivated by
the inequality ⟨u2⟩i ≥ ⟨u⟩2i (Zhu et al., 2014), which however does not take into account
that a constant velocity field is not kinematically admissible in a general porous domain.
Therefore, the lower bound can be improved using the divergence-free constraint and the
geometry of the porous domain.

The derivation starts out from Schwarz’s inequality (Bronštejn & Semendjaev, 1981, p.12)

〈
u2
〉
i

〈
v2
〉
i
≥
∣∣∣∣
1

Vf

∫

Vf

u ·v dV

∣∣∣∣
2

(B.23)

for two vector fields u and v. The velocity v is chosen as the gradient of a potential ϕ such
that

〈
u2
〉
i

〈
(∇ϕ)2

〉
i
≥
∣∣∣∣
1

Vf

∫

Vf

u ·∇ϕ dV

∣∣∣∣
2

. (B.24)

The potential ϕ is chosen as the potential flow satisfying ∇ϕ ·n on the fluid-solid interface.
Following (Batchelor, 2000, p.402), the potential can be written as

ϕ = (Φ− x) ·w , (B.25)

wherew is a constant velocity andΦ is an auxiliary potential satisfying

∆Φ = 0 (B.26a)

with the boundary condition

(∇⊗Φ)T ·n = n (B.26b)
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on the fluid-solid interface and triply periodic boundary conditions. First, the term on the
left hand side of the inequality (B.24) is considered. With the velocity potential (B.25), the
term can be written as

1

Vf

∫

Vf

(
∂ϕ

∂xj

)2

dV =
1

Vf

∫

Vf

wk

(
∂Φk

∂xj
− δkj

)(
∂Φl

∂xj
− δlj

)
wl dV

= wk

[
1

Vf

∫

Vf

∂Φk

∂xj

∂Φl

∂xj
dV

︸ ︷︷ ︸
=:I1

− 1

Vf

∫

Vf

(
∂Φk

∂xl
+
∂Φl

∂xk

)
dV

︸ ︷︷ ︸
=:I2

+δkl

]
wl .

(B.27)

The integral I1 can be reformulated using Green’s first identity

1

Vf

∫

Vf

∂Φk

∂xj

∂Φl

∂xj
dV = − 1

Vf

∫

Vf

Φk
∂2Φl

∂x2j
dV +

1

Vf

∫

∂Vf

Φk
∂Φl

∂xj
nj dA , (B.28)

where the first integral vanishes because the components Φl are solutions to the Laplace
equation. Using the periodic boundary conditions and the Neumann boundary condition
(B.26b), the second integral can be rewritten as

1

Vf

∫

∂Vf

Φk
∂Φl

∂xj
nj dA =

1

Vf

∫

Afe

Φk
∂Φl

∂xj
nj dA+

1

Vf

∫

Afs

Φk
∂Φl

∂xj
nj dA

=
1

Vf

∫

Afs

Φk nl dA =
1− ϵ

ϵ
αkl ,

(B.29)

where αkl are the entries of the tensor of virtual inertia A (Batchelor, 2000, p.403). The
integral I2 can be simplified using Gauss’ theorem

1

Vf

∫

Vf

(
∂Φk

∂xl
+
∂Φl

∂xk

)
dV =

1

Vf

∫

∂Vf

(Φk nl + Φl nk) dA =
1− ϵ

ϵ
(αkl + αlk) , (B.30)

also resulting in an expression involving the tensor of virtual inertia. With the results for I1
and I2 and with the symmetry αkl = αlk (Batchelor, 2000, p.403), equation (B.27) results
as

1

Vf

∫

Vf

(
∂ϕ

∂xj

)2

dV = wk

(
δkl −

1− ϵ

ϵ
αkl

)
wl . (B.31)

The integral on the right hand side of the inequality (B.24) can be simplified to

1

Vf

∫

Vf

uj
∂ϕ

∂xj
dV =

1

Vf

∫

Vf

uj

(
∂Φk

∂xj
− δkj

)
wk dV

=

(
1

Vf

∫

∂Vf

Φk uj nj dA− ⟨uk⟩i
)
wk = −⟨uk⟩iwk ,

(B.32)

where the surface integral vanishes due to the no-penetration boundary condition for the
velocity u and due to the periodicity of Φ and u. The complete inequality now reads
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〈
u2
〉
i
≥ |− ⟨u⟩i ·w|2

w ·
(
I − 1−ϵ

ϵ
A
)

·w
, (B.33)

with the unknown velocity vector w still to be determined. The right hand side of the
inequality is maximised with respect to w to obtain the strongest possible lower bound for
the kinetic energy. The stationarity condition

∂

∂w

(
(⟨u⟩i ·w)2

w ·
(
I − 1−ϵ

ϵ
A
)

·w

)
= 0 (B.34)

can be explicitly written as

2 (⟨u⟩i ·w) ⟨u⟩i
[
w ·

(
I − 1−ϵ

ϵ
A
)

·w
]
− (⟨u⟩i ·w)2 2

(
I − 1−ϵ

ϵ
A
)

·w
[
w ·

(
I − 1−ϵ

ϵ
A
)

·w
]2 = 0 , (B.35)

where the symmetry of A was used. This equation can be factored as

2 ⟨u⟩i ·w
w ·

(
I − 1−ϵ

ϵ
A
)

·w

[
⟨u⟩i −

⟨u⟩i ·w
w ·

(
I − 1−ϵ

ϵ
A
)

·w

(
I − 1− ϵ

ϵ
A
)

·w

]
= 0 . (B.36)

The first factor results in the solution ⟨u⟩i ·w = 0, which implies the trivial inequality
⟨u2⟩i ≥ 0. The second factor results in the equation

⟨u⟩i −
⟨u⟩i ·w

w ·
(
I − 1−ϵ

ϵ
A
)

·w

(
I − 1− ϵ

ϵ
A
)

·w = 0 , (B.37)

which means that ⟨u⟩i and
(
I − 1−ϵ

ϵ
A
)

·w must be collinear. Since the tensor is invertible,
the unknown vector can be written as

wγ = γ

(
I − 1− ϵ

ϵ
A
)−1

· ⟨u⟩i (B.38)

with some constant γ. It can be seen that wγ is a solution to equation (B.37) for all nonzero
values of γ. Consequently, the inequality results as

〈
u2
〉
i
≥ ⟨u⟩i ·

(
I − 1− ϵ

ϵ
A
)−1

· ⟨u⟩i (B.39)

and equality holds if u is a potential flow. Note that for an isotropic porous medium, the
inequality may be simplified to

〈
u2
〉
i
≥ α∞ ⟨u⟩2i , (B.40)

where α∞ is the high-frequency limit of the dynamic tortuosity. This inequality was stated
by Lafarge (1993, p.123).
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B.4. Helmholtz’s minimum dissipation theorem

In this section, Helmholtz’s minimum dissipation theorem (Batchelor, 2000, pp.227f) is red-
erived for periodic porous media. As a prerequisite, it is shown that the superficial volume-
averaged velocity and the filter velocity are identical for a periodic porous medium.

B.4.1. Identity of filter velocity and superficial velocity average

The superficial velocity is defined as

⟨u⟩s =
1

V

∫

Vf

u dV =
1

V

∫ Lx

0

∫ Ly

0

∫ Lz

0

uχf dz dy dx (B.41)

for a Cartesian unit cell of the porous medium with an extent Lx, Ly and Lz in the x-, y- and
z-direction, respectively. The characteristic function χf is 1 within the fluid and 0 within the
solid. The filter velocity qx in the x-direction is defined as

qx =
1

A

∫ Ly

0

∫ Lz

0

uχf dz dy (B.42)

and the superficial velocity average can thus be expressed as the average of the filter velocity

⟨u⟩s =
1

Lx

∫ Lx

0

qx dx . (B.43)

Using integration by parts, the superficial velocity can be expressed in terms of the derivative
of the filter velocity

⟨u⟩s =
1

Lx

[qx x]
x=Lx

x=0 − 1

Lx

∫ Lx

0

x
dqx
dx

dx = qx|x=Lx
− 1

Lx

∫ Lx

0

x
dqx
dx

dx . (B.44)

The integral mass balance at a slice of the unit cell is

A
dqx
dx

+

∫ Lz

0

[v χf ]
y=Ly

y=0 dz +

∫ Ly

0

[wχf ]
z=Lz

z=0 dy = 0 (B.45)

and the periodic boundary conditions for v, w and χf imply that

dqx
dx

= 0 . (B.46)

Therefore, the filter velocity qx is constant and equal to ⟨u⟩s. The same arguments with the y-
and z-directions in the place of the x-direction lead to the identity

⟨u⟩s = q (B.47)

of the filter velocity and the superficial velocity on a unit cell with periodic boundary con-
ditions.
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B.4.2. Derivation of Helmholtz’s minimum dissipation theorem

Helmholtz’s minimum dissipation theorem states that “[...] the rate of dissipation in the
flow in a given region with negligible inertia forces is less than that in any other solenoidal
velocity distribution in the same region (including one which satisfies the complete equa-
tion of motion) with the same values of the velocity at all points of the boundary re-
gion” (Batchelor, 2000, p.228). The objective of this section is to show that for periodic
porous media it is sufficient to require both velocity fields to have the same superficial ve-
locity.

In the following, the velocity u is a solution of the Stokes equations

∇ ·u = 0 (B.48a)

0 = −∇p+ µ∆u (B.48b)

and the velocity u∗ is an arbitrary divergence-free velocity field. Both fields are assumed
to be triply periodic and to satisfy the no-slip and no-penetration boundary conditions at
the fluid-solid interface Afs. The strain rate tensors associated with the velocities u and
u∗ are S and S∗, respectively. Following Batchelor (2000, p.228), the volume-averaged
dissipation rate of u∗ is decomposed with respect to the dissipation rate of the Stokes flow

2µ ⟨S∗ : S∗⟩s = 2µ ⟨S : S⟩s + 2µ ⟨(S∗ − S) : (S∗ − S)⟩s︸ ︷︷ ︸
≥0

+4µ ⟨(S∗ − S) : S⟩s . (B.49)

When the squared difference of the strain rate is neglected, the inequality

2µ ⟨S∗ : S∗⟩s ≥ 2µ ⟨S : S⟩s + 4µ ⟨(S∗ − S) : S⟩s (B.50)

is obtained. Due to the symmetry of S, the last term can be rewritten as

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV =

2µ

V

∫

Vf

∂ (u∗i − ui)

∂xj
Sij dV , (B.51)

which can be integrated by parts using Gauss’ theorem

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV =

2µ

V

∫

∂Vf

(u∗i − ui) Sij nj dA− µ

V

∫

Vf

(u∗i − ui)
∂2ui
∂x2j

dV . (B.52)

Since the velocity u satisfies the Stokes equations, the Laplacian of the velocity can be
replaced with the pressure gradient

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV =

2µ

V

∫

∂Vf

(u∗i − ui) Sij ni dA− 1

V

∫

Vf

(u∗i − ui)
∂p

∂xi
dV . (B.53)

Integrating by parts and splitting the surface integrals into the contributions of the fluid-solid
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interfaceAfs and the open pore areasAfe, the equation canb e rewritten as

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV =

1

V

∫

Afs

(u∗i − ui) [2µSij − p δij] nj dA

+
1

V

∫

Afe

(u∗i − ui) [2µSij − p δij] nj dA

− 1

V

∫

Vf

p
∂ (u∗i − ui)

∂xi
dV .

(B.54)

The first integral vanishes due to the no-slip condition on Afs and the last term is zero
because both velocity fields are divergence-free. Using the characteristic function χf of the
fluid domain, the remaining term can be rewritten as

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV =

1

V

[∫ Ly

0

∫ Lz

0

(u∗i − ui) [2µ si1 − p δi1]χf dz dy

]Lx

0

+
1

V

[∫ Lx

0

∫ Lz

0

(u∗i − ui) [2µ si2 − p δi2]χf dz dx

]Ly

0

+
1

V

[∫ Lx

0

∫ Ly

0

(u∗i − ui) [2µ si3 − p δi3]χf dy dx

]Lz

0

.

(B.55)

Since he velocities u and u∗ — and hence also the strain rate S — satisfy periodic boundary
conditions at opposite faces of the unit cell, the respective contributions vanish. Furthermore,
as the velocity u satisfies the Stokes equations, the pressure gradient is also triply periodic.
Hence, the values of p on two opposite faces can only differ by a constant. The equation
may thus be further simplified to

2µ

V

∫

Vf

(
S∗
ij − Sij

)
Sij dV = − [p]x=Lx

x=0

Lx

[
1

Ly Lz

∫ Ly

0

∫ Lz

0

(u∗ − u)χf dz dy

]

x=0

−
[p]y=Ly

y=0

Ly

[
1

Lx Lz

∫ Lx

0

∫ Lz

0

(v∗ − v)χf dz dx

]

y=0

− [p]z=Lz

z=0

Lz

[
1

Lx Ly

∫ Lx

0

∫ Ly

0

(w∗ − w)χf dy dx

]

z=0

.

(B.56)

In the brackets, the difference between the filter velocities qx and q∗x, qy and q∗y and qz and
q∗z can be recognised. Consequently, the integral is zero if the filter velocities q and q∗ or,
by equation (B.47), the superficial velocities ⟨u⟩s and ⟨u∗⟩s are equal. This concludes the
proof of the minimum dissipation theorem.

The dissipation rate in Stokes flow through a porous medium can be expressed as (Zhu et al.,
2014; Paéz-Garćıa et al., 2017)

2µ ⟨S : S⟩s = µ ⟨u⟩s · K−1 · ⟨u⟩s . (B.57)

For a velocity field u∗ with ⟨u⟩s = ⟨u∗⟩s, periodic boundary conditions and no-slip and no-
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penetration boundary conditions at the wall, one thus obtains the inequality

2µ ⟨S∗ : S∗⟩s ≥ µ ⟨u∗⟩s · K−1 · ⟨u∗⟩s . (B.58)

This inequality has also been derived by Rubinstein & Torquato (1989, eq. 3.9) as a lower
bound for the permeability.

B.5. Scaling of the friction drag and the viscous pressure drag
at high frequencies

In Unglehrt & Manhart (2023a, reprinted in appendix D.6), it was found that the friction
drag and the viscous pressure drag at Wo = 10 and Wo = 31.62 approach a laminar
boundary layer scaling for large Reynolds numbers. However, no scaling could be found at
Wo = 100. Here, the scaling of the friction drag is briefly re-investigated including the cases
HF6 and HF7.

Figure B.1 shows the friction drag and the viscous pressure drag in the steady laminar
boundary layer normalisation. In contrast to the lower Womersley numbers, the curves at
Wo = 100 do not collapse for large Reynolds numbers. Rather, the normalised friction
drag for the case HF7 breaks the decreasing trend and the viscous pressure drag for the
case HF7 shows a qualitatively different behaviour compared to the other cases; this be-
haviour is robust to the use of the SGS model. The different behaviour of the case HF7,
which has the highest Reynolds number in the present work, could be attributed to strong
interactions between the turbulent fluctuations in the bulk and the near-wall flow. Fur-
ther high Reynolds number cases should be investigated to clarify the scaling of the drag
components.

(a) Friction drag (b) Viscous pressure drag

Figure B.1: Friction drag and viscous pressure drag normalised with ρ
√
ν(max ⟨u⟩s)3/2/d3/2 corre-

sponding to a steady laminar boundary layer scaling for the simulations at Wo = 100.



C. Appendix: Wall shear stress

In this section, a robust procedure for the identification of critical points in the wall shear
stress field is described. This method is based on a discrete variant of the Poincaré-Hopf
theorem. Then, several instantaneous wall shear stress fields are discussed for the case MF4.
Finally, the definition of separation lines is reviewed and different possible approaches for
their identification are discussed.

C.1. Calculation of the wall shear stress field

The wall shear stress is not explicitly available in the ghost-cell immersed boundary method
(cf. sec. 2.4.2) and needs to be computed in a post-processing step. For every sphere of the
simulation domain, a triangle mesh is defined on a sphere of diameter d+2h, where h = ∆x,
and the velocity field is interpolated to this mesh. The wall shear stress is then obtained as

τw(φ, θ) =
µ

h
u(r = d/2 + h, φ, θ) . (C.1)

As this procedure is inaccurate close to the contact points, a circular region around each
contact point is excluded from further analysis.

C.2. Detection and classification of critical points

The first step in analysing the wall shear stress topology is the identification of the criti-
cal points p, where τw(p) = 0. Based on the Poincaré index (section C.2.2), the critical
points can be distinguished as saddles (−1) and nodes (+1). The nodes are further clas-
sified according to the eigenvalues of the Jacobian matrix at the critical point (Helman &
Hesselink, 1989; Günther & Baeza Rojo, 2021) as sources, sinks, attracting or repelling foci
or centres.

An important consistency check for the identified critical points is provided by the Poincaré-
Hopf theorem. It establishes a connection between the Euler characteristic of a surface and
the number of critical points of a vector field on that surface.

C.2.1. Euler characteristic

The Euler characteristic χ(M) is a topological invariant of a manifold M . For surfaces, the
Euler characteristic is defined as (Foss, 2007)

χ(M) = 2− 2
∑

handles−
∑

holes . (C.2)
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For polyhedra, the Euler characteristic can also be computed as (Armstrong, 1983, p.158)

χ = V − E + F , (C.3)

where V , E and F are the number of vertices, edges and faces in the mesh, respectively.
In the hexagonal close-packed arrangement, each sphere has exactly 12 contact points. At
these contact points, the numerical algorithm (cf. section 2.5.2) sinters the spheres into one
body. When a single sphere is considered, 12 cuts are have to be introduced at the contact
points. Thus, the Euler characteristic (C.2) results as

χ(M) = 2− 2
∑

handles−
∑

holes = 2− 0− 12 = −10 . (C.4)

This value has been confirmed numerically using equation (C.3) by considering various tri-
angulations of the surface.

C.2.2. Poincaré index

The behaviour of a vector field v in the neighbourhood of an isolated zero at point p can
be characterised by the Poincaré index indexp(v). Here, the definition of Davis (1962,
pp.351-355) for plane vector fields is reproduced. When a closed curve is traversed in coun-
terclockwise directions, the local vector v(x)/ |v(x)| performs 2πI rotations, where I must
be an integer. The index of the critical point p is equal to the index I of the closed curve that
contains only this critical point. On the other hand, the index of a closed curve enclosing
multiple critical points is equal to the sum of the indices of these critical points; else it is
zero. For non-degenerate critical points, the index is either −1 for saddle points or +1 for
sources, sinks, foci and centres.

C.2.3. Poincaré-Hopf theorem

The Poincaré-Hopf theorem is usually formulated for closed manifolds. For manifolds with-
out boundary like the sphere with 12 holes, two different statements are available.

Statement with boundary switch points

Theorem 1 (Poincaré-Hopf theorem (Foss et al., 2016)). “Let [M ] be a smooth surface with
boundary, and let v by a continuously differentiable vector field on [M ] which doesn’t vanish
on [∂M ]. Then, the Euler characteristic is equal to”

χ(M) =
∑

p∈{zeros of v}
indexp(v) + wind∂M(v) . (C.5)

Here, wind∂M(v) is the “winding number of v around the boundary”. The winding number
can also be expressed in terms of the number of points on the boundary at which the normal
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component of v vanishes (Liu et al., 2011; Foss et al., 2016):

wind∂M(v) =
Z+ − Z−

2
(C.6)

When following the direction of the vector v along the boundary, the number Z− counts all
zero points of the normal component of v where the vector field changes from an inward to
an outward orientation (“negative switch point”). Viceversa, the number Z+ counts all zero
points of the tangent component of v where the vector field changes from an outward to an
inward orientation (“positive switch point”). A detailed discussion of switch points in the con-
text of flow visualisation has been given by Weinkauf (2008).

For the present application, the above statement of the Poincaré-Hopf theorem poses a
problem when a critical point is located within a contact point region that is cut out of the
manifold. Then, the switch points on the cut will not be on the streamlines that connected
the removed critical point to the critical points on the remaining manifold. In particu-
lar, this could affect separation lines, which connect saddles and sinks (cf. section C.3.1).
Therefore, a different formulation of the theorem based on the tangential component of v is
considered.

Statement with half-integer indices

The formulation of Jubin (2009) applies to a “smooth manifold with (possibly) boundary”
M of arbitrary dimension. The vector field v is assumed to have “no zero on ∂M , and its
tangential component [...] restricted to ∂M has isolated zeros”. “The index of [v] on [M ]
at a zero of its tangential component on the boundary is defined to be half the index of
its tangential component restricted to the boundary if the vector field points inwards, and
minus half it if the vector field points outwards”. Since the boundary ∂M of a manifold M
is always a manifold without boundary of dimension dimM − 1, the index of the tangential
component on the boundary is be integer-valued. Consequently, the index of v can take
half-integer values on the boundary.

“[T]he index of a vector field with isolated zeros on a [smooth manifold with (possibly)
boundary] is defined to be the sum of its indices on the interior and on the boundary”

ind(v) = ind◦(v) + ind∂(v) , (C.7)

where

ind◦(v) =
∑

p∈{zeros of v}
indexp(v) (C.8)

is the index sum in the interior of the manifold and

ind∂(v) =
∑

q∈{zeros of v∥}
−1

2
sgn (v ·n) indexq(v∥) (C.9)

is the index sum on the boundary of the manifold. The outward normal vector of ∂M is de-
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noted as n and v∥ = v−(v ·n)n is the tangential component of the vector field on the bound-
ary. The Poincaré-Hopf theorem can then be stated as follows.

Theorem 2 (Poincaré-Hopf theorem (Jubin, 2009)). Let v be a vector field with isolated zeros
on the compact oriented [smooth manifold with (possibly) boundary] M . Then

ind(v) =

{
χ(M) if dimM is even,

0 if dimM is odd
(C.10)

Here, the manifold M represents a surface and dimM = 2.

C.2.4. Discrete Poincaré-Hopf theorem

Gortler et al. (2006) proved a discrete version of the Poincaré-Hopf theorem for discrete
1-forms on polygonal meshes without boundary. A discrete 1-form assigns a real value to
each edge of the mesh. In particular, the following 1-form samples a vector field v onto an
edge P iP j of a mesh (do Goes et al., 2015)

cij(v) =

∫ P j

P i

v · tij ds , (C.11)

where tij is the unit vector along the edge. The values cij together with the edge orientations
thus form a discrete representation of the vector field. For a piecewise linear vector field,
the line integral can be evaluated as

cij =
vi + vj

2
· (P j − P i) , (C.12)

where vi, vj are the values of the vector field at the vertices of the mesh (do Goes et al.,
2015). Gortler et al. (2006) defined the index of a vertex v and a face f in terms of the sign
changes sc(v) and sc(f) in the values of the 1-form as the adjacent sectors are traversed in
order as

ind(v) =
2− sc(v)

2
(C.13)

ind(f) =
2− sc(f)

2
(C.14)

As can be seen from figure C.1, the index is non-zero for singular vertices and faces, i.e. nodes,
saddles and foci, and is zero for non-singular vertices and faces.

Theorem 3 (Discrete Poincaré-Hopf theorem (Gortler et al., 2006)). For a non-zero 1-form
on a closed oriented manifold mesh with vertices V and faces F , the sum of the indices

∑

v∈V
ind(v) +

∑

f∈F
ind(f) = χ (C.15)

is equal to the Euler characteristic of the mesh.
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Figure C.1: Different configurations of the sign change sc and index ind in a triangular mesh fol-
lowing Gortler et al. (2006). The arrows indicate the direction of the 1-form cij .

For meshes with boundary, the index formula for vertices needs to be modified in the following
manner

ind(v) =

{
2−sc(v)

2
if v ∈ intV ,

1−sc(v)
2

if v ∈ ∂V , (C.16)

where sign changes outside the mesh are not counted.

Proof. Now the discrete Poincaré-Hopf theorem is proved for a mesh with boundary. First,
the number of vertices V and the number of faces F are identified within the sum of the
indices of all vertices and faces in the mesh

∑

v∈V
ind(v) +

∑

f∈F
ind(f)

=
∑

v∈intV

2− sc(v)

2
+
∑

v∈∂V

1− sc(v)

2
+
∑

f∈F

2− sc(f)

2

= V − 1

2

[ ∑

v∈intV
sc(v) +

∑

v∈∂V
(1 + sc(v)) +

∑

f∈F
sc(f)

]
+ F .

(C.17)

Then, a sector at a vertex bounded by two edges is considered (cf. figure C.2). There exist
four configurations: (i) both vectors point towards the vertex, (ii) both vectors point away
from the vertex, (iii) and (iv) one vector points towards and the other points away from the
vertex. In the cases (i) and (ii) no sign change occurs for the vertex and a sign change occurs
for the face, whereas in the cases (iii) and (iv) a sign change occurs for the vertex and no
sign change occurs for the face. Therefore, the number of total sign changes in the mesh is
equal to the number of sectors

∑

v∈intV
sc(v) +

∑

v∈∂V
sc(v) +

∑

f∈F
sc(f) = number of sectors . (C.18)

For an interior vertex, the number of sectors is equal to the number of adjacent edges. For a
boundary vertex, the number of sectors is equal to the number of adjacent edges minus one.
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When counting all sectors, every edge is counted exactly twice and we obtain

∑

v∈intV
sc(v) +

∑

v∈∂V
sc(v) +

∑

f∈F
sc(f) = 2E −

∑

v∈∂V
1 , (C.19)

where E is the number of edges. In the final step of the proof, equation (C.19) is inserted
into equation (C.17) and the definition of the Euler characteristic (C.3) is used to obtain the
desired result

∑

v∈V
ind(v) +

∑

f∈F
ind(f) = V − 1

2
[2E] + F = V − E + F = χ . (C.20)

Similar to the continuous case (Jubin, 2009), the discrete Poincaré index (C.16) can result
in half-integer values on the boundary. These points correspond to zeros of the vector
component tangential to the boundary. In analogy to the definition of Hunt et al. (1978),
the vertices with index +1

2
are referred to as “half-nodes” and the vertices with index −1

2
are

referred to as “half-saddles”. The exact nature of the relation between the critical vertices
and faces of the discrete 1-form on the one hand and the critical points of the vector field
on the other hand remains to be explored.

C.2.5. Detection of critical points using the discrete Poincaré-Hopf theorem

In a first attempt, the method of Wang et al. (2018) was used, which can determine the
triangles containing the critical points and the corresponding Poincaré index for piecewise
linear wall shear stress fields. However, the approach of Wang et al. (2018) is not easily
generalised to manifolds with boundaries and the resulting critical points did not always
satisfy the Poincaré-Hopf theorem.

Therefore, the critical points of the wall shear stress field are determined based on the discrete
Poincaré index for edge-based discrete vector fields (cf. section C.2.4). This approach can
naturally handle manifolds with boundary and guarantees under weak assumptions that the
critical points satisfy the discrete Poincaré-Hopf theorem. Due to the discrete nature, the
vertices and faces with a nonzero index do not exactly satisfy τw(x

∗
i ) = 0. However, a close

agreement with the critical points identified by the method of Wang et al. (2018) could be
observed. The identified nodes can be easily classified into sources and sinks using the wall
shear stress divergence (Mazzi et al., 2019).

Note that there exists a degenerate case in which the wall shear stress value is zero for some
edge. Then, no clear index can be determined for the adjacent vertices and faces. However,
adding a perturbation to the zero value leads to a definite orientation of the vector field.
In some configurations, the perturbation can locally create or annihilate pairs of critical
points. Here, the perturbation of the degenerate case is chosen based on a global numbering
of the vertices, where the vector points from the lower to the higher index. Based on the
topological simplification concept of Skraba et al. (2014), one could also set the orientation
of all edges with |cij| below a given tolerance such that the total number of critical points is
minimal.
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Figure C.2: Sign changes at the traversal of a sector: (i) both vectors point towards the vertex, (ii)
both vectors point away from the vertex, (iii) and (iv) one vector points towards and
the other points away from the vertex. The red arrows indicate the counting direction
of the vertex and the face.

C.2.6. Results

The wall shear stress fields have been investigated for the case MF4 and is displayed in the
figures C.3, C.4, C.5 and C.6 at different times. The critical points determined with the
discrete Poincaré index show excellent agreement with the line-integral convolution (Cabral
& Leedom, 1993) of the wall shear stress field at all times.

Figure C.3 shows a wall shear stress field shortly after the flow has been started from rest.
The hexagonal sphere pack is viewed from the section x = 0, which is indicated by white
dash-dotted lines, along the positive x-direction (cf. figures 2.3 and 2.4). The front spheres
are thus seen from the inside. The characteristic boundary layer thickness can be esti-
mated as

√
2νt = 0.022 d, so the flow is still close to the potential flow. The wall shear

stress field has an approximate fore-aft symmetry, indicating that the flow is still linear.
At most of the contact points there is a pair of half-saddles dividing the flow around the
contact point. These half-saddles are a consequence of the hole in the sphere and would
disappear if the spheres were moved slightly apart.1 Finally, the circular regions of trans-
verse flow around some contact points could represent a separation at the rear end of the
sphere.

Figure C.4 shows some reorganisations of the wall shear stress field. At the contact points
in the mirror plane z =

√
6/3 d two half-saddles appear, which are each connected with an

attracting focus; as a consequence of the Poincaré-Hopf theorem, a saddle appears to balance
the indices (2 · (−1

2
+1)−1 = 0). Note that if the spheres were moved slightly apart, the two

lateral half-saddles would merge into a regular saddle point on each sphere. This is consistent
with (Wegner et al., 1971), who have argued that a saddle is the only possible type of critical
point of the wall shear stress field at the contact points.

Figure C.5 shows the wall shear stress field close to the maximum of the superficial velocity
(Re = 73). The spatial distribution of the wall shear stress is concentrated at the entrance of
the tetrahedral pores, where the flow branches and is squeezed from the touching spheres, and
inside the tetrahedral pores, where the inertial cores impinge on the wall and are redirected
towards the octahedral pores. Behind the contact points inside the channels along the x-
direction, the pattern of critical points is similar to those observed by Wegner et al. (1971)
for the face-centred cubic sphere pack at Re = 82.

Figure C.5 shows the wall shear stress field at a slightly later time, when the magnitude

1This is consistent with the Poincaré-Hopf theorem, since a hole contributes −1 to the Euler characteristic
of the surface and each of the two half-saddles has an index of − 1

2 .
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of the wall shear stress is at its maximum. While the spatial distribution of the wall shear
stress does not change significantly, the topology of the wall shear stress field becomes more
complex as several saddle-node pairs are born.
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Figure C.3: Line-integral convolution of the wall shear stress field of the case MF4 at Ωt = 0.08π coloured by the wall shear stress magnitude
|τw| d2/(ρν2). The flow goes into the plane (positive x-direction). The critical points are coloured according to their discrete
Poincaré index (C.16).
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Figure C.4: Line-integral convolution of the wall shear stress field of the case MF4 at Ωt = 0.4π coloured by the wall shear stress magnitude
|τw| d2/(ρν2). The flow goes into the plane (positive x-direction). The critical points are coloured according to their discrete
Poincaré index (C.16).
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Figure C.5: Line-integral convolution of the wall shear stress field of the case MF4 at Ωt = 4.64π coloured by the wall shear stress magnitude
|τw| d2/(ρν2). The flow goes into the plane (positive x-direction). The critical points are coloured according to their discrete
Poincaré index (C.16). The highlighted region indicates a separation region similar to those reported by Wegner et al. (1971).
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Figure C.6: Line-integral convolution of the wall shear stress field of the case MF4 at Ωt = 4.72π coloured by the wall shear stress magnitude
|τw| d2/(ρν2). The flow goes into the plane (positive x-direction). The critical points are coloured according to their discrete
Poincaré index (C.16).
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C.3. Detection of separation lines

The next step in the analysis of the wall shear stress topology is the identification of the sep-
aratrices and, in particular, the separation lines. Using the separation lines as seeds, it is also
possible to visualise the streamsurfaces bounding the three-dimensional separation region.
In the following, the definition of the separation line is reviewed and different approaches for
its identification are discussed.

C.3.1. Definition of the separation line

In the classical picture, two-dimensional steady flow separation occurs where the wall shear
stress is zero (Schlichting & Gersten, 2017, p.150). However, this simple definition of the
separation is not valid for unsteady and three-dimensional flow (Schlichting & Gersten,
2017, p.340, p.353). Based on the work of Lighthill (1963), Hui (1988) proposed a theory
for unsteady three-dimensional flow separation, in which the separation emanates from a
wall shear stress line “to which all adjacent skin-friction lines converge asymptotically”.
Furthermore, Hui (1988) concluded “[...] that separation of an unsteady incompressible
viscous flow at time t, when viewed from a frame of reference fixed to the body surface, is
topologically the same as that of the fictitious steady flow obtained by freezing the unsteady
flow at the instant t”. A related more general theory of three-dimensional flow separation
has been put forward by Wu et al. (2000).

In contrast, Haller (2004) and Serra et al. (2018, 2020) proposed a Lagrangian definition of
flow separation in terms of “material spikes”. These represent curvature peaks developing
in initially wall parallel material line segments. The separation region is delineated by the
“backbone”, a curve connecting the peaks of the material lines. Also, a Eulerian counterpart
has been proposed as the instantaneous limit of the Lagrangian definition Serra et al. (2018,
2020). A fully three-dimensional theory of material spike formation in unsteady flow was
presented by Santhosh et al. (2023). Notably, they demonstrated that the backbone of the
material spike is “invisible” to the wall shear stress field.

In the present study, we only have a collection of instantaneous flow fields available and thus a
Lagrangian definition of flow separation cannot be evaluated using the present dataset. Also,
the Eulerian definition of Santhosh et al. (2023) requires time derivatives of the Weingarten
map, which describes the curvature of material surfaces, and is therefore challenging to
implement. The definition of Hui (1988) thus appears to be a logical first step in the analysis
of separation in the present flow.

In the following, a brief summary of the theory of Hui (1988) is given. “An unsteady flow
is said to separate from the body surface B at time t if there exists a stream surface S
at t that intersects B on the line Γ and if the streamlines on S at time t in the vicinity
of Γ all originate from Γ and are directed away from it. The stream surface S is called
the instantaneous separation stream surface at the instant t and Γ the instantaneous line of
separation” (Hui, 1988). It follows from this definition that the separation line is a wall shear
stress line which “[...] must originate from a saddle point of the skin-friction field. It must
end at a nodal point of separation if it is a closed curve or at a pair of nodal points if it is an
open curve”. Furthermore, the wall shear stress component orthogonal to the separation line
points towards the separation line. Here, this condition is rewritten in Eulerian form. First,
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the separation line X(s) is a wall shear stress line satisfying

dX

ds
= τw(X(s)) . (C.21)

The normal vector N (s) of the separation line in the plane tangent to the wall is given as
the cross product of the wall normal unit vector n (pointing from the fluid to the solid) and
the tangent vector of the separation line

N (s) =
dX

ds
× n(X(s)) = τw(X(s))× n(X(s)) . (C.22)

Note that Hui’s condition (32), which states that the wall shear stress component normal
to the separation line must be zero, is satisfied automatically. Hui’s condition (33a) can be
written as

N (s) · (∇⊗ τw(X(s)))T ·N (s) < 0 , (C.23)

which expresses that the normal component of the wall shear stress points towards the
separation line. Recognising that the normal vector N (s) in the tangent plane to the
wall is proportional to the vorticity vector at the wall, this condition can be rewritten as

ωw ·∇τw ·ωw < 0 , (C.24)

where ωw = (τw × n)/µ. Note that this quantity is closely related to the trajectory diver-
gence rate defined by Nave et al. (2019) and therefore implies converging trajectories of the
wall shear stress.2 The task of identifying the separation line therefore amounts to finding
the wall shear stress line that starts at a saddle, ends at a sink and satisfies the condition
(C.24) everywhere.

2For a two-dimensional velocity field v(x), Nave et al. (2019) define the trajectory divergence rate as

ρ̇ = n · S ·n

where S = 1
2

(∇v + (∇v)T
)
is the strain rate tensor and n = R ·v/|v| is the unit velocity field rotated

by 90◦. Due to the symmetry of the vector-matrix-vector product, the trajectory divergence rate can
also be written as

ρ̇ = n ·∇v ·n

Setting v = τw/µ and recognising that a 90◦ rotation of the wall shear stress results in the wall vorticity
ωw, we obtain

ρ̇ =
ωw ·∇(τw/µ) ·ωw

|τw/µ|2
=

ωw ·∇(τw/µ) ·ωw

ωw ·ωw
.
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C.3.2. Calculation of separation lines

At first glance, having identified the critical points using the procedure outlined in the
previous section, it seems straightforward to integrate the separation lines. In particular,
the condition (C.24) ensures that small inaccuracies in the location of the (half-)saddle
point, where the integration begins, are inconsequential. However, due to the spherical
geometry adjacent triangles of the mesh do not lie in the same plane. This leads to dis-
continuities in the tangential component of the three-dimensional wall shear stress vector
field, causing the projection-based streamline integration (Schroeder et al., 2006) to get
stuck.

Several alternative methods have been applied to determine the separation line with limited
success. First, the method of Kenwright (1998) is based on the phase plane behaviour of
the piecewise linear vector field within each triangle. While the line segments identified
by this method mostly lie in the correct regions, the line segments are disconnected and
significant parts of the separation lines are missing. Second, recognising that the wall shear
stress lines on either side of the separation line originate from different attachment points,
the method of Yuan & Li (2019) was applied to determine the region in which all wall
shear stress lines originate from the same source. Yuan & Li (2019) implicitly represent the
region using a level set function ϕLS, which is the solution of a Hamilton-Jacobi equation

∂ϕLS

∂t
= −max(0, τw ·∇ϕLS) . (C.25)

Different discretisations (Abgrall, 1996; Barth & Sethian, 1998) were employed, but the iden-
tified region was either significantly too small or encompassed the domains of other sources.
Third, the method of Straub et al. (2021) segments the field into regions belonging to differ-
ent critical points based on streamline integrations. However, this method is computationally
expensive and does not result in line features.

An approach that could be considered in the future is the integration of “time ribbons”, in
which the integration proceeds from the start and the end points simultaneously (Theisel
et al., 2003). Also, the edge-map approach of Bhatia et al. (2011) appears to be an interesting
alternative to the traditional streamline integration.
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We simulated laminar flow through a hexagonal sphere pack driven by a sinusoidal volume
force using direct numerical simulation. We vary two independent parameters, the Hagen
and Womersley numbers, representing the amplitude and frequency of the forcing. First,
we determine for which regions in the parameter space nonlinear effects have to be
considered. We judge the presence of nonlinear effects from the departure of the superficial
velocity and kinetic energy from a linear behaviour as well as from the presence of higher
harmonics in the discrete Fourier transform of the velocity field. We discuss the asymptotic
behaviour of the onset of nonlinearity in the limits of low and high Womersley number,
and we delineate approximately the parameter region that can be described using the linear
theory. Second, we document the changes of instantaneous velocity fields with Hagen and
Womersley numbers. We show that the onset of nonlinearity is accompanied by a loss
of fore–aft symmetry of the flow, and subsequently, we employ the deviation from this
symmetry to quantify the strength of nonlinear effects in the instantaneous velocity fields.
Based on this analysis, we demonstrate that for higher Womersley numbers, the strongest
nonlinear effects occur during the deceleration of the superficial velocity; consequently,
the development of the nonlinearity is not in phase with the superficial velocity. Finally,
we describe the leading-order nonlinear effects in the frequency domain and the interaction
among the nonlinear Fourier modes that leads to a temporal variation in the strength of
nonlinear effects.

Key words: porous media

1. Introduction

The study of oscillatory flow in porous media has applications in acoustics, seismology,
coastal engineering and marine sciences, and possibly in the engineering of thermal and
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chemical processes. When a pressure wave with a wavelength significantly larger than
the pore scale propagates through a porous medium, the pore fluid can be considered
to be driven by an oscillatory pressure gradient (Johnson, Koplik & Dashen 1987). The
propagation of sound through porous materials as well as of seismic waves through the
Earth’s crust can be described using the theory of Biot (1956a,b 1962). The coefficients
of this theory can be determined from the solution of the flow problem on the pore
scale (Burridge & Keller 1981). In coastal engineering, oscillatory porous media flow is
of interest in describing the interaction of water waves with rubble-mound breakwaters.
To this end, several experimental investigations of oscillatory flow through sphere packs
and rock samples have been undertaken by van Gent (1993) and Hall, Smith & Turcke
(1995). Further applications of oscillatory porous media flow in the context of marine
sciences include the water wave interaction with porous seabeds (Gu & Wang 1991)
or modelling flow in coral communities (Lowe et al. 2008). For technical applications,
oscillatory porous media flow can be of interest due to the increased heat transfer (Jin
& Leong 2006) or dispersion (Crittenden et al. 2005) when compared to steady flow.
Graham & Higdon (2002) performed a broad investigation of oscillatory flow through
two-dimensional porous media. They explored the effect of various types of oscillatory
forcing, and demonstrated that a mean flow can be induced opposed to the mean pressure
gradient. Moreover, they suggested that oscillatory flow could be applied as a filter
to separate fluids of different viscosities. Thereby, an appropriately designed temporal
waveform of the pressure gradient induces a mean flow in each fluid that points in opposite
directions. Finally, the study of oscillatory flow is also a good starting point for the
understanding and modelling of general unsteady flow.

Porous media are characterised by the presence of a macroscale L that is of the order
of magnitude of the extent of the porous medium, and a microscale l that is of the
order of magnitude of the pore size. When l � L, the flow through porous media is
described commonly in terms of aggregated quantities on the macroscale, for example,
the filter velocity that represents the volume flow rate per cross-sectional unit area of
the porous medium, and pressure differences over distances of the order O(L). In the
simplest case, Darcy’s law relates these macroscopic quantities by the permeability K;
however, it is applicable only to steady linear flow. For more general configurations,
methods have been proposed to derive governing equations for the macroscale flow
from first principles, i.e. the conservation laws for mass and momentum. Examples are
the volume-averaging approach (Whitaker 1986) or the homogenisation method (Ene &
Sanchez-Palencia 1975; Bensoussan, Lions & Papanicolaou 1978; Lévy 1987; Hornung
et al. 1997). In the volume-averaging approach, the differential equations are averaged
locally over a so-called representative elementary volume of the porous medium. Different
weighting functions can be used in the definition of the volume average, e.g. a top-hat or
Gaussian kernel. The resulting volume-averaged Navier–Stokes equations are unclosed,
as they contain microscale quantities describing the flow resistance and dispersion in the
pore space. Formally, the equations can be closed by solving a boundary value problem
on the representative elementary volume (Whitaker 1986 1996; Lasseux, Valdés-Parada
& Bellet 2019). For periodic porous media, the theory of homogenisation presents an
alternative to the volume-averaging approach. An artificial spatial coordinate y = (L/l)x
is introduced in addition to the spatial coordinate x. Using a perturbation series approach
with the small variable l/L, the flow problem can be separated into a y-dependent boundary
problem on the unit cell for which the x-dependent terms act as source terms, and a
macroscale problem dependent on x and y. In conclusion, both the volume-averaging and
the homogenisation approach lead to the question of how the flow on a representative
elementary volume or unit cell of the porous medium and its integral properties are related
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Onset of nonlinearity in oscillatory flow in a sphere pack

to the macroscopic pressure gradient. In the present work, we investigate this dependency
for laminar oscillatory flow in the linear and weakly nonlinear regime.

In the following, we review models that have been used to relate the macroscopic
velocity to the macroscopic pressure gradient. The macroscale quantities are expressed
in terms of the superficial volume average

〈ψ〉s = 1
V

∫
Vf

ψ dV, (1.1)

and the intrinsic volume average

〈ψ〉i = 1
Vf

∫
Vf

ψ dV, (1.2)

where Vf is the fluid volume, and V is the combined fluid and solid volume of the unit cell.
The averages are linked by the porosity ε = Vf /V as 〈ψ〉s = ε 〈ψ〉i.

For steady flow, a widely accepted description of the resistance behaviour is given
through the Forchheimer equation (Forchheimer 1901)

fx = a 〈u〉s + b 〈u〉2
s , (1.3)

where fx represents the macroscopic pressure gradient −∇〈p〉i, and 〈u〉s is the superficial
velocity. The coefficients a and b are usually determined experimentally. Ergun
(1952) proposed porosity-dependent correlations for these coefficients, resulting in the
Ergun equation, which have been confirmed in later studies (Macdonald et al. 1979).
Whitaker (1996) presented a theoretical derivation of the Forchheimer equation from
the volume-averaged Navier–Stokes equations. A comprehensive review of the resistance
behaviour in stationary porous media flow was given by Wood, He & Apte (2020). One can
assume that in oscillatory flow at very low frequencies, there exists a quasi-steady regime
in which the resistance behaviour can be described appropriately by the Forchheimer
equation and its steady-state coefficients.

Oscillatory flow at small amplitudes is well understood theoretically and can be
described accurately by the so-called equivalent fluid model based on the work of Johnson
et al. (1987) and Champoux & Allard (1991). A comprehensive review of the theory
was given by Lafarge (2009). Chapman & Higdon (1992) verified the model of Johnson
et al. (1987) with highly accurate numerical solutions of the unsteady Stokes equations for
oscillatory flow through sphere packs. Turo & Umnova (2013) proposed a model similar
to the model of Johnson et al. (1987) that is formulated in the time domain and features
a Forchheimer-type nonlinearity. They compared their model to data from a shock tube
experiment, and obtained ‘satisfactory agreement’.

Sollitt & Cross (1972) extended the Forchheimer equation (1.3) with an acceleration
term to describe unsteady nonlinear flow in porous media. The unsteady Forchheimer
equation possesses a sensible low-frequency limit – the steady Forchheimer equation –
but it does not comply with the theoretical high-frequency limit derived by Johnson et al.
(1987). Furthermore, there does not seem to be a general agreement in the literature on
the choice of coefficients; based on an extensive experimental investigation of oscillatory
porous media flow, van Gent (1993) suggested correlations for the coefficients in the
unsteady Forchheimer equation. Notably, both the coefficient of the acceleration term
and of the nonlinear term depend on the frequency of oscillation. Burcharth & Andersen
(1995) noted that the coefficients of the unsteady Forchheimer equations are in principle
time-dependent. This can be seen in the study of Hall et al. (1995), who applied a least
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squares fit to determine average values for the coefficients of the linear and nonlinear
terms, and obtained a temporally varying and sometimes even negative acceleration
coefficient. For strongly accelerated flow, a further arguable point is that the nonlinearity in
the unsteady Forchheimer equation depends only on the instantaneous superficial velocity
〈u〉s. To the best of our knowledge, this assumption has yet to be examined. Hence, in
the absence of a generally valid model, it would be interesting to know under which
circumstances oscillatory flow can be considered as linear and thus be described reliably
by the equivalent fluid model, and when by contrast we have to resort to nonlinear models.

In this work, we consider laminar oscillatory flow through a periodic sphere pack.
First, we seek to address the question of for which values of amplitude and frequency
of the oscillatory forcing (represented by the Hagen number Hg and the Womersley
number Wo) nonlinear effects have to be considered. We establish a boundary between
linear and nonlinear flow in the Hg–Wo2 parameter space based on the scaling of the
volume-averaged velocity and kinetic energy with the Hagen number, and we use the
magnitude of the Fourier series coefficients of the velocity field to assess the importance
of nonlinear effects.

Second, we investigate how the nonlinearity affects the instantaneous velocity fields at
maximum superficial velocity. We find that a key effect is the loss of fore–aft symmetry of
the flow. We look into the temporal evolution of this loss of symmetry in order to determine
when nonlinear effects occur during the cycle. We observe a phase shift between the
superficial velocity and the nonlinear effects at higher frequencies that raises doubts as to
whether the modelling of the nonlinearity with a Forchheimer-type closure is appropriate
in unsteady flow.

Third, we provide a consistent description of the flow in the frequency domain. We
explain the emergence of a time-averaged velocity field, and we discuss the interaction
among the Fourier modes that results in a variation of the strength of nonlinear effects
throughout the cycle.

2. Problem statement

2.1. Geometry of the sphere pack
We consider a hexagonal close-packed arrangement of spheres as a porous medium. The
centre coordinates of the spheres (i, j, k) in hexagonal close-packed arrangement are

⎡
⎣xc

yc
zc

⎤
⎦ =

⎡
⎢⎣

2i + (j + k) mod 2√
3

[
j + 1

3 (k mod 2)
]

2
√

6
3 k

⎤
⎥⎦ d

2
, (2.1)

and the sphere pack has the periodicities d,
√

3 d and 2
√

6
3 d in the x-, y- and z-directions,

respectively. The hexagonal sphere pack has a 60◦ rotational symmetry in the x–y plane,
and a reflection symmetry in the z-direction. The porosity of the sphere pack is ε =
1 − π

3
√

2
= 0.26. Figure 1(a) shows the part of the sphere pack that is contained in the

simulation domain. A peculiarity of the hexagonal sphere pack geometry is that there exist
straight channels along the x-direction with contact points in the centres of the channels.
This can be seen in figure 1(b), which shows a section through the sphere pack along the
plane

√
3

3 y −
√

6
3 z = 0. This plane is parallel to the cut plane used in the analysis of Sakai

& Manhart (2020) and results in shifted, but otherwise equivalent, flow fields.
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z z
y yx x

(a) (b)

Figure 1. (a) Hexagonal sphere pack in the simulation domain. (b) Section through the hexagonal sphere pack

along the plane
√

3
3 y −

√
6

3 z = 0. The contact points are marked by red dots. The area highlighted in blue is the
region for which velocity fields are shown in figures 10–15.

2.2. Governing equations
The flow in the pore space is governed by the incompressible Navier–Stokes equations

∇ · u = 0, (2.2a)

∂u
∂t

+ ∇ · (u ⊗ u) = − 1
ρ

∇p + ν �u + 1
ρ

f , with f = fx sin(Ωt) ex, (2.2b)

satisfies no-slip and triple periodic boundary conditions, and is at rest at t = 0:

u(x, t) = 0 for x on the surface of the spheres, (2.3a)

u(x, t) = u(x + L, t) for L ∈ {
Lx ex, Ly ey, Lz ez

}
, (2.3b)

p(x, t) = p(x + L, t) for L ∈ {
Lx ex, Ly ey, Lz ez

}
, (2.3c)

u(x, 0) = 0. (2.3d)

The periods Lx, Ly and Lz denote the size of the simulation domain in the x-, y- and
z-directions, respectively.

The sinusoidally oscillating force f is constant in space and represents a macroscopic
pressure gradient. In inviscid flow, this configuration would lead to a potential flow
proportional to 1 − cos(Ωt) and therefore an oscillation with non-zero mean; however, in
viscous flow, the influence of the initial condition decays with time, and the flow reaches
a steady oscillation with zero mean. We did not investigate a cosinusoidal forcing, as the
starting flow would resemble closely the flow of a fluid at rest subject to a constant force,
which was studied by Sakai & Manhart (2020), and the flow after the decay of the transient
would be the same as with the sinusoidal force (albeit shifted in time).

2.3. Dimensional analysis
In this subsection, we derive and discuss the independent parameters that determine the
flow uniquely. The problem as stated in §§ 2.1 and 2.2 is to determine the velocity field u
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as a function of the position x, the time t, the fluid density ρ, the kinematic viscosity ν,
and the amplitude and frequency of the forcing fx and Ω . We deliberately do not consider
the porosity ε and the permeability K in the dimensional analysis as they depend solely
on the geometry and the sphere diameter d. A systematic study of the effects of the pore
geometry is beyond the scope of our present work because adding additional parameters
would increase significantly the cost of this study.

We now perform a dimensional analysis (Buckingham 1914). Choosing the density ρ,
the kinematic viscosity ν and the sphere diameter d as reference variables, we obtain the
dimensionless ratios

Π1 = x
d
, Π2 = νt

d2 , Π3 = fxd3

ρν2 and Π4 = Ωd2

ν
. (2.4a–d)

We can identify Π3 as the Hagen number Hg = fxd3/(ρν2) (Martin 2010; Awad 2013),
which represents a dimensionless pressure gradient in viscous units, and

√
Π4 as the

Womersley number Wo =
√
Ωd2/ν (Womersley 1955), which represents the ratio of the

sphere diameter d to the thickness of Stokes’ oscillatory boundary layer. Alternatively,
Wo2 can be interpreted (up to a constant) as the ratio of the viscous time scale d2/ν to the
period of excitation T = 2π/Ω .

From the Π theorem (Buckingham 1914), we infer that the velocity field can be
represented as a function

ud
ν

= Φ
(x

d
,
νt
d2 ; Hg,Wo

)
, (2.5)

with Hg and Wo as two independent parameters. A dimensionless form of the
Navier–Stokes equations follows as

∂û
∂ t̂

+ ∇̂ · (
û ⊗ û

) = −∇̂p̂ + �̂û + Hg sin(Wo2 t̂) ex, (2.6)

where û = ud/ν, x̂ = x/d, t̂ = νt/d2 and p̂ = pd2/(ρν2). While this is not the only
possible way to non-dimensionalise the equations, the present form illustrates the
meanings of the Hagen and Womersley numbers. Generally, different dimensionless forms
are appropriate for different flow regimes.

A Reynolds number can be obtained by taking a suitable point value or average of the
dimensionless velocity field (2.5). Here, we define the Reynolds number based on the
sphere diameter and the maximum superficial volume-averaged velocity after the transient
has decayed:

Re = lim sup
t→∞

〈u〉s d
ν

. (2.7)

Since the volume-averaging and the maximum suppress the spatial and temporal
dependencies, the Reynolds number can then be expressed as a function of two
independent parameters Wo and Hg. Note that this Reynolds number is related to the
pore Reynolds number defined, for example, by Wood et al. (2020) via the porosity
as Re = ε Rep. The Hagen number has been employed occasionally in other works in
the guise of a pressure-gradient-based Reynolds number (Ene & Sanchez-Palencia 1975;
Firdaouss, Guermond & Le Quéré 1997; Iervolino, Manna & Vacca 2010; Lasseux
et al. 2019) or a dimensionless body force (Graham & Higdon 2002). As the Reynolds
number expresses the ratio of the characteristic magnitude of the convective and viscous
terms in the Navier–Stokes equations, whereas the dimensionless group Π3 = fxd3/(ρν2)
represents the ratio of the body force to the viscous term, we refrained from calling this a
Reynolds number and used the definition of Martin (2010) and Awad (2013) instead.
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Onset of nonlinearity in oscillatory flow in a sphere pack

3. Methodology

3.1. Description of numerical methods
We performed direct numerical simulation of the incompressible Navier–Stokes equations
(2.2) with our in-house code MGLET (Manhart, Tremblay & Friedrich 2001; Manhart
2004; Peller et al. 2006; Peller 2010; Sakai et al. 2019). For spatial discretisation, MGLET
uses an energy-conserving central second-order finite volume method based on a Cartesian
grid with a staggered arrangement of variables (Harlow & Welsh 1965; Patankar 1980). For
time integration, we employ an explicit three-stage third-order low-storage Runge–Kutta
method (Williamson 1980). We employ a variant of the fractional-step method (Chorin
1968) in which in every substep of the Runge–Kutta scheme the stage velocities are made
divergence-free by a pressure update. The pressure update is obtained by solving a Poisson
equation that is constructed by applying the discrete divergence operator to the stage
velocity and the gradient of the pressure update; see e.g. Ferziger & Perić (2002).

Complex geometries are treated using an embedded boundary approach (Peller et al.
2006). We now give a brief overview of the employed algorithm. The simulation geometry
is determined as a piecewise planar description based on the intersection points of the
Cartesian grid with the specified body geometry. The momentum equation is solved
only on cells that lie completely within the fluid domain. The interface cells are used
to enforce the no-slip boundary condition using a ghost-cell approach (Peller et al. 2006).
The velocities in the interface cells are computed using two kinds of interpolation (Peller
2010). To evaluate velocity gradients and the convected velocities, we set a second-order
accurate point value computed by linear least squares interpolation (extrapolation). To
compute the convecting velocities and the divergence, we set an approximation to the mass
fluxes through the respective pressure cell face. An iterative flux correction procedure that
is coupled to the pressure correction ensures conservation of mass for the interface cells
(Peller 2010). In this scheme, no boundary conditions are needed for the pressure at the
embedded boundary.

3.2. Verification of the numerical method
In order to verify the convergence of our code with spatial grid refinement, we simulated
steady flow in a simple cubic lattice of spheres at porosity ε = 0.875 driven by a
constant-volume force with Hg = 10−4. This configuration was investigated previously
by Chapman & Higdon (1992), who obtained permeability K = 0.10355d2 by solving
the Stokes equations with a solid harmonics collocation method. Since their method is
based on a harmonic expansion that satisfies exactly the no-slip boundary condition on the
spheres, we consider their method as very accurate and we use their results to verify our
scheme.

We computed the flow around a sphere centred in a cubic domain of side length 1.612d
with periodic boundary conditions at grid resolutions 12.4, 24.8, 49.6, 99.3, 198.5 and
397 cells per sphere diameter (cpd). On the finest grid, we obtained permeability K397 =
0.10358d2. For this value, we estimated the relative error with the grid convergence
index (Roache 1994; Celik et al. 2008), which resulted in a value GCIfine = 2.8 × 10−5

at apparent order p = 1.8. Our value differs from the result of Chapman & Higdon
(1992) only in the last reported digit, when their value is renormalised to the sphere
diameter instead of the domain length. At 24.8 cpd, the computed permeability error is
well below 1 %. Furthermore, we evaluated the superficial average of the kinetic energy
〈k〉s =

〈
1
2ρu2

〉
s

and the u-velocity at the point P = (0.8d, 0.8d, 0.8d) relative to the centre
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10–1

10–2

10–3

10–4

10–3 10–2 10–1

|K/K397 – 1|
|u(P)/u397(P) – 1|

O(�x2)

|〈k〉s/〈k397〉s  – 1|

�x/d
Figure 2. Grid convergence for steady Stokes flow in a simple cubic lattice of spheres at porosity ε = 0.875.
The permeability K, the velocity at the probe point P = (0.8d, 0.8d, 0.8d) and the kinetic energy 〈k〉s of the
flow field are compared to their respective values at the finest grid resolution d/�x = 397.

of the sphere. These values are plotted as a function of the grid spacing in figure 2. It can be
seen that the relative error decreases at approximately second order with the grid spacing
�x over three orders of magnitude.

Thus we have demonstrated that for the given test case, the embedded boundary method
achieves the theoretical second-order convergence and converges to a result close to the
reference value.

3.3. Simulation set-up
The objective of this study is to investigate the boundary between the linear and nonlinear
regimes in the Hg–Wo parameter space for oscillating flow in a hexagonal sphere pack.
Therefore, we tried to cover unknown and computationally affordable regions in this
parameter space beyond the linear regime, which for this particular geometry had already
been investigated by Zhu & Manhart (2016).

In a first step, we could assume that nonlinear effects appear if the maximum Reynolds
number within a cycle exceeds a certain threshold. Based on the results of Sakai &
Manhart (2020), who observed linear behaviour for Re � 1 in steady flow through
a hexagonal sphere pack, we chose a threshold value Re = 1. For linear flow, two
asymptotes exist for the maximum velocity in a cycle as a function of the Womersley
number. At the low-frequency limit, the oscillation amplitude reaches the values of the
steady state – this is the quasi-steady regime. Here, the end of the linear regime could
be estimated at Hg = d2/K ≈ 5776 using Darcy’s law (which reads Re = (K/d2)Hg
in non-dimensional form) and permeability value K = 1.731 × 10−4 d2 (Sakai &
Manhart 2020). In the high-frequency limit, the amplitude decays with Wo−2 for
constant Hg. The transition between the low- and high-frequency regimes occurs close
to Womersley number Wo0 =

√
εd2/(α∞K) = 30.5; this value marks the intersection
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MF1 MF2 MF3 MF4

HF1 HF2 HF3HF4

Hg

Wo2

d

fx
ν

ρ

(a) (b)

Figure 3. Study design. (a) Simulations at low (LF), medium (MF) and high frequency (HF) in the Hg–Wo2

parameter space. The dotted line indicates the condition Re = 1 in quasi-steady Darcy flow. The dashed
line indicates the Womersley number Wo0 that represents the intersection of the low- and high-frequency
asymptotes in the linear regime. The arrows indicate the changes in the dimensionless numbers if the respective
parameters are doubled. (b) Top view of the sphere pack cut in the symmetry plane z =

√
6

3 d. The red frame
represents the simulation domain that consists of two unit cells (indicated by the dashed red line). The coloured
areas and arrows represent shift invariances of the geometry in the x-direction and at a 60◦ angle to the
x-direction. Consequently, the simulation domain contains eight repetitions of the minimum box represented
by the coloured areas.

of the low- and high-frequency asymptotes of linear flow (Pride, Morgan & Gangi
1993). To cover the range departing from the quasi-steady behaviour, we therefore
performed simulations at three different Womersley numbers, Wo = 10, 31.62 and 100.
The simulation parameters were chosen to lie on a logarithmic grid, leading to equispaced
points in the log-log plot and thus a uniform point density over the orders of magnitudes.
For each of the three Womersley numbers, we selected various Hagen numbers lying above
the linear limit in the quasi-steady regime Hg ≈ 5776. Figure 3(a) shows the simulations
in the Hg–Wo2 parameter space.

We chose a domain size Lx = 2d, Ly = √
3 d and Lz = 2

√
6

3 d with periodic boundary
conditions for u and p in the x-, y- and z-directions. This domain represents one unit
cell in the y- and z-directions, but includes two periodic repetitions of the unit cell in
the x-direction. In the following, we motivate this particular choice for the size of the
simulation domain. On the one hand, linear flow has the same symmetries and periodicity
as the sphere pack and it can be fully represented with a domain consisting of one unit
cell. On the other hand, nonlinear flow does not have to adhere to the symmetries of the
sphere pack and also admits solutions that are not periodic on the unit cell. Then the
periodic boundary conditions prevent the formation of structures larger than the simulation
domain. The selected simulation domain contains two spheres in every lattice direction
and possesses multiple symmetries: the sphere pack has a reflection symmetry about the
midplane in the z-direction, and two shift invariances in the x-direction and at a 60◦ angle
to the x-direction (see figure 3b). For all simulations presented in this work, we have
verified numerically that the velocity field satisfies these symmetries. We expect that the
above symmetries of the flow in directly adjacent pores would have to be broken before a
breaking of the periodicity in the y- and z-direction – symmetries between second-order
neighbours – could be observed. Therefore, we limit the domain size to one period in the
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y- and z-directions. The relatively compact simulation domain allows us to employ high
grid resolutions in order to obtain accurate solutions.

For all cases, we employed a uniform Cartesian grid of nearly cubical cells with
aspect ratio 1.00 : 0.99 : 0.98 due to the incommensurate periodicities of the domain.
The simulations were performed at grid resolutions 48, 96, 192 and 384 cpd. For the
simulation HF4, an additional simulation was performed at grid resolution 768 cpd. These
resolutions were chosen based on the convergence of the volume-averaged velocity 〈u〉s
and the volume-averaged kinetic energy 〈k〉s (see § 3.4). For comparison, Sakai & Manhart
(2020) used grid resolution 320 cpd to simulate transient nonlinear and turbulent flow in a
hexagonal sphere pack using the same code, and He et al. (2019) used resolution 250 cpd
to simulate turbulent flow at Re = 750 in a face-centred cubic sphere pack of the same
porosity.

The time step was chosen to meet the stability limits for the explicit Runge–Kutta
scheme; the Courant–Friedrich–Lewy number was always below 0.33, and the diffusion
number was always below 0.35. This resulted in at least 40 000 time steps per cycle
of oscillation. We applied a uniform body force f = fx sin(Ωt) ex in the x-direction to
drive the flow. As the flow starts from rest, this forcing causes a transient oscillation. The
transient establishes a net superficial velocity within a cycle, and leads to differences in
the peak values of 〈u〉s and 〈k〉s within one cycle as well as from one cycle to the next. We
ran our simulations until these differences were below 1 % of the peak values. Thus the
transient has decayed sufficiently to show a periodic solution in time.

For post-processing the simulations, we collected the following data: time-resolved
data were obtained for volume-averaged quantities 〈u〉s, 〈u2〉s, 〈v2〉s and 〈w2〉s. Complete
three-dimensional fields of u and p have been collected at a sampling rate between 25 and
100 snapshots per cycle, depending on the simulation.

3.4. Grid convergence
In this subsection, we discuss the dependency of our simulation results on the grid
resolution. We choose two quantities for assessing the quality of the simulations: first, the
Reynolds number Re based on the maximum of 〈u〉s in steady oscillatory flow as defined
in (2.7); and second, the space–time L2-norm of the velocity field over the last period of
each simulation, as

‖u‖2
L2 =

∫
Vf

∫
T

|u|2 dt dV. (3.1)

This quantity can be interpreted as the signal energy of the velocity field. It was
calculated as the sum of the quantities 〈u2〉s, 〈v2〉s and 〈w2〉s, which were collected in
every time step. Therefore, the square of every velocity value in every time step of the last
period contributes to ‖u‖2

L2 . Due to reasons explained below, we observe non-monotonic
convergence of these quantities. Thus the grid convergence index (Roache 1994) does not
give meaningful results, and we report explicitly the errors observed at the various grid
resolutions.

Table 1 contains the relative differences of ‖u‖2
L2 with respect to their solutions at

384 cpd and the Reynolds number Re within the last cycle for the different resolutions.
Generally, the errors increase with Womersley and Hagen numbers. For a Womersley
number of 10, an error in ‖u‖2

L2 below 0.2 % has been achieved with 192 cpd, and at
Wo = 31.62, the maximum error is below 1.65 %. At Wo = 100, the differences between
192 and 384 cpd remain larger. The maximum error is −4.60 % for simulation HF4 at
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Case Sim. periods e48 e96 e192 e384 Re48 Re96 Re192 Re384 Re768

LF1 1.5 −4.00 % 1.87 % −0.13 % — 0.1628 0.1719 0.1703 0.1705 —
LF2 2.25 −4.00 % 1.86 % −0.13 % — 1.624 1.715 1.699 1.701 —
LF3 1.404 −3.89 % 1.68 % −0.10 % — 14.13 14.94 14.82 14.84 —
LF4 1.25 −5.37 % 2.43 % 0.14 % — 70.87 77.49 76.77 76.71 —

MF1 3 −6.59 % 0.03 % −0.23 % — 0.8031 0.8559 0.8554 0.857 —
MF2 3 −6.75 % 0.04 % −0.24 % — 8.022 8.561 8.556 8.571 —
MF3 3 −7.11 % 0.22 % −0.22 % — 25.05 26.9 26.87 26.92 —
MF4 3 −9.32 % 0.81 % −0.09 % — 66.37 73.17 73 73.07 —

HF1 20.45 −17.09 % −4.16 % −0.87 % — 1.11 1.255 1.289 1.297 —
HF2 19.9 −17.00 % −4.16 % −0.87 % — 11.1 12.55 12.89 12.97 —
HF3 6.32 −12.64 % −4.89 % −1.22 % — 111.6 126.9 130.9 131.7 —
HF4 8 −11.08 % −10.15 % −4.60 % 0.17 % 213 239.4 248.6 251.1 251.8

Table 1. Grid convergence of the velocity field u(x, t) in steady oscillation. The relative error in ‖u‖2
L2 is

defined as eres = (‖ures‖2
L2 − ‖u384‖2

L2 )/‖u384‖2
L2 , and as eres = (‖ures‖2

L2 − ‖u768‖2
L2 )/‖u768‖2

L2 for HF4. The
Reynolds number Re is defined according to (2.7).

Wo = 100 and Hg = 107.25. To assess the error of the simulation at 384 cpd for this case,
we performed an additional grid refinement to 768 cpd. The error at the resolution 384 cpd
with respect to the more finely resolved simulation is 0.17 %.

The Reynolds number computed according to (2.7) ranges from values below 1.0 to
values around 73 at the lower Womersley numbers, and Re = 251.8 at Wo = 100. From
table 1, we see that the simulations have relative errors in Re below 0.5 % at Wo = 10,
below 0.2 % at Wo = 31.62, and below 0.7 % at Wo = 100.

In contrast to the test case of § 3.2, we do not achieve the theoretical order of accuracy
of our code. We explain this decrease of accuracy order by the presence of contact points
between the spheres. These degrade the convergence of the pore volume represented
in the Cartesian grid by the embedded boundary method. The representation of the
spheres by a plane segment in each Cartesian cell intersecting the sphere surface leads
to an overestimation of the pore volume, so the local pore volume decreases with grid
refinement. The blocking of the thin gap between spheres in contact, however, leads to a
local underestimation of the pore volume, so the pore volume around the contact points
increases with grid refinement. These two effects taken together lead to a non-monotonic
convergence of the porosity. At the finest grid resolution, 384 cpd, the relative error in the
pore volume is −0.16 %.

The influence of blocked pore space around the contact points increases with the
Womersley number and could explain the increase in error with Wo. At higher frequencies,
the flow has a boundary structure (Schlichting & Gersten 2006). With increasing Wo,
the boundary layer thickness along the surface of the spheres decreases, and the velocity
field approaches the potential flow solution. Cox & Cooker (2000) showed for the case of
potential flow around a sphere touching an infinite plate that the velocity potential behaves
as r

√
2−1 close to the contact point, leading to a singularity in the velocity. As the boundary

condition on the plate is identical to a symmetry boundary condition, we expect the same
behaviour at the contact point of two spheres. Hence for increasing Womersley number, the
velocity magnitude and gradients in the immediate vicinity of the contact points increase
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Figure 4. Comparison of the amplitude of the superficial velocity in our simulations (black symbols) with Re
observed in (a) steady and (b) linear flow. The values are normalised with the amplitude predicted by Darcy’s
law. (a) Blue line, Ergun equation (Macdonald et al. 1979); red dashed line, Sakai & Manhart (2020). (b) Blue
line, model of Pride et al. (1993); red squares, Chapman & Higdon (1992); green circles, Zhu & Manhart
(2016).

and become asymptotically singular. For high Womersley numbers, this behaviour leads
to prohibitive resolution requirements.

In summary, all simulations possess a relative difference below 1.2 % in the Reynolds
number as well as in the L2-norm of the velocity field between the second-finest and finest
grids. However, due to the presence of contact points, we do not observe the theoretical
order of accuracy of our code. We observed an increase in error with the Hagen and
Womersley numbers that we explain by the reduction of the boundary layer thickness on
the spheres and the consequently increasing importance of the area close to the contact
points.

3.5. Validation for quasi-steady flow and for linear flow
In this subsection, we validate our simulation results against data from the literature for
the steady and linear flow regimes. In the low-frequency limit (Wo → 0), the flow can be
considered as a steady flow at every instant. The amplitude in steady flow can be described
by the Ergun equation (Ergun 1952) made dimensionless with ρ, d and ν:

Hg = A
(1 − ε)2

ε3 Re + B
1 − ε

ε3 Re2. (3.2)

Based on ample experimental data, the coefficients have the values A = 180 and B = 1.8
for porous media consisting of smooth particles (Macdonald et al. 1979). For the hexagonal
sphere pack, Sakai & Manhart (2020) have given a similar correlation based on direct
numerical simulation results. In figure 4(a), the Reynolds number based on the amplitude
of the superficial velocity in our simulations is compared with the Reynolds number
observed in steady flow at the same Hagen number. For small Hg, the amplitude is
proportional to the Hagen number, as indicated by the horizontal asymptote. For larger
Hg, the amplitude increases sublinearly with Hg due to additional nonlinear drag. As
expected, the simulations LF1–LF4 at Wo = 10 (+ symbols) show good agreement with
the steady flow, whereas the amplitudes of the simulations at Wo = 31.62 and Wo = 100
are significantly smaller than in the steady flow.
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Onset of nonlinearity in oscillatory flow in a sphere pack

In the linear regime, the flow is described accurately by the dynamic permeability
model of Pride et al. (1993). We determined the model parameters from the potential
flow calculations by Chapman & Higdon (1992) for the face-centred cubic sphere pack
at the same porosity and from the low-frequency behaviour described by Zhu & Manhart
(2016). We would expect that at low Hg, our simulation cases remain linear and therefore
follow this behaviour. Figure 4(b) compares the Reynolds number based on amplitude of
the superficial velocity in all our simulations with the predictions of the model of Pride
et al. (1993) depending on the Womersley number and the simulation datasets of Chapman
& Higdon (1992) and Zhu & Manhart (2016) for linear flow through the face-centred cubic
and the hexagonal sphere pack, respectively. The simulations LF1, LF2, MF1, MF2, HF1
and HF2 show excellent agreement with the model predictions as well as with the reference
data. The amplitudes of simulations LF3 and LF4 (+ symbols) are significantly lower than
the reference data; this can be explained with the nonlinear drag (figure 4a). At higher
Womersley numbers, the deviation from the linear flow data decreases.

4. Onset of nonlinearity in volume-averaged quantities

In this section, we investigate the onset of nonlinearity in the volume-averaged velocity,
kinetic energy and Fourier series coefficients. Our goal is to establish an approximate
boundary between linear and nonlinear flow in the Hg–Wo parameter space. Our
hypothesis is that the nonlinearity does not occur suddenly when a parameter is changed,
but that nonlinear effects change gradually with the Hagen and Womersley numbers.
Nevertheless, we try to differentiate between regions that show effectively linear behaviour
and regions, in which nonlinear effects are significant. In a first step, we identify nonlinear
behaviour in the volume-averaged velocity and kinetic energy. Then we apply a discrete
Fourier transform (DFT) to instantaneous velocity fields to characterise the frequency
spectrum in response to a sinusoidal excitation. On this basis, we quantify the level of
nonlinearity for each simulation conducted, and extrapolate the nonlinear behaviour to
larger Womersley and Hagen numbers.

4.1. Volume-averaged velocity and kinetic energy
From the definition of linear flow, the velocity is directly proportional to the amplitude of
the excitation. The non-dimensional relation (2.5) takes the form

ud
ν

= Hg Ψ
(x

d
,
νt
d2 ,Wo

)
, where Ψ = ∂Φ

∂(Hg)

∣∣∣∣
Hg=0

. (4.1)

Therefore, the volume-averaged velocity 〈u〉s and the volume-averaged kinetic energy
〈k〉s =

〈
1
2ρu2

〉
s

are proportional to Hg and Hg2, respectively. After the decay of the

transient, the average of the function Ψ determines the small-amplitude behaviour
displayed in figure 4(b). We use this scaling to assess the importance of nonlinear effects
in the flow. In figures 5, 6 and 7, we compare the superficial volume-averaged velocity
〈u〉s and kinetic energy 〈k〉s in this normalisation for different Womersley numbers.
The start of the period is chosen as an integer multiple of 2π, and the excitation is
therefore proportional to sinϕ, with ϕ ∈ [0, 2π]. For Wo = 10 (figure 5), the curves for the
simulations at Hg = 103 (LF1) and Hg = 104 (LF2) collapse, indicating that both belong
to the linear regime. On the other hand, the simulations at Hg = 105 (LF3) and Hg = 106

(LF4) are clearly nonlinear. For Wo = 31.62 (figure 6), the simulations at Hg = 104
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Figure 5. Superficial volume-averaged velocity and kinetic energy at Wo = 10 (LF1– LF4), normalised with
the Hagen number in steady oscillation. The Reynolds numbers are in the range Re = 0.17–77.
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Figure 6. Superficial volume-averaged velocity and kinetic energy at Wo = 31.62 (MF1– MF4), normalised
with the Hagen number in steady oscillation. The Reynolds numbers are in the range Re = 0.86–73.

(MF1) and Hg = 105 (MF2) are linear, whereas the simulations at Hg = 105.5 (MF3) and
Hg = 106 (MF4) show nonlinear effects. Finally, for Wo = 100 (figure 7), the simulations
at Hg = 105 (HF1) and Hg = 106 (HF2) are linear, whereas the simulations at Hg = 107

(HF3) and Hg = 107.25 (HF4) are not.
It is important to note that the curves of the volume-averaged velocity 〈u〉s are

antisymmetric, and the curves of the volume-averaged kinetic energy 〈k〉s are symmetric,
with respect to a half-period shift in time. This indicates that forward and backward flow
are the same, regardless of whether the flow is linear or nonlinear.

We observe a phase delay between excitation and 〈u〉s that increases with Womersley
number. This behaviour is in line with numerical solutions of the unsteady Stokes and
Navier–Stokes equations (Chapman & Higdon 1992; Zhu & Manhart 2016) as well as the
theory of Johnson et al. (1987) and the unsteady Darcy equation (Zhu & Manhart 2016).

The nonlinearity leads to a reduction in the peak amplitudes of 〈u〉s and 〈k〉s as well as to
a reduction of the phase delay to the excitation. However, for the cases MF3 and HF4, we
observe a notable increase in the normalised kinetic energy. The reason for this effect is
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Figure 7. Superficial volume-averaged velocity and kinetic energy at Wo = 100 (HF1– HF4), normalised
with the Hagen number in steady oscillation. The Reynolds numbers are in the range Re = 0.13–252.

that the reduction of the phase lag between the excitation and the volume-averaged velocity
increases the power f · 〈u〉s that is fed into the flow.

Based on the deviation of the superficial velocity and kinetic energy from the linear
behaviour, we can now find the approximate boundary between linear and nonlinear
behaviour. The maximum Reynolds numbers that exhibit linear behaviour are Re = 1.7,
8.6 and 13 for Wo = 10, 31.62 and 100, respectively. The minimum Reynolds numbers
that exhibit apparent nonlinear behaviour are Re = 14.8, 26.9 and 132, respectively. We
conclude that the onset of nonlinear effects cannot be described solely in terms of the
Reynolds number.

4.2. Fourier series coefficients
All our cases became periodic in time once the transient had decayed. This is an indicator
that the simulated flows are not yet turbulent. Consequently, we can expand the velocity in
the last computed cycle in a Fourier series

u(x, t) =
∞∑

k=−∞
ck(x) eikΩt (4.2)

using the complex-valued Fourier coefficients ck(x) = c∗
−k(x) that represent the modes of

oscillation of the flow.
As the excitation is monochromatic, in linear flow there are only two non-zero

modes that correspond to a sinusoidal and a cosinusoidal oscillation at the frequency
of excitation Ω (the fundamental frequency), and only c±1 are non-zero. In nonlinear
flow, the convective term in the Navier–Stokes equations leads to interactions between
the modes (see Appendix A for the differential equations of the modes ck). First, the
(self-)interactions of the modes at the fundamental frequency excite the frequencies k = 0
and |k| = 2. Further integer frequencies are excited by secondary interactions.

We computed the Fourier series coefficients of the velocity field with a DFT of our
snapshot data. Due to the large file size of the instantaneous three-dimensional fields, we
have only a low sampling rate between 25 and 100 snapshots per cycle. Aliasing leads
to mirroring of high-frequency content into the sampled frequency range, thereby also
polluting the low frequencies. However, as we are investigating weakly nonlinear flow,
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Case

〈|c0|2
〉
s∑N

k=−N
〈|ck|2

〉
s

2
〈|c1|2

〉
s∑N

k=−N
〈|ck|2

〉
s

2
〈|c2|2

〉
s∑N

k=−N
〈|ck|2

〉
s

2
〈|c3|2

〉
s∑N

k=−N
〈|ck|2

〉
s

LF2 0.06 % 99.91 % 0.03 % 0.00 %
LF3 2.82 % 95.84 % 1.15 % 0.16 %
LF4 (100 samples) 10.06 % 85.61 % 2.45 % 1.21 %
LF4 (50 samples) 10.07 % 85.61 % 2.45 % 1.21 %
LF4 (25 samples) 10.07 % 85.61 % 2.45 % 1.21 %

MF1 0.01 % 99.99 % 0.00 % 0.00 %
MF2 0.89 % 98.93 % 0.18 % 0.00 %
MF3 4.30 % 94.15 % 1.31 % 0.21 %
MF4 8.99 % 85.64 % 3.28 % 1.17 %

HF1 0.00 % 100.00 % 0.00 % 0.00 %
HF2 0.03 % 99.97 % 0.00 % 0.00 %
HF3 2.78 % 96.64 % 0.52 % 0.05 %
HF4 8.59 % 85.47 % 3.50 % 1.22 %

Table 2. Contribution of the Fourier coefficients at the frequencies k = 0, |k| = 1, |k| = 2 and |k| = 3 to the
L2-norm of velocity.

most of the energy is concentrated at and near the fundamental frequency. The energy
content near and beyond the Nyquist frequency is therefore several orders of magnitude
below the fundamental frequency, and we do not expect significant aliasing effects in the
dominant modes k = 0, |k| = 1 and |k| = 2 that are the focus of our analysis. In order to
assess quantitatively the effect of aliasing on our results, we computed the DFT of the
nonlinear case LF4 using 25, 50 and 100 samples, and we documented the coefficients in
table 2. The dominant coefficients as well as the total energy (not shown) are robust with
respect to the sample size, and we see only a marginal effect of aliasing.

By Plancherel’s theorem, the sum of the squared moduli of the Fourier coefficients
corresponds to the L2-norm of the velocity field over one period of oscillation T . Hence
we have

‖u‖2
L2 = TV

∞∑
k=−∞

〈
|ck|2

〉
s
= TV

∞∑
k=−∞

〈
ck · c∗

k
〉
s , (4.3)

where ‖u‖2
L2 is defined in (3.1), and V = 4

√
2 d3 denotes the volume of the simulation

domain. The values
〈|ck|2

〉
s correspond to a volume-averaged power spectral density of

the velocity field. As c0 and c±2 are excited directly by the (self-)interaction of the
fundamental frequency, they can be regarded as key indicators for the appearance of
a nonlinear effect. We can thus quantify the importance of nonlinear effects from the
contributions of the Fourier coefficients to the L2-norm of the velocity.

Figure 8 shows the volume average of the squared modulus of the Fourier series
coefficients

〈|ck|2
〉
s (marked with blue circles) as a function of the frequency k. This

volume average represents the cycle-integrated energy at the specific frequency. We can
see that most of the energy is concentrated at the fundamental frequency (|k| = 1). In a
linear flow, all the energy would be concentrated at this frequency. The contributions of
the first four frequencies to the cycle-integrated energy are given in table 2. For every
Womersley number, there is at least one simulation (LF2, MF1 and HF2) for which the
fundamental frequency contains more than 99.9 % of the energy, and the energies at k = 0
and |k| = 2 are smaller than at |k| = 1 by at least three orders of magnitude. These cases
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Figure 8. Volume average of the squared modulus of Fourier series coefficients
〈|ck|2

〉
s (blue circles) and

squared modulus of volume-averaged Fourier coefficients
〈|ck|2

〉
s (red triangles). The contributions of

〈|ck|2
〉
s

and
〈|c−k|2

〉
s for k /= 0, as well as of | 〈ck〉s |2 and | 〈c−k〉s |2, are added together. The values are normalised by

the sum of all coefficients. (a) LF2 (25 samples). (b) LF3 (100 samples). (c) LF4 (100 samples). (d) MF2 (50
samples). (e) MF3 (50 samples). ( f ) MF4 (25 samples). (g) HF2 (25 samples). (h) HF3 (25 samples). (i) HF4
(50 samples).

are effectively linear. With increasing Hg, the energy contributions of the constant mode
(k = 0) and the overtones (|k| > 1) increase. This is clear evidence of nonlinear behaviour
because the frequencies |k| /= 1 can be excited only by frequency interactions within the
nonlinear term.

The simulations LF3, MF3 and HF3 have a comparable distribution of energy among the
modes. Therefore, we consider these simulations to have a similar degree of nonlinearity.
The same is apparent for the simulations LF4, MF4 and HF4, which have a higher degree
of nonlinearity than the former ones.

Figure 8 also shows the squared modulus of the volume average of the Fourier series
coefficients | 〈ck〉s |2 (marked by red triangles). These correspond to the Fourier series

944 A30-17

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
2.

49
6 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2022.496


L. Unglehrt and M. Manhart

coefficients of the superficial velocity 〈u〉s:

〈u〉s (t) =
∞∑

k=−∞
〈ck〉s eikΩt. (4.4)

This equation can be derived by volume-averaging the decomposition (4.2). We observe
that in general, only the Fourier coefficients of the odd frequency components are
non-zero. The reason for this is that the superficial velocity is antisymmetric with respect
to a half-period shift in time. This will be discussed in detail in § 5.3. In some cases,
small non-zero values occur for even frequency components, too. We consider these
values to be the footprint of a transient that has not completely decayed. Interestingly,
the modes at k = 0 and |k| = 2 that seem to be the dominant nonlinear effect in the
coefficients

〈|ck|2
〉
s do not contribute to the coefficients | 〈ck〉s |2 (hence these modes

have zero volume-averaged velocity). Furthermore, we see that in all cases, the relative
importance of the higher harmonics for the volume-averaged velocity is lower than for
the complete velocity field. This is particularly visible for the simulation HF4: while
the volume-averaged square moduli of the Fourier coefficients indicate strong nonlinear
effects, the volume-averaged velocity is perfectly sinusoidal. Consequently, a virtually
sinusoidal superficial velocity in response to a sinusoidal forcing does not necessarily
imply a linear flow.

4.3. Boundary in parameter space
In the preceding subsections, we have established approximate regions of linearity and
nonlinearity for Wo = 10, Wo = 31.62 and Wo = 100. Assuming a smooth dependency
of the nonlinearity onset on the frequency, we can determine approximate boundaries in
the range of Womersley numbers from 10 to 100 using interpolation. However, this raises
the question of how the onset of nonlinearity behaves for Womersley numbers outside this
interval.

For low frequencies (Wo → 0), the flow becomes quasi-stationary, and as for the steady
regime, the onset of nonlinearity depends only on the Reynolds number, or equivalently,
the Hagen number, and is independent of the Womersley number.

On the other hand, for the high-frequency limit, we can derive the scaling of the onset
of nonlinearity from the Navier–Stokes equations. We introduce the non-dimensional
variables x̃ = x/d, t̃ = Ωt, ũ = uρΩ/fx and p̃ = p/( fxd) into the Navier–Stokes
equations (2.2):

∂ũ
∂ t̃

+ Hg

Wo4 ∇̃ · (ũ ⊗ ũ) = −∇̃p̃ + 1
Wo2 �̃ũ + sin t̃ ex. (4.5)

In this normalisation, the unsteady term, the pressure gradient and the forcing are all
O(1). At the limit Wo → ∞, the solution exhibits a boundary layer structure with an
inviscid core flow and a viscous boundary layer. The importance of the convective term is
determined by the ratio Hg/Wo4 = fx/(ρΩ2d) – the larger the frequency, the higher the
force that needs to be applied to create nonlinear effects. Therefore, we expect that the
ratio Hg/Wo4 governs the onset of nonlinearity at the high-frequency limit. Recognising
that Re ∝ Hg/Wo2 at the high-frequency limit where the flow is linear, the ratio Re/Wo2

can also be used to quantify the strength of nonlinear effects.
Our proposed scaling is consistent with the results of Gu & Wang (1991): they discussed

the relative importance of drag components in a porous medium in the Re–Wo2 parameter
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Figure 9. Levels of nonlinearity in the hexagonal sphere pack, where • indicates a simulation performed in this
study. Dark blue: linear (>99 % of the energy in the first harmonic). Medium blue: weakly nonlinear (>95 %
of the energy in the first harmonic). Light blue and white: strongly nonlinear (>85 % and <85 % of the energy
in the first harmonic, respectively). The dashed and dash-dotted lines represent the low- and high-frequency
asymptotes that were used to extrapolate the behaviour of the flow, respectively.

space based on the unsteady Forchheimer equation (Sollitt & Cross 1972). They predicted
that for low frequencies, the nonlinear drag force would be negligible below a certain
Reynolds number, and for high frequencies, the nonlinear drag force would be negligible
below a certain value of the ratio Re/Wo2.

As the simulations at Wo = 100 already exhibit thin boundary layers, we expect that
we can extrapolate the onset of nonlinearity to higher Womersley numbers by keeping
Hg/Wo4 constant. A different development of the onset of nonlinearity would be expected
if the boundary layers become turbulent. However the following estimation demonstrates
that this transition does not become relevant for another two orders of magnitude in Re
and Wo2 beyond the range covered in this study. For low values of Hg/Wo4 and high
Womersley numbers, the boundary layers are locally identical to the Stokes boundary
layer; see e.g. Schlichting & Gersten (2006, p. 354f)). It has been shown that the
Stokes boundary layer becomes turbulent at Reδ,crit = U0/ν

√
2ν/Ω ≈ 600, where U0

is the velocity of the outer potential flow (Carstensen, Sumer & Fredsøe 2010). We
approximate U0 as equal to 5 〈u〉i, which is a characteristic velocity in the high-frequency
regime (see figure 12); hence we can express Reδ ≈ (5

√
2/ε)Re/Wo ≈ 27Re/Wo. The

transition of the boundary layer thus defines the line 27Re/Wo = 600. Intersecting this
with Re/Wo2 = 0.013 for simulation HF3, we obtain Re ≈ 37 000 and Wo ≈ 1700 (Wo2 =
2.9 × 106).

Based on the asymptotic behaviour, we extrapolate our results approximately
from the previous subsection. Figure 9 shows the simulations and the 99 %,
95 % and 85 % contours of the relative magnitude of the fundamental harmonic,
2

〈|c1|2
〉
s /

∑N
k=−N

〈|ck|2
〉
s, in the Hg–Wo2 and Re–Wo2 parameter spaces. The

interpolation was performed over log Hg and log Re for each Womersley number
with the piecewise cubic Hermite interpolating polynomial method in MATLAB
(Fritsch & Carlson 1980). We extrapolated the contours with lines Hg = const.
for low Womersley numbers, and lines Hg/Wo4 = const. for high Womersley
numbers.
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–5〈u〉i 0 5〈u〉i

(a) (b) (c)

Figure 10. Velocity u in the x-direction in the plane
√

3
3 y −

√
6

3 z = 0 at the maximum superficial velocity
for Wo = 10. The range of colours is set depending on the intrinsically volume-averaged velocity, and the
lines indicate the contour u = 0: (a) Hg = 104, Re = 1.7 (LF2); (b) Hg = 105, Re = 15 (LF3); (c) Hg = 106,
Re = 77 (LF4).

In conclusion, figure 9 summarises the results of the preceding sections and shows for
which values of the parameters Hg, Re and Wo the flow can be considered effectively
linear, weakly nonlinear or strongly nonlinear.

5. Manifestations of nonlinearity in the velocity field

In this section, we investigate how the velocity field in the pore is modified by the
nonlinearity. We observe that the nonlinearity leads to a breaking of a fore–aft symmetry
in the flow, and we employ the violation of this symmetry to quantify the strength of
nonlinearity in the instantaneous velocity fields. On this basis, we investigate the question
of whether the nonlinearity occurs in phase with the instantaneous superficial velocity.
Finally, we combine our previous findings in a comprehensive and consistent description
of nonlinear effects in the frequency domain.

5.1. Velocity field at maximum superficial velocity
In order to understand which changes in the flow accompany the appearance of
nonlinearity, we investigate how representative instantaneous velocity fields vary with
respect to the Hagen and Womersley numbers. As the nonlinearity depends strongly on
the velocity magnitude, we consider instantaneous fields close to the maximum superficial
velocity. We visualise the local symmetry plane

√
3

3 y −
√

6
3 z = 0, which is highlighted in

figure 1(b). This plane contains open channels in the x-direction that are constricted by
spheres touching the plane from above and below. Consequently, high velocities are found
near the contact points in this plane. Figures 10, 11 and 12 show the spatial distribution
of the velocity component in the x-direction in this section for Wo = 10, 31.62 and 100,
respectively.

The flow enters the simulation domain on the left through the maximum flow
cross-section. The flow is divided by the contact point in the centre of the section and
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(a) (b) (c)

Figure 11. Velocity u in the x-direction in the plane
√

3
3 y −

√
6

3 z = 0 at the maximum superficial velocity for
Wo = 31.62. The range of colours is set depending on the intrinsically volume-averaged velocity, and the lines
indicate the contour u = 0: (a) Hg = 105, Re = 8.6 (MF2); (b) Hg = 105.5, Re = 27 (MF3); (c) Hg = 106,
Re = 73 (MF4).

(a) (b) (c)

Figure 12. Velocity u in the x-direction in the plane
√

3
3 y −

√
6

3 z = 0 at the maximum superficial velocity for
Wo = 100. The range of colours is set depending on the intrinsically volume-averaged velocity, and the lines
indicate the contour u = 0: (a) Hg = 105, Re = 13 (HF2); (b) Hg = 107, Re = 132 (HF3); (c) Hg = 107.25,
Re = 252 (HF4).

diverted through two adjacent smaller pores. Then the flow merges as it enters the next
repetition of the domain.

For small Hagen numbers, the velocity field exhibits a fore–aft symmetry (see
figures 10a, 11a and 12a):

u(x, t) =
⎡
⎣u(x, y, z, t)
v(x, y, z, t)
w(x, y, z, t)

⎤
⎦ =

⎡
⎣ u(2d − x, y, z, t)

−v(2d − x, y, z, t)
−w(2d − x, y, z, t)

⎤
⎦ =: Su(x, t). (5.1)

With increasing Hagen number, the distribution becomes asymmetric, and flow separation
appears behind the contact points and along the spheres on the side of the pores. This is
consistent with the observations of Sakai & Manhart (2020). The fore–aft symmetry is
characteristic of the (unsteady) Stokes flow regime (Batchelor 2000); the deviation from
this symmetry indicates the presence of nonlinear effects in the flow. We can see that at
Wo = 10, the velocity field is still symmetric at Hg = 104 (LF2) while it is asymmetric
at Hg = 105 (LF2). At Wo = 31.62, the velocity field at Hg = 105 (MF2) is almost
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symmetric, whereas a more pronounced asymmetry can be observed at Hg = 105.5 (MF3).
Finally, at Wo = 100, the symmetry remains up to Hg = 106 (HF2) while the velocity
field at Hg = 107 (HF3) is asymmetric. Notably, the symmetric cases were classified as
linear and the asymmetric cases were classified as nonlinear in the analyses of the previous
section.

For the simulations LF4, MF4, HF3 and HF4, we observe a region of negative velocity in
the x-direction behind the contact point, indicating a local backflow and a flow separation
at the contact point. These recirculation regions have already been observed in steady flow
by Maier et al. (1998). The length of the recirculation region decreases from Wo = 10
to Wo = 100. Additional regions of negative velocity can also be observed in simulation
HF4 (figure 12c). Consideration of the temporal evolution of the flow suggests that these
regions are the residuals of velocity minima in the previous half-cycle.

We observe that with increasing Womersley numbers, the high velocity regions move
closer to the contact point. The reason for this is that the region affected by diffusion
becomes smaller as Wo increases and recedes into the contact point region. A more
detailed discussion of this behaviour can be found at the end of § 3.4.

In summary, the onset of nonlinearity leads to a fore–aft asymmetry in the velocity field.
The parameters for which such an asymmetry is noticeable are in good agreement with the
previous analyses based on global quantities. For larger Hagen numbers, a flow separation
develops at the contact points in the centre of the plane

√
3

3 y −
√

6
3 z = 0, which becomes

less pronounced with increasing Womersley number. It is conceivable that the asymmetry
and flow separation lead to a higher concentration of the flow into a smaller cross-section,
which could result in a higher instantaneous drag. This could explain the decline of the
superficial velocity with increasing Hg observed in the LF and MF cases.

5.2. Temporal evolution of the strength of nonlinearity
In this subsection, we seek to answer the question of how the asymmetry of the
velocity field, and consequently the nonlinearity, evolves over the course of the cycle.
In particular, we aim to investigate whether the nonlinear effects develop in phase with
the volume-averaged velocity, as this has important implications for the modelling of
nonlinear oscillatory flow.

In order to quantify the asymmetry of the instantaneous velocity fields, we decompose
the fields into a component that satisfies the fore–aft symmetry (5.1) and a component that
satisfies the corresponding antisymmetry:

usym(x, t) = 1
2 (u(x, t)+ Su(x, t)) , (5.2a)

uanti(x, t) = 1
2 (u(x, t)− Su(x, t)) . (5.2b)

This additive decomposition of the velocity is also a decomposition of kinetic energy: the
total kinetic energy can be written as

〈k〉s = 1
2ρ

〈(
usym + uanti

)2
〉
s
= 1

2ρ
[〈

u2
sym

〉
s
+ 2

〈
usym · uanti

〉
s +

〈
u2

anti

〉
s

]
, (5.3)

where we have dropped the arguments of the velocity field for notational simplicity. The
cross-term can be written further as

2
〈
usym · uanti

〉
s = 1

2 〈(u + Su) · (u − Su)〉s = 1
2

[
〈u2〉s − 〈(Su)2〉s

]
= 0, (5.4)

which is equal to zero since the symmetry operation does not change the kinetic energy of
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Figure 13. Kinetic energy of symmetric and antisymmetric parts of the velocity field. Red triangles, 〈ksym〉s.
Blue circles, 〈kanti〉s. Grey solid line, 〈k〉s. Grey dash-dotted line, 1

2 (ρ/ε) 〈u〉2
s . (a) LF1, (b) LF3, (c), LF4,

(d) MF1, (e) MF3, ( f ) MF4, (g) HF1, (h) HF3, (i) HF4.

the flow. Hence we have the decomposition of the kinetic energy:

〈k〉s = 〈ksym〉s + 〈kanti〉s . (5.5)

Figure 13 shows the temporal evolution of the kinetic energy of the symmetric and
antisymmetric components over the course of one period. The quantities 〈ksym〉s and
〈kanti〉s (symbols) are computed from instantaneous velocity fields; the total kinetic energy
〈k〉s as well as the energy of the volume-averaged velocity 1

2 (ρ/ε) 〈u〉2
s (lines) are known

in every time step. We can see in figures 13(a,d,g) that for simulations LF1, MF1 and HF1,
which we have identified as linear cases, no kinetic energy is present in the antisymmetric
component. With increasing Hagen number, the relative importance of the antisymmetric
component increases. This is consistent with our expectation that the kinetic energy of the
antisymmetric part 〈kanti〉s can be used as measure of the intensity of nonlinear effects.
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Figure 13 also shows the squared superficial velocity (dash-dotted line). At Wo = 10,
the peaks of 1

2 (ρ/ε) 〈u〉2
s , 〈ksym〉s and 〈kanti〉s occur almost at the same time. On the other

hand, for Wo = 31.62 and 100, the peak of the kinetic energy of the symmetric component
is slightly delayed and the peak of the kinetic energy of the antisymmetric component is
significantly delayed with respect to the peak of the squared superficial velocity. At higher
Womersley numbers, the maximum strength of nonlinear effects is thus attained during
the deceleration phase of the cycle. The delay between 〈ksym〉s and 1

2(ρ/ε) 〈u〉2
s occurs for

both linear and nonlinear cases. We explain this with the phase difference between the
bulk flow and the boundary layers that is a well-known feature of oscillatory flow at high
Womersley numbers (Schlichting & Gersten 2006). On the other hand, the additional delay
between the symmetric and the antisymmetric components can be seen as the time that is
required for the nonlinear flow structures to form by inertia.

In summary, we found that for Wo = 31.62 and 100, the maximum intensity of nonlinear
effects can be found during deceleration of the bulk flow, while for Wo = 10, the nonlinear
effects are almost in phase with the bulk flow. Interestingly, the kinetic energy of the
antisymmetric part of the velocity field is delayed with respect to the squared superficial
velocity. This observation is important for the modelling of nonlinear unsteady porous
media flow because current models based on the unsteady Forchheimer equation (Sollitt
& Cross 1972) assume that the nonlinear drag is proportional to |〈u〉s| 〈u〉s and thus in
phase with the squared superficial velocity. Our data suggest that this assumption does not
hold for higher Womersley numbers.

5.3. Analysis of the nonlinear Fourier modes
In the analysis of the Fourier coefficients presented in § 4.2, we demonstrated that the
modes c0, c−2 and c2 are the leading-order nonlinear effects in weakly nonlinear flow. In
this subsection, we investigate the properties of these modes in detail, and we establish a
link to the time domain analysis in the preceding subsection.

A surprising result of the Fourier decomposition of the flow is a non-zero constant
contribution c0. This implies the existence of a non-zero time-averaged velocity field.
At the onset of nonlinear effects, this mode is the most dominant mode other than the
fundamental frequency. As illustrated in figure 14, the time-averaged velocity field is a
consequence of the antisymmetry of forward and backward flow during the cycle. By
averaging the velocity fields from the forward and backward phase, an antisymmetric
time-averaged velocity field with zero superficial velocity is obtained. In linear flow,
velocity fields that are half a period apart are completely symmetric, therefore no
time-averaged flow occurs. Thus the presence of a time-averaged velocity field is indeed a
nonlinear effect.

A different interpretation can be obtained from the Fourier approach: for weakly
nonlinear flow, the flow is dominated by the modes c−1 and c1, and their interaction in the
convective term is the principal source of the time-averaged velocity field c0. This effect
is known commonly as acoustic streaming (Schlichting & Gersten 2006, pp. 363–366).
Lighthill (1978) discussed this phenomenon comprehensively, and Manor (2021) has
investigated recently acoustic streaming in porous media.

Figure 15 shows the time-averaged velocity field in the sectioned plane for the
simulations LF3, MF3 and HF3 (all of which have approximately 95 % of their signal
energy concentrated at the fundamental frequency). We can see that all fields have an
antisymmetric distribution of velocity. As the frequency increases, the regions of large
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(a) (b) (c)

+ =

Figure 14. Velocity in the x-direction for LF3. The fields (a,b) are taken at the cycle maximum and minimum
of the volume-averaged velocity 〈u〉s. The colours range from −5 〈u〉i (blue) to 5 〈u〉i (red) in (a,b), and
from − 〈u〉i to 〈u〉i in (c). (a) Forward flow (〈u〉s > 0). (b) Backward flow (〈u〉s < 0). (c) Time-averaged flow
(〈u〉s = 0).

–〈u〉i 0 〈u〉i

(a) (b) (c)

Figure 15. Time-averaged velocity in the x-direction and LIC visualisation of the velocity field for Wo = 10,
31.62 and 100 in weakly nonlinear flow. The colours range from − 〈u〉i (blue) to 〈u〉i (red). (a) LF3, (b) MF3,
(c) HF3.

velocity magnitude of the time-averaged flow move closer to the contact point, and
the velocity magnitude in the bulk flow goes to zero. In the line integral convolution
(LIC) visualisation (Cabral & Leedom 1993; Laramee, Jobard & Hauser 2003) of the
time-averaged velocity field, we can observe two pairs of counter-rotating vortices in the

plane
√

3
3 y −

√
6

3 z = 0. Note that the LIC for the case HF3 does not result in a symmetric
pattern; deviations occur in regions of small velocity magnitude. We ascribe this to the
low number of samples (25 samples) that were used to perform the time average.

The time-averaged vortices have several effects. On the one hand, it can be shown that
they contribute to the asymmetry of the forward and reverse flows. On the other hand,
it is evident that they cause additional mixing in the streamwise and cross-streamwise
directions, which obviously has to be taken into account when volume-averaged scalar
transport models are designed. This additional scalar transport can be effective even in
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cases in which the change in the superficial velocity was marginal (as in the cases HF3
and HF4).

We now direct our attention to the other nonlinear modes, |k| � 2. First, we show that
these modes also possess a defined symmetry; second, we investigate the interaction of
these modes with the constant mode c0. We notice that in laminar flow, the velocity
field satisfies a spatiotemporal symmetry (half-period symmetry): due to the sinusoidal
excitation, in steady oscillation the velocity fields at two instants with a time difference of
half a period are mirrored with the symmetry S (defined in (5.1)):

u(x, t + T/2) = −Su(x, t). (5.6)

This means that the velocity fields in forward and backward flow are mirror images of
each other (reflections in the x-direction). Direct consequences of this symmetry are the
half-period symmetries of the superficial velocity and kinetic energy:

〈u〉s(t + T/2) = −〈u〉s(t), (5.7a)

〈k〉s(t + T/2) = 〈k〉s(t). (5.7b)

This behaviour can be observed in figures 5, 6 and 7. Another consequence of the
half-period symmetry is that the Fourier coefficients can be written as

ck = 1
T

∫ T

0

1
2

(
u(x, t)− (−1)kSu(x, t)

)
eikΩt dt (5.8)

(see Appendix B for the derivation). The even-k Fourier coefficients satisfy ck = −Sck and
therefore possess a fore–aft antisymmetry, whereas the odd-k Fourier coefficients satisfy
ck = Sck and have a fore–aft symmetry. The antisymmetric fields have a zero superficial
volume-averaged velocity in the x-direction. This is consistent with the spectra of 〈u〉s
presented in figure 8, which contain only odd-frequency components. Consequently, the
modes c0, c−2 and c2, which are dominant at the onset of nonlinearity, cannot be observed
directly with the superficial velocity 〈u〉s.

In the following, we aim to understand how the time-averaged velocity field c0 interacts
with the modes c−2 and c2 to produce the oscillating strength of nonlinear effects that we
observed in § 5.2. In a first step, we recognise that the antisymmetric part of the velocity
field can be expressed solely in terms of even Fourier components as

uanti(x, t) =
∑

k even

ck(x) eikΩt = c0(x)+ c−2(x) e−i2Ωt + c2(x) ei2Ωt + · · · , (5.9)

where we have omitted the coefficients c±4, c±6, and so on, which, as we have seen
in § 4.2, are small at the onset of nonlinearity. As we have discussed previously in
§ 4.2, all Fourier coefficients in this series are generated by the nonlinear term in the
Navier–Stokes equations. From this series, we obtain the volume-averaged kinetic energy
of the antisymmetric component as

〈kanti〉s = 1
2ρ

[ 〈
c2

0

〉
s
+ 〈c−2 · c2〉s + 〈c0 · c−2〉s e−i2Ωt + 〈c0 · c2〉s ei2Ωt

+
〈
c2
−2

〉
s

e−i4Ωt +
〈
c2

2

〉
s

ei4Ωt + · · ·
]
, (5.10)
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which we can reformulate using c∗
0 = c0 and c∗

2 = c−2 as

〈kanti〉s = 1
2ρ

[ 〈
|c0|2

〉
s
+

〈
|c2|2

〉
s
+ 〈c0 · c−2〉s e−i2Ωt + 〈c0 · c2〉s ei2Ωt

+
〈
c2
−2

〉
s

e−i4Ωt +
〈
c2

2

〉
s

ei4Ωt + · · ·
]
. (5.11)

We first consider just the first line of this equation. These terms make up a harmonic
oscillation at frequency 2Ω . The terms

〈|c0|2
〉
s + 〈|c2|2

〉
s represent the constant mean

value of the oscillation; their value can be read from table 2. The terms oscillating at
frequency 2Ω represent interference between the modes c0, c−2 and c2. They depend
on the spatial correlations 〈c0 · c−2〉s and 〈c0 · c2〉s. Hence if the spatial distributions
of c0, c−2 and c2 are very similar, then the oscillation extends from zero to twice the
mean value. For example, this is the case for simulation LF3 (see figure 13b). On the
other hand, if the spatial distribution of the modes differs substantially, the extrema of
the oscillation approach the base level (see, for example, figure 13i). Consequently, these
interference terms represent the variation of the nonlinearity throughout the cycle. Finally,
we consider the terms at the higher frequency 4Ω . These terms modify the harmonic
oscillation described above by changing the steepness of the rising and falling parts of
the curve. This can be interpreted as different formation and destruction times for the
asymmetry. The effect of these terms is visible in figures 13(c) and 13( f ), where the curve
of 〈kanti〉s is no longer sinusoidal.

In conclusion, we arrive at the following picture of the flow in terms of the Fourier
modes. The linear flow is represented by the modes c−1 and c1, and satisfies the fore–aft
symmetry (5.1). Interactions of these modes via the convective term of the Navier–Stokes
equations result in the antisymmetric modes c0, c−2 and c2. As a consequence of the
antisymmetry, these modes do not contribute directly to the superficial velocity 〈u〉s.
However, these modes represent secondary flow structures (see figure 15) which cause
additional mixing and dissipation. The kinetic energy stored in these modes seems to be
related to a phase shift of the bulk flow (see § 4.1), therefore these effects should be taken
into account in the modelling of such flow.

6. Conclusion

6.1. Summary
We performed direct numerical simulations of laminar oscillatory flow through a
hexagonal sphere pack driven by a sinusoidal force. We varied the Hagen number and
the Womersley number, which represent the amplitude and frequency of the forcing,
respectively.

We verified our solver with a highly accurate numerical solution of Stokes flow in a
simple cubic sphere pack taken from the literature (Chapman & Higdon 1992). We checked
the discretisation error of our hexagonal sphere pack simulations by comparing numerical
solutions at grid resolutions of 48, 96, 192 and 384 cells per sphere diameter for each case.
This resulted in errors below 1.2 % in the Reynolds number as well as in the space–time
L2-norm of the velocity.

Our first objective was to analyse for which regions in the Hg–Wo2 or Re–Wo2 parameter
spaces the flow can be considered as linear. As a first indicator of linearity, we selected
the scaling of the superficial volume-averaged velocity with the Hagen number and of the
superficial volume-averaged kinetic energy with the square of the Hagen number. As a
second indicator of linearity, we chose the magnitude of the Fourier series coefficients
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of the velocity field other than the fundamental harmonic. For low Womersley numbers,
the onset of nonlinear effects depends solely on the Reynolds number based on the
cycle-maximum of the superficial velocity. For high Womersley numbers, it depends
on the ratio of the Reynolds number to the square of the Womersley number. Other
than quantifying the amount of nonlinearity in the flow, the Fourier analysis showed
that for weakly nonlinear flow, the zeroth and second harmonics are the dominant
nonlinear effects. Interestingly, these harmonics are not contained in the spectrum of
the superficial velocity; the superficial velocity is therefore not a suitable indicator of
nonlinearity.

Our second objective was to investigate how the onset of nonlinearity affects the
instantaneous velocity fields. We showed that nonlinearity leads to a loss of fore–aft
symmetry in the instantaneous velocity field, and that the loss of symmetry agrees with our
previous definitions of nonlinearity. We use the departure from this symmetry to quantify
the instantaneous strength of nonlinear effects. We found that at Wo = 10, the nonlinear
effects are almost in phase with the bulk flow. On the other hand, for Wo = 31.62 and
100, the nonlinear effects are strongest during the deceleration phase of the bulk flow; we
therefore observe a phase delay of between the superficial velocity and the kinetic energy
of the antisymmetric part of the velocity field. This delay raises doubts about the general
applicability of the unsteady Forchheimer equation, which is based on the assumption that
the nonlinear drag is proportional to |〈u〉s| 〈u〉s and therefore is in phase with the superficial
velocity.

Finally, we investigated flow in the frequency domain. The onset of nonlinearity
manifests through the appearance of Fourier modes at zero and two times the frequency
of excitation. The zero frequency mode represents a time-averaged velocity field that is
caused by the asymmetry of the velocity fields. This time-averaged velocity field causes
a secondary flow that increases mixing in cross-streamwise direction. A closer look at
the symmetry properties of the Fourier modes revealed that the modes c0, c−2 and c2,
which represent the most dominant nonlinear effects, possess a fore–aft antisymmetry.
Therefore, these modes have zero superficial velocity, raising further doubts about whether
the superficial velocity provides sufficient information to model nonlinear effects. Finally,
we discussed the interaction among the nonlinear Fourier modes that leads to a harmonic
oscillation of the magnitude of nonlinearity over the cycle.

6.2. Future issues
Further research should be conducted to confirm the high-frequency asymptote Hg/Wo4 =
const. for the onset of nonlinearity that was postulated based on the non-dimensional
Navier–Stokes equations in the high-frequency limit. An outstanding question in the
present study is how the delay time between the maximum superficial velocity and the
maximum kinetic energy of the antisymmetric part of the velocity field scales with Hg,
Wo and Re. Moreover, it would be interesting to study the behaviour of the drag force at
the onset of nonlinearity, and to determine the instigating processes. Finally, an attempt to
understand the relation of the present results to the flow structure development reported by
Sakai & Manhart (2020) for nonlinear transient flow would be worthwhile.

As a generalisation of this study, it would be interesting to apply the forcing in different
directions and thus break the symmetry between forward and backward flow. Furthermore,
one could investigate different, possibly random, arrangements of spheres or other porous
media. For steady flow, Firdaouss et al. (1997) showed that the resistance law in weakly
nonlinear flow has the same form for both isotropic and a large class of periodic porous
media with certain reflectional symmetries of the unit cell. Therefore, it might be expected
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that the observations made in our present study about the Fourier coefficients of the
velocity field and the superficial velocity would generalise to isotropic porous media.

Finally, it has been observed that oscillation can enhance the scalar transport in linear
and nonlinear porous media flow (Crittenden et al. 2005). It would thus be of great interest
to look more closely at how the nonlinear secondary motion in oscillatory flow modifies
the scalar transport properties. This would have implications for the design of chemical
reactors and the understanding of mass and heat transfer in environmental flows, for
example in coral reefs.

Supplementary material. Time-resolved data of the superficial volume-averaged velocity and kinetic energy
are available at https://doi.org/10.1017/jfm.2022.496.
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Appendix A. Governing equation for Fourier series coefficients

We insert the Fourier series representations

u(x, t) =
∞∑

k=−∞
ck(x) eikΩt, (A1a)

p(x, t) =
∞∑

k=−∞
dk(x) eikΩt (A1b)

of velocity and pressure into the Navier–Stokes equations (2.2) and thus obtain the
governing equations for the Fourier modes ck(x), k ∈ Z:

∇ · ck = 0, (A2a)

ikΩck +
∞∑

m=−∞
∇ · (cm ⊗ ck−m) = − 1

ρ
∇dk + ν �ck + 1

ρ
f k, (A2b)

where f k are the Fourier coefficients of the excitation. For the sinusoidal excitation,
only the coefficients of the fundamental frequency are non-zero: f −1 = ifx/2 ex and
f 1 = −ifx/2 ex.

Hence energy is fed into the system at k = ±1 and redistributed to the other modes
via the convective term. For small Hg, the fundamental harmonics are dominant with
c±1 ∝ Hg. The Fourier modes c0, c−2 and c2 are then created from an interaction of the
Fourier modes c−1 and c1, resulting in c0 ∝ Hg2, c−2 ∝ Hg2 and c2 ∝ Hg2.
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Appendix B. Symmetries of the Fourier coefficients

The Fourier modes are defined as

ck = 1
T

∫ T

0
u(x, t) exp(ikΩt) dt. (B1)

Dividing the period into halves, we can write, with the substitution τ = t − T/2,

ck = 1
T

[∫ T/2

0
u(x, t) exp(ikΩt) dt + exp(ikΩT/2)

∫ T/2

0
u(x, τ + T/2) exp(ikΩτ) dτ

]
,

(B2)

and using the half-period symmetry (5.6), we obtain

ck = 1
T

[∫ T/2

0
u(x, t) exp(ikΩt) dt − exp(ikΩT/2)

∫ T/2

0
Su(x, t) exp(ikΩt) dt

]
. (B3)

On the other hand, we can use the substitution τ = t + T/2 instead:

ck = 1
T

[
exp(−ikΩT/2)

∫ T

T/2
u(x, τ − T/2) exp(ikΩτ) dτ +

∫ T

T/2
u(x, t) exp(ikΩt) dt

]
.

(B4)

Using the periodicity of the flow, u(x, τ − T/2) = u(x, τ + T/2), and the symmetry (5.6),
we arrive at

ck = 1
T

[
− exp(−ikΩT/2)

∫ T

T/2
Su(x, t) exp(ikΩt) dt +

∫ T

T/2
u(x, t) exp(ikΩt) dt

]
.

(B5)

Adding (B3) and (B5) with weights 1
2 , and noting that exp(ikΩT/2) = exp(−ikΩT/2) =

(−1)k, we obtain

ck = 1
T

∫ T

0

1
2

(
u(x, t)− (−1)kSu(x, t)

)
exp(ikΩt) dt. (B6)

Comparing this with the decomposition (5.2), we see that for even k, the coefficients ck
depend only on the antisymmetric part of the velocity and are thus antisymmetric, whereas
for odd k, the coefficients ck depend only on the symmetric part of the velocity and are
thus symmetric.
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ABSTRACT
The appearance of turbulence in oscillatory flow through

a hexagonal sphere pack was investigated by means of direct
numerical simulation. The Reynolds numbers lie between 26.9
and 297 and the Womersley number is 31.62. We charac-
terised the flow state based on instantaneous velocity fields and
the time series of the superficial velocity. The velocity fields
were decomposed into symmetric and antisymmetric compo-
nents with respect to the symmetries of the sphere pack. Based
on the temporal evolution of the kinetic energy of the antisym-
metric components, it is possible to distinguish between lami-
nar, transitional and turbulent flow. Finally, the velocity fields
were decomposed with respect to the average over the real-
isations that can be obtained by applying the symmetries of
the hexagonal sphere pack. For the turbulent flow case, a sig-
nificant scale separation between the average and fluctuating
velocity fields is observed.

INTRODUCTION
Oscillatory porous media flow occurs in wave-induced

transport processes in coral reefs (Lowe et al., 2008) or in
the sediment bed; moreover, it could be of interest to en-
hance solute transport in chemical reactors (Crittenden et al.,
2005). Other applications include for example wave-induced
flow through rubble-mound breakwaters (van Gent, 1993; Hall
et al., 1995). In order to describe these transport processes, it
is essential to know whether the pore scale flow is turbulent,
as turbulence is associated with strong mixing.

Starting with Dybbs & Edwards (1984), the microscale
behaviour of stationary turbulent flow through regular and
random sphere packs has been studied numerically (e.g. Hill
& Koch, 2002; He et al., 2019; Sakai & Manhart, 2020)
and experimentally (e.g. Patil & Liburdy, 2012, 2013). Four
flow regimes are commonly distinguished (Dybbs & Edwards,
1984) depending on the Reynolds number: i) linear flow, ii)
steady nonlinear flow, iii) unsteady nonlinear flow and iv)
chaotic / turbulent flow. The transition to turbulent flow gen-
erally occurs for Reynolds numbers around 120 (Fand et al.,
1987). In regular sphere packs, the emergence of chaotic and
turbulent flow can be related to symmetry breaking bifurca-
tions that occur around a Reynolds number of 100 (Hill &
Koch, 2002) or for 138< Re< 209 (Sakai & Manhart, 2020).

Experimental studies of turbulent oscillatory porous me-
dia flow have been performed with a focus on the behaviour
of bulk flow quantities (van Gent, 1993; Hall et al., 1995;
Losada et al., 1995; Pamuk & Özdemir, 2014; Bağcı et al.,

2016) or on the processes at the interface between the porous
medium and a free flow (Shigematsu et al., 2018). On the other
hand, numerical simulations of oscillatory flow through two-
dimensional porous media configurations were performed by
Graham & Higdon (2002), Iervolino et al. (2010) and Kardgar
& Jafarian (2021). In our upcoming work (Unglehrt & Man-
hart, 2022), the onset of nonlinear effects was investigated in
laminar oscillatory flow through a hexagonal sphere pack by
numerical simulation.

The flow state in oscillatory flow depends on two dimen-
sionless parameters: the Hagen number Hg representing the
amplitude and the Womersley number Wo representing the fre-
quency of the forcing. The Reynolds number Re is a unique
function of the Hagen and Womersley number. Therefore, ei-
ther of Hagen or Reynolds number can be used to characterise
the flow state. Based on a model equation, Gu & Wang (1991)
estimated which flow regime might be expected for a given
combination of Re and Wo.

In the present contribution, we investigate the onset of
turbulence in oscillatory flow through an idealised porous
medium geometry by means of direct numerical simulation. A
visual inspection of the instantaneous velocity fields suggests
that the simulation database includes both laminar and turbu-
lent simulations. However, it is unclear how to objectively
quantify the flow state. Commonly, turbulence is characterised
by temporal and spatial properties of the velocity fluctuations
about the mean, e.g. the frequency or wavenumber spectra
or the spatial two-point correlations. In the present case, the
definition of a fluctuation is not trivial since the flow is un-
steady and inhomogeneous in all spatial directions. One could
perform a phase-dependent time average, but this comes at a
large computational expense since the flow needs to be inte-
grated over many cycles. As our objective is to merely differ-
entiate between laminar and turbulent flow, we consider this
cost to be disproportionate. On the other hand, especially at
higher Womersley numbers analyses of the full velocity have
the problem that the mean flow does not vary slowly compared
to the turbulence and that the boundary and shear layers are not
large compared to the turbulent scales. Therefore, the objec-
tive of the present work is to find quantitative evidence that
allows to discern the laminar and the turbulent flow state.

First, we investigate the behaviour of the streamwise
and cross-streamwise components of the superficial volume-
averaged velocity. Second, we analyse the breaking of the
symmetries that are imposed onto the flow by the sphere pack
geometry. Third, we propose to average the flow over an en-
semble of realisations that is generated using the symmetries
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of the sphere pack geometry. This allows us to separate the
velocity fields into an average and fluctuating part based on
which we can distinguish laminar, transitional and turbulent
cases.

METHODOLOGY

Numerical method
We performed direct numerical simulation of the in-

compressible Navier-Stokes equations with our in-house code
MGLET that is based on Cartesian block-structured grids. The
spatial discretisation in MGLET uses a second-order central fi-
nite volume scheme with a staggered arrangement of variables
and the temporal discretisation employs a third-order explicit
Runge-Kutta method. The no-slip boundary conditions on the
spheres is enforced by a discrete-forcing immersed bound-
ary method that is described in Peller et al. (2006); Peller
(2010). The momentum fluxes near the immersed boundary
are evaluated using a linear least-squares ghost-cell interpola-
tion/extrapolation approach. The conservation of mass is en-
forced in every substep of the time integration scheme using a
flux correction procedure in the interface cells and by solving
a Poisson equation for a correction pressure in the field.

Study design
As a porous medium, we choose a hexagonal close-

packed arrangement of spheres of diameter d. It has a poros-
ity of 0.259 which is the lower limit for packings of equal
spheres. The flow is described by the incompressible Navier-
Stokes equations with an an oscillatory volume force fx sinΩt
in the x–direction. Initially, the flow is at rest.

The problem is governed by two independent parameters:
the Hagen number Hg = fxd3/(ρν2) represents the ratio of
the amplitude of the applied volume force to the viscous forces
and the Womersley number Wo =

√
Ωd2/ν represents the ra-

tio of the sphere diameter to the thickness of the oscillatory
Stokes boundary layer. The Reynolds number Re is based
on the sphere diameter d and the amplitude of the superficial
volume-averaged velocity after the decay of the transient. The
superficial velocity is defined as

〈u〉s :=
1
V

∫

Vf

udV

with the fluid volume Vf and the total volume V .
We consider flow at a Womersley number of 31.62 and

four values of the Hagen number. In linear flow, the selected
value of the Womersley number lies at the transition between
the low and the high frequency regime that are governed by
Stokes flow and potential flow, respectively. Consequently, our
simulations belong to the mid frequency (MF) regime. The
simulation parameters are reported in table 1.

Domain size and grid spacing
The simulation domain consists of two unit cells in the

x–direction and one unit cell in the y- and z–direction. It thus
has an extent 2d×

√
3d×2

√
6/3d. For this size, the domain

contains two spheres in every lattice direction. He et al. (2019)
used a domain of the same volume for their direct numerical
simulations of turbulent flow in a face-centred cubic sphere
pack. They state that ”the unit cell domain showed little varia-
tion in statistics compared to a larger domain”.

Table 1: Simulation parameters.

case Hg Wo Re number of cycles

MF3 105.5 31.62 26.9 3†

MF4 106 31.62 74.0 4† / 1.32‡

MF5 106.5 31.62 157 6.3975

MF6 107 31.62 297 1.63

† These simulations are presented in (Unglehrt & Manhart, 2022).
‡ This simulation was recomputed with a more finely resolved
triangle representation of the sphere pack geometry to match the
other simulations.

The flow was computed with grid resolutions of 48, 96,
192 and 384 cells per diameter (cpd), resulting in a total num-
ber of 88 million fluid cells at 384 cpd. The error of the numer-
ical solution was estimated based on the space-time L2-norm
of the velocity and on the oscillation amplitude of the superfi-
cial velocity 〈u〉s which is used to form the Reynolds number.
For all simulations the relative difference between the finest
and the second finest resolution is less than 1.3%.

The resolution requirements come from the wall bound-
ary layers and possibly the turbulence in the bulk. The char-
acteristic thickness of the oscillatory boundary layer can be
estimated as δ =

√
2ν/Ω which we resolve with 17 cells. On

the other hand, He et al. (2019) employed a grid resolution of
250 (cpd) to simulate stationary turbulent flow up to Re = 741.

RESULTS

Instantaneous velocity fields
Figure 1a–d displays a section through the velocity field

perpendicular to the main flow direction for our simulations.
As the Hagen number is increased by powers of

√
10, the ve-

locity field develops pronounced flow structures in the large
pores, resembling those in transient flow described by Sakai &
Manhart (2020). Due to the regular layout of the structures, we
would consider the cases MF3–MF5 as laminar. At the high-
est Reynolds number, the velocity field is asymmetrical and
irregular vortical structures can be made out. Intuitively, we
would consider the case MF6 (figure 1d) as turbulent. In the
following, we discuss quantitative evidence that allows us to
objectively decide on the flow state.

Superficial velocity
In this section, we discuss the behaviour of the superficial

velocity as the flow state changes from laminar to (presum-
ably) turbulent. The time series of the streamwise superficial
velocity (figure 1e–h) remains relatively smooth throughout
the changes in the velocity field. This is in contrast to the sta-
tionary case for which Hill & Koch (2002) and Sakai & Man-
hart (2020) reported (quasi-) periodic or chaotic oscillations
of the streamwise superficial velocity. At the lowest Reynolds
number, 〈u〉s has a time lag with respect to the forcing and the
amplitude is 25% below the steady state amplitude. As the
Reynolds number is increased, the phase lag reduces and the
peak amplitude approaches the steady state value that would be
attained for the same Hagen number. At the highest Reynolds
number, we observe a plateau rather than a pronounced peak.
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(a) MF3 (Re = 26.9) † (b) MF4 (Re = 74.0) † (c) MF5 (Re = 157) (d) MF6 (Re = 297)

(e) MF3 (Re = 26.9) † (f) MF4 (Re = 74.0) † (g) MF5 (Re = 157) (h) MF6 (Re = 297)

† simulations from (Unglehrt & Manhart, 2022)

Figure 1: (a)–(d) Velocity magnitude in the y-z-plane perpendicular to the flow direction. The velocity fields correspond to
the time of the maximum superficial velocity. (e)–(f) Forcing (dotted red line) and superficial velocity (blue line) over one
period. The superficial velocity is normalised with the steady state value (i.e. for a constant pressure gradient) obtained
from the amplitude of the forcing via the relations given by Sakai & Manhart (2020). The black symbol marks the time
of the snapshot presented in (a)–(d).

The cross-streamwise components of the superficial ve-
locity, 〈v〉s and 〈w〉s, are orthogonal to the imposed volume
force. For the cases MF3 and MF4, these components are very
small as a consequence of the symmetries of the sphere pack
imprinted on the flow. On the other hand, for the cases MF5
and MF6 significant nonzero values of the cross-streamwise
components can be observed. Figure 2 shows a plot of 〈v〉s
and 〈w〉s for the latter simulations. The curves start out at the
origin and spread out into the plane. For the case MF5, the am-
plitude of 〈v〉s is approximately 30 times larger than the am-
plitude of 〈w〉s and approximately 400 times smaller than the
amplitude of 〈u〉s. A clustering of points at the origin indicates
that the cross-streamwise components grow in time. For the
case MF6, the amplitude of 〈v〉s and 〈w〉s is approximately 60
times smaller than the amplitude of 〈u〉s. Both cases shown in
figure 2 exhibit irregular orbits, indicating chaotic behaviour.
Moreover, the cross-streamwise components of the superficial
velocity are only weakly correlated with the streamwise super-
ficial velocity (represented by the colour of the curves).

While for MF6 the observed chaotic behaviour of the
cross-streamwise components is in line with irregular struc-
ture of the velocity field shown in figure 1d, the visual im-
pression of the velocity field of the case MF5 (figure 1c) does
not suggest any chaotic behaviour in this case. This could
be explained with the relatively low magnitude of the cross-
streamwise components.

In conclusion, the streamwise superficial velocity changes
gradually with Reynolds number and we could not identify
features in the time series that could be used to clearly discern
laminar and turbulent flow. Suprisingly, for higher Reynolds
numbers the time and value of the maximum 〈u〉s coincide
with the results of a quasi-steady approximation. On the other
hand, the cross-streamwise components are very small for the
cases MF3 and MF4 whereas they are nonzero and exhibit
chaotic behaviour for MF5 and MF6.

Quantification of symmetry breaking
In this section, we investigate the symmetry breaking of

the flow which was already indicated by the cross-streamwise
components of the superficial velocity.1 Based on the works of
Hill & Koch (2002) and Sakai & Manhart (2020), the symme-
try breaking can be considered a prerequisite of turbulent flow
in the sphere pack.

When a forcing is applied along the x–direction, laminar
flow through the hexagonal sphere pack exhibits four symme-
tries: the flow is invariant with respect to

1. a translation by d in the x–direction (Tx)
2. a translation by d at a 60◦ angle to the x–direction (Txy)
3. a reflection around z =

√
6/3d (Sz)

4. a rotation by π about the axis y =
√

3/3, z =
√

6/6 (Rx)

Figure 3 displays the result of these transformations applied to
the sphere pack inside the simulation domain. Considering the
periodic boundary conditions of the domain, the original and
the transformed configurations of the spheres are congruent.

In order to investigate the possible breaking of these sym-
metries, we decompose the instantaneous velocity fields into a
component usym that is symmetric with respect to one of the
symmetries, and a corresponding antisymmetric component
uanti. The kinetic energy of the antisymmetric component,
〈kanti〉s =

〈 1
2 ρu2

anti
〉

s, measures the violation of the symmetry
under consideration. Figure 4 displays the temporal evolution
of 〈kanti〉s for the various symmetries. For the cases MF3 and
MF4 we observe that all symmetries are satisfied to an accu-
racy of more than 10−7. The amplitude of the antisymmetric
components remains stationary. This indicates that the flow

1Please note the following connection between the symmetries and
the cross-streamwise components of the superficial velocity: If the
flow is symmetric under the rotation Rx, then 〈v〉s = 〈w〉s = 0 and if
the flow is symmetric under the reflection Sz, then 〈w〉s = 0.
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(a) MF5 (Re = 157)

(b) MF6 (Re = 297)

Figure 2: Cross-streamwise components of the superfi-
cial velocity; the curves are coloured by the streamwise
component of the superficial velocity. The irregular or-
bits indicate chaotic flow.

is stable with respect to the symmetry breaking and supports
the hypothesis that the flow is laminar in these cases. For the
case MF5 a simultaneous exponential growth of the energy of
all antisymmetric components can be observed. After approx-
imately 5 cycles, the kinetic energy of the Rx-antisymmetric
part saturates at 0.3% of the maximum total kinetic energy (cf.
figure 4d). This suggests that (i) there exists a linear instabil-
ity mechanism that facilitates the growth of the antisymmetric
part and (ii) a nonlinear self-interaction of the instability oc-
curs which limits its growth. However, this does not neces-
sarily imply that the flow becomes turbulent. Finally, for the
case MF6 a fast growth of the antisymmetric components can
be observed. The kinetic energy of the antisymmetric com-
ponents with respect to Rx, Sz and Txy peaks between 9 and
10% of the cycle maximum of the total kinetic energy.

The initial values of 〈kanti〉s turned out to depend on the
accuracy of the triangle representation of the spheres, from
which the interpolation stencils and coefficients in the im-
mersed boundary method are generated. There exist two
sources of the initial symmetry breaking perturbations in our
code: asymmetric interpolants at the immersed boundary and
the residual of the pressure correction. A visual inspection of
the antisymmetric parts of the velocity field shows that only
the physically meaningful parts of these perturbations are am-
plified.

Symmetry group averaging
In the preceding sections, it was demonstrated that the

antisymmetric components of the velocity field show unsta-

(a) Translation Tx (b) Translation Txy

(c) Reflection Sz (d) Two-fold rotation Rx

Figure 3: Symmetries of laminar flow in a hexagonal
sphere pack due to a volume force along the x–direction.
The black box represents the position of the sphere pack
before the application of the symmetry operation.

ble or chaotic dynamics at Re = 157 and Re = 297. A di-
rect inspection of the spatial distribution of the antisymmetric
components is however not informative as in general, turbu-
lent motion is neither symmetric nor antisymmetric. On the
other hand, the mean velocity field of a turbulent flow is usu-
ally symmetric. Therefore, we decompose the velocity field
into a part that satisfies all of the symmetries

u =
1

16
(I +Rx)(I +Tx)

(
I +Txy

)
(I +Sz)u (1)

where I is the identity, and a residual component u′ = u−u
which is in general neither symmetric nor antisymmetric with
respect to any symmetry.

Alternatively, this decomposition can be interpreted as an
average over the ensemble of 16 velocity fields that is gener-
ated by the action of the symmetry group. Such a symmetry
average was used by Sirovich (1987); Sirovich & Park (1990)
to enlarge the sample size for a proper orthogonal decomposi-
tion. Please note that while equation (1) can be understood as
an ensemble average, it may not converge to the same result as
a time or phase average. For example, Srikanth et al. (2021)
investigated a persistent symmetry breaking phenomenon in a
porous medium for which the time-averaged flow is asymmet-
rical. As there is an equal probability for the flow to deviate to
either side, the ensemble mean flow would be symmetrical.

The symmetry group average (1) underestimates the en-
ergy of the turbulent fluctuations compared to the ensemble
mean. This can be demonstrated as follows. As the flow
problem is symmetric, the ensemble mean E[u] is symmet-
ric and invariant with respect to Rx, Tx, Txy and Sz. For
example, RxE[u] = E[u] and E[Rxu] = E[u]. Hence, the en-
semble mean does not change under the symmetry group aver-
age, i.e. E[u] = E[u] and E[u] = E[u], and the expectation of
the fluctuation about the symmetry group average is zero, i.e.
E[u′] = E[u−u] = 0. Therefore u′ is a part of the fluctuation
about the ensemble mean.
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(a) Translation Tx

(b) Translation Txy

(c) Reflection Sz

(d) Two-fold rotation Rx

Figure 4: Volume-averaged kinetic energy of the an-
tisymmetric components. MF3 (Re = 26.9),
MF4 (Re = 74.0), MF5 (Re = 157), and MF6
(Re = 297). The kinetic energy 〈kanti〉s is normalised
with the maximum total kinetic energy of the last cycle.

Figure 5 displays the spatial distribution of the magnitude
of u and u′. For the case MF5 the symmetry group averaged
velocity field u looks identical to the instantaneous field in fig-
ure 1c. This is due to the low energy of the antisymmetric
components (cf. figure 4). The residual component u′ features
symmetric patterns that are arranged near the high-velocity
features in u. For the case MF6, the symmetry group aver-
aged velocity field contains symmetric versions of the high-
intensity regions near the contact points and inside the large
pores that can be identified in figure 1d. The residual velocity
field u′ does not contain these features; instead many irregular
and small scale vortices can be identified.

CONCLUSION
We performed direct numerical simulation of oscillatory

flow through a hexagonal sphere pack at Wo = 31.62 and four
Reynolds numbers. We investigated instantaneous velocity
fields, the time series of the streamwise and cross-streamwise
superficial velocity and the breaking of the symmetries of the
flow. Moreover, the velocity field was averaged over the en-
semble of realisations generated from the instantaneous ve-
locity fields by applying the symmetries of the sphere pack,
and the spatial distributions of the average and fluctuation field
were discussed. The resulting average field approximates the
ensemble mean of the flow and the resulting fluctuations are a
subset of the fluctuations about the ensemble mean.

At Re = 26.9 and Re = 74.0 the cross-streamwise com-
ponents of the superficial velocity are nearly zero and the flow
shares all symmetries of the sphere pack. Consequently, these
cases can be considered as laminar. On the other hand, the
symmetries of the flow are broken for Re = 157 and Re = 297
and the cross-streamwise superficial velocity show nonzero
values and chaotic behaviour. At Re = 157 the antisymmet-
ric parts of the velocity field with respect to the symmetries
of the sphere pack grow exponentially in time, indicating that
a linear instability is present in the flow. Eventually, the an-
tisymmetric part with respect to the rotation symmetry (cf.
figure 3d) saturates at 0.3% of the total kinetic energy and a
similar behaviour could be expected for the other symmetries.
The fluctuations with respect to the symmetry group average
have an ordered appearance, corroborating that this flow case
is not yet turbulent. Consequently, we categorise it as a tran-
sitional flow. Finally, at Re = 297 the symmetries are broken
rapidly and the antisymmetric parts of the velocity field peak
at approximately 10% of the total kinetic energy. The fluctu-
ations about the symmetry group average consist of disorderd
vortical structures and a scale separation can be observed be-
tween the fluctuating and the average field. Together with the
chaotic behaviour of the cross-streamwise superficial velocity,
this strongly supports the view that this case exhibits turbulent
flow.

Further investigations may be necessary to assess the ef-
fect of the domain size and the dependency of the results on
the Womersley number. Moreover, our findings for the case at
Re = 157 suggest that a Floquet-type linear instability analysis
of the flow could be interesting.
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(a) |u| for MF5 (Re = 157) (b) 30 |u′| for MF5 (Re = 157) (c) |u| for MF6 (Re = 297) (d) |u′| for MF6 (Re = 297)

Figure 5: Magnitude of the symmetry group average velocity u and the corresponding fluctuation u′ in the y-z-plane
perpendicular to the flow direction. The velocity fields correspond to figure 1c–d.
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gen mit Immersed Boundaries. PhD thesis, Technische Uni-
versität München, München.

Peller, N., Le Duc, A., Tremblay, F. & Manhart, M. 2006 High-
order stable interpolations for immersed boundary meth-
ods. International Journal for Numerical Methods in Fluids
52 (11), 1175–1193.

Sakai, Y. & Manhart, M. 2020 Consistent Flow Structure Evo-
lution in Accelerating Flow Through Hexagonal Sphere
Pack. Flow, Turbulence and Combustion 105 (2), 581–606.

Shigematsu, T., Nakajo, S. & Okada, Y. 2018 An experimental
study on the interaction between oscillatory flow and ideal-
ized porous bed. Journal of Coastal Research pp. 981–985.

Sirovich, L. 1987 Turbulence and the Dynamics of Coherent
Structures Part II: Symmetries and Transformations. Quar-
terly of Applied Mathematics XLV, 573–82.

Sirovich, L. & Park, H. 1990 Turbulent thermal convection in
a finite domain: Part I. Theory. Physics of Fluids A: Fluid
Dynamics 2 (9), 1649–1658.

Srikanth, V., Huang, C.-W., Su, Timothy S. & Kuznetsov, A. V.
2021 Symmetry breaking of turbulent flow in porous media
composed of periodically arranged solid obstacles. Journal
of Fluid Mechanics 929.

Unglehrt, L. & Manhart, M. 2022 Onset of nonlinearity in os-
cillatory flow through a hexagonal sphere pack. Submitted
to Journal of Fluid Mechanics.

van Gent, M. R. A. 1993 Stationary and oscillatory flow
through coarse porous media. Communications on hy-
draulic and geotechnical engineering, No. 1993-09 .

6



D.3. Direct and Large–Eddy simulation of turbulent oscillatory flow through a hexagonal . . . 217

D.3. Direct and Large–Eddy simulation of turbulent oscillatory
flow through a hexagonal sphere pack

Division of work between the authors

Lukas Unglehrt performed the simulations and the analysis of the data. Both authors con-
tributed to writing the manuscript and to reaching conclusions.

Reference

Unglehrt, L. & Manhart, M. 2023 Direct and Large-Eddy simulation of turbulent
oscillatory flow through a hexagonal sphere pack. In Direct and Large Eddy Simulation XIII,
1st edn. (ed. C. Marchioli, M. V. Salvetti, M. Garcia-Villalba & P. Schlatter), ERCOFTAC
Series 31, pp. 118–123. Springer Cham.

Copyright

The Author(s), under exclusive license to Springer Nature Switzerland AG 2024. Reprinted
with permission.



Direct and Large–Eddy Simulation of Turbulent
Oscillatory Flow Through a Hexagonal Sphere

Pack

L. Unglehrt and M. Manhart(B)

Professorship of Hydromechanics, Technical University of Munich, Munich, Germany
michael.manhart@tum.de

1 Introduction

In coastal engineering, the description of wave transmission and attenuation through
rubble-mound breakwaters requires a model for the wave-induced flow inside the pore
space of the breakwater [10,16]. Extensive experimental investigations of oscillatory
porous media flow were performed [3,7,15] in order to determine the coefficients of
the unsteady Forchheimer equation [5] which relates the superficial velocity and the
pressure gradient. These coefficients do not solely depend on the geometry, but they
vary with time or frequency [2,3,15], raising doubts about the validity of this equation.

In order to gain insight into the flow physics and to obtain a high-fidelity data base
for modelling, we simulated the flow through a hexagonal close-packed arrangement of
spheres with uniform diameter d driven by a sinusoidal pressure gradient fx sin(Ω t)ex.
The flow problem is governed by two independent parameters: the Hagen number
Hg= fxd3/(ρν2) and the Womersley numberWo=

√
Ωd2/ν . We define the Reynolds

number as Re = max〈u〉s d/ν with the superficial velocity

〈u〉s =
1

LxLyLz

∫

Vf
udV (1)

where Lx, Ly, Lz are the domain sizes,Vf = ε LxLyLz is the fluid volume and ε = 0.259 is
the porosity. We performed a direct numerical simulation (DNS) at Hg= 108 andWo=
100 resulting in Re = 1086 and a large–eddy simulation (LES) at Hg = 109 and Wo =
100 resulting in Re = 3580. Both simulations lie within the range of the experiments
of [3].

In this contribution, we investigate the temporal behaviour of the superficial velocity
and relate it to characteristic events in the instantaneous flow fields. We present instanta-
neous velocity fields which, despite the strong confinement of the flow, exhibit features
that are predominantly found in external bluff body flow. For instance, the flow has a
boundary layer structure and shows massive flow separations. The high frequency of
the forcing leads to a strongly varying turbulence intensity over the course of the cycle.
Based on symmetry- and phase-averaged statistics, we decompose the volume-averaged
kinetic energy as well as the volume-averaged dissipation rate into their respective mean
flow and turbulence contributions.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
C. Marchioli et al. (Eds.): DLES 2023, ERCO 31, pp. 118–123, 2024.
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2 Methodology

2.1 Numerical Method

Our in-house code MGLET [9] solves the incompressible Navier-Stokes equations on a
staggered Cartesian grid using a finite volume discretisation with second-order central
differencing. A third-order explicit Runge-Kutta scheme is employed for the time inte-
gration. The no-slip boundary condition on the spheres is enforced using an immersed
boundary method [12]. For the LES the sub-grid stresses are formulated with theWALE
viscosity model [11] with a coefficient C2

w = 0.1.

2.2 Domain and Grid

The domain size was chosen as Lx = 2d, Ly =
√
3d and Lz = 2

√
6/3d with triple peri-

odic boundary conditions. The domain contains two spheres in every lattice direction
and every pore is repeated eight times. For their DNS of stationary turbulent flow, He
et al. [4] found that a domain of equal volume “showed little variation in statistics com-
pared to a larger domain”. AtWo = 100, the flow belongs to the high frequency regime
and features very thin boundary layers and high velocities near the contact points of the
spheres. Thus, a higher resolution than in stationary flow is required. In order to assess
the effect of the grid resolution, the DNS at Re = 1086 was simulated at resolutions of
192, 384 and 768 cells per diameter (cpd). We observed good agreement between the
simulations at 384 and 768 cpd. The LES at Re = 3580 was performed using a reso-
lution of 384 cpd. Table 1 summarises the simulation parameters. In the following, the
results at 384 cpd will be analysed.

2.3 Turbulence Statistics

The turbulence statistics are estimated by a phase average of instantaneous velocity
fields. As we are only concerned with single-point statistics, the symmetries of the
sphere pack are used to generate additional realisations. When the flow is driven by
a body force along the x-direction, the velocity field has four spatial symmetries; this
leads to an increase of the sample size by a factor of 16. The sampling is started after
one cycle, when the transient of the superficial velocity has sufficiently decayed.

Table 1. Summary of computational cases

Re Hg Wo Cells per diameter Number of cells Simulated cycles CPU-h

1073a 108 100 192 42 ·106 10 20000

1088a 108 100 384 199 ·106 10 138000

1086a 108 100 768 1.07 ·109 3.9 661000

3580b 109 100 384 199 ·106 10 669000
a DNS, b LES
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3 Results

3.1 Superficial Velocity

The time series of the superficial velocity is plotted in Fig. 1. For both Reynolds num-
bers, the amplitude of 〈u〉s lies within 2% of the steady state value obtained from the
correlations of [8]. This is in line with the observation of [3] that “the Forchheimer
unsteady-stationary flow law described the oscillatory measurements well when veloci-
ties and energy losses were maximum”. Based on the time of the zero crossings, the
superficial velocity lags behind the sinusoidal forcing by a phase angle of 0.2π at
Re = 1086 and of 0.1π at Re = 3580. At Re = 3580 the superficial velocity shows a
strong acceleration followed by a low acceleration plateau. The instantaneous velocity
fields indicate that this change is caused by flow separations at the contact points and
an increase in turbulence intensity.

Fig. 1. Time series of the superficial velocity at Re = 1086 (blue) and Re = 3580 (green). The
crosses mark the time of the instantaneous fields presented in Figs. 2 and 3. The reference velocity
was obtained from the steady state correlations of [8]. The black dash-dotted curve denotes the
sinusoidal body force.

3.2 Instantaneous Velocity Fields

The spatial distribution of the velocity magnitude at the maximum superficial velocity
(Ω t = 8.3) and during the deceleration phase (Ω t = 9.3) is displayed in Figs. 2 and 3 for
Re= 1086 and Re= 3580, respectively. At Re= 1086, the most prominent feature of the
flow is the separation at the contact points between the large pores. Due to the confined
pore space, the flow around the separation bubble is concentrated into two jets that are
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diverted towards the wake by the spheres bounding the pore. The flow topology appears
similar to the results of [14] for stationary turbulent flow. Inside the separation bubble
we can observe some complicated vortex structures which disintegrate into turbulence
in the course of the cycle. Whereas the velocity field is quite smooth at the end of
the acceleration phase, a lot of small vortical structures appear during the deceleration.
This behaviour is common in oscillatory flow [1]. At Re = 3580, the flow topology is
similar to the lower Reynolds number, but the flow at the maximum superficial velocity
is already turbulent; this is consistent with the formation of the plateau in the superficial
velocity.

Fig. 2. Velocity magnitude for Re = 1086 at the maximum superficial velocity (left) and during
deceleration (right). The colourmap is based on the maximum superficial velocity 〈u〉s.

Fig. 3. Velocity magnitude for Re = 3580 at the maximum superficial velocity (left) and during
deceleration (right). The colourmap is based on the maximum superficial velocity 〈u〉s.
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Fig. 4. Volume-averaged MKE, TKE, and
sum of MKE and TKE over the cycle for
Re = 1086.

Fig. 5. Volume-averaged dissipation over
kinetic energy for Re = 1086. The dashed
line indicates a fit to the TKE3/2 power law.

3.3 Mean and Turbulent Kinetic Energy

In order to investigate the evolution of the turbulence over the course of a cycle, we
analyse the volume-averaged mean and turbulent kinetic energy (MKE and TKE) for
Re = 1086. It can be seen in Fig. 4 that TKE is present throughout the entire cycle,
indicating that no complete relaminarisation occurs. Moreover, a phase shift can be
observed between the MKE and the TKE: During the acceleration phase (indicated by
rising MKE) the TKE has only a small contribution, whereas during the deceleration
phase the TKE attains its maximum of approximately 25% of the total kinetic energy
amplitude.

3.4 Relation Between Kinetic Energy and Dissipation Rate

A phase lag between the volume-averaged kinetic energy and the dissipation rate can
be observed at Re = 1086 which results in the green hysteresis loop in plotted in Fig. 5.
When the Reynolds decomposition is introduced, the hysteresis disappears and a nearly
one-to-one relation between the TKE and the turbulent dissipation rate emerges (red
curve). This matches well to a TKE3/2 power law similar to the ones used by Prandtl
[13] and Lilly [6] to model the dissipation rate. This suggests that the length scale of
the turbulence production remains relatively constant which could be explained by the
dominant flow separation pattern.

The LES at Re = 3580 follows approximately the same curve in the acceleration
phase, whereas it follows another TKE3/2 power law with a smaller prefactor in the
deceleration phase. It will be further investigated whether this discrepancy between
DNS and LES is influenced by the WALE model coefficient Cw.
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4 Conclusion

We performed DNS and LES of a turbulent oscillatory flow through a hexagonal sphere
pack at Re= 1086 and 3580 andWo= 100. A separation occurs at the contact points of
the spheres that leads to a significant increase in the drag. At Re = 1086 turbulence can
be observed mainly during the deceleration phase whereas at Re= 3580 turbulence can
be observed over a longer part of the cycle. The turbulent dissipation rate was shown to
depend on the TKE with the well known TKE3/2 relation.
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Abstract

We review models for unsteady porous media flow in the volume-
averaging framework and we discuss the theoretical relations between the
models and the definition of the model coefficients (and the uncertainty
therein). The different models are compared against direct numerical
simulations of oscillatory flow through a hexagonal sphere pack. The
model constants are determined based on their definition in terms of
the Stokes flow, the potential flow and steady nonlinear flow. Thus, the
discrepancies between the model predictions and the simulation data
can be attributed to shortcomings of the models’ parametrisation.

We found that an extension of the dynamic permeability model of Pride
et al. [Physical Review B 47(9), 1993] with a Forchheimer-type nonlin-
earity performs very well for linear flow and for nonlinear flow at low
and medium frequencies, but the Forchheimer term with a coefficient
obtained from the steady-state overpredicts the nonlinear drag at high
frequencies. The model reduces to the unsteady Forchheimer equation
with an acceleration coefficient based on the static viscous tortuosity for
low frequencies.

The unsteady Forchheimer equation with an acceleration coefficient
based on the high frequency limit of the dynamic tortuosity has
large errors for linear flow at medium and high frequencies, but
low errors for nonlinear flow at all frequencies. This is explained by
an error cancellation between the inertial and the nonlinear drag.

Keywords: oscillatory porous media flow, unsteady Forchheimer equation,
dynamic permeability model, model comparison, direct numerical simulation
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2 Assessment of models for nonlinear oscillatory flow . . .

Article highlights

• We review models for unsteady porous media flow in the volume-averaging
framework and discuss their relationships.

• The model predictions are compared to direct numerical simulations of
oscillatory flow through a hexagonal sphere pack.

• Accurate models exist for the linear drag, but the Forchheimer term
overpredicts the nonlinear drag at high frequencies.

1 Introduction

Unsteady flow through porous media occurs in a variety of environmental, engi-
neering and industrial applications. For instance, wave-induced flow through
coral reefs (Lowe et al, 2008), breakwaters (van Gent, 1994; Losada et al,
1995; Hall et al, 1995; Muttray, 2000) and marine sediment (Gu and Wang,
1991) has been described using the theory of porous media. Oscillatory flow
is also present in combustion engines where porous media burners could lead
to emission reductions (Aboujafari et al, 2022). Moreover, porous media have
been used as regenerator-type heat exchangers in Stirling engines (Simon and
Seume, 1988; Trevizoli et al, 2016). In chemical reactors, pulsating flow could
be used to enhance mixing and mass transfer (Ni et al, 2003) or to separate
substances (Graham and Higdon, 2002). The increasing use of wind energy
may also lead to an interest in processes with an intermittent energy sup-
ply. Furthermore, the understanding of transient flow behaviour is important
for the safety design of nuclear pebble bed reactors (Andreades et al, 2014).
Finally, Kahler and Kabala (2019) suggested to use pulsating flow to accelerate
groundwater remediation.

The pore scale flow through a porous medium is governed by the laws of
continuum mechanics, i.e. the Navier-Stokes equations, or statistical mechan-
ics, i.e. the Boltzmann equation. However, a direct solution of the pore
scale flow is often computationally demanding and knowledge of the pore
geometry is often not available. Therefore, coarse-grained descriptions have
been developed, made possible by the scale separation between the pore size
and the extent of the porous medium. These coarse-grained descriptions are
based, for example, on the volume-averaging framework (Whitaker, 1967)
or homogenisation theory (Ene and Sanchez-Palencia, 1975). A comparison
between these approaches can be found in (Davit et al, 2013). Descriptions
based on the volume-averaging approach have been used for example by Gu
andWang (1991), who studied gravity waves over a porous seabed, by van Gent
(1994), who investigated wave transmission through dikes and breakwaters, by
Breugem et al (2006), who studied turbulent channel flow over porous media,
and by Iliuta and Larachi (2016, 2017), who simulated oscillating packed-bed
reactors for offshore applications. We now give a brief outline of the volume-
averaging method. The macroscopic quantities are obtained by performing a
(weighted) local average of the quantities defined at the pore scale over a
representative volume element. For example, the superficial velocity and the
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macroscopic pressure are defined as

⟨u⟩s =
1

V

∫

Vf

udV (1a)

⟨p⟩i =
1

Vf

∫

Vf

p dV , (1b)

where ⟨.⟩s and ⟨.⟩i denote the superficial and intrinsic volume average, respec-
tively, and V and Vf are the volumes of the representative volume element
and of the fluid contained therein. These quantities are governed by the
volume-averaged Navier-Stokes (VANS) equations (Whitaker, 1996)

∇ · ⟨u⟩s = 0 (2a)

ρ
∂⟨u⟩s
∂t

= − 1

V

∫

Afs

p̃ndA

︸ ︷︷ ︸
pressure drag

− 1

V

∫

Afs

τw dA

︸ ︷︷ ︸
friction drag

−ϵ∇⟨p⟩i (2b)

where p̃ = p−⟨p⟩i, ϵ = Vf/V is the porosity and Afs is the fluid-solid interface.
Other works, e.g. (Hsu and Cheng, 1990), have also included convective and
diffusive terms in the superficial velocity, but these can be generally neglected
if the scale separation between the pore scale and the averaging scale is large
enough (Whitaker, 1986, 1996). In the VANS equations the pressure drag and
the friction drag are unclosed with respect to the superficial velocity and the
macroscopic pressure gradient. In the approach of Whitaker (1986, 1996), the
pore scale velocity and pressure are expressed in terms of the superficial veloc-
ity by linear mappings. These mappings take the form of tensor and vector
fields that satisfy a boundary value problem in the pore space of a representa-
tive volume element (“closure problem”). When the mappings are substituted
into the pressure drag and friction drag terms, the drag terms take the form of
a product of the inverse of a permeability-like tensor with the superficial veloc-
ity. In steady linear flow, the closure problem depends only on the geometry of
the pore space (Whitaker, 1986), and consequently the permeability tensor of
the porous medium is independent of the flow history and the fluid properties.
In nonlinear flow, however, the closure problem depends on the velocity field
on the pore scale (Whitaker, 1996) and the permeability-like tensor depends
on the flow history and the fluid properties. Thus, a direct numerical simu-
lation of the pore scale flow in a representative volume element is required
to solve the closure problem. For three-dimensional porous media, these sim-
ulations require a large computational effort. Solving the pore scale problem
can be avoided by parametrising the nonlinear drag directly in terms of the
superficial velocity and the macroscopic pressure gradient. This is based on
experiments or numerical simulations of representative volume elements that
are performed before solving the macroscale problem. In the following, we refer
to these parametrisations as models.
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The aim of the present work is to compare different models for unsteady
porous media flow for the special case of oscillatory flow. We address the
following research questions: What is the domain of validity for the different
models? How should the model coefficients be chosen? How can the models be
improved?

In this contribution, we first describe some of the prominent models that
are available in the literature and discuss their interrelations. We then compare
the predictions of the different models with a high fidelity direct numerical
simulation dataset of oscillatory flow through a hexagonal sphere pack. We
make the assumption of constant model coefficients that are defined in terms
of the linear and the steady state behaviour and represent properties of the
porous medium geometry. For the present flow configuration this information
is available with a high fidelity based on the works of Zhu and Manhart (2016);
Sakai and Manhart (2020); Unglehrt and Manhart (2022a). This allows us to
test the actual predictive capabilities of the models with a negligible ambiguity
in the values of the model coefficients. The errors of the predictions therefore
represent a shortcoming of the model and suggest the need for a different
parametrisation.

2 Review of models for porous media flow

In this section, we give an overview of some of the common models for porous
media flow. As discussed in the introduction, we use the term model to refer
to a parametrisation of the drag in the volume-averaged momentum equation.

2.1 Models for linear flow

2.1.1 Darcy equation

In steady conditions, linear flow can be described using the Darcy equation
(Darcy, 1856)

−∇⟨p⟩i =
µ

K
⟨u⟩s (3)

The Darcy equation relates the pressure gradient and the superficial velocity
linearly using the dynamic viscosity µ and the permeability K. The perme-
ability has units of length squared and is a pure function of the pore geometry.
For a given pore geometry, it can be computed directly from the solution to
the Stokes equations for a given pore geometry or from empirical correlations,
e.g. the Kozeny-Carman equation.

2.1.2 Unsteady Darcy equation

The unsteady Darcy equation arises from the volume-averaged Navier-Stokes
equations (2b) if the quasi-steady closure with Darcy’s law is employed for the
drag forces

ρ
d⟨u⟩s
dt

= −ϵ∇⟨p⟩i −
ϵ µ

K
⟨u⟩s . (4)
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The solutions to this equation relax to Darcy’s law (3) with a time constant
τvans = K/(ϵ ν). This model was applied by Kuznetsov and Nield (2006) to
pulsating and by Wang (2008) to transient porous media flow, respectively; in
these works the unsteady Darcy equation was extended by the Brinkman term
in order to account for wall boundary conditions.

As discussed for example by Nield (1991), an a priori unknown acceleration
coefficient needs to be introduced in front of the time derivative. Based on a
virtual mass analogy, Sollitt and Cross (1972) and Gu and Wang (1991) used a
factor 1+CM

1−ϵ
ϵ in front of the acceleration term which results in a time con-

stant τvm =
[
1 + CM

1−ϵ
ϵ

]
K/(ϵ ν). Finally, Hill et al (2001, eq. (20) and (21))

and Zhu et al (2014) derived another time constant τen = α0 τvans from the
volume-averaged kinetic energy equation assuming self-similar velocity pro-
files and a quasi-steady dissipation rate where α0 =

〈
u2
Stokes

〉
i
/ ⟨uStokes⟩2i is

the static viscous tortuosity that is defined in terms of the velocity field of
the Stokes flow (Lafarge, 1993, p.156f). In the literature, the static viscous
tortuosity α0 has been referred to as “inertial factor” (Norris, 1986), “accelera-
tion coefficient” (Nield, 1991), “low-frequency limit of the dynamic tortuosity”
(Champoux and Allard, 1991), “low frequency viscous [...] [equivalent] of the
tortuosity [α∞]” (Cortis et al, 2002), “viscous tortuosity” (Kergomard et al,
2013), “time scale ratio” (Zhu and Manhart, 2016), “static viscous tortuosity”
(Roncen et al, 2018).

It was shown by Zhu et al (2014); Zhu and Manhart (2016) that the
unsteady Darcy equation with the time constant τen, i.e.

ρα0
d⟨u⟩s
dt

= −ϵ∇⟨p⟩i −
ϵ µ

K
⟨u⟩s , (5)

is the appropriate choice for transient flow and low frequency oscillatory flow
whereas for high frequency oscillatory flow a different time constant needs to
be employed. This will be further discussed in section 2.3.

2.1.3 Dynamic permeability models

Linear oscillatory flow through porous media has been studied extensively
in acoustics. Johnson et al (1987) proposed an important family of models,
the dynamic permeability. These are based on a generalisation of the Darcy
equation (3) in the frequency domain 1

F {⟨u⟩s}(ω) = −K̂(−ω)
µ

F {∇⟨p⟩i}(ω) (8)

1We define the Fourier transform of a function g(t) and the inverse Fourier transform of a
function ĝ(ω) as

F {g(t)}(ω) =

∫ ∞

−∞
g(t)e

−iωt
dt (6)

F−1 {ĝ(ω)}(t) =
1

2π

∫ ∞

−∞
ĝ(ω)e

iωt
dω (7)
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where the function K̂(Ω) is referred to as dynamic permeability and corre-
sponds to the frequency response function in linear systems theory.

Johnson et al (1987) derived high-frequency asymptotics from boundary
layer theory (cf. Cortis et al (2003)) and proposed a model for the entire
frequency range by blending the high-frequency asymptotics with Darcy’s law
at low frequencies. The model by Johnson et al (1987) is given in the notation
of Pride et al (1993) for a complex frequency Ω as

K̂(Ω) =
K√

1− iP Ω
Ω0

− i Ω
Ω0

, (9)

with the frequency Ω0 = ϵ ν/(α∞K) and the dimensionless parameter
P = 4α∞K/(ϵΛ2). The transition frequency Ω0 “separates viscous-force-
dominated flow from inertial-force flow” (Pride et al, 1993). The original
parameters introduced by Johnson et al (1987) are the high-frequency limit of
the dynamic tortuosity α∞ (identical to the ratio

〈
u2
〉
i
/ ⟨u⟩2i in potential flow)

and a length-scale Λ. Both parameters can be computed in terms of the poten-
tial flow solution. Smeulders et al (1992) presented a derivation of the model of
Johnson et al (1987) from first principles using homogenisation theory. Chap-
man and Higdon (1992) compared the model predictions to numerical solutions
of the unsteady Stokes equations obtained with a least-squares collocation
approach and found good agreement. Similarly, in (Unglehrt and Manhart,
2022a) we observed excellent agreement of the model with our simulations.
For large frequencies, the model (9) reduces to

K̂(Ω) =
K√

−iP Ω
Ω0

− i Ω
Ω0

(10)

Using the inverse Fourier transform of equations (8) and (10), we can write
the momentum equation in the time domain (Turo and Umnova, 2013)

ρ
d⟨u⟩s
dt

= −2ρ
√
ν

Λ

∫ t

−∞

d⟨u⟩s
dτ

1√
π(t− τ)

dτ − ϵ

α∞
∇⟨p⟩i , (11)

where the integral term corresponds to the Caputo fractional derivative of
order 1

2 . This term originates from boundary layer theory and is analogous
to the Basset history term in the solution for flow around a sphere (Turo
and Umnova, 2013). Consequently, the flow state in the dynamic permeability
model (9) requires the specification of the entire history of ⟨u⟩s(t). This is in
contrast to the unsteady Darcy equation where the flow state is completely
specified by the instantaneous value of ⟨u⟩s.



Springer Nature 2021 LATEX template

Assessment of models for nonlinear oscillatory flow . . . 7

In order to improve the low-frequency behaviour, Pride et al (1993) devised
an extended model

K̂(Ω) =
K(

1− P
2β +

√
P 2

4β2 − iP Ω
Ω0

)
− i Ω

Ω0

. (12)

The model of Johnson et al (1987) is obtained in the special case P = 2β where
the additional non-dimensional parameter β = α0

α∞
− 1 is defined in terms of

the static viscous tortuosity α0 and the high-frequency limit of the dynamic
tortuosity α∞. It is therefore a measure for the difference in time scales of
Stokes flow and potential flow.

Another extension of the model of Johnson et al (1987) was developed by
Champoux and Allard (1991) to represent thermal dissipation effects occuring
for an ideal gas. As we restrict our analyses to incompressible flow, we will not
discuss this any further. A comprehensive discussion of the dynamic perme-
ability models (also known as equivalent fluid model) can be found in Lafarge
(2009).

The dynamic permeability models can also be written in the time domain
by performing an inverse Fourier transform. For example, a time domain for-
mulation of the model of Johnson et al (1987) (equation 9) was given by
Umnova and Turo (2009). In the same way, we obtained the time domain
formulation of the more general model of Pride et al (1993) (equation 12):

ρ
d⟨u⟩s
dt

=− ϵ

α∞
∇⟨p⟩i −

(
ϵ

α∞

µ

K
− 2µ

Λ2 β

)
⟨u⟩s

− 2ρ
√
ν

Λ

∫ t

−∞

(
ν ⟨u⟩s
Λ2 β2

+
d⟨u⟩s
dτ

)
e
− ν(t−τ)

Λ2 β2

√
π(t− τ)

dτ .

(13)

Note that we have inserted the definitions of the parameters P and Ω0 in
order to ease the comparison with the other time domain models. The kernel
in the convolution integral represents an exponential damping of the fractional
derivative kernel and reduces the weight on the history further in the past.

2.2 Models for nonlinear flow

2.2.1 Darcy equation with cubic correction

For steady flow at small Re, Mei and Auriault (1991) showed using a homoge-
nization theory approach that Darcy’s law needs to be corrected with a cubic
term

−∇⟨p⟩i =
µ

K
⟨u⟩s +

µ b

K
⟨u⟩2s ⟨u⟩s (14)

where b is a non-negative coefficient with the units T 2/L2. Koch and Ladd
(1997) simulated flow through periodic and random arrays of cylinders and
confirmed that the first correction to Darcy’s law is cubic with respect to the
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bulk velocity. Firdaouss et al (1997) showed that the cubic correction also
holds for anisotropic media provided that the modulus of the bulk velocity does
not change under a reversal of the driving force. Hill et al (2001) investigated
flow through random and ordered arrays of spheres using DNS and concluded
that “[a]t all solid volume fractions, the first inertial contribution to the non-
dimensional drag force was found to be proportional to the square of the
Reynolds number, as predicted by the theory of Mei & Auriault.”.

2.2.2 Forchheimer equation

For nonlinear flow at higher Reynolds numbers, Forchheimer (1901) proposed
the empirical equation

−∇⟨p⟩i = a ⟨u⟩s + b |⟨u⟩s| ⟨u⟩s (15)

where the coefficients a and b have units of M/(L3 T ) and M/L4, respectively.
For packed beds of spheres, comprehensive empirical correlations for these
coefficients were first given by Ergun (1952). Updated forms of the correlations
have been given e.g. by Macdonald et al (1979). When the flow in the pore space
becomes turbulent, a different set of coefficients should be chosen (Burcharth
and Andersen, 1995); this results in a piecewise description of the drag.

2.2.3 Unsteady Forchheimer equation

For the description of unsteady porous media flow, Polubarinova-Kochina
(1962) proposed to extend the Forchheimer equation (15) with an acceleration
term

−∇⟨p⟩i = a ⟨u⟩s + b |⟨u⟩s| ⟨u⟩s + c
d⟨u⟩s
dt

. (16)

Sollitt and Cross (1972) derived a parametrisation of this equation where a
and b were chosen according to the steady state equation by Ward (1964) and
the form of the acceleration coefficient c was determined based on a virtual
mass argument. Their equation reads

ρS
d⟨u⟩s
dt

= −ϵ∇⟨p⟩i −
ϵ µ

K
⟨u⟩s − ρ

ϵCf√
K

|⟨u⟩s| ⟨u⟩s (17a)

where the “inertial coefficient” is defined as

S = 1 +
1− ϵ

ϵ
CM . (17b)

However, Sollitt and Cross (1972) considered the coefficient CM, which repre-
sents the virtual mass of the solid grains, as unknown and set it to zero. In
contrast, the experimental investigation of Gu and Wang (1991) resulted in
CM = 0.46 for gravel beds with a porosity between 0.35 and 0.38. Also, other
parametrisations of the acceleration coefficient have been given in later works
(Burcharth and Andersen, 1995).
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Another choice for the coefficient c was proposed by Zhu (2016) who sug-
gested to use the time constant τen = α0K/(ϵν) in direct analogy to the
unsteady Darcy equation (5).

Burcharth and Andersen (1995) state that “the coefficients [b and c] are
not constants and should in principle be treated as instantaneous values, even
for oscillatory flow conditions”. For example, Hall et al (1995) calculated the
instantaneous values of the coefficients a, b and c from oscillatory flow data.
However, no explicit parametrisation of the constants was determined. On the
other hand, van Gent (1993) considered the coefficients as constants for each
flow case and found frequency-dependent correlations for the coefficients b and
c. However, this kind of parametrisation is specific to the flow case and is not
generally applicable (Burcharth and Andersen, 1995).

Furthermore, it is unclear how the change of the drag behaviour due to
the transition to turbulence (see Burcharth and Andersen (1995)) could be
incorporated into the unsteady Forchheimer equation. In oscillatory flow the
critical Reynolds number of transition depends on the frequency (see section
3.2 or the estimations of Gu and Wang (1991)), ruling out the straightforward
way of changing the coefficients a, b, and c depending on the instantaneous
Reynolds number.

2.2.4 Extended dynamic permeability model

Turo and Umnova (2013) proposed a model for unsteady nonlinear porous
media flow. The model combines the time domain formulation of a dynamic
permability model with a Forchheimer-type quadratic term:

ρ
d⟨u⟩s
dt

=− ϵ

α∞
∇⟨p⟩i −

ϵ

α∞

µ

K
(1 + ξ|⟨u⟩s |) ⟨u⟩s

− 2ρ
√
ν

Λ

∫ t

−∞

d⟨u⟩s
dτ

1√
π(t− τ)

dτ .

(18)

The parameter ξ [T/L] describes the nonlinearity and is related to the Forch-
heimer coefficient b as ξ = bK

µ . This model can be interpreted as an additive

combination of the drag due to the boundary layers (corresponding to the
high-frequency asymptotics (10) of Johnson et al (1987)) and of the drag in
the steady state described by the Forchheimer equation (15).

2.3 Discussion

2.3.1 Relations among the linear models

The linear models presented in section 2.1 can be understood as various special
cases of the dynamic permeability model of Pride et al (1993) given in equation
(12). First, by setting P = 2β, the model of Johnson et al (1987) given in
equation (9) is recovered. Thus, the model of Johnson et al (1987) has the
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Fig. 1: Comparison of different linear models with the direct numerical simu-
lations of Zhu and Manhart (2016). Amplitude (left) and phase (right) of the
dynamic permeability K̂ normalised with the permeability. The dynamic per-
meability functions of the models are given by the equations (9), (12), (22)
and (20), respectively.

inherent assumption

α0 = α∞

(
1 +

P

2

)
= α∞

(
1 +

2α∞K

ϵΛ2

)
(19)

for the static viscous tortuosity. Second, the unsteady Darcy equation (5) can
be recast as a dynamic permeability model by taking the Fourier transform:

F {⟨u⟩s}(ω) = − 1

µ

K

1 + α0

α∞
i ωΩ0

F {∇⟨p⟩i}(ω) . (20)

On the other hand, a Taylor expansion of the denominator of the model of
Pride et al (1993) (equation 12) at ω = 0 results in

K̂(−ω) = K

1 + α0

α∞
i ωΩ0

+O
(
ω2

Ω2
0

) . (21)

By comparison, we see that the Darcy equation and the unsteady Darcy
equation represents the zeroth and first order asymptotes to the low frequency
behaviour of the frequency response function of the Pride et al (1993) model.
This explains the observations of Zhu and Manhart (2016) that the unsteady
Darcy equation with α0 shows excellent agreement with the direct numerical
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simulations at low frequencies whereas a different time constant – the high-
frequency limit of the dynamic tortuosity α∞ – has to be employed at high
frequencies. Notably, the high-frequency limit of the dynamic tortuosity α∞
is a consistent choice of coefficient for the unsteady Darcy equation in that it
leads to the correct limits for Ω → 0 and Ω → ∞.

In figure 1 the dynamic permeabilities implied by the different models are
compared to the numerical simulations of Zhu and Manhart (2016) of oscilla-
tory flow through a hexagonal sphere pack. It can be seen that the dynamic
permeability models of Johnson et al (1987) and Pride et al (1993) show an
excellent agreement with the simulation data. Note that for the hexagonal
sphere pack, the assumption (19) is fulfilled with an error of only 1%, rendering
the models of Johnson et al (1987) and Pride et al (1993) virtually identical for
this geometry. On the other hand, the unsteady Darcy equation departs from
the simulation data at medium or high frequencies, depending on the choice
of the acceleration coefficient. The model of Turo and Umnova (2013) will be
discussed in the next section.

In conclusion, we find that the unsteady Darcy equation and the dynamic
permeability model of Johnson et al (1987) can be seen as simplifications of the
dynamic permeability model of Pride et al (1993), which is able to accurately
describe the simulation data for the hexagonal sphere pack.

2.3.2 Improvement of the model of Turo & Umnova (2013)

In the linear limit, the model (18) corresponds to a dynamic permeability of
the following form

K̂(Ω) =
K

1 +
√

−iP Ω
Ω0

− i Ω
Ω0

. (22)

It can be seen that for Ω → 0 and for Ω → ∞ the correct limits (3) and (10)
are approached. However, when the dynamic permeability is compared to the
models of Johnson et al (1987); Pride et al (1993); Zhu et al (2014) it becomes
apparent that the model of Turo and Umnova (2013) severely underestimates
the permeability at low and intermediate frequencies. This can be seen clearly
in figure 1a.

The analysis of this model deficiency suggests a simple remedy: We replace
the underlying dynamic permeability model of equation (18) with the model
of Pride et al (1993) which has the correct behaviour at low frequencies. We
obtain the following equation:

ρ
d⟨u⟩s
dt

=− ϵ

α∞
∇⟨p⟩i −

[
ϵ

α∞

µ

K
(1 + ξ|⟨u⟩s |)−

2µ

Λ2 β

]
⟨u⟩s

− 2ρ
√
ν

Λ

∫ t

−∞

(
ν ⟨u⟩s
Λ2 β2

+
d⟨u⟩s
dτ

)
e
− ν(t−τ)

Λ2 β2

√
π(t− τ)

dτ .

(23)
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This model allows us to explore the potential of the basic idea of Turo
and Umnova (2013) of combining a dynamic permeability model with the
Forchheimer nonlinearity.

2.3.3 Lower bounds for the coefficients of the unsteady
Forchheimer equation

In this section, we discuss lower bounds for the coefficients of the unsteady
Forchheimer equation that arise from Kelvin’s minimum energy theorem,
Helmholtz’ minimum dissipation theorem and the volume-averaged kinetic
energy equation if the coefficients are considered as constants.

First, we multiply the unsteady Forchheimer equation (16) with the super-
ficial velocity such that after some rearrangements the following equation is
obtained:

d

dt

( c
2
⟨u⟩2s

)
= −⟨u⟩s ·∇⟨p⟩i − a ⟨u⟩2s − b |⟨u⟩s| ⟨u⟩

2
s (24)

where the first term on the right hand side is the power added to or removed
from the flow by the macroscopic pressure gradient. Comparing this equation
to the volume-averaged kinetic energy equation (Zhu et al, 2014)

d

dt

(
1

2
ρ
〈
u2
〉
s

)
= −⟨u⟩s ·∇⟨p⟩i − 2µ ⟨S : S⟩s , (25)

wherein S is the strain rate tensor, we find that the term on the left hand side
of (24) is the time derivative of a positive quantity and can take both signs.
Thus it cannot be part of the dissipation. On the other hand, the second and
third term on the right hand side of (24) have a definite sign. Hence they
cannot be part of the time derivative of the kinetic energy which can take both
signs. Consequently, we identify

1

2
ρ
〈
u2
〉
s
=
c

2
⟨u⟩2s (26a)

2µ ⟨S : S⟩s = (a+ b |⟨u⟩s|) ⟨u⟩
2
s (26b)

as underlying assumptions of the unsteady Forchheimer equation. Note that
the dissipation term is consistent with Nield (2000) who discussed stationary
flow.

From Kelvin’s minimum energy theorem (Batchelor, 2000, p.384), it is
possible to show that the kinetic energy for a given superficial velocity is
smallest in the potential flow. This results in the inequality (Lafarge, 1993,
p.123)

1

2
ρ
〈
u2
〉
s
≥ 1

2

ρα∞
ϵ

⟨u⟩2s (27)

which is valid for an isotropic porous medium. Moreover, according to
Helmholtz’ minimum dissipation theorem (Batchelor, 2000, pp.227–228), the
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dissipation rate for a given superficial velocity is smallest in the Stokes flow.
Using the expression of Zhu et al (2014); Paéz-Garćıa et al (2017) for the
dissipation rate in the Stokes flow, we arrive at the inequality

2µ ⟨S : S⟩s ≥
µ

K
⟨u⟩2s (28)

which again is valid for an isotropic porous medium. We therefore obtain the
lower bounds

a ≥ µ

K
(29a)

b ≥ 0 (29b)

c ≥ ρα∞
ϵ

(29c)

for the coefficients of the unsteady Forchheimer equation.
These inequalities could be interpreted as realisability conditions similar to

those of Schumann (1977) in the context of Reynolds stress turbulence models,
for if these conditions are violated, no pore scale velocity field can be found
such that equation (24) describes the evolution of the kinetic energy.

3 Methodology

In this section, we describe the simulation dataset that will be used as a ref-
erence for comparing the different models. Moreover, we discuss aspects of
the numerical implementation of the models. Finally, we introduce the metrics
that will be used for quantifying the model errors.

3.1 Description of the flow solver

The reference simulations were conducted using our in-house code MGLET
(Manhart et al, 2001) which solves the incompressible Navier-Stokes equations
on a Cartesian block-structured grid with a staggered arrangement of vari-
ables. For the spatial discretisation, a symmetry-preserving second-order finite
volume scheme (Verstappen and Veldman, 2003) is employed. The no-slip
boundary condition on the spheres is imposed by means of a mass-conserving
ghost-cell immersed boundary method (Peller et al, 2006; Peller, 2010).
For the temporal discretisation, a third-order explicit Runge-Kutta method
(Williamson, 1980) is used and a projection step (Chorin, 1968) is performed
at every stage.

3.2 Description of the simulation database

The simulation database that will be used as a reference for the model com-
parison consists of direct numerical simulations of oscillatory flow through a
hexagonal sphere pack (Unglehrt and Manhart, 2022a, 2023a,b). The sphere
pack is a triply periodic close-packed arrangement of equal spheres of diameter



Springer Nature 2021 LATEX template

14 Assessment of models for nonlinear oscillatory flow . . .

d. Hence, each sphere is in contact with 12 other spheres and the porosity is
given as ϵ = 1− π

3
√
2
≈ 0.26. The flow was driven by a sinusoidally time-varying

pressure gradient
∇⟨p⟩i (t) = gx sin(Ωt) (30)

and therefore depends on two dimensionless parameters: The Hagen num-
ber Hg = |gx| d3/(ρν2) determines the amplitude and the Womersley number
Wo =

√
Ω d2/ν determines the frequency of the macroscopic pressure gradient.

The Reynolds number was defined as

Re = lim sup
t→∞

|⟨u⟩s| d
ν

(31)

and was obtained as a result of the simulations. The simulations were per-
formed at the three Womersley numbers Wo = 10, 31.62, and 100 that
correspond to the low, medium and high frequency regime in linear flow,
respectively.2 The Hagen numbers were set such that the simulations cover lin-
ear flow, laminar nonlinear flow, and transitional and turbulence-like flow at
each Womersley number. The flow was started from rest and simulated until
a recurrent behaviour could be observed in the superficial velocity. The differ-
ence in the superficial velocity in the last simulated cycle and the preceding
cycle was less than approximately 0.1% of the maximum superficial velocity in
the last simulated cycle for the laminar cases and about 2% for the transitional
and turbulence-like cases. The simulation parameters can be found in table 1.

Figure 2 shows the dimensionless parameters of our simulation database
in the Re–Wo2 parameter space. We additionally give the frequency ratio
Ω/Ω0 where Ω0 = 930.25 ν/d2 is the transition frequency defined in section
2.1.3 that can be used to distinguish between the low and the high fre-
quency regime in linear flow. The parameter region in which linear flow can
be observed was determined in (Unglehrt and Manhart, 2022a). The breaking
of the geometry-imposed symmetries in the flow was used to distinguish the
laminar nonlinear from the transitional and turbulence-like regime (Unglehrt
and Manhart, 2022b).

The time series of the superficial velocity for some of the simulation cases
is shown in figure 3. The amplitudes of the superficial velocity decrease with
increasing Reynolds or Womersley number. The decrease of the amplitude
with Womersley number is caused by the inertia of the system, whereas the
decrease with Reynolds number can be explained by the increase of the drag.
As the Reynolds number increases, the behaviour of the superficial velocity
becomes non-sinusoidal. This could be explained by the effect of nonlinearity
and turbulence. At high Womersley and Reynolds numbers, we can distinguish
phases of strong and weak acceleration that lead to distinctive bends in the
superficial velocity. In (Unglehrt and Manhart, 2023a) we could link this to an
increase in the convective pressure drag due to flow separation at the contact

2The medium frequency regime in linear flow through a hexagonal sphere pack occurs around

a Womersley number Wo0 =
√
ϵ d2/(α∞K) = 30.5, where Ω0 = ϵ ν/(α∞K) is the transition

frequency (Pride et al, 1993). The geometric constants are given in table 2.
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Table 1: Parameters of the simulations of oscillatory flow through a hexagonal
sphere pack.

Case Hg Wo Re number of simulated cycles flow regime

LF1 1 1.00 · 103 10 0.171 1.5 linear
LF2 1 1.00 · 104 10 1.7 2.25 linear
LF3 1 1.00 · 105 10 14.8 1.4 laminar nonlinear
LF4 1 1.00 · 106 10 76.7 1.25 laminar nonlinear
LF5 2 3.16 · 106 10 158 2.27 transitional
LF6 2 1.00 · 107 10 307 1.56 turbulence-like

MF1 1 1.00 · 104 31.6 0.857 3 linear
MF2 1 1.00 · 105 31.6 8.57 3 linear
MF3 1 3.16 · 105 31.6 26.9 3 laminar nonlinear
MF4 1 1.00 · 106 31.6 73.1 3 laminar nonlinear
MF5 2 3.16 · 106 31.6 157 6.4 transitional
MF6 2 1.00 · 107 31.6 298 2.26 turbulence-like

HF1 1 1.00 · 105 100 1.3 20.4 linear
HF2 1 1.00 · 106 100 13 19.9 linear
HF3 1 1.00 · 107 100 132 6.32 laminar nonlinear
HF4 1 1.78 · 107 100 252 8 laminar nonlinear
HF5 2 3.16 · 107 100 465 6 transitional
HF6 3 1.00 · 108 100 1090 3.91 turbulence-like
HF7 3 1.00 · 109 100 3620 10 turbulence-like

1from Unglehrt and Manhart (2022a)
2from Unglehrt and Manhart (2023a)
3from Unglehrt and Manhart (2023b)

points. As the Womersley number increases, we observe a phase lag of the
superficial velocity with respect to the forcing. This can be seen from the zero-
crossings of the superficial velocity which do not coincide with the zeros of the
forcing (φ = kπ for k = 0, 1, 2, . . . ). This is due to the increasing importance of
the inertia compared to the drag. On the other hand, the phase lag decreases
as the Reynolds number increases. This goes in hand with an increase of the
nonlinear drag which advances the inertial term. Overall, these time series
demonstrate a distinct effect of nonlinearity and turbulence on the response
of the superficial velocity to harmonic excitations.

3.3 Model constants for the hexagonal sphere pack

In this section, we specify the model constants that were used to evaluate the
model predictions. The parameters for the linear models have rigorous defini-
tions in terms of the steady Stokes flow (K, α0) and the potential flow solution
(Λ/d, α∞), respectively. Notably, these quantities are intrinsic properties of
the pore geometry. The low frequency properties of the hexagonal sphere pack
were determined from direct numerical simulations in the studies of Zhu and
Manhart (2016) and Sakai and Manhart (2020); the high frequency properties
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Fig. 2: Simulation parameters. The stars mark the simulations from (Unglehrt
and Manhart, 2022a), the pluses mark the simulations from (Unglehrt and
Manhart, 2023a) and the crosses mark the simulations from (Unglehrt and
Manhart, 2023b). The regions shaded in blue and green corresponds to the
linear regime and the transitional and turbulence-like regime, respectively.

were determined by a potential flow calculation in our previous study (Unglehrt
and Manhart, 2023a). The parameter values are summarised in table 2.

For the coefficients of the unsteady Forchheimer equation various choices
can be found in the literature (see section 2.2.3). Following Sollitt and
Cross (1972), we assume that the coefficients a and b are constant and take
their steady state values. This choice ensures that the unsteady Forchheimer
equation has the correct low frequency limit behaviour. For the accelera-
tion coefficient c, we consider two choices: Either the coefficient is set to the
potential flow value ρα∞/ϵ such that the correct high-frequency behaviour
is recovered (Zhu and Manhart, 2016), or, following Zhu (2016), the coeffi-
cient is set to the Stokes flow value ρα0/ϵ such that the unsteady Forchheimer
equation reduces to the unsteady Darcy equation with the static viscous tor-
tuosity (Zhu et al, 2014). We do not consider time- or frequency-dependent
coefficients as no generally applicable correlations have been given in the liter-
ature. Note that the coefficients of the unsteady Forchheimer equation could
be adjusted to improve the fit for some simulation cases; however, this comes
at the price of high prediction errors behaviour in some of the asymptotic
limits, e.g. for slowly varying flow or for linear flow.

The coefficients of the Forchheimer equation (15) are determined based on
the simulation results in (Sakai and Manhart, 2020; Unglehrt and Manhart,
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Fig. 3: Variation of the superficial velocity over the cycle from the direct
numerical simulations of oscillatory flow through a hexagonal sphere pack. In
all cases, the forcing is given by ∇⟨p⟩i = gx sinφ and the superficial velocity
is normalised by the value obtained from Darcy’s law at the peak pressure
gradient.

2023a). The linear Forchheimer coefficient a is chosen such that the Forch-
heimer equation approaches Darcy’s law for Re → 0. Then, the nonlinear
Forchheimer coefficient b is determined from a least squares fit to the ratio
of the macroscopic pressure gradient and the superficial velocity. We obtained
the following coefficients:

a =
µ

K
= 5777

µ

d2
(32a)

b = 88.9
ρ

d
. (32b)
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Table 2: Geometric parameters for the hexagonal close-packed arrangement
of equal spheres.

Parameter Symbol Value

Porosity ϵ 1− π
3
√

2
= 0.2595

Permeability K 1.731 · 10−4 d2 1

Low-frequency limit of the dynamic tortuosity α0 2.657 2

High-frequency limit of the dynamic tortuosity α∞ 1.622 3

Boundary layer length scale Λ 5.904 · 10−2 d 3

1from Sakai and Manhart (2020)
2from Zhu and Manhart (2016)
3from Unglehrt and Manhart (2023a)

Fig. 4: Forchheimer equation (15) with coefficients (32) and direct numerical
simulation data for stationary flow through a hexagonal sphere pack.

It can be seen in figure 4 that these coefficients provide a good fit to the
simulation data. Finally, the nonlinear coefficient ξ in the equations (18) and
(23) results as 0.0154 d/ν.

3.4 Implementation of the models

3.4.1 Discretisation of the model of Pride et al. (1993)

As we would like to obtain model predictions for transient flow, we discretise
the model of Pride et al (1993) in the time domain. We discretise equation
(13) using the implicit Euler method and a piecewise linear interpolation of
the convolution term. We obtained the following scheme

a ⟨u⟩n+1
s = ⟨u⟩ns −∆t

ϵ

ρ α∞
∇⟨p⟩n+1

i −
∞∑

k=1

ck ⟨u⟩n−k+1
s (33a)
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with precomputable coefficients

a =1 + h

(
4β2

P
− 2β

)
+ 2β

[(
1

2
+ h

)
erf
(√

h
)
+

√
h

π
e−h

]
(33b)

ck =− 2β




[
erf
(√

ξ
)]kh

(k−1)h

(
1

2
+ (k − 1)h

)
+

[√
ξ

π
e−ξ
]kh

(k−1)h





+ 2β




[
erf
(√

ξ
)](k+1)h

kh

(
1

2
+ (k + 1)h

)
+

[√
ξ

π
e−ξ
](k+1)h

kh





(33c)

depending on the dimensionless time step h = ν∆t
Λ2β2 . Note that the compu-

tational effort grows linearly with the number of time steps as the discrete
convolution must be performed over a time series of increasing length. Com-
putationally more efficient discretisations could be devised by approximating
the tail of the convolution kernel in equation (13) with an exponential function
similar to (van Hinsberg et al, 2011).

The correctness of the scheme (33) and its convergence with the time step
size is assessed using the method of manufactured solutions. As a test case,

we consider the velocity ⟨u⟩s = j0
t2

2 θ(t) with the Heaviside function θ(t).
The forcing that is necessary to find this velocity as a solution to (13) can be
obtained as

−∇⟨p⟩i =
ρα∞
ϵ

j0 t θ(t) +

(
µ

K
− α∞

ϵ

2µ

Λ2 β

)
j0
t2

2
θ(t)

+
ρα∞
ϵ

β j0 θ(t)

[(
t+

νt2

Λ2β2
− 1

4

Λ2 β2

ν

)
erf

(√
νt

Λ2β2

)

+

(
t+

Λ2 β2

2ν

)√
νt

Λ2β2

e
− νt

Λ2β2

√
π

]
.

(34)

We simulated (33) with the forcing defined above for a hexagonal sphere
pack. Figure 5a shows the relative error of ⟨u⟩s with respect to the analytic
solution at νT

d2 = 5. We observe first order convergence which means that the
singularity in the integral kernel is treated with sufficient accuracy.

3.4.2 Discretisation of the model of Turo & Umnova (2013)

Similar to the preceding section, the discretisation of equation (18) was derived
using the implicit Euler method and a linear interpolation in the convolution
term. This resulted in the following scheme

a ⟨u⟩n+1
s + b

∣∣∣⟨u⟩n+1
s

∣∣∣ ⟨u⟩n+1
s = ⟨u⟩ns −∆t

ϵ

ρ α∞
∇⟨p⟩n+1

i −
∞∑

k=1

ck ⟨u⟩n−k+1
s

(35a)



Springer Nature 2021 LATEX template

20 Assessment of models for nonlinear oscillatory flow . . .

(a) (b)

Fig. 5: Verification of the discretisations for (a) the model of Pride et al (1993)
and (b) the model of Turo and Umnova (2013) with manufactured solutions
(equation (34) and equation (36) with ξ

j
1/5
0 ν2/5

= 0.01, respectively).

with precomputable coefficients

a =1 +
ϵ

α∞

ν∆t

K
+

2
√
ν∆t

Λ

2√
π

(35b)

b =
ϵ

α∞

ν∆t

K
ξ (35c)

ck =
2
√
ν∆t

Λ

2√
π

(√
k + 1− 2

√
k +

√
k − 1

)
. (35d)

The nonlinear equation appearing in every time step was solved with the
function fsolve in MATLAB where the superficial velocity from the previous
time step was taken as an initial guess. Other discretisations of the fractional
derivative have been given e.g. by Diethelm et al (2005).

As in the preceding section, we verified the correctness and convergence
of our implementation using a manufactured solution for the velocity ⟨u⟩s =

j0
t2

2 θ(t). The corresponding forcing results from (18) as

−∇⟨p⟩i =
ρα∞
ϵ

j0 t θ(t) +
µ

K

(
1 + ξ |j0|

t2

2

)
j0
t2

2
θ(t)

+
ρα∞
ϵ

j0

√
ν

Λ

8

3
√
π
t
3
2 θ(t) .

(36)

Figure 5b shows the convergence of the numerical solution to the analytical
solution at a time νT

d2 = 5 and for a coefficient of nonlinearity ξ

j
1/5
0 ν2/5

= 0.01.

Again, we have used the material properties of the hexagonal sphere pack.
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3.4.3 Evaluation of model ODEs

The unsteady Darcy equation (5) and the unsteady Forchheimer equation
(16) are simple ordinary differential equations. These were solved using a sec-
ond order modified Rosenbrock method implemented in the MATLAB routine
ode23s (Shampine and Reichelt, 1997). The time step size was chosen adap-
tively according to a relative tolerance of 10−6 and an absolute tolerance of
10−8 ν

d for the superficial velocity.

3.5 Metrics for comparison

In order to compare the different models between the different simulation cases,
we define an integral error metric. For two periodic signals u1(t) and u2(t)
that will represent the model predictions and the reference for the superficial
velocity, respectively, the L2 distance between the signals

∥u1 − u2∥2 =

(
1

T

∫ Tsim

Tsim−T
|u1 − u2|2 dt

) 1
2

. (37)

As we are dealing with periodic signals, we can take advantage of their Fourier
series to further split this error into an amplitude and a phase contribution.
Using Parseval’s identity, we can express the squared L2 distance as

∥u1 − u2∥22 =

∞∑

k=−∞
|ck|2 (38)

where ck are the Fourier series coefficients of u1 − u2

ck =
1

T

∫ Tsim

Tsim−T
(u1 − u2)e

−ik 2π
T t dt = ak − bk (39)

where ak and bk are the Fourier series coefficients of u1 and u2, respectively.
Expressing the complex numbers ak and bk in polar form, we obtain

∥u1 − u2∥22 =

∞∑

k=−∞

∣∣|ak| eiϕk − |bk| eiψk
∣∣2

=

∞∑

k=−∞
||ak| − |bk||2 +

∞∑

k=−∞
2 |ak| |bk| [1− cos(ϕk − ψk)] .

(40)

The first term represents the difference in the magnitude of the Fourier coeffi-
cients and the second term represents the difference in the phase of the Fourier
coefficients. Since both terms are positive, we can define an amplitude and a
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phase distance

dampl.(u1, u2) =

√√√√
∞∑

k=−∞
||ak| − |bk||2 (41)

dphase(u1, u2) =

√√√√
∞∑

k=−∞
2 |ak| |bk| [1− cos(ϕk − ψk)] (42)

and the L2 distance can be decomposed into the sum of squares

∥u1 − u2∥22 = dampl.(u1, u2)
2 + dphase(u1, u2)

2 . (43)

Note that dampl.(u1, u2) and dphase(u1, u2) are not proper distances in that
they can be zero also if u1 ̸= u2. Moreover, dphase(u1, u2) does not satisfy
the triangle inequality. However, these definitions ensure that two identical
waveforms that are shifted with respect to each other only lead to a phase
distance, but not to an amplitude distance. Also, a waveform that is a constant
multiple of the other only leads to an amplitude distance, but not to a phase
distance.

4 Results

4.1 Comparison of model errors

In this section, we compare the accuracy of the model predictions in response
to the forcing (30) with respect to the direct numerical simulation dataset. In
particular, we look at the model of Turo and Umnova (2013) given in equation
(18), the extended Pride et al (1993) model given in equation (23) and the
unsteady Forchheimer equation (16). For the unsteady Forchheimer equations,
we take the acceleration coefficient as the static viscous tortuosity α0 and as
the high-frequency limit of the dynamic tortuosity α∞.

The error of the model predictions with respect to the direct numerical
simulation results is quantified using the cycle-averaged L2 error (37); we fur-
ther decompose this error into an amplitude (41) and a phase contribution (42)
using a Fourier series. Table 3 shows the amplitude and phase contribution
to the L2 error of the different model predictions with respect to the direct
numerical simulation dataset. Note that the linear models were not applied to
the nonlinear cases since they cannot account for the nonlinear drag and thus
would produce large errors at high Reynolds numbers. Both the amplitude
error and the phase error make significant contributions to the overall error of
the models. The two components are weakly correlated, with the phase error
being on average about 57% of the amplitude error, but the importance of the
two components varies considerably between models and simulation cases.

For linear flow it can be seen that the dynamic permeability models of
Johnson et al (1987) and Pride et al (1993) are very accurate over the entire
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L2 amplitude error

1 % 0 % 0 % 1 % 16 % 0 % 1 %
1 % 0 % 0 % 2 % 17 % 1 % 1 %
n.a. n.a. n.a. 4 % 16 % 4 % 3 %
n.a. n.a. n.a. 1 % 6 % 1 % 1 %
n.a. n.a. n.a. 2 % 3 % 2 % 2 %
n.a. n.a. n.a. 1 % 2 % 1 % 1 %
1 % 1 % 0 % 1 % 17 % 1 % 26 %
1 % 1 % 0 % 3 % 18 % 2 % 20 %
n.a. n.a. n.a. 6 % 19 % 5 % 11 %
n.a. n.a. n.a. 7 % 17 % 5 % 4 %
n.a. n.a. n.a. 4 % 11 % 2 % 3 %
n.a. n.a. n.a. 2 % 7 % 2 % 2 %
0 % 2 % 17 % 2 % 3 % 17 % 16 %
0 % 2 % 17 % 2 % 3 % 17 % 16 %
n.a. n.a. n.a. 5 % 6 % 18 % 12 %
n.a. n.a. n.a. 11 % 13 % 23 % 3 %
n.a. n.a. n.a. 15 % 16 % 24 % 4 %
n.a. n.a. n.a. 13 % 14 % 17 % 6 %
n.a. n.a. n.a. 8 % 9 % 9 % 6 %
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(a)

L2 phase error

0 % 0 % 0 % 0 % 7 % 0 % 5 %
0 % 0 % 0 % 0 % 7 % 0 % 5 %
n.a. n.a. n.a. 0 % 7 % 0 % 4 %
n.a. n.a. n.a. 2 % 8 % 2 % 2 %
n.a. n.a. n.a. 2 % 6 % 2 % 1 %
n.a. n.a. n.a. 1 % 4 % 2 % 1 %
1 % 0 % 7 % 0 % 9 % 7 % 11 %
2 % 1 % 8 % 1 % 10 % 5 % 14 %
n.a. n.a. n.a. 1 % 6 % 6 % 13 %
n.a. n.a. n.a. 8 % 4 % 12 % 6 %
n.a. n.a. n.a. 11 % 10 % 14 % 3 %
n.a. n.a. n.a. 10 % 10 % 13 % 3 %
0 % 2 % 8 % 2 % 6 % 8 % 8 %
0 % 2 % 8 % 3 % 6 % 8 % 7 %
n.a. n.a. n.a. 7 % 10 % 6 % 4 %
n.a. n.a. n.a. 6 % 9 % 7 % 6 %
n.a. n.a. n.a. 3 % 2 % 15 % 3 %
n.a. n.a. n.a. 10 % 8 % 23 % 5 %
n.a. n.a. n.a. 6 % 6 % 14 % 3 %
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Table 3: Amplitude and phase contribution to the L2 error normalised with
max ⟨u⟩s of the respective flow case. The entries where a linear model would
be applied to a nonlinear flow case are marked as n.a. (not applicable).
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(a) (b)

(c) (d)

Fig. 6: Distribution of the L2 model error in the Re–Ω/Ω0 parameter space.
The diameter of the circles is proportional to the L2 error. The dashed line indi-
cates the approximate boundary between linear and nonlinear flow (Unglehrt
and Manhart, 2022a).

frequency range whereas the unsteady Darcy equation of Zhu et al (2014) has
very small errors at low frequencies and high errors at high frequencies. Thus,
the behaviour of the linear models is consistent with the discussion in section
2.3.

The prediction accuracy of the four nonlinear models shows significant
differences depending on the flow case. This is illustrated in figure 6 which
shows the variation of the L2 error of the different nonlinear models over the
Re–Wo parameter space.

We find that the extended dynamic permeability model based on the model
of Pride et al (1993) has very small errors in linear flow and for flow at low
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Fig. 7: Comparison of model predictions of the superficial velocity for the
cases HF1 and HF6.

frequencies. The reason for this is that the model equation (23) reverts to the
model of Pride et al (1993) as Re → 0 and to the steady Forchheimer equation
as Ω/Ω0 → 0. The prediction errors are largest for nonlinear flow at high fre-
quencies. Interestingly, the prediction error for the case HF7 (Re = 3580) is
smaller than for the case HF6 (Re = 1080). The model of Turo and Umnova
(2013) performs similar to the extended (Pride et al, 1993) model at high
frequencies; however, the prediction errors in the medium and low frequency
regime are very large. The reason for this is the excessive damping in the linear
regime that was discussed in section 2.3. The unsteady Forchheimer equation
with the acceleration coefficient based on the static viscous tortuosity α0 has
relatively small errors at low frequencies, moderate errors at medium frequen-
cies and very large errors at high frequencies. The largest errors can be observed
in nonlinear flow at high frequencies. In contrast, the unsteady Forchheimer
equation with the acceleration coefficient based on the high-frequency limit of
the dynamic tortuosity α∞ has comparably small errors at low frequencies,
very large errors in linear flow at medium and high frequencies and small errors
for flow at high Reynolds numbers. This somewhat surprising behaviour of the
unsteady Forchheimer equation with α∞ will be investigated in the following
section.

4.2 Analysis of prediction errors

In this section, we aim to explain the different error behaviours described
above. We first investigate the discrepancies in the linear regime, where the
model of Turo and Umnova (2013) (equation 18) and the unsteady Forchheimer
equation (16) have large errors at low and high frequencies, respectively. We
then proceed to the nonlinear high frequency regime where large discrepancies
between the models can be observed and the flow state is characterised by the
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interaction between strong accelerations and turbulence. Therefore, we take
a closer look at the predictions of the models for the linear case HF1 and
for the turbulent case HF6 at Ω/Ω0 = 10.7 (Wo = 100). Figure 7 shows the
predictions of the different models in comparison to the superficial velocity
from the simulations.

For the linear case, the model of Turo and Umnova (2013) (equation 18)
and the extended Pride et al (1993) model (equation 23) accurately represent
the amplitude and phase of the superficial velocity; the errors in the maximum
superficial velocity are −3.1% and −2.2%, respectively. This is in agreement
with the discussion in section 2.3.1 (figure 1). On the other hand, the unsteady
Forchheimer equation (16) with an acceleration coefficient α0 underpredicts
the amplitude of the superficial velocity by 24.8% whereas the unsteady Forch-
heimer equation with an acceleration coefficient α∞ overpredicts the amplitude
of the superficial velocity by 22.7%.

Since for this case the magnitude of the nonlinear term is only about 1.5%
of the linear drag, the unsteady Forchheimer equation is effectively reduced to
the unsteady Darcy equation here. Therefore, the behaviour is determined by
the acceleration coefficient c and the permeability (contained in the coefficient
a = µ/K)). The comparison of the two different choices for the accelera-
tion coefficient c of the unsteady Forchheimer equation thus highlights the
effect of the ratio between inertia and linear drag on the superficial veloc-
ity. While the choice c = ρα∞/ϵ appears to have too little mass, the choice
c = ρα0/ϵ appears to have too much mass. Since the behaviour of the case
HF1 is sinusoidal, it would be possible to find coefficients for the unsteady
Darcy equation that represent the simulation data exactly. However, these best
fit coefficients would only be valid at this particular frequency and lead to
inconsistent behaviour in the low- and high frequency limit (see also figure 1).
Choosing the coefficients as a function of the frequency leads to the frequency
domain formulation of the dynamic permeability models (see section 2.1.3). In
the time domain, this is reflected in the appearance of a history term.

For the turbulent case, the amplitude of the superficial velocity in the direct
numerical simulation is 16% lower than the amplitude of the linear case HF1
scaled by a factor of 103 to the same Hagen number. Moreover, the maximum
superficial velocity in the case HF6 is attained significantly earlier than in the
case HF1 (φ = 0.61π for HF6 compared to φ = 0.94π for HF1). It can be
seen in figure 7 that all models underpredict the amplitude of the superficial
velocity: The error in the maximum superficial velocity is −23% for the model
of Turo and Umnova (2013), −21.2% for the extended Pride et al (1993) model,
−26.4% for the unsteady Forchheimer equation with α0 and −12.9% for the
unsteady Forchheimer equation with α∞. The phase is captured satisfactorily
by the extended Pride et al (1993) model, the model of Turo and Umnova
(2013) and the unsteady Forchheimer equation with α∞, whereas the unsteady
Forchheimer equation with α0 mispredicts the phase. It can be seen that all
models fail to represent the relatively sharp bend at the peak.
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Fig. 8: Comparison of the drag from the direct numerical simulation of the
case HF6 with the drag from model solutions to the unsteady Forchheimer
equation for the values of the acceleration coefficient c = ρ/ϵ (quasi-steady
closure / zero virtual mass), c = ρα∞/ϵ (high-frequency limit of the dynamic
tortuosity) and c = ρα0/ϵ (static viscous tortuosity).

It can be seen from the comparison to the linear case that the (identi-
cal) nonlinear term in the models causes excessive damping, since even the
unsteady Forchheimer equation with an acceleration coefficient c = ρα∞/ϵ
underpredicts the amplitude of the simulation. In this sense, the behaviour of
the different models could be understood as a compensation or superposition
of errors.

This interpretation is supported by figure 8, which compares the drag of
the direct numerical simulation of the case HF6 to the drag of model solutions
by the unsteady Forchheimer equation for different values of the acceleration
coefficient. The drag is determined for each time series according to the volume-
averaged momentum equation (2b) as the sum of the acceleration and the
pressure gradient. We first consider the curve for the value c = ρ/ϵ, which
corresponds to the case of zero virtual mass and was assumed for instance by
Sollitt and Cross (1972), Kuznetsov and Nield (2006) or Breugem et al (2006).
It can be seen that the drag is a single-valued function of the superficial velocity

fp + fτwx
= −ϵ (a ⟨u⟩s + b |⟨u⟩s| ⟨u⟩s) . (44)

that is identical to the drag in the steady flow (15). For higher values of
the acceleration coefficient, the drag becomes a double-valued function of the
superficial velocity. Since the drag in the direct numerical simulation is also
multi-valued, a nonzero virtual mass (c > ρ/ϵ) is required to represent the
correct behaviour. It can be seen that the peak superficial velocity of the
model predictions decreases as the acceleration coefficient increases. The peak
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superficial velocity of the simulation cannot be reached even for c = ρ/ϵ for
which highest amplitude of the different model predictions is obtained. As
b |⟨u⟩s| ≈ 12a, this indicates that the nonlinear drag is too large.

It is important to realise that the physical assumptions underlying the
different models are not fulfilled in this flow case, for instance:

• The unsteady Forchheimer equation implies an energy equation (see section
2.3.3) in which both the kinetic energy and the dissipation rate are single-
valued functions of the instantaneous superficial velocity. This is not the
case in the direct numerical simulation: The kinetic energy during acceler-
ation is significantly lower than during deceleration due to the generation
of turbulent kinetic energy and the kinetic energy is not in phase with the
dissipation rate (Unglehrt and Manhart, 2023b) – as it would have to be if
both were single-valued functions of the superficial velocity.

• The model of Turo and Umnova (2013) (and similarly the model of Pride
et al (1993)) assume linear Stokes boundary layers at high frequencies that
evolve according to an outer potential flow unlimited by convection. How-
ever, when the flow separates, the outer flow is modified such that the
boundary layers would have to evolve differently, resulting in a different
formulation of the history term.

Therefore, different parametrisations of the drag should be explored beyond
the models investigated here.

In conclusion, we could explain the mispredictions of the unsteady Forch-
heimer equation for linear flow at high frequencies. These could be attributed
mainly to a mismatch of the ratio between the inertia and the linear drag.
A consistent resolution of this issue is provided by the dynamic permeability
models that choose this ratio depending on the frequency. The behaviour of the
models in nonlinear flow at high frequencies could be partially explained by an
overprediction of the nonlinear drag. However, since many intrinsic assump-
tions of the models are violated in this regime, the overall functional form of
the parametrisations should be revisited.

5 Conclusion

In this contribution, we reviewed various models for unsteady porous media
flow from the literature and compared their predictions for oscillatory flow
through a hexagonal sphere pack. The reference data are direct numerical sim-
ulations of Zhu and Manhart (2016); Unglehrt and Manhart (2022a, 2023a,b)
for this flow configuration.

The models can be divided into two classes: On the one hand, there are
the unsteady variants of the Darcy and Forchheimer equation (Polubarinova-
Kochina, 1962); on the other hand, there are the dynamic permeability models
(Johnson et al, 1987; Pride et al, 1993) which feature a convolution-type struc-
ture in the time domain and nonlinear extensions thereof (Turo and Umnova,
2013).
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In linear flow, the dynamic permeability models of Johnson et al (1987);
Pride et al (1993) provide an accurate description of the simulation data. The
unsteady Darcy equation could be obtained as a special case of these models in
which the acceleration coefficient is either based on the static viscous tortuosity
α0 or on the high-frequency limit of the dynamic tortuosity α∞. The model of
Turo and Umnova (2013) is overly dissipative at medium and low frequencies.
To alleviate this drawback, we constructed a similar model based on the model
of Pride et al (1993).

In nonlinear flow, we compared the unsteady Forchheimer equation for two
different choices of the acceleration coefficient, the extended dynamic perme-
ability model of Turo and Umnova (2013) and an analogous formulation based
on the model of Pride et al (1993). The unsteady Forchheimer equation with
the acceleration coefficient based on the static viscous tortuosity α0 shows
good results in the low frequency regime, but the results deteriorate at higher
frequencies and are particularly bad in the high frequency nonlinear regime.
On the other hand, the unsteady Forchheimer equation with the acceleration
coefficient chosen based on the high-frequency limit of the dynamic tortuos-
ity α∞ shows very good results at high Reynolds numbers, but incurs large
errors in the linear regime. The model of Turo and Umnova (2013) has rela-
tively large errors throughout the entire parameter space. On the other hand,
the extension of the model of Pride et al (1993) shows excellent results in the
linear regime and at low frequencies numbers, but the results deteriorate for
nonlinear flow at high frequencies.

Generally, our proposed extension of the model of Pride et al (1993) along
the lines of (Turo and Umnova, 2013) (see section 2.3.2) seems to be a robust
choice with accurate results in linear unsteady and nonlinear steady flow and
a moderate increase of errors towards strongly accelerated nonlinear flow. The
drawback of this model is the additional implementation effort and computa-
tional cost caused by the convolution term. For weakly accelerated flow, this
model can be simplified to the unsteady Forchheimer equation with an accel-
eration coefficient c = ρα0/ϵ based on the static viscous tortuosity α0, which
is more economical. On the other hand, the unsteady Forchheimer equation
with an acceleration coefficient c = ρα∞/ϵ based on the high frequency limit
of the dynamic tortuosity α∞ should be used judiciously since the small errors
at large Reynolds numbers must be weighed against large errors for linear
unsteady flow.

Further improvements are needed in the parametrisation of the nonlinear
drag at high frequencies, as our results indicate that the Forchheimer term
leads to an overprediction of the nonlinear drag. Moreover, our previous inves-
tigations showed that there is a phase lag between the nonlinear effects in the
velocity field and in the drag and the superficial velocity (Unglehrt and Man-
hart, 2022a, 2023a). It thus seems plausible that introducing a time lag between
the nonlinear drag and the superficial velocity could lead to an improved model.
Further research should also aim to generalise the present results to different
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kinds of porous media, for example random and polydisperse sphere packs,
foams, and cylinder arrays.

Declarations

Funding. The authors gratefully acknowledge the financial support of
the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
under grant no. MA2062/13-1. Computing time was granted by the Leibniz
Supercomputing Centre on its Linux-Cluster.

Competing Interests. The authors have no relevant financial or non-
financial interests to disclose.

Author Contributions. L.U. performed the review of the models from the
literature, implemented the models and analysed the simulation data. L.U.
and M.M. both contributed to writing the manuscript.

Data Availability. The time series of the superficial velocity and kinetic
energy for the simulations LF1–LF4, MF1–MF4 and HF1–HF4 are provided
as a supplement to (Unglehrt and Manhart, 2022a). The time series of the
superficial velocity and kinetic energy for the simulations LF5, LF6, MF5, MF6
and HF5 are provided as a supplement to (Unglehrt and Manhart, 2023a). The
time series of the superficial velocity and kinetic energy for the simulations
HF6 and HF7 are provided as a supplement to this work.

References

Aboujafari M, Valipour MS, Hajialimohammadi A, et al (2022) Porous
Medium Applications in Internal Combustion Engines: A Review.
Transport in Porous Media 141(3):799–824. https://doi.org/10.1007/
s11242-022-01750-2

Andreades CH, Cisneros AT, Choi JK, et al (2014) Technical Description of the
“Mark 1” Pebble-Bed Fluoride-Salt-Cooled High-Temperature Reactor (PB-
FHR) Power Plant. Tech. Rep. UCBTH- 14- 002, Department of Nuclear
Engineering University of California, Berkeley, Berkeley

Batchelor GK (2000) An Introduction to Fluid Dynamics. Cambridge Univer-
sity Press, Cambridge, https://doi.org/10.1017/CBO9780511800955

Breugem WP, Boersma BJ, Uittenbogaard RE (2006) The influence of wall
permeability on turbulent channel flow. Journal of Fluid Mechanics 562:35.
https://doi.org/10.1017/S0022112006000887

Burcharth H, Andersen O (1995) On the one-dimensional steady and unsteady
porous flow equations. Coastal Engineering 24(3-4):233–257. https://doi.
org/10.1016/0378-3839(94)00025-S

https://doi.org/10.1007/s11242-022-01750-2
https://doi.org/10.1007/s11242-022-01750-2
https://doi.org/10.1017/CBO9780511800955
https://doi.org/10.1017/S0022112006000887
https://doi.org/10.1016/0378-3839(94)00025-S
https://doi.org/10.1016/0378-3839(94)00025-S


Springer Nature 2021 LATEX template

Assessment of models for nonlinear oscillatory flow . . . 31

Champoux Y, Allard JF (1991) Dynamic tortuosity and bulk modulus in air-
saturated porous media. Journal of Applied Physics 70(4):1975–1979. https:
//doi.org/10.1063/1.349482

Chapman AM, Higdon JJL (1992) Oscillatory Stokes flow in periodic porous
media. Physics of Fluids A: Fluid Dynamics 4(10):2099–2116. https://doi.
org/10.1063/1.858507

Chorin AJ (1968) Numerical solution of the Navier-Stokes equations.
Mathematics of Computation 22(104):745–762. https://doi.org/10.1090/
S0025-5718-1968-0242392-2

Cortis A, Smeulders DMJ, Lafarge D, et al (2002) Geometry Effects on Sound
in Porous Media. In: Ehlers W (ed) IUTAM Symposium on Theoretical and
Numerical Methods in Continuum Mechanics of Porous Materials, vol 87.
Kluwer Academic Publishers, Dordrecht, p 187–192, https://doi.org/10.
1007/0-306-46953-7 26

Cortis A, Smeulders DMJ, Guermond JL, et al (2003) Influence of pore rough-
ness on high-frequency permeability. Physics of Fluids 15(6):1766–1775.
https://doi.org/10.1063/1.1571545

Darcy H (1856) Les fontaines publiques de la ville de Dijon. Victor Dalmont,
Paris

Davit Y, Bell CG, Byrne HM, et al (2013) Homogenization via formal mul-
tiscale asymptotics and volume averaging: How do the two techniques
compare? Advances in Water Resources 62:178–206. https://doi.org/10.
1016/j.advwatres.2013.09.006

Diethelm K, Ford N, Freed A, et al (2005) Algorithms for the fractional cal-
culus: A selection of numerical methods. Computer Methods in Applied
Mechanics and Engineering 194(6-8):743–773. https://doi.org/10.1016/j.
cma.2004.06.006

Ene H, Sanchez-Palencia E (1975) Equations et phénomènes de surface pour
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We present a model for the volume-averaged dissipation rate in linear unsteady flow
through porous media. The model is derived by blending a new small-time asymptotic
expression for the dissipation rate obtained from boundary layer theory with the known
large-time asymptotic expression obtained from Darcy’s law. The resulting model is a
second-order Volterra functional of the volume-averaged acceleration. We validate the
model with an analytical solution for transient flow through a porous medium composed
of circular tubes and with numerical simulations of transient and oscillatory flow through
a cylinder array and through a hexagonal sphere pack.

Key words: porous media

1. Introduction

The theory of unsteady flow through porous media can be applied to a variety of different
systems. For example, it can be used to describe wave-induced flow through the seabed
(Gu & Wang 1991) or coral reefs (Lowe et al. 2008) or the propagation of acoustic and
seismic waves through the Earth (Biot 1956a,b). Furthermore, Cha et al. (2007) modelled
endovascular coil embolisation, a treatment for aneurysms, as a porous medium interacting
with the blood flow. In engineering applications, unsteady flow through porous media can
be used to describe regenerator-type heat exchangers (Trevizoli, Peixer & Barbosa 2016)
or pulsed flow in chemical reactors (Ni et al. 2003).

Using the volume-averaging framework (Whitaker 1966, 1986) or homogenisation
theory (Ene & Sanchez-Palencia 1975), a macroscopic description of flow through porous
media can be derived from the Navier–Stokes equations. The macroscopic variables are

† Email address for correspondence: lukas.unglehrt@tum.de

© The Author(s), 2023. Published by Cambridge University Press. This is an Open Access article,
distributed under the terms of the Creative Commons Attribution-ShareAlike licence (http://
creativecommons.org/licenses/by-sa/4.0), which permits re-use, distribution, and reproduction in any
medium, provided the same Creative Commons licence is used to distribute the re-used or adapted
article and the original article is properly cited. 975 A42-1
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L. Unglehrt and M. Manhart

the superficial velocity, which is defined as

〈u〉s = 1
V

∫
Vf

u dV, (1.1)

and the intrinsic pressure, which is defined as

〈 p〉i = 1
Vf

∫
Vf

p dV, (1.2)

where Vf is the volume of fluid contained in the representative volume element or unit
cell, which has a combined solid and fluid volume V . The volume averaging gives rise
to effective properties of the porous medium, such as the porosity ε, which is defined
as the ratio Vf /V , and the permeability K, which relates 〈u〉s and ∇〈 p〉i by Darcy’s law
〈u〉s = K/μ ∇〈 p〉i (Darcy 1856).

Accurate models exist for the superficial velocity in linear flow (Johnson, Koplik &
Dashen 1987; Chapman & Higdon 1992; Pride, Morgan & Gangi 1993), which allow the
superficial velocity to be calculated in response to an arbitrary forcing. On the other hand,
there is no comparably general model for the volume-averaged dissipation rate. Knowledge
of the volume-averaged dissipation rate as a functional of the superficial velocity allows
computation of the volume-averaged kinetic energy 〈k〉s =

〈
1
2ρu2

〉
s

using the equation
(Zhu et al. 2014)

d〈k〉s

dt
= −〈u〉s · ∇〈 p〉i − 2μ 〈S : S〉s , (1.3)

where ρ is the density, μ is the dynamic viscosity and S is the strain rate tensor.
The volume-averaged kinetic energy and dissipation rate could be used to model scalar
transport in unsteady flow. For instance, the small-time asymptotic descriptions of
the dispersion coefficient and the temporal velocity autocorrelation function require
knowledge of the volume-averaged kinetic energy and dissipation rate (Brosten 2013,
(6.10) and (6.14)). Also, the continuous time random walk description of dispersion
involves the volume-averaged kinetic energy of the Stokes flow (Cortis et al. 2004, (7)
and (8)).

The volume-averaged dissipation rate in a steady linear flow has been given, for example,
by Murthy & Singh (1997) or Zhu et al. (2014) as

2μ 〈S : S〉s = μ

K
〈u〉2

s , (1.4)

which was derived by equating the dissipation rate to the power input into the flow and
then using Darcy’s law. This expression was confirmed by Paéz-García, Valdés-Parada &
Lasseux (2017), who applied an upscaling procedure to the mechanical energy equation.
On the other hand, no comparable equation has been given for the volume-averaged
dissipation rate in unsteady linear flow. A difficulty in modelling the dissipation rate arises
from its nonlinear dependence on the velocity field. Thus, unlike the superficial velocity,
the dissipation rate therefore cannot be obtained from a superposition of single-frequency
modes (for which the dissipation rate has been computed, for example, by Johnson et al.
(1987)).

In this paper, we present a time domain model for the volume-averaged dissipation rate
in linear unsteady flow. The model is derived by blending the steady-state dissipation rate
(1.4) with the small-time limit of the dissipation rate obtained from boundary layer theory.
The model is validated with an analytical solution of transient flow through a bundle of
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Dissipation rate model for linear unsteady porous media flow

circular tubes and with direct numerical simulations (DNS) of flow through a periodic
cylinder array and a periodic sphere pack.

2. Derivation of the model

2.1. Boundary layer theory
In this section, we derive a new asymptotic expression for the volume-averaged dissipation
rate in linear flow that is valid in the small-time or high-frequency limits. Under these
circumstances, the local acceleration term of the unsteady Stokes equation is dominant
compared with the viscous term and the flow is laminar and has a boundary layer structure
(Schlichting & Gersten 2017, pp. 349–350).

For the sake of this derivation, we assume that the flow is at rest at t = 0 and that the
macroscopic pressure gradient is applied for t ≥ 0. Then, for small times, the flow can be
approximated as a potential core flow and a viscous boundary layer flow (Schlichting &
Gersten 2017, pp. 352–353) and the velocity profile in the boundary layer is locally given
by the solution to Stokes’ first problem (Schlichting & Gersten 2017, pp. 126–128)

u( y, t) =
∫ t

0

∂U
∂τ

∣∣∣∣
y=0

erf
(

y
2
√

ν(t − τ)

)
dτ. (2.1)

Here, ν = μ/ρ is the kinematic viscosity and y is the local wall-normal coordinate. The
velocity of the potential core flow U(x, t) can be obtained from the theory of unsteady
potential flow (Batchelor 2000, pp. 394–409) for a given pore geometry. As will be
discussed below, U(x, t) enters the volume-averaged dissipation rate only through the
two integral quantities α∞ and Λ (2.6), which have been tabulated for simple geometries
(Chapman & Higdon 1992; Lee, Leamy & Nadler 2009). The volume-averaged dissipation
rate is equal to the sum of the dissipation in the boundary layer and the dissipation in the
potential core flow (Johnson et al. 1987),

2μ 〈S : S〉s = μ

V

∫
Afs

∫ ∞

0

(
∂u
∂y

)2

dy dA︸ ︷︷ ︸
boundary layer

+ μ

V

∫
Afs

∇ |U |2 · n dA︸ ︷︷ ︸
potential flow (≈0)

, (2.2)

where Afs denotes the fluid–solid interface. As observed by Johnson et al. (1987),
the boundary layer term increases with frequency whereas the potential flow term is
independent of frequency and can be neglected. In the boundary layer contribution, we
can identify the dissipation integral

D =
∫ ∞

0

(
∂u
∂y

)2

dy =
∫ ∞

0

[∫ t

0

∂U
∂τ

∣∣∣∣
y=0

exp
(

− y2

4ν(t − τ)

)
1√

πν(t − τ)
dτ

]2

dy.

(2.3)

Here, we have departed from Johnson et al. (1987) in pursuing a time-domain approach.
Now, we change the order of spatial and temporal integration. With the integral∫ ∞

0
exp

(
− y2

4ν(t − τ1)

)
exp

(
− y2

4ν(t − τ2)

)
dy =

√
πν(t − τ1)(t − τ2)

(t − τ1) + (t − τ2)
, (2.4)

we can rewrite the dissipation integral as a double convolution,

D =
∫ t

0

∫ t

0

∂U
∂τ1

∣∣∣∣
y=0

∂U
∂τ2

∣∣∣∣
y=0

1√
πν [(t − τ1) + (t − τ2)]

dτ1 dτ2. (2.5)

975 A42-3

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

88
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.889


L. Unglehrt and M. Manhart

The spatial integration has thus changed the square of a one-dimensional convolution
integral into a two-dimensional convolution integral. For the potential flow, there is a
time-independent proportionality between the potential flow velocity at the wall U |y=0
and the superficial velocity 〈U〉s of the potential flow. This relationship is expressed by the
high-frequency limit of the dynamic tortuosity α∞ and the characteristic viscous length Λ

derived by Johnson et al. (1987):

α∞
ε

=
〈
U2〉

s

〈U〉2
s
, (2.6a)

2
Λ

=

1
V

∫
Afs

|U |2 dA〈
U2〉

s

. (2.6b)

Using these expressions, the surface integral over the dissipation integral in (2.2) can
be rewritten in terms of the superficial velocity of the potential flow. Furthermore, the
superficial velocity of the potential flow can be approximated with the actual superficial
velocity provided that the boundary layer is very thin. This gives the final expression for
the volume-averaged dissipation rate in the small-time limit

2μ 〈S : S〉s = 2μα∞
εΛ

∫ t

0

∫ t

0

d〈u〉s

dτ1
· d〈u〉s

dτ2

1√
πν [(t − τ1) + (t − τ2)]

dτ1 dτ2 , (2.7)

which is a key result of this study.

2.2. Blending of steady and boundary layer asymptotics
In this section, we use the expressions for the volume-averaged dissipation rate for small
times (2.7) and for the steady state (1.4) to construct a model for the volume-averaged
dissipation rate that is valid for linear flow.

We begin by rewriting the steady-state dissipation rate (1.4) as a second-order Volterra
integral similar to (2.7):

2μ 〈S : S〉s = μ

K
〈u〉2

s = μ

K

∫ t

0

∫ t

0

d〈u〉s

dτ1
· d〈u〉s

dτ2
dτ1 dτ2. (2.8)

This leads us to consider a general model for the dissipation rate in the linear regime of
the following form:

2μ 〈S : S〉s =
∫ t

0

∫ t

0

d〈u〉s

dτ1
· d〈u〉s

dτ2
g(t − τ1, t − τ2) dτ1 dτ2, (2.9)

where the kernel function g(t1, t2) is assumed to be symmetric, g(t1, t2) = g(t2, t1), and
satisfies the limits

lim
t1→0

lim
t2→0

g(t1, t2) = 2μα∞
εΛ

1√
πν [t1 + t2]

, (2.10a)

lim
t1→∞ lim

t2→∞ g(t1, t2) = μ

K
. (2.10b)

The latter condition can be explained as follows: for a function that varies very slowly,
only a small part of the history will be affected by the small-time limit of g(t1, t2), while
most of the history will be weighted with μ/K, thus approaching the steady-state limit.
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101

100

K
 g

n(
t 1

, 
t 2

)/
μ

10–2 100 102

n = 1

n = 2

n = 3

n = 4

n = ∞

πν (t1 + t2) ε2Λ2/ (4α2
∞K2)

Figure 1. Kernel function gn(t1, t2) for different values of the blending parameter n in logarithmic axes.
The kernel function is universal in the chosen normalisation.

Following Churchill & Usagi (1972), we consider the following family of models:

gn(t1, t2) =
[(μ

K

)n +
(

2μα∞
εΛ

1√
πν [t1 + t2]

)n]1/n

, (2.11)

where n is a real number. In this blending, the transition between the small- and large-time
behaviour occurs when the limiting expressions (2.10) take the same value. The family
parameter n could be determined using additional information about the dissipation rate.
Here, the parameter will be estimated empirically based on analytical solutions and
numerical simulations. Figure 1 shows the kernel function (2.11) for different values of the
parameter n. It can be seen that the width of the transition region between the asymptotes
decreases with increasing values of n.

In the remainder of this paper, the proposed model is validated using analytical and
numerical solutions to the (Navier–)Stokes equations for unsteady flow through porous
media.

3. Analytical validation

In this section, we validate the model for the case of transient flow through a porous
medium consisting of cylindrical tubes of radius R that are inclined by an angle θ with
respect to the pressure gradient. Johnson et al. (1987) reported the exact values for the
permeability, the high-frequency limit of the dynamic tortuosity and the characteristic
viscous length for this case,

K = 1
8 ε R2 cos2 θ, (3.1a)

α∞ = 1
cos2 θ

, (3.1b)

Λ = R. (3.1c)

In the following, we show that the volume-averaged dissipation rate obtained from the
analytical solution agrees with the asymptotic limits (2.7) and (1.4) and we compare our
proposed model (2.11) for the volume-averaged dissipation rate with the exact solution.
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3.1. Exact solution for the dissipation rate
The analytical solution for the streamwise velocity in transient flow through a circular pipe
is given as (Pozrikidis 2017, pp. 509–514)

us(r, t) = 1
4μ

∣∣∇〈 p〉i
∣∣ cos θ

[
R2 − r2 − 8R2

∞∑
k=1

1
α3

k

J0(αkr/R)

J1(αk)
exp

(
−α2

k
νt
R2

)]
, (3.2)

where Jn(z) are the Bessel functions of the first kind and αk denotes the kth zero of the
Bessel function J0. The velocity gradient can be calculated as

∂us

∂r
= 1

4μ

∣∣∇〈 p〉i
∣∣ cos θ

[
−2r + 8R

∞∑
k=1

1
α2

k

J1(αkr/R)

J1(αk)
exp

(
−α2

k
νt
R2

)]
. (3.3)

We can then obtain the superficial volume-averaged dissipation rate by integration as

2μ 〈S : S〉s

= εμ

πR2

∫ R

0

(
∂us

∂r

)2

2πr dr

= 1
8μ

εR2 cos2 θ
∣∣∇〈 p〉i

∣∣2
∫ 1

0

[
−2x + 8

∞∑
k=1

1
α2

k

J1(αkx)
J1(αk)

exp
(
−α2

k
νt
R2

)]2

x dx

= 1
8μ

εR2 cos2 θ
∣∣∇〈 p〉i

∣∣2

[∫ 1

0
4x3 dx

− 32
∞∑

k=1

1
α2

k J1(αk)
exp

(
−α2

k
νt
R2

) ∫ 1

0
x2 J1(αkx) dx

+ 64
∞∑

k=1

∞∑
l=1

1
α2

k J1(αk) α2
l J1(αl)

exp
(
−(α2

k + α2
l )

νt
R2

) ∫ 1

0
x J1(αkx) J1(αlx) dx

]

= 1
8μ

εR2 cos2 θ
∣∣∇〈 p〉i

∣∣2

[
1 − 64

∞∑
k=1

1
α4

k
exp

(
−α2

k
νt
R2

)
+ 32

∞∑
k=1

1
α4

k
exp

(
−2α2

k
νt
R2

)]

= K
μ

∣∣∇〈 p〉i
∣∣2

[
1 − 64

∞∑
k=1

1
α4

k
exp

(
−α2

k
νt
R2

)
+ 32

∞∑
k=1

1
α4

k
exp

(
−2α2

k
νt
R2

)]
. (3.4)

At the starting time t = 0, the dissipation vanishes since the zeros of the Bessel function
J0 satisfy

∞∑
k=1

1
α4

k
= 1

32
. (3.5)

At large times, the exponential terms tend to zero and we arrive at (1.4) using Darcy’s law.

3.2. Small- and large-time asymptotics
In this section, we compare the small- and large-time asymptotics of the volume-averaged
dissipation rate given by (2.7) and (1.4) with the exact dissipation rate. To evaluate
these expressions, we need to determine the superficial velocity and the superficial
acceleration. The superficial velocity can be obtained by averaging the velocity (3.2) over
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Figure 2. Comparison of the dissipation rate of the analytical solution (3.4) with the small- and large-time
asymptotics (2.7) and (1.4) for a porous medium consisting of circular tubes. The dissipation is normalised
with the steady-state value K/μ|∇〈 p〉i |2.

the cross-section and then projecting it onto the direction of the pressure gradient (which
amounts to a multiplication with cos θ ). Using the permeability (3.1a) we get

〈u〉s = K
μ

∣∣∇〈 p〉i
∣∣ [1 − 32

∞∑
k=1

1
α4

k
exp

(
−α2

k
νt
R2

)]
. (3.6)

By differentiation, the superficial acceleration follows as

d〈u〉s

dt
= ε

ρα∞

∣∣∇〈 p〉i
∣∣ [4

∞∑
k=1

1
α2

k
exp

(
−α2

k
νt
R2

)]
. (3.7)

We then evaluate the small-time asymptotics (2.7) using adaptive quadrature. Figure 2
shows the exact dissipation rate (3.4) and the small- and large-time asymptotics according
to the equations (2.7) and (1.4). It can be seen that the dissipation rate is indeed well
approximated by the boundary layer theory for small times and by the steady-state
behaviour at large times. Note that if the superficial velocity (3.6) is substituted into the
steady-state dissipation (1.4), the first two terms of the exact dissipation rate (3.4) are
exactly recovered.

3.3. Evaluation of model predictions
Having demonstrated the correctness of the asymptotic limits, we can now evaluate
the proposed model for the volume-averaged dissipation rate given by (2.9) and (2.11).
Figure 3 shows the exact solution for the dissipation rate (3.4), the large-time asymptotics
(1.4) and the modelled dissipation rate. For the blending parameter n, we have chosen the
values n = 2 and n = 3 for which the predictions lie closest to the exact solution. It can
be seen that the model accurately predicts the dissipation rate and has the correct limiting
behaviour. The maximum relative error with respect to the instantaneous dissipation rate
is 7 % for n = 2 and 14 % for n = 3.
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Figure 3. Comparison of the dissipation rate of the analytical solution (3.4), the large-time asymptotics (1.4)
and the model given by (2.9), (2.11) for a porous medium consisting of circular tubes. The dissipation is
normalised with the steady-state value K/μ|∇〈 p〉i |2.

4. Numerical validation

In this section, we further compare the volume-averaged dissipation rate modelled
according to the equations (2.9) and (2.11) with the volume-averaged dissipation rate
obtained from the DNS of flow through a cylinder array and a hexagonal sphere pack.

4.1. Description of the flow solver
The simulations were performed using our in-house code MGLET (Manhart, Tremblay
& Friedrich 2001). The incompressible Navier–Stokes equations are discretised on
a Cartesian grid with a second-order symmetry-preserving finite volume method
(Verstappen & Veldman 2003). A third-order explicit Runge–Kutta method (Williamson
1980) is employed for time integration of the momentum equation and the continuity
equation is enforced using the projection method (Chorin 1968), resulting in a Poisson
equation at each stage.

The no-slip and no-penetration boundary conditions at the fluid–solid interface of the
porous medium are imposed using a second-order accurate ghost-cell immersed boundary
method (Peller et al. 2006; Peller 2010). The conservation of mass in the interface cells is
ensured by a flux correction procedure that is iteratively coupled to the global pressure
correction. The immersed boundary method has been validated for the simulation of
porous media flow in Peller (2010), Sakai & Manhart (2020) and Unglehrt & Manhart
(2022).

4.2. Porous medium geometries
Following Zhu et al. (2014), we consider flow through a periodic array of cylinders and
through a hexagonal close-packed arrangement of spheres. The corresponding simulation
domains are shown in figure 4. These porous media have a considerably different porosity
(ε = 0.56 and 0.26, respectively) and pore space geometry.
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Figure 4. Simulation domains for the cylinder array and for the hexagonal sphere pack. Periodic boundary
conditions are applied on all sides of the domain.

Parameter Symbol Cylinder array Hexagonal sphere pack

Porosity ε 1 − (9π/64) = 0.5582 1 − (π/(3
√

2)) = 0.2595
Permeability K 5.768 × 10−3 d2 1.755 × 10−4 d2

High-frequency limit of
the dynamic tortuosity

α∞ 1.461 1.622

Characteristic viscous length Λ 0.438 d 5.904 × 10−2 d

Table 1. Geometric parameters for the cylinder array and the hexagonal close-packed arrangement of equal
spheres.

Case Hg Re Wo Ω/Ω0 d/�x

cyl-step 0.1 5.74 × 10−4 — — 480
cyl-LF 0.1 5.72 × 10−4 2.576 0.1 480
cyl-MF 0.1 3.62 × 10−4 8.146 1.0 480
cyl-HF 0.1 5.08 × 10−5 25.76 10 480

hcp-stepa 6.5 × 101 0.0114 — — 320
hcp-LFb 103 0.171 10 0.107 384
hcp-MFb 104 0.857 31.6 1.07 384
hcp-HFb 105 0.130 100 10.7 384

Table 2. Simulation parameters for flow through a cylinder array and a hexagonal sphere pack.
aFrom Sakai & Manhart (2020), recomputed at a higher resolution in Unglehrt & Manhart (2023).

bFrom Unglehrt & Manhart (2022).

The geometric parameters of these porous media are reported in table 1. The
high-frequency limit of the dynamic tortuosity α∞ and the characteristic viscous length Λ

were determined from the potential flow using a finite element calculation (see Unglehrt
& Manhart (2023) for the hexagonal sphere pack). The permeability values were obtained
from the steady state of the simulations cyl-step and hcp-step (see table 2).

4.3. Simulation set-up
The pore scale flow is described by the incompressible Navier–Stokes equations. However,
a small Reynolds number is chosen such that the nonlinear terms are insignificant.
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No-slip and no-penetration boundary conditions are imposed at the cylinder or spheres
and triple periodic boundary conditions are applied at the domain boundaries.

We consider flow started from rest in response to a constant pressure gradient

∇〈 p〉i(t) = −gx ex for t > 0 (4.1)

and in response to a sinusoidal pressure gradient

∇〈 p〉i(t) = −gx sin(Ωt) ex for t > 0 (4.2)

that are applied as a body force on the fluid. In the latter case, we have chosen three values
of the frequency: Ω/Ω0 = 0.1 (low frequency), Ω/Ω0 = 1 (medium frequency) and
Ω/Ω0 = 10 (high frequency) where Ω0 = ε ν/(α∞ K) is the transition frequency between
the low and the high frequency regime (Pride et al. 1993). Note that the high-frequency
cases represent behaviour that could be found, for example, in wave-induced flow in a coral
reef (d ∼ 2 cm, period ∼4 s, wind velocity ∼5 m s−1, wave height ∼0.6 m, water depth
∼30 m), while the low- and medium-frequency cases would correspond to flow within a
sandy seabed.

The flow cases for the cylinder array were simulated at a grid resolution of 480 cells
per diameter following Zhu & Manhart (2016). The flow cases for the hexagonal sphere
pack were simulated at a resolution of 384 cells per diameter for the oscillatory flow and
at a resolution of 320 cells per diameter for the transient flow. They were validated by a
grid study in Unglehrt & Manhart (2022) and Sakai & Manhart (2020). The important
parameters of the simulations are summarised in table 2.

The time series of the volume-averaged dissipation rate was obtained indirectly from
the time series of the superficial velocity and the volume-averaged kinetic energy using
the kinetic energy equation (1.3),

2μ 〈S : S〉s = −〈u〉s · ∇〈 p〉i − d〈k〉s

dt
. (4.3)

The superficial velocity and the volume-averaged kinetic energy were extracted from the
simulation with a high temporal resolution.

4.4. Results
We first consider the case of transient flow started from rest and driven by a constant
pressure gradient. Figure 5 shows the volume-averaged dissipation rate from the DNS
cyl-step and hcp-step, the large-time asymptotics (1.4) and the model evaluated for the
values n = 2 and n = 3 of the blending parameter. It can be seen that the model correctly
captures the small-time behaviour of the simulations whereas the dissipation rate clearly
cannot be approximated by (1.4) at small times. After the first few time steps, in which
the simulations are not fully accurate due to the extremely thin boundary layers, the model
errors relative to the simulation lie between −18 % and 4 % for the cylinder array and
between −12 % and 8 % for the hexagonal sphere pack. For the cylinder array, the blending
parameter n = 2 gives better results, while for the hexagonal sphere pack the blending
parameter n = 3 gives better results.

We then consider the case of transient flow started from rest that is driven by a sinusoidal
pressure gradient. The low frequency cases (simulations cyl-LF and hcp-LF) are shown
in figure 6. There are almost no differences between the dissipation rate of the DNS,
the large-time asymptotics and the model. For the cylinder, all curves agree with the
dissipation rate of the simulations. For the hexagonal sphere pack, the dissipation is

975 A42-10

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

88
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.889


Dissipation rate model for linear unsteady porous media flow

2
μ
〈S

 : 
S〉

s/
(K

/
μ
|∇

〈p
〉 i|2

)
100

(a) (b)

10–2

10–4

10–6

10–3 10–1 101

100

10–2

10–4

10–6

10–3 10–1 101

ενt/(K α∞) ενt/(K α∞)

n = 2 n = 3 DNS

Cylinder array Hexagonal sphere pack

μ/K 〈u〉2
s

Figure 5. Comparison of the dissipation rate from the DNS, the large-time asymptotics (1.4) and the model
given by (2.9), (2.11) for transient flow in response to a constant pressure gradient through the cylinder array
(a) and the hexagonal sphere pack (b). The dissipation is normalised with the steady-state value K/μ|∇〈 p〉i |2.
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Figure 6. Comparison of the dissipation rate from the DNS, the large-time asymptotics (1.4) and the model
given by (2.9), (2.11) for transient flow in response to a sinusoidal pressure gradient with Ω/Ω0 ≈ 0.1 through
the cylinder array (a) and the hexagonal sphere pack (b). The dissipation is normalised with the steady-state
value K/μ|∇〈 p〉i |2.

slightly overestimated by the model for n = 2, while it is slightly underestimated by the
model for n = 3 as well as by the large-time asymptotics.

The medium frequency cases (simulations cyl-MF and hcp-MF) are shown in figure 7.
For the cylinder, again the large-time asymptotics agree very well with the dissipation rate
of the DNS, while the model slightly overestimates the dissipation rate for both n = 2
and n = 3. For the hexagonal sphere pack, the model overestimates the dissipation rate
for n = 2, while it is in close agreement with the simulation for n = 3. The large-time
asymptotics slightly underestimate the dissipation rate.
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Figure 7. Comparison of the dissipation rate from the DNS, the large-time asymptotics (1.4) and the model
given by (2.9), (2.11) for transient flow in response to a sinusoidal pressure gradient with Ω/Ω0 ≈ 1 through
the cylinder array (a) and the hexagonal sphere pack (b). The dissipation is normalised with the steady-state
value K/μ|∇〈 p〉i |2.

The high frequency cases (simulations cyl-HF and hcp-HF) are shown in figure 8. It
can be seen that the large-time asymptotics (1.4) clearly underestimate the dissipation
from the simulations by approximately 30 % and 55 % for the cylinder array and the
hexagonal sphere pack, respectively, while the model (2.9), (2.11) provides significantly
better predictions. In particular, the model reproduces the evolution of the dissipation
rate during the transient oscillation. For the cylinder array, a very good agreement can
be observed for the value n = 2 of the blending parameter with a relative difference of
approximately 3 %; for the sphere pack, an excellent agreement between the dissipation
rate from the simulation and the modelled dissipation rate is found for n = 3 with a relative
difference of approximately 1.5 %. Note that the agreement could be improved by choosing
non-integer values of n. However, based on the results above, we expect that the optimal
value for n will still depend on the geometry.

5. Conclusion

We have proposed a model for the volume-averaged dissipation rate in linear unsteady flow
through a porous medium. The model is derived by blending the steady-state expression
for the volume-averaged dissipation rate (Murthy & Singh 1997; Zhu et al. 2014) with a
small-time asymptotic expression obtained from boundary layer theory for a flow started
at rest. The model was first validated against an analytical solution of the Navier–Stokes
equations for transient flow through a porous medium consisting of circular tubes. The
model was then compared with a DNS dataset comprising transient and oscillatory flow
through a cylinder array and through a hexagonal close-packed arrangement of spheres.
The model showed significantly better predictions at small times or high frequencies than
the large-time asymptotics given by the steady-state expression, while maintaining the
accuracy of the large-time asymptotics at large times or low frequencies. In all cases,
values of the blending parameter n between 2 and 3 gave good results.
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Figure 8. Comparison of the dissipation rate from the DNS, the large-time asymptotics (1.4) and the model
given by (2.9), (2.11) for transient flow in response to a sinusoidal pressure gradient with Ω/Ω0 ≈ 10 through
the cylinder array (a) and the hexagonal sphere pack (b). The dissipation is normalised with the steady-state
value K/μ|∇〈 p〉i |2.

Future work could attempt to generalise the model to nonlinear unsteady flow. For this, it
might be promising to represent the volume-averaged dissipation rate as a Volterra series
in the superficial acceleration. Furthermore, the proposed model could provide a basis
for modelling dispersion and mixing in linear unsteady flow through porous media. For
instance, Brosten et al. (2012) considered the short-time dispersion coefficient defined
as D(t) = E[|R(t) − E[R(t)]|2]/(6t), wherein E[.] is the ensemble average and R(t) is
the fluid particle displacement, and derived the following asymptotic expression for small
times:

D(t) = Do(t) +
〈
(u − 〈u〉i)

2
〉
i
t + κ

18

[ ε

K
〈u〉2

i

]
t3/2 + O(t5/2). (5.1)

Here, Do(t) is the short-time dispersion coefficient without convection and κ is the
molecular diffusion constant. The spatial velocity variance in the second term on the
right-hand side is closely related to the kinetic energy and the term in brackets can be
identified as the steady-state expression (1.4) in intrinsic volume-averaged form. Therefore,
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within a frozen field assumption, our model allows the evaluation of these terms for
unsteady linear flow.
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We investigate steady and oscillatory flow through a hexagonal close-packed arrangement
of spheres in the framework of the volume-averaged momentum equation. We quantify
the friction and pressure drag based on a direct numerical simulation dataset. Using the
pressure decomposition of Graham (J. Fluid Mech., vol. 881, 2019), the pressure drag
can be further split up into an accelerative, a viscous and a convective contribution. For
the accelerative pressure, a closed-form expression can be given in terms of the potential
flow solution. We investigate the contributions of the different drag components to the
volume-averaged momentum budget and their Reynolds number scaling. For steady flow,
we find that the friction and viscous pressure drag are proportional to Re at low Reynolds
numbers and scale with Re1.4 for high Reynolds numbers. This is close to the steady
laminar boundary layer scaling. For the convective pressure drag, we find a cubic scaling at
low and a quadratic scaling at high Reynolds numbers. The Reynolds stresses have a minor
contribution to the momentum budget. For oscillatory flow at low and medium Womersley
numbers, the amplitudes of the drag components are similar to the steady cases at the
same Reynolds number. At high Womersley numbers, the drag components behave quite
differently and the friction and viscous pressure drag are relatively insignificant. The drag
components are not in phase with the forcing and the superficial velocity; the phase lag
increases with the Womersley number. This suggests that new models beyond the current
quasisteady approaches need to be developed.

Key words: porous media, general fluid mechanics, Navier–Stokes equations

1. Introduction

In this contribution we investigate the behaviour of the drag in steady and oscillatory flow
through a hexagonal sphere pack. The sphere pack can be decomposed into triply periodic
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medium, provided the same Creative Commons licence is used to distribute the re-used or adapted
article and the original article is properly cited. 974 A32-1
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L. Unglehrt and M. Manhart

unit cells of size � and is assumed to have a spatial extent L � � (figure 1a). When the flow
is driven by pressure or velocity variations on the macroscale, for example by a pressure
wave of wavelength O(L), the flow is locally almost periodic (Ene & Sanchez-Palencia
1975). The pore-scale flow is described in terms of the velocity u and the pressure P. The
large-scale flow is described in terms of the macroscopic pressure gradient f , which is
defined such that the pore-scale pressure deviation p = P − f · x is a periodic function,
and in terms of the superficial velocity 〈u〉s, which is defined as the volume average of the
pore-scale velocity u over the unit cell

〈u〉s = 1
V

∫
Vf

u dV. (1.1)

Here, V is the volume of the unit cell and Vf is the fluid volume within the unit cell; the
porosity ε is defined as the ratio Vf /V . Note that depending on the flow regime, the unit
cell has to be chosen larger than the primitive unit cell of the geometry (Agnaou, Lasseux
& Ahmadi 2016). Here, the unit cell contains four primitive unit cells (figure 1b). In the
limit �/L → 0, the superficial velocity is governed by the continuity equation

∇ · 〈u〉s = 0 (1.2)

and a local relation between the superficial velocity and the macroscopic pressure
gradient that follows from the solution of the Navier–Stokes equations on the unit cell
(Ene & Sanchez-Palencia 1975). The pore-scale velocity u and the pore-scale pressure
deviation p are regarded as triply periodic fields on the unit cell. The relation between
the superficial velocity and the macroscopic pressure gradient can also be expressed by
the volume-averaged Navier–Stokes equations, which are obtained by averaging equation
(2.1b) over the unit cell. By Gauss’ theorem and the periodic boundary conditions, the
integrals over the open pore areas cancel; thus we obtain

ρ
∂〈u〉s

∂t
= − 1

V

∫
Afs

p n dA︸ ︷︷ ︸
pressure drag

− 1
V

∫
Afs

τw dA︸ ︷︷ ︸
friction drag

−ε f . (1.3)

In this equation, the symbol τw = μ (∇ ⊗ u)T|w · n represents the wall shear stress vector,
and Afs denotes the fluid–solid interface, i.e. the surface of the spheres. Note that the force
exerted by the fluid onto the spheres also contains a contribution from the macroscopic
pressure gradient. While (1.2) and (1.3) have been derived assuming a periodic porous
medium, they can also be obtained for non-periodic porous media by the volume-averaging
theory of Whitaker (1986, 1996) if the pore scale, the averaging scale and the macroscale
are sufficiently separated. A comparison between the homogenisation approach outlined
above and the volume-averaging approach can be found in Davit et al. (2013). The pressure
drag and the friction drag terms appearing in (1.3) are unclosed with respect to 〈u〉s and
f . In general, they can be obtained only by direct numerical simulation (DNS) of the
pore-scale flow. The aim of modelling is to replace the solution to the pore-scale flow
problem by an explicit relationship between f and 〈u〉s.

In this work, we investigate this relationship and consider the macroscopic pressure
gradient as a known quantity. The pore-scale flow is computed numerically in a triply
periodic domain of the hexagonal sphere pack (shown in figure 1b) for a constant
and a sinusoidally oscillating forcing. The pore-scale flow then depends on two
dimensionless numbers that are formed with the sphere diameter d, the density ρ and
the kinematic viscosity ν: The Hagen number Hg = | f |d3/(ρν2) describes the magnitude
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Decomposition of drag force in flow through a sphere pack

�

y

L

f

u, p x

z

2d
3d

3
2 6 d

0

〈u〉s,  f (b)(a)

Figure 1. Conceptual sketch of the volume approach for the hexagonal sphere pack. (a) The sphere pack
consists of triply periodic unit cells. The periodic flow u, p inside the unit cell is driven by the macroscopic
pressure gradient f . (b) The simulation domain of the hexagonal sphere pack consists of four primitive unit
cells (one of which is highlighted in yellow).

of the macroscopic pressure gradient relative to the viscous forces. In other work, the
Hagen number is referred to as the pressure-gradient-based Reynolds number (Ene &
Sanchez-Palencia 1975; Firdaouss, Guermond & Le Quéré 1997; Iervolino, Manna &
Vacca 2010; Lasseux, Valdés-Parada & Bellet 2019). The Womersley number is defined as
Wo =

√
Ωd2/ν where Ω is the angular frequency of the forcing. The Womersley number

is proportional to the ratio of the sphere diameter to the Stokes layer thickness
√

2ν/Ω

and thus determines the region that is affected by the wall friction via diffusive transport.
For each parameter combination, a Reynolds number Re = | 〈u〉s |d/ν for steady flow or

Re = lim sup
t→∞

|〈u〉s| d
ν

(1.4)

for oscillatory flow results from solving the pore-scale flow problem.
Next, we briefly summarise some important findings on the flow resistance behaviour of

steady flow. In this case there are closed-form expressions which allow the pore-scale
problem to be bypassed. Figure 2 shows the drag coefficient defined according to
(Macdonald et al. 1979) as

F′
k = | f | d

ρ〈u〉2
s

= Hg
Re2 (1.5)

as a function of the Reynolds number for the DNSs of Sakai & Manhart (2020) of steady
flow through the hexagonal sphere pack. For very small Reynolds numbers, the superficial
velocity depends linearly on the macroscopic pressure gradient. This relationship is
described by Darcy’s law (dotted line) which can be written in dimensionless form as

Hg = d2

K
Re or F′

k = d2

K
Re−1, (1.6)

where K denotes the permeability. For Reynolds numbers �10, Mei & Auriault (1991)
derived a cubic correction to Darcy’s law of the form

Hg = d2

K
Re + b̂ Re3 or F′

k = d2

K
Re−1 + b̂ Re (1.7)
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5002001005020

Re
105210.5

101
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F
′ k 

=
 f xd

/(
ρ
〈u〉

2 s)

104

Darcy

DNS

Mei & Auriault

Macdonald et al.

Figure 2. Drag coefficient in steady flow through a hexagonal sphere pack together with Darcy’s law, the
correction of Mei & Auriault (1991) and the modified Ergun equation (Macdonald et al. 1979).

for isotropic porous media (solid line). Firdaouss et al. (1997) derived the same law
under the condition that ‘if the pressure gradient is reversed, the seepage velocity should
also be reversed with no change in modulus’. They supported their derivation with
numerical simulations of two-dimensional porous media flow and further demonstrated
that (1.7) is satisfied for several classical experimental datasets up to Reynolds numbers
of approximately 16. Hill, Koch & Ladd (2001) confirmed the theory of Mei & Auriault
(1991) for numerical simulations of flow through regular and random sphere packs. For
higher Reynolds numbers, the drag is commonly described in terms of the Forchheimer
equation (Forchheimer 1901) which is composed of a linear and a quadratic term

Hg = a Re + b Re2 or F′
k = a Re−1 + b. (1.8)

It should be noted that the Forchheimer equation is not consistent with (1.7). Ergun
(1952) proposed empirical correlations for the coefficients a and b based on packed bed
experiments. The correlations were further refined by, for example, Macdonald et al.
(1979) who aggregated multiple experimental datasets. When the flow becomes turbulent,
a change of slope of the resistance curve occurs and a different set of coefficients a′, b′
must be determined (Fand et al. 1987; Burcharth & Andersen 1995).

A major difficulty in describing unsteady and oscillatory flow is that the drag force does
not depend solely on the instantaneous Reynolds number, but is generally a function of
the history of the flow. For example, figure 3 shows the instantaneous drag force (i.e.
the first two terms on the right-hand side of (1.3)) as a function of the instantaneous
Reynolds number for two of our oscillatory flow simulations. It can be seen in figure 3(a)
that for the low frequency case LF5 the instantaneous drag is mostly close to the drag
observed in a steady flow at the same instantaneous Reynolds number. Conversely, for
the medium frequency case MF5 (figure 3b) the instantaneous drag differs significantly
from the drag observed in a steady flow at the same instantaneous Reynolds number.
Moreover, a hysteresis loop can be observed which suggests a different behaviour of
the flow in the acceleration and deceleration phases of the cycle. For linear oscillatory
flow the models of Johnson, Koplik & Dashen (1987) and Pride, Morgan & Gangi (1993)
provide an accurate description of the history-dependent drag. The models are formulated
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Decomposition of drag force in flow through a sphere pack
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Figure 3. Comparison of the relation between the instantaneous drag force and the superficial velocity for
steady and oscillatory flow: (a) LF5 (Re = 158, Wo = 10); (b) MF5 (Re = 157, Wo = 31.62).

in the frequency domain as a non-rational transfer function (‘dynamic permeability’). For
nonlinear oscillatory flow, the drag has been described by a Forchheimer-type expression
(see (1.8)) and variations thereof with frequency- or time-dependent coefficients (van Gent
1993; Hall, Smith & Turcke 1995). However, the inherent assumption of the model is that
the nonlinear drag is a function of the instantaneous Reynolds number. As discussed in
the above, this assumption is not valid for some flow configurations. Furthermore, we
have shown in our previous work (Unglehrt & Manhart 2022a) that at medium and large
Womersley numbers the nonlinear parts of the flow can be out of phase with the superficial
velocity.

Therefore, the objective of the present contribution is to identify and quantify the drag
generation processes in steady and oscillatory flow through a sphere pack. In particular,
the analysis is guided by the following questions: How large is the contribution of the
pressure drag and the friction drag? What effects contribute to the pressure drag? What is
the effect of turbulence? How do these contributions scale with the dimensionless numbers
governing the flow? What is the phase of these contributions in oscillatory flow?

We adapt the pressure decomposition of Graham (2019) to unsteady incompressible flow
through a periodic porous medium. Based on the Poisson equation for the pressure, the
pressure is decomposed into three different components: the first component is a reaction
force to the imposed macroscopic pressure gradient; the second component represents the
displacement of the flow from the wall due to viscosity; and the third component represents
the pressure drag induced by vorticity and dissipation. The resulting decomposition of the
volume-averaged Navier–Stokes equations is similar to the approach of Aghaei-Jouybari
et al. (2022) and is also closely related to various decompositions of the force on a moving
body (Quartapelle & Napolitano 1983; Howe 1989; Yu 2014; Li & Wu 2018; Menon &
Mittal 2021). We comment on the relationship between this decomposition and the theory
of Johnson et al. (1987) for linear oscillatory porous media flow in Appendix B.2. We then
investigate DNS datasets for laminar oscillatory flow (Unglehrt & Manhart 2022a) and
steady flow (Sakai & Manhart 2020) through a hexagonal sphere pack. In order to establish
a baseline, we apply this decomposition to nonlinear steady flow and linear oscillatory
flow. We then proceed to analyse nonlinear oscillatory flow. We investigate the evolution
of the drag components over the cycle depending on the Reynolds and Womersley number,
with particular focus on the Reynolds number scaling of the drag components. Finally, we
discuss the implications of our results for the physical understanding and for the modelling
of unsteady flow in porous media.
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L. Unglehrt and M. Manhart

2. Theory

2.1. Mathematical notation
The equations are written in vector notation according to the ISO 80000-2:2019 standard.
In particular, ∇ = ei ∂(.)/∂xi denotes the Nabla operator, where ei are the Cartesian unit
vectors; a · b = aibi denotes the inner product, A : B = AijBij denotes the double inner
product, (a ⊗ b)ij = aibj denotes the outer product and (a × b)i = εijkajbk denotes the
cross product.

2.2. Differential equations
The flow in the pore space is governed by the incompressible Navier–Stokes equations

∇ · u = 0, (2.1a)

∂u
∂t

+ ∇ · (u ⊗ u) = − 1
ρ

∇p + ν�u + 1
ρ

f . (2.1b)

The flow is driven by a constant force f = fx ex or a sinusoidal force f = fx sin Ωt ex which
is constant in space and represents to the macroscopic pressure gradient. On the spheres,
the velocity satisfies no-slip and impermeability boundary conditions and for both the
velocity u and the deviation pressure p triply periodic boundary conditions are imposed.

2.3. Decomposition of the pressure
In this section, we recall the decomposition of the pressure of Graham (2019) that forms
the basis of the discussion in the rest of the article. We start from the Poisson equation for
the pressure, which can be derived by taking the divergence of the momentum equation
(2.1b):

�p = −ρ ∇ · ∇ · (u ⊗ u) = 2ρQ, (2.2a)

where Q = −1
2 (∇ ⊗ u) : (∇ ⊗ u)T is the second invariant of the velocity gradient tensor

(Chong, Perry & Cantwell 1990) that is frequently used for vortex identification (Hunt,
Wray & Moin 1988; Dubief & Delcayre 2000). The pressure satisfies periodic boundary
conditions at the open domain boundaries and the Neumann boundary condition

∇p · n = μ�u · n + f · n (2.2b)

at solid walls where μ = ρν is the dynamic viscosity. The boundary condition can be
obtained by projecting the Navier–Stokes equations onto the normal n and using the
no-slip and no-penetration conditions for u. Note that this boundary condition is not
required to solve for the pressure, but it is a property of any sufficiently smooth solution
(Sani et al. 2006). Thus, the pressure has three sources with a generally different scaling:
the macroscopic pressure gradient; the viscous force; and the convective force. The
additive decomposition of Graham (2019) separates these different scalings and results
in the following three boundary value problems:

differential equation wall boundary condition

�p(a) = 0, ∇p(a) · n = f · n, (2.3a)

�p(v) = 0, ∇p(v) · n = μ�u · n, (2.3b)

�p(c) = 2ρQ, ∇p(c) · n = 0. (2.3c)
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Decomposition of drag force in flow through a sphere pack

(b)(a)

Figure 4. Illustration of the effect of the pressure component p(a). (a) External force field f . (b) Projected
force field f − ∇p(a) (blue) and −∇p(a) (red).

By summing up the equations, the pressure Poisson equation and the boundary condition
are recovered. The accelerative pressure p(a) counterbalances the wall-normal component
of the macroscopic pressure gradient f and therefore ensures that the force field acts
tangentially to the wall. This effect is illustrated in figure 4 for flow around a cylinder.
Note that Graham (2019) defined the accelerative pressure in terms of the acceleration of
a moving body in a stationary frame of reference. Upon changing to a comoving frame
of reference, the body becomes stationary and a fictitious force appears in the momentum
equation. By identifying the acceleration of the body with − f /ρ, we have adapted the
decomposition to the present setting. The viscous pressure p(v) arises from unbalanced
viscous stresses at the wall (Graham 2019). In particular, we show in Appendix A.1 that
the boundary condition of the viscous pressure is given by the divergence of the wall
shear stress. Finally, as the Q-invariant is equal to the difference between the rotation
rate magnitude and the strain rate magnitude (Dubief & Delcayre 2000), the convective
pressure p(c) is caused by vortical (Q > 0) and dissipative (Q < 0) flow features.

For turbulent flow, we follow Aghaei-Jouybari et al. (2022) and take the Reynolds
average of the pressure decomposition. Then, the mean convective pressure p̄(c) contains
contributions from the mean velocity ū and the Reynolds stress tensor:

�p̄(c) = 2ρQ̄ = −ρ ∇ · ∇ · (u ⊗ u) = −ρ ∇ · ∇ · (u ⊗ ū) − ρ ∇ · ∇ · (u′ ⊗ u′). (2.4)

In analogy to the terminology for the dissipation rate, we refer to the former contribution
as ‘direct’ convective pressure p̄(d) and to the latter as ‘turbulent’ convective pressure p̄(t).

2.4. Decomposition of the pressure drag
In this section, we decompose the pressure drag in the volume-averaged momentum
equation (1.3) into the components due to the accelerative pressure p(a), the viscous
pressure p(v) and the convective pressure p(c). An auxiliary potential field allows the
pressure drag components to be directly expressed in terms of the sources in the boundary
value problems (2.3). First, we define an auxiliary potential Φ which satisfies the Laplace
equation �Φ = 0 with periodic boundary conditions and (∇ ⊗ Φ)T · n = n at solid walls
(Batchelor 2000, (6.4.11)). This auxiliary potential also forms the basis of other force
decompositions (Quartapelle & Napolitano 1983; Howe 1989; Yu 2014; Li & Wu 2018;
Menon & Mittal 2021). Then, we apply Green’s second identity to the pressure p and the
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components of the auxiliary potential Φ:∫
Vf

Φ �p dV =
∫

Vf

p �Φ dV︸ ︷︷ ︸
=0

+
∫

∂Vf

Φ(∇p · n) dA −
∫

∂Vf

p (∇ ⊗ Φ)T · n dA. (2.5)

By the definition of the auxiliary potential, its Laplacian is zero and its wall-normal
gradient can be replaced by the normal vector. Furthermore, the integrals over the pore
areas cancel due to the periodic boundary conditions on Φ and p. We get∫

Vf

Φ �p dV =
∫

Afs

Φ(∇p · n) dA −
∫

Afs

p n dA. (2.6)

Finally, we insert the boundary value problems (2.3) and we obtain the components of the
pressure drag force per unit volume

−f (a)
p := − 1

V

∫
Afs

p(a) n dA = − 1
V

∫
Afs

Φ ( f · n) dA, (2.7a)

−f (v)
p := − 1

V

∫
Afs

p(v) n dA = − 1
V

∫
Afs

Φ (μ�u · n) dA, (2.7b)

−f (c)
p := − 1

V

∫
Afs

p(c) n dA = 1
V

∫
Vf

Φ 2ρQ dV. (2.7c)

The auxiliary potential Φ can be considered as an analogue of the influence line in
structural mechanics and represents the effect of a pressure source on the integral pressure
drag. Vice versa, the components Φx, Φy and Φz of the auxiliary potential can be seen as
the pressure fields in response to a unit source ex, ey or ez distributed uniformly over the
surface. Note that the auxiliary potential Φ is defined up to a constant, but both Q and
�u · n have zero mean for a domain with periodic and no-slip boundary conditions (see
Soria, Ooi & Chong (1997) and Appendix A.2, respectively) and the constant does not
affect the result. For simplicity, we constrain Φ to have zero mean. Figure 5 shows the
distribution of the x-component of this potential in the hexagonal sphere pack. We can see
that Φx is an antisymmetric function with respect to the planes x = 0, x = d/2, x = d, . . .,
and has periodicity d in the x-direction. The auxiliary potential is largest at the wall and
takes its extreme values near the contact points of the spheres.

In the following, we briefly discuss the pressure drag components in (2.7). With the
(dimensionless) tensor of virtual inertia

A = 1
Vs

∫
Afs

Φ ⊗ n dA (2.8)

defined in Batchelor (2000, (6.4.15)), we can rewrite the accelerative pressure drag as

− 1
V

∫
Afs

p(a) n dA = −
(

1
V

∫
Afs

Φ ⊗ n dA

)
· f = − (1 − ε) A · f . (2.9)

Consequently, the accelerative pressure drag directly counteracts the macroscopic pressure
gradient. The tensor −(1 − ε)A is equivalent to the hydrodynamic drag tensor λ∞
introduced by Lafarge (2009, p. 159) based on the work of Johnson & Sen (1981).
Moreover, we demonstrate in Appendix B.1 that the tensor of virtual inertia A can be
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Decomposition of drag force in flow through a sphere pack

y

Φx(x) = – Φx(x
′)

x

z

2d

x = dx = 0 x = d/2

3d

3
2 6 d

0

(b)(a)

Figure 5. Auxiliary potential Φx in the hexagonal sphere pack (a) in a three-dimensional view and (b) in
the plane

√
3/3 y − √

6/3 z = 0 with the mirror planes x = 0, x = d/2 and x = d of the hexagonal sphere
pack. The auxiliary potential Φx is antisymmetric with respect to these mirror planes. The colours range from
−0.15 d (blue) to 0.15 d (red).

related to the well-known ‘high-frequency limit of the dynamic tortuosity’ α∞ by Johnson
et al. (1987). As the tensor of virtual inertia can be precomputed for a given geometry, no
further model is necessary to describe the accelerative pressure drag. The viscous pressure
drag is a weighted surface integral of the source term of the viscous pressure p(v). As
demonstrated in Appendix A.3, the viscous pressure drag can be reformulated in terms of
the wall shear stress as

− 1
V

∫
Afs

p(v) n dA = 1
V

∫
Afs

(∇ ⊗ Φ)T · τw dA (2.10)

for the present boundary conditions. As both the friction drag and the viscous pressure
drag are integrals of the wall shear stress with only geometry-dependent weights, these
terms should have the same scaling. The convective pressure drag term (2.7c) has also
been referred to as ‘Q-induced force’ (Aghaei-Jouybari et al. 2022). Due to the fore–aft
antisymmetry of the auxiliary potential Φx in the hexagonal sphere pack (figure 5),
drag can only be produced from the part of the distribution of the Q-invariant that is
antisymmetric with respect to the fore–aft symmetry.

Finally, we can insert the decomposition (2.7) into the volume-averaged momentum
equation (1.3):

ρ
d〈u〉s

dt
= − 1

V

∫
Afs

(I − ∇ ⊗ Φ)T · τw dA︸ ︷︷ ︸
friction and viscous pressure drag

+ 1
V

∫
Vf

Φ 2ρQ dV︸ ︷︷ ︸
convective pressure drag

+ [εI − (1 − ε) A] · f︸ ︷︷ ︸
effective forcing

.

(2.11)

In this form, the drag in the porous media flow is separated into a surface contribution
due to the viscous term and a volume contribution due to the convective term of the
Navier–Stokes equations. It can also be seen that only a fraction of the macroscopic
pressure gradient acts onto the flow. In the remainder of the paper, we apply the pressure
drag decomposition to a DNS dataset of steady and oscillatory flow in a hexagonal sphere
pack. We also show in the Appendices B.2 and B.3 how the drag terms in (2.11) can be
used to rederive the results of Johnson et al. (1987) for linear oscillatory flow at high
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Womersley numbers and to generalise the theory of Mei & Auriault (1991) to oscillatory
flow at low Reynolds numbers, respectively.

3. Methodology

3.1. Description of the flow solver
The simulation dataset used in this paper was obtained using our in-house code MGLET
(Manhart, Tremblay & Friedrich 2001). It employs a block-structured Cartesian grid with
a staggered arrangement of variables (Harlow & Welch 1965) on which the incompressible
Navier–Stokes equations are discretised by means of a finite volume method with
second-order central approximations. A third-order low-storage Runge–Kutta method is
used for the time integration. In every stage a projection step is performed to make the
stage velocity divergence-free. This requires the solution of a discrete Poisson problem
for a correction pressure. The no-slip boundary conditions on the spheres are enforced
by a second-order accurate ghost-cell immersed boundary method (Peller et al. 2006;
Peller 2010). In this approach, the velocity field in the interface cells is approximated
by a linear least-squares interpolant that satisfies the no-slip boundary condition. From
this the specific volume fluxes are computed for the convective velocities, whereas the
point values are computed for the convected velocities. The convective velocities are
made divergence-free by a cell-by-cell iterative correction that is coupled to the pressure
correction in the field. As a result the immersed boundary method is mass conserving.

3.2. Description of the porous medium geometry
A hexagonal close-packed arrangement of spheres (simply referred to as hexagonal sphere
pack) is considered as a porous medium geometry. It is triply periodic with the lattice
vectors d ex, 1/2 d ex + √

3/2 d ey and 2
√

6/3 d ez, and the primitive unit cell (figure 1b)
contains two spheres of diameter d that are placed at the locations (0, 0, 0) d and
(1/2, 2

√
3/3,

√
6/3) d (Conway & Sloane 1999, p. 114). The sphere pack has a porosity

ε = 1 − π/(3
√

2) = 0.26 which is identical to the porosity of the cubic close-packing
studied for example in Hill et al. (2001), Hill & Koch (2002) and He et al. (2019).
The hexagonal close-packing arrangement possesses a total number of 24 symmetries
(Cockroft 1999, space group 194), for example mirror symmetries about the planes
x = 1/2 d and z = √

6/3 d.

3.3. Description of the simulation database
The drag decomposition will be evaluated for a collection of DNSs of steady and
oscillatory flow through a hexagonal close-packed arrangement of spheres (Conway &
Sloane 1999, p. 114). The simulation parameters of the steady and the oscillatory cases
are summarised in tables 1 and 2, respectively. Figure 6 shows the distribution of the
simulated cases in the Hg–Wo parameter space. Note that since oscillatory flow in the
quasisteady limit (Wo → 0) is in equilibrium at every instant, its behaviour is identical to
the corresponding steady flow.

For all cases, we used a triply periodic simulation domain with the lengths Lx = 2 d,
Ly = √

3 d and Lz = 2
√

6/3 d in the x-, y- and z-directions, respectively. The simulation
domain thus contains four primitive unit cells. Choosing an appropriate domain size is
essential since the flow may otherwise be constrained to a periodic state far from what
would be observed in larger domains. Since laminar flow has the same periodicity as the
geometry, it would be sufficient to consider one unit cell. Using multiple unit cells allows
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Decomposition of drag force in flow through a sphere pack

Case Hg Re d/�x Tsim 〈u〉i /d Tavg 〈u〉i /d Nsamples (r)rms /
(

fpx
)

rms

L4† 6.50 × 101 0.0114 320 0.00158 — — 1.5 %
L6† 6.50 × 103 1.14 320 0.158 — — 1.5 %
SNL1† 6.50 × 104 10.5 320 1.45 — — 1.4 %
SNL2† 3.25 × 105 36.6 320 5.08 — — 1.0 %
SNL4 6.50 × 105 58.9 320 2.04 — — 0.8 %
UNL1 1.30 × 106 91.1 320 10.5 — — 0.6 %
UNL2 2.60 × 106 138 320 19.2 16.8 36 0.6 %
T1 5.20 × 106 208 320 12.6 7.22 21 0.8 %
T2 7.80 × 106 263 320 16.7 15.2 51 0.9 %
T3 1.04 × 107 313 320 17.7 14.9 56 1.2 %
T4 1.30 × 107 354 320 11.8 9.33 39 1.2 %

Table 1. Simulation parameters of the steady cases and root mean square of the pressure drag decomposition
residual. The simulations marked with † were recomputed at a finer grid resolution compared with Sakai &
Manhart (2020). The value Nsamples denotes the number of snapshots that were collected during the averaging
time Tavg. The residual r = fpx − f (a)

px − f (v)
px − f (c)

px of the pressure drag decomposition was computed for each
snapshot.

Case Hg Wo Re d/�x TsimΩ/(2π) Nsamples/period (r)rms /
(

fpx
)

rms

LF1† 1.00 × 103 10 0.171 384 1.5 12.5 0.2 %
LF2† 1.00 × 104 10 1.7 384 2.25 25 0.2 %
LF3† 1.00 × 105 10 14.8 384 1.4 100 0.1 %
LF4† 1.00 × 106 10 76.7 384 1.25 100 0.3 %
LF5 3.16 × 106 10 158 384 2.27 100 1.0 %
LF6 1.00 × 107 10 307 384 1.56 100 2.3 %
MF1† 1.00 × 104 31.6 0.857 384 3 50 1.0 %
MF2† 1.00 × 105 31.6 8.57 384 3 50 0.9 %
MF3† 3.16 × 105 31.6 26.9 384 3 50 0.8 %
MF4† 1.00 × 106 31.6 73.1 384 3 25 0.7 %
MF5 3.16 × 106 31.6 157 384 6.4 50 1.1 %
MF6 1.00 × 107 31.6 298 384 2.26 50 2.7 %
HF1† 1.00 × 105 100 1.3 384 20.4 25 1.6 %
HF2† 1.00 × 106 100 13 384 19.9 25 1.6 %
HF3† 1.00 × 107 100 132 384 6.32 25 1.1 %
HF4† 1.78 × 107 100 252 768 8 50 0.9 %
HF5 3.16 × 107 100 465 768 6 25 1.5 %

Table 2. Simulation parameters of the oscillatory cases and root mean square of the pressure drag
decomposition residual. The simulations marked with † were taken from Unglehrt & Manhart (2022a). The
residual r = fpx − f (a)

px − f (v)
px − f (c)

px of the pressure drag decomposition was computed for each snapshot.

us to observe the breaking of this periodicity, which is an indicator of a transitional or
turbulent flow state. In these regimes, it is plausible that structures spanning multiple pores
could form. However, in their study of turbulent flow through a cubic-close packed array of
spheres at Re = 222, 370 and 740, He et al. (2019) found that ‘[. . .] the integral scales for
all Reynolds numbers studied in this work are much smaller than the particle diameter and
thus the unit cell domain showed little variation in statistics compared to a larger domain’.
Consequently, we would expect only minor changes if the domain size were increased.
The findings of Agnaou et al. (2016) further support this view; they observed that the
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HF2HF1 HF4 HF5HF3

Figure 6. Parameter space for the hexagonal sphere pack. The blue crosses represent the steady simulations
in Sakai & Manhart (2020) that correspond to the limit Wo → 0. The open circles denote the simulations in
Unglehrt & Manhart (2022a) of laminar oscillatory flow and the red filled circles represent simulations of
transitional and turbulent oscillatory flow. The dashed line separates the linear regime on the left-hand side
from the nonlinear regime on the right-hand side (Unglehrt & Manhart 2022a).

critical Reynolds number for the onset of unsteady flow in arrays of cylinders is essentially
independent of the domain size if the porosity is small (ε � 0.45).

The steady cases are based on the transient flow simulations by Sakai & Manhart
(2020). They classified their flow cases into linear (L), steady nonlinear (SNL), unsteady
nonlinear (UNL) and turbulent (T) regimes. For large times, the linear and steady nonlinear
cases resulted in a constant flow field, whereas the unsteady nonlinear and turbulent
cases resulted in a temporally fluctuating velocity field. The low-Reynolds-number cases
were recomputed on a finer grid in order to reduce the errors in the evaluation of
the pressure decomposition. Thus, all simulations of steady flow used in the present
paper were performed using a resolution of 320 cells per sphere diameter (cpd).
The high-Reynolds-number simulations UNL2–T4 were continued in order to collect
instantaneous flow fields for a statistical evaluation of the mean and turbulent drag
components. When the case UNL1 was continued up to a time t 〈u〉i /d = 10.5, the chaotic
oscillations changed into a decaying harmonic oscillation which indicates that the flow
converges to a steady state.

The oscillatory cases are based on the simulations in Unglehrt & Manhart (2022a)
of linear and nonlinear laminar oscillatory flow. The cases are grouped according to
their Womersley number into the low frequency regime (LF) at Wo = 10, the medium
frequency regime (MF) at Wo = 31.62 and the high frequency regime (HF) at Wo = 100
and numbered consecutively from 1 to 4 with increasing Hagen number. We performed
additional simulations of oscillatory flow (cases LF5, LF6, MF5, MF6 and HF5) that
were classified as transitional or turbulent based upon their symmetry behaviour (Unglehrt
& Manhart 2022b). The cases HF4 and HF5 were computed at a resolution of 768 cpd
and the other oscillatory flow cases were computed at a resolution of 384 cpd. We found
in Unglehrt & Manhart (2022a) that the cases LF1, LF2, MF1, MF2, HF1, HF2 show
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Decomposition of drag force in flow through a sphere pack

effectively linear behaviour and the cases LF3, MF3, HF3 and LF4, MF4, HF4 exhibit
nonlinear effects of comparable strength, respectively. For all simulations, the time series
of the volume-averaged velocity as well as instantaneous velocity and pressure fields
were saved. For the simulations LF5, LF6, MF5, MF6 and HF5, which are transitional or
turbulent, only the instantaneous values are discussed as it is computationally expensive
to obtain converged statistics for an oscillatory flow.

In Sakai & Manhart (2020) and Unglehrt & Manhart (2022a), the relationship between
the imposed pressure gradient and the superficial velocity in the steady and linear
oscillatory cases was validated with results from the literature and the grid resolution was
determined based on a grid study. The grid convergence of the new cases LF5, LF6, MF5,
MF6 and HF5 was assessed based on simulations with coarser grids at resolutions of 48,
96 and 192 cpd (Appendix C). We found that the differences in the cycle-averaged kinetic
energy and in the maximum amplitude of the superficial velocity between the finest and
the second finest resolution were less than 1.8 % for all cases.

3.4. Calculation of the terms in the decomposition
In this section, we describe the details of the evaluation of the terms in the drag
decomposition from our simulation data. Moreover, we quantify the errors introduced
by the decomposition and the statistical errors. First, the pressure drag components were
determined from snapshots of the flow fields. The accelerative pressure drag f (a)

p could
be calculated in closed form using the tensor of virtual inertia (2.8) obtained from the
auxiliary potential. The viscous pressure drag f (v)

p was calculated in the form of (2.7b).
To obtain the second derivative �u · n at the surface, the wall normal velocity v was
interpolated to a point at wall distance h = 1.5�x. The value of �u · n|w was then
calculated using a Taylor expansion of the wall normal velocity profile

v( y) = v|w︸︷︷︸
=0

+ ∂v

∂y

∣∣∣∣
w︸ ︷︷ ︸

=0

y + ∂2v

∂y2

∣∣∣∣
w

y2

2
= �u · n|w

y2

2
(3.1)

that satisfies the no-slip, impermeability and incompressibility conditions. The convective
pressure drag f (c)

p was determined by the volume integral (2.7c). As the integrand ΦQ
can take large positive and negative values, the numerical evaluation of the integral is
a delicate task. Due to the symmetry of the hexagonal sphere pack, flow in the positive
and negative x-direction should behave the same. To enforce this behaviour, we made the
values of the auxiliary potential Φx antisymmetric with respect to the mirror planes x = 0,
x = d/2, x = d, etc. (figure 5) by setting Φx(x) := [Φx(x) − Φx(2d − x)]/2. Note that this
is unnecessary in the continuous setting due to the identities 〈Q〉s = 0 and (A7), which
are, however, not perfectly satisfied in the discrete sense. In addition, the Q-invariant was
formulated as the divergence of the convective term in order to be consistent with the
projection method used in our flow solver. The interface cells were not included in the
integration as Q = 0 at no-slip walls.

We determined the residual of the pressure drag decomposition with respect to the
pressure drag force that was directly computed from the instantaneous pressure fields. In
tables 1 and 2, we report the root mean square residuals over all snapshots; for the steady
cases L4, L6, SNL1, SNL2 and SNL4 we report only the residual at the final time. It can
be seen that the balance is closed with satisfactory accuracy considering that the total and
viscous pressure drag terms have been computed at a ghost-cell immersed boundary. The
residual of the decomposition increases with the Womersley number; this can be explained
by the formation of boundary layers that increase the error in the evaluation of the source
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term for the viscous pressure especially near the contact points of the spheres. A higher
residual is also observed for the transitional and turbulent cases.

Second, we determined the friction drag using the volume-averaged momentum balance
(1.3). The pressure drag term was computed directly from the instantaneous pressure fields
and the superficial acceleration was obtained from the derivative of the time series of the
superficial velocity 〈u〉s.

Third, for the line plots of the oscillatory cases in § 4 the snapshot values in the last
period of each simulation were shifted such that the abscissae ϕ := Ωt lie in [0, 2π].
Since the sinusoidal behaviour of the linear cases was misrepresented by a piecewise linear
curve due to the relatively low number of samples (table 2), we used a Fourier series
interpolation of the snapshot values. For the cases LF5, LF6, MF5 and MF6 a piecewise
cubic interpolation (Akima 1974) was used due to high frequency fluctuations during parts
of the cycle.

Finally, we averaged the snapshot values for the steady chaotic and turbulent cases
UNL2, T1, T2, T3 and T4. For the cases L4–UNL1 we used only the final flow field
of the simulation. To decompose the time-averaged convective pressure drag into its direct
and turbulent contributions (see § 2.3), we determined the direct convective pressure drag
from the time-averaged velocity field and then computed the turbulent convective pressure
drag from the difference between the total and the direct contribution. The time-averaged
velocity field was estimated from the snapshots. The number of samples is given in
table 1. Since our simulation domain contains eight repetitions of the same pore geometry
(Unglehrt & Manhart 2022a), we included shifted copies of every instantaneous field into
the average. This led to a nominal increase of the sample size by a factor of eight.

We estimated the statistical error for each drag component with the Student’s
t-distribution. In all cases the 95 % confidence interval of the sample average had a
half-width smaller than 0.75 % of the average value. While the underlying assumption
of a Gaussian distribution of the sample values was not satisfied for some of the cases, we
nevertheless expect that the statistical error has in a similar order of magnitude.

3.5. Calculation of the auxiliary potential field
As the ghost cell immersed boundary method in MGLET (see 3.1) is tailored towards
flow with no-slip boundary conditions, we computed the auxiliary potential field with the
finite element method (FEM) using the FEniCS solver framework (Logg, Mardal & Wells
2012). We employed uniform meshes of linear tetrahedral elements with resolutions up to
384 cpd. From the numerical solution for the auxiliary potential Φ, we obtained the tensor
of virtual inertia

A =
⎡
⎣0.1345 0 0

0 0.1345 0
0 0 0.1329

⎤
⎦ (3.2)

where the off-diagonal terms are numerically zero. Furthermore, we computed the length
scale tensor L defined in § B.2,

L = 2 [ε I − (1 − ε) A] ·
[

1
V

∫
Afs

(I − ∇ ⊗ Φ)T · (I − ∇ ⊗ Φ) dA

]−1

=
⎡
⎣0.05886 0 0

0 0.05922 0
0 0 0.06011

⎤
⎦ d (3.3)
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Figure 7. Mesh convergence of the auxiliary potential solution. We give the difference in the high-frequency
limit of the dynamic tortuosity α∞ and the length scale Λ relative to their values at a resolution of 384 cpd.

where the off-diagonal elements are numerically zero, too.
The hexagonal sphere pack is isotropic in the x–y plane and possesses the same

arrangement of spheres as the face-centred cubic sphere pack. Therefore, we can compare
our results with the values of Chapman & Higdon (1992) who give a value 1/F = 1.612 ×
10−1 for the ‘electrical formation factor’ F, corresponding to a value α∞ = ε/F = 1.61
for the high-frequency limit of the dynamic tortuosity, and a value Λ = 0.062 d for the
length scale defined by Johnson et al. (1987). From (3.2) and (3.3), we obtain the values

α∞ =
(

1 − 1 − ε

ε

A11 + A22

2

)−1

= 1.622, (3.4)

Λ = L11 + L22

2
= 0.05904 d, (3.5)

which show a satisfactory agreement with the results of Chapman & Higdon (1992).
Figure 7 shows the convergence of α∞ and Λ over the resolution, which was

successively doubled starting from 12 cpd. At intermediate resolutions, we observe a
second-order convergence for α∞ and a first-order convergence for Λ. The value of L

is uncertain as we expect the velocity potential to behave as O(r
√

2−1) close to the contact
point, leading to a singular velocity (Cox & Cooker 2000). Consequently, we observe a
decrease in the rate of convergence. Nevertheless, we consider the numerical solution for
the auxiliary potential Φ at a resolution of 384 cpd as well converged.

4. Results

In this section, we apply the decomposition of the pressure drag (2.7) to our DNS dataset
of flow through a hexagonal sphere pack. First, we analyse the steady flow (§ 4.1) and
linear oscillatory flow cases (§ 4.2). These represent the quasisteady limit Wo → 0 and
the small amplitude limit Re → 0 and serve as a baseline for discussing of the effects of
the Reynolds number and the Womersley number in nonlinear oscillatory flow. We then
analyse the nonlinear oscillatory flow data (§ 4.3).
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Figure 8. Drag components in steady flow normalised with the imposed macroscopic pressure gradient εfx.

4.1. Stationary flow
In this section, we discuss the decomposed drag of our DNS dataset for steady nonlinear
flow. In particular, we analyse the dependence of the different drag components on
the Reynolds number. Figure 8 shows the contributions of the drag components to the
Reynolds-averaged momentum budget in the x-direction:

1
εfx

⎡
⎣ρ

d〈ū〉s

dt︸ ︷︷ ︸
=0

+ f̄ (a)
px + f̄ (v)

px + f̄ (d)
px + f̄ (t)

px︸ ︷︷ ︸
=f̄ (c)

px

+ f̄τwx

⎤
⎦ = 1. (4.1)

Since we have divided the momentum equation by the magnitude of the macroscopic
pressure gradient εfx, the terms represent the fraction of the total drag for each drag
component. The accelerative pressure drag f (a)

p is a pure function of the macroscopic
pressure gradient and the geometry due to its definition in (2.3a); its relative contribution
to the total stress balance has a value of 38.4 % independent of the Reynolds number.
The viscous pressure drag f (v)

p and the friction drag both decrease with the Reynolds
number. At low Reynolds numbers the friction drag is approximately twice as large as
the viscous pressure drag. For Reynolds numbers above 36, the ratio between the terms
remains almost constant around 1.7. The direct convective pressure drag f̄ (d)

px caused by
the time-averaged velocity field starts at zero and increases with the Reynolds number.
It overtakes the friction and pressure drag at a Reynolds number of approximately 250.
The drag f̄ (t)

px caused by the Reynolds stresses is non-zero only for the unsteady nonlinear
and turbulent cases. Its share increases with the Reynolds number and reaches 6 % of the
total drag at the highest Reynolds number (which is 22 % of the direct convective pressure
drag).

In order to investigate the scaling of the drag components with Re, we form a friction
factor-like quantity by normalising the drag with ρ, 〈u〉s and d. The result is shown
in figure 9. For small Reynolds numbers, especially between the cases L4 and L6, the
viscous pressure drag coefficient and the friction drag coefficient decrease with 1/Re,
indicating a linear dependence of these drag components on the Reynolds number. The
convective pressure drag coefficient increases proportionally to Re, corresponding to a
cubic dependence of the drag on Re. These observations are consistent with the theory of

974 A32-16

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

79
8 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.798


Decomposition of drag force in flow through a sphere pack

5002001005020

Re
10521

100

101

102

103

f̄τwx

f̄px
(t)

f̄px
(d)

f̄px
(v)

f̄px
(a)

(F
o
rc

es
)/

( 
 ρ

〈u〉
2 s/

d)

Figure 9. Drag components in steady flow normalised with 1
2 ρ〈u〉2

s /d. The black lines represent different
scalings with the Reynolds number: 1/Re (dotted), 1/

√
Re (dashed), 1 (dash-dotted) and Re (solid). The scaling

line for Re was anchored at the case L4, the scaling lines for 1/
√

Re were anchored at the case T4, and the
scaling line for 1 was set to the mean value of the cases UNL1–T2.

Mei & Auriault (1991). For large Reynolds numbers (T1–T4), the friction drag coefficient
and the viscous pressure drag coefficient approach a scaling with exponents −0.63 and
−0.61, respectively. This is very close to the classical laminar boundary layer scaling
1/

√
Re of the friction coefficient (dashed line). The direct convective drag due to the

mean velocity field shows a nearly perfect scaling with Re2 for Reynolds numbers between
91 and 263, as indicated by a constant drag coefficient. For higher Reynolds numbers,
the direct convective pressure drag coefficient shows a slight decrease. There is no clear
scaling for the turbulent convective pressure drag. Although we see neither a quadratic
scaling of the convective pressure drag nor a linear scaling of the friction and viscous
pressure drag in the steady nonlinear regime (Re = 10–59), the total drag can be described
by the Forchheimer equation (1.8), i.e. the sum of a linear and a quadratic term (Sakai &
Manhart 2020).

4.2. Linear oscillatory flow
In this section, we present the results of the drag decomposition for linear oscillatory flow
and compare them with theoretical results from the literature. In particular, we discuss
the cases LF1 and LF2 at Wo = 10, MF1 and MF2 at Wo = 31.62, and HF1 and HF2
at Wo = 100; all of which have been shown to exhibit linear behaviour in Unglehrt &
Manhart (2022a).

The theoretical behaviour of linear oscillatory flow is well understood (Landau &
Lifshits (1987, pp. 83f); Batchelor (2000, pp. 353f); Lafarge (2009)) and is summarised
below. The velocities and forces are directly proportional to the magnitude of the
macroscopic pressure gradient, ε fx; the velocities and forces normalised by ε fx depend
only on the Womersley number. At low frequencies (Wo → 0), the velocity is in phase with
the forcing and is governed by the steady Stokes equations. At high frequencies, the flow
has a boundary layer structure: the bulk flow is irrotational and has a phase lag of 90◦ with
respect to the forcing, and the amplitude of the bulk flow decreases as Wo−2. Near the wall,
the flow behaves like the Stokes boundary layer for which the wall shear stress is history
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Figure 10. Drag components in linear flow normalised with the amplitude of the imposed macroscopic
pressure gradient εfx for Wo = 10 (LF1), Wo = 31.62 (MF1) and Wo = 100 (HF1).

dependent and advances the outer flow velocity by 45◦ (Schlichting & Gersten 2017,
p. 142). The superficial velocity can be predicted by Darcy’s law or the unsteady Darcy
equation (Zhu & Manhart 2016) for low frequencies and by the asymptotics of Johnson
et al. (1987) for high frequencies. The well-known model of Johnson et al. (1987) blends
these asymptotes and predicts the response of the superficial velocity with good accuracy
(Chapman & Higdon 1992; Unglehrt & Manhart 2022a). Please note that the asymptotics
of Johnson et al. (1987) can be directly obtained from the drag decomposition (2.11) and
the Stokes boundary layer solution (see Appendix B.2). This calculation suggests that the
viscous pressure drag and the friction drag have the same time dependence as Wo → ∞.

In the following, we address the question of which processes take up the momentum that
is supplied to the flow by the macroscopic pressure gradient. To this end, we rearrange the
volume-averaged momentum equation like in (4.1):

1
εfx

[
ρ

d〈u〉s

dt
+ f (a)

px + f (v)
px + f (c)

px + fτwx

]
= sin(Ωt). (4.2)

Figure 10 displays the terms of this equation over the course of one period of oscillation
(ϕ := Ωt mod 2π) for the simulations LF1, MF1 and HF1. We observe that the
acceleration term increases with the Womersley number whereas the viscous pressure and
friction drag decrease with the Womersley number. By definition, the accelerative pressure
drag remains constant at 38.4 % of the macroscopic pressure gradient. At Wo = 10 more
than half of the drag is caused by friction and the viscous pressure. On the other hand,
at Wo = 100 most of the pressure drag is caused by the accelerative pressure and the
contributions of the friction and viscous pressure drag decrease. Table 3 summarises the
relative amplitudes and the phase lag of the different terms with respect to the macroscopic
pressure gradient. It can be seen that both quantities are in line with the theoretical
expectations and reflect the change of the velocity field from a Stokes flow to a potential
flow with thin boundary layers.

The convective pressure has almost no contribution to the force balance. As in the steady
state, the convective pressure drag exhibits a cubic scaling with the Reynolds number. This
is demonstrated by the collapse of the suitably normalised f (c)

px curves for LF1 and LF2,
MF1 and MF2, and HF1 and HF2 in figure 11. The relative intensity of the convective
pressure drag decreases strongly with the Womersley number. The cubic scaling follows
from the drag decomposition when the symmetries of the flow in the hexagonal sphere
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Decomposition of drag force in flow through a sphere pack

Wo → 0 Wo = 10 Wo = 31.62 Wo = 100 Wo → ∞

ρ
d〈u〉s

dt
0 % 6.6 % 33.0 % 49.9 % 61.6 %

−90◦ −80◦ −35.4◦ −11◦ 0◦

fτwx
42.8 % 43.0 % 28.5 % 11.4 % 0 %

0◦ 4.2◦ 26.1◦ 42.1◦ 45◦

f (v)
p

19.7 % 17.8 % 10.9 % 4.1 % 0 %
0◦ 2.9◦ 22.8◦ 34.1◦ 45◦

Table 3. Relative amplitude and phase lag of the acceleration, the accelerative pressure drag, the friction drag
and the viscous pressure drag with respect to to the macroscopic pressure gradient ε fx sin(Ωt) in linear flow.
The limits Wo → 0 and Wo → ∞ correspond to Stokes flow (case L4) and potential flow, respectively. Note
that the accelerative pressure drag f (a)

p always has a relative amplitude of 38.4 %; the convective pressure drag
f (c)
p is negligible in linear flow.
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Figure 11. Convective pressure drag normalised with ρ(max 〈u〉s)
3/ν corresponding to the scaling of Mei &

Auriault (1991).

pack are taken into account (see Appendix B.3). For Wo = 10 we can observe a saddle
point at the zero crossing of the convective pressure drag, which is consistent with a 〈u〉3

s
behaviour of the convective pressure drag. For Wo = 31.62 and Wo = 100, this saddle
point is absent.

4.3. Nonlinear oscillatory flow
In this section, we analyse the simulations of nonlinear oscillatory flow. The momentum
budgets for the weakly nonlinear cases LF3, MF3 and HF3 are not shown, as they differ
only slightly from the linear regime. However, it can be seen in figure 11 that for these
cases the convective pressure drag deviates from the cubic Reynolds number scaling.

For the strongly nonlinear cases, figures 12, 13 and 14 show the terms of the momentum
equation for Wo = 10, Wo = 31.62 and Wo = 100, respectively. Like in the previous
section, the forces are normalised with the amplitude εfx of the macroscopic pressure
gradient (cf. (4.2)) such that all terms sum up to sin(Ωt) and the accelerative pressure
drag appears as 0.384 sin(Ωt).

At the lowest Womersley number (figure 12), the acceleration is very small compared
with the drag forces and the drag components are mostly in phase with the macroscopic
pressure gradient. Hence, the flow can be considered quasisteady. The acceleration
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Figure 12. Drag components in nonlinear flow at Wo = 10 normalised with the amplitude of the imposed
macroscopic pressure gradient εfx for Re = 77 (LF4), Re = 158 (LF5) and Re = 306 (LF6).
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Figure 13. Drag components in nonlinear flow at Wo = 31.62 normalised with the amplitude of the imposed
macroscopic pressure gradient εfx for Re = 73 (MF4), Re = 157 (MF5) and Re = 297 (MF6).
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Figure 14. Drag components in nonlinear flow at Wo = 100 normalised with the amplitude of the imposed
macroscopic pressure gradient εfx for Re = 252 (HF4) and Re = 468 (HF5).
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Decomposition of drag force in flow through a sphere pack

shows a distinct non-sinusoidal behaviour due to the nonlinear relationship between the
macroscopic pressure gradient and the superficial velocity. The convective pressure drag
shows a short plateau at the zero crossings; the duration of the plateau decreases with the
Reynolds number. As the Reynolds number increases, the friction drag and the viscous
pressure drag decrease whereas the convective pressure drag increases. The amplitudes of
these components agree well with the results of the steady cases (figure 8). For the cases
LF5 and LF6 we can observe fluctuations in the acceleration and in the convective pressure
drag, while the friction drag and the viscous pressure drag do not show any fluctuations.
These fluctuations could be attributed to vortex shedding and the transition to turbulence.

At the intermediate Womersley number (figure 13), the acceleration is significantly
larger than at the lower Womersley number. The amplitudes of the friction drag, viscous
pressure drag and convective pressure drag are comparable to Wo = 10, but the phases
lag behind the macroscopic pressure gradient. The convective pressure drag is close to
zero during the acceleration phase of each half-cycle, the duration of which decreases
with increasing Reynolds number. This behaviour is similar to the plateaus observed at
Wo = 10. When the acceleration reaches its maximum, the convective pressure drag starts
to increase; the acceleration goes to zero and changes its sign. Consequently, the maximum
convective pressure drag occurs later than the maximum of the superficial velocity. This is
consistent with the observations in Unglehrt & Manhart (2022a) that the maximum kinetic
energy of the nonlinear part of the velocity field is delayed with respect to the maximum
of the superficial velocity.

At the highest Womersley number (figure 14), the acceleration is the dominant term in
the momentum balance. The friction drag and the viscous pressure drag are much smaller
than for the other Womersley numbers and have approximately the same magnitude as for
linear flow at the same Womersley number. Furthermore, they are shifted in phase with
respect to the macroscopic pressure gradient. For the case HF4, the convective pressure
drag has a relative magnitude of 8 % and a nearly sinusoidal waveform; for the case HF5,
the magnitude increases to 24 % and the waveform becomes triangular. The phase lag
between the convective pressure drag and the macroscopic pressure gradient decreases
with increasing Reynolds number. Remarkably, the triangular waveform of the convective
pressure drag can also be observed at low Reynolds numbers (figure 11).

In the following, we investigate the high-Reynolds-number scaling of the friction drag
and the viscous and convective pressure drag components. In particular, do the scalings
observed in steady flow extend to oscillatory flow? For this analysis we construct different
normalisations for the drag components based on the sphere diameter d, the density ρ, the
kinematic viscosity ν and the cycle maximum of the superficial velocity max 〈u〉s. For the
inertial scaling, the convective pressure drag f (c)

px is normalised with ρ(max 〈u〉s)
2/d, and

for the steady laminar boundary layer scaling, the friction drag fτw and the viscous pressure
drag f (v)

px are normalised with ρ
√

ν (max 〈u〉s)
3/2/d3/2.

Figures 15 and 16 show the friction drag and the viscous pressure drag in the steady
laminar boundary layer scaling. At Wo = 10, the curves of the viscous pressure drag
collapse for the cases LF5 and LF6. We do not observe a collapse of the friction drag,
but the curves are close. At Wo = 31.62, we find an excellent agreement of the friction
drag amplitude with the steady boundary layer scaling for the cases MF5 and MF6. The
normalised amplitudes of the viscous pressure drag also agree with the scaling, but the
shape of the curves is different between the cases. At Wo = 100, we do not observe a
collapse of the friction drag and the viscous pressure drag in the steady boundary layer
scaling.
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Figure 15. Friction drag normalised with ρ
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boundary layer scaling.

Figure 17 shows the convective pressure drag in the inertial normalisation. We observe
similar amplitudes of the convective pressure drag at Wo = 10 and Wo = 31.62. Moreover,
the normalised amplitude of the cases LF6 (Re = 307) and MF6 (Re = 298) is consistent
with the normalised amplitude of the sum of the direct and turbulent convective pressure
drag for the cases T2–T4 in the same Reynolds number range (Re = 263–354). However,
we do not observe a collapse of the curves at neither Womersley number and thus we
cannot confirm the inertial scaling of the convective pressure drag for the oscillatory
cases. At Wo = 100, we do not observe an inertial scaling in the present range of Reynolds
numbers (Re � 465). A striking feature in figure 17 is the phase behaviour at Wo = 31.62.
While at low Reynolds numbers the convective pressure drag is approximately 70◦ out
of phase with the forcing, the phase shift decreases with increasing Reynolds number. At
Wo = 100, we can also observe a variation of the phase shift, but no clear trend can be
identified.

5. Discussion

In this section, we interpret our results with regard to the dynamics of the pore-scale flow.
We then discuss the implications of our findings for model descriptions of unsteady porous
media flow.
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Figure 17. Convective pressure drag normalised with ρ(max 〈u〉s)
2/d corresponding to an inertial scaling.

5.1. Steady flow
For steady flow we observed that the direct convective pressure drag due to the
time-averaged velocity field scales approximately with Re2 for high Reynolds numbers
(Re = 140–350); the friction drag and the viscous pressure drag scale with Re2–0.6 = Re1.4

for Re = 200–350. Dybbs & Edwards (1984) conducted experiments of steady flow
through a hexagonal sphere pack. They reported the emergence of boundary layers and an
‘inertial core flow’ between Re = 1 and 10. A consistent flow pattern has been observed
in the DNSs (Sakai & Manhart 2020). Similarly, for a simple cubic sphere pack Horton &
Pokrajac (2009) put forward a conceptual division of the velocity field into a high speed
‘core flow’ and low speed regions near the spheres. Using dye visualisations, Wegner,
Karabelas & Hanratty (1971) obtained the skin friction line pattern in a face-centred cubic
sphere pack. In a follow-up study, Karabelas, Wegner & Hanratty (1973) hypothesised the
presence of boundary layers between the attachment points and the separation lines along
the spheres. A simple boundary layer calculation based on a pressure profile resulted in an
approximate agreement with the experimental data. Furthermore, Jolls & Hanratty (1969)
electrochemically measured the mass transfer rate and the wall shear stress over a sphere
inside a packed bed of porosity ε = 0.41 at Reynolds numbers between 5 and 1120. ‘With
the exception of the very rearward portion of the spheres the effect of Reynolds number on
the local mass transfer rate and on the local shear stress is what is predicted by boundary
layer theory for isolated spheres. This would seem to suggest that flow over most of the
surface of the sphere could be described by a three-dimensional boundary layer flow.’

Our results seem to support this conceptual picture in that the observed scaling of the
friction drag and viscous pressure drag are consistent with the Re3/2 scaling predicted by
laminar boundary layer theory under the assumption of a Reynolds number independent
core flow. The nearly quadratic scaling of the direct convective pressure drag indeed
suggests that the time-averaged core flow varies only weakly with the Reynolds number.
Furthermore, He et al. (2019, figures 2 and 3) and Sakai & Manhart (2020, figure 15)
found that the turbulent kinetic energy is concentrated in the large pores and is low near
the walls and where the time-averaged velocity is high. This substantiates the hypothesis
of a laminar boundary layer even in the ‘turbulent’ flow regime.

Future research should attempt to confirm the applicability of the boundary layer
concept to the present flow configuration based on velocity profiles or the local momentum
budget. The presence of laminar boundary layers would allow us to extrapolate the viscous
drag to higher Reynolds numbers and would also imply a scaling for the heat and mass
transfer in the vicinity of the wall (Karabelas, Wegner & Hanratty 1971; Schlichting &
Gersten 2017, ch. 9). This could be important, for example, in the design of chemical

974 A32-23

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

79
8 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.798


L. Unglehrt and M. Manhart

reactors. It would also be interesting to extend the present analysis to higher Reynolds
numbers to investigate the scaling of the turbulent convective pressure drag.

Given that the observed low-Reynolds-number behaviour agrees with the theory of Mei
& Auriault (1991) for isotropic porous media and that the experiments in disordered packed
beds point to a quadratic scaling of the drag (Macdonald et al. 1979) and a boundary layer
scaling of the friction drag (Jolls & Hanratty 1969) at high Reynolds numbers, we expect
the present scalings to carry over qualitatively also to other kinds of sphere packs.

5.2. Oscillatory flow
For oscillatory flow at Wo = 10 we found that the amplitudes and scalings of the different
drag components are very similar to the steady case. In the cases LF5 and LF6 some
fluctuations can be observed in the convective pressure drag and in the acceleration (and
thus the superficial velocity); the friction drag and the viscous pressure drag show only
small traces of these fluctuations (figure 12). This further supports the above hypothesis
that the laminar boundary layers are only weakly influenced by inertial and turbulent
effects.

At Wo = 31.62, the amplitudes of the drag components are still close to the steady
values, but the phases differ considerably from the lower Womersley number. As
the Reynolds number increases, the friction drag and viscous pressure drag become
increasingly in phase with the macroscopic pressure gradient (figures 10 and 13). Since
the Womersley number is relatively high and since the friction and viscous pressure
drag approach a steady laminar boundary layer scaling for higher Reynolds numbers, we
explain this behaviour using the boundary layer concept. Generally, the boundary layer
thickness can be estimated as δ ∝ √

νtB where tB is the time that a fluid particle spends
inside the boundary layer (Schlichting & Gersten 2017, p. 141). In an accelerating flow,
tB is just the elapsed time t since the start of the boundary layer formation. When the
time reaches the convection time d/ 〈u〉s, the boundary layer starts to become steady
and its thickness is δ ∝ √

νd/ 〈u〉s or δ/d ∝ Re−1/2. In this case, the drag is in phase
with the superficial velocity. If the period of oscillation is shorter than the convection
time, the flow never becomes steady and the boundary layer thickness is δ ∝ √

ν/Ω or
δ/d ∝ Wo−1. In this case, the boundary layer flow is essentially linear and the drag is out
of phase with the superficial velocity (cf. § 4.2). When the Womersley number is fixed,
the Reynolds number determines if the boundary layer flow reaches a quasisteady state.
The process outlined above can be seen in the case MF5 (figure 18a). In the acceleration
phase, the boundary layer is thinner than in the steady case; consequently, the drag is
higher than in the steady case. Then, the boundary layer growth reaches the steady state
value and during the deceleration, the boundary layer remains quasisteady. Thus, the drag
coincides with the steady state curve. For the convective pressure drag (figure 18b) we
observe a non-sinusoidal time evolution with a plateau around the zero crossings and a
high magnitude in between. The shape and phase of the waveform vary considerably with
the Reynolds number (figure 17).

In order to extend our understanding of the convective pressure drag, we look at the
instantaneous velocity fields of the case MF5 at the beginning and at the end of the
steep increase of the convective pressure drag (the times are highlighted by the markers in
figure 13). At the first time (ϕ = 0.28π), the flow has an instantaneous Reynolds number
of 85 and the convective pressure drag in the x-direction is −3 % of the instantaneous
macroscopic pressure gradient ( f (c)

px /(εfx) = −0.03 sin(0.28π)). At the second time (ϕ =
0.52π), the instantaneous Reynolds number is at its peak value 157 and the convective
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Figure 18. Comparison of the relation between the instantaneous drag components and the superficial velocity
for steady and oscillatory flow in the case MF5 (Re = 157, Wo = 31.62). (a) Sum of friction and viscous
pressure drag; (b) convective pressure drag.

(b)

0

5〈u〉s/ε

(a)

Figure 19. Instantaneous velocity magnitude |u| and u = 0 contour of the case MF5 at the times marked in
figure 13. The colours are normalised with respect to the instantaneous superficial velocity. (a) Beginning of
the steep increase of the convective pressure drag (ϕ = 0.28π, Re(t) = 85). (b) End of the steep increase of the
convective pressure drag (ϕ = 0.52π, Re(t) = 157).

pressure drag in the x-direction is −27 % of the instantaneous macroscopic pressure
gradient ( f (c)

px /(εfx) = −0.26 sin(0.52π)). It can be seen in figure 19 that at the beginning
of the increase the distribution of the velocity magnitude is roughly fore–aft symmetric
with respect to the planes x = d/2 and x = 3d/2. Since a symmetric velocity field has a
symmetric distribution of the Q-invariant, which is then multiplied with the antisymmetric
auxiliary potential Φx, a relatively low convective pressure drag is produced. On the other
hand, a non-symmetric velocity magnitude distribution can be observed at the end of the
increase of the convective pressure drag. The zero contour of the streamwise velocity
component (u = 0) indicates that the latter field exhibits a large separation region behind
the contact points in the oblique cut plane. The comparison of the two velocity fields
shown in figure 19 suggests that the steep increase in convective pressure drag is caused
by the emergence of the flow separation regions. The plateaus near the zero crossings of
the convective pressure drag could thus be seen as attached flow whereas the parts of the
cycle with a large convective pressure drag would correspond to separated flow.
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At Wo = 100, the drag components do not follow the same scalings as at the lower
Womersley numbers and clear phase differences between the drag components can be
observed. A possible explanation for these discrepancies is that at low Womersley numbers
the boundary layers are quasisteady if the Reynolds number is high enough, whereas the
boundary layers do not become steady at the highest Womersley number in the considered
Reynolds number range. The convective pressure drag has an almost triangular waveform
at low Reynolds numbers (figure 11) and at high Reynolds numbers (figure 17). This
qualitatively different behaviour of the convective pressure drag in comparison with the
lower Womersley numbers could be understood if one assumes a finite formation time
for the drag producing structures. Then, at Wo = 10 the formation time would be small
compared with the period of oscillation, resulting in a small phase lag of the convective
pressure drag. At Wo = 31.62, the formation time would be relatively large compared with
the period of oscillation (similar to the duration of the plateaus at the zero crossings),
resulting in a larger phase lag of the convective pressure drag. Figure 17(b) suggests
that the formation time would decrease with increasing Reynolds numbers. Finally, at
Wo = 100 the frequency of oscillation is so high that the formation and destruction in
subsequent half-cycles overlaps in time. Thus, the plateau would disappear.

5.3. Implications for modelling
We have presented a new form (2.11) of the volume-averaged momentum equation for
a spatially constant macroscopic pressure gradient f where we can express the drag in
terms of the wall shear stress and the second invariant of the velocity gradient tensor. The
auxiliary potential Φ (and derived from it the tensor of virtual inertia A) only depends
on the geometry of the porous medium. In this formulation, the components of the
pressure drag with a viscous scaling, an inertial scaling and a direct proportionality to
the macroscopic pressure gradient are separated. We have shown in Appendix B.2 how
this form of the volume-averaged momentum equation can be used to directly derive the
asymptotic drag behaviour at high Womersley numbers of Johnson et al. (1987).

For steady flow, we found that the friction drag and the viscous pressure drag depend
linearly on Re at low Reynolds numbers and scale with Re1.4 at high Reynolds numbers.
The convective pressure drag scales with Re3 at low Reynolds numbers and with Re2 at
high Reynolds numbers. At low Reynolds numbers, these results are in line with Darcy’s
law (1.6) and its correction (1.7) by Mei & Auriault (1991). However, the Forchheimer
equation (1.8) is incompatible with the low-Reynolds-number behaviour of the convective
pressure drag and with the high-Reynolds-number behaviour of the friction drag and of
the viscous pressure drag.

In nonlinear oscillatory flow at Wo = 10 the drag components show the same scaling
as in steady flow. Moreover, the momentum balance indicates that the flow is quasisteady.
This flow can thus be modelled by extending the steady state drag law with an acceleration
term (Zhu et al. 2014; Zhu & Manhart 2016). At Wo = 31.62 the Reynolds number scalings
of the drag components are similar to the steady case, but the drag components are
out of phase with the superficial velocity (figure 18). To model the friction and viscous
pressure drag, a promising approach could be to blend the parametrisation of Johnson et al.
(1987) with the Re3/2 behaviour of the laminar boundary layer. As the convective pressure
drag cannot be expressed as a function of the instantaneous superficial velocity alone
and, furthermore, scales with Re3 at low Reynolds numbers, it seems necessary to think
beyond the traditional parametrisation in terms of 〈u〉2

s . In particular, we could observe
a smaller hysteresis between the convective pressure drag and a time-lagged superficial
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Decomposition of drag force in flow through a sphere pack

velocity or the instantaneous kinetic energy. For the simulation cases at Wo = 100 no
clear high-Reynolds-number scalings could be identified; thus, further research is required
in this direction. As a starting point for the development of improved models, we provide
the time series of the superficial velocity and the drag components from our simulations
as supplementary material available at https://doi.org/10.1017/jfm.2023.798.

Finally, our decomposition provides a new point of view on the time constant in the
volume-averaged momentum equation. In most model equations for unsteady porous
media flow, the resistance of the bulk flow to acceleration has been incorporated with
the ad hoc addition of a ‘virtual mass coefficient’ (Sollitt & Cross 1972; Burcharth &
Andersen 1995) or ‘acceleration coefficient tensor’ (Nield 1991) to the volume-averaged
momentum equation. This was done by analogy to the added-mass effect in inviscid flow.
For example, Nield (1991) suggested an unsteady extension to Darcy’s law (1.6),

ρCa · d〈u〉s

dt
= −μ

K
〈u〉s + f (5.1)

where the acceleration coefficient tensor is assumed to be of the form Ca = ε−1I + N;
the tensor N representing ‘the contribution from “fractures” ’. The volume-averaged
momentum equation (2.11) can also be brought to such a form by multiplying the equation
with Ca := [εI − (1 − ε)A]−1. Then, the accelerative pressure drag is absorbed into the
prefactor of the acceleration and all other drag terms are rescaled:

ρCa · d〈u〉s

dt
= Ca ·

[
− 1

V

∫
Afs

(I − ∇ ⊗ Φ)T · τw dA + 1
V

∫
Vf

Φ 2ρQ dV

]
+ f . (5.2)

The term −μ/K 〈u〉s in (5.1) can be identified as a parametrisation of the first term on
the right-hand side of (5.2) with the Darcy expression for the drag. Our decomposition
thus gives a new interpretation to the ‘virtual mass’ in a porous medium in terms of the
accelerative pressure drag, which possesses a clear physical meaning also for viscous flow.
As discussed in Appendix B.1, this definition of the acceleration coefficient reduces to the
‘high-frequency limit of the dynamic tortuosity’ by Johnson et al. (1987) in the isotropic
case, i.e. Ca = α∞/ε I .

6. Conclusion

In this paper, we studied the behaviour of the drag force in steady and oscillatory flow
through a hexagonal sphere pack. Based on the pressure decomposition of Graham (2019)
we derived a new form of the volume-averaged momentum equation in which the pressure
drag force is split into three contributions. The accelerative pressure drag is a reaction
force directly proportional the macroscopic pressure gradient. It prevents the macroscopic
pressure gradient from accelerating the fluid normal to the wall. The viscous pressure drag
results from unbalanced viscous stresses and can be expressed to a weighted integral of
the wall shear stress. The convective pressure drag can be expressed as a weighted volume
integral of the Q-invariant of the velocity gradient tensor representing effects like vortices,
shear layers and flow separation.

Using this decomposition, the drag law for high Womersley numbers (Johnson et al.
1987) and the Re dependence of the drag for low Reynolds numbers could be derived
using relatively simple arguments (see §§ B.2 and B.3). Moreover, we could provide a
new theoretical basis for the virtual mass coefficient commonly employed in models for
unsteady porous media flow (see § 5.3).
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We then applied the drag decomposition to a DNS dataset of steady and oscillatory
flow through a hexagonal sphere pack. We investigated the contributions of the different
drag terms to the volume-averaged momentum budget. The accelerative pressure drag is
proportional to the macroscopic pressure gradient and thus has a fixed contribution of
38.4 % to the momentum budget. For steady flow, the remaining drag is dominated by the
friction and viscous pressure drag at low Reynolds numbers and by the convective pressure
drag at high Reynolds numbers. For the considered Reynolds numbers, the Reynolds
stresses only have a minor effect on the drag. For oscillatory flow at low and medium
Womersley numbers, the friction drag, viscous pressure drag and convective pressure
drag have a similar magnitude as in the steady case. At high Womersley numbers, the
friction and viscous pressure drag are significantly smaller than in the steady case. Thus,
the drag at high Womersley numbers is made up mostly by the accelerative and the
convective pressure drag. An important feature of the drag in oscillatory flow is that the
drag components are not in phase with the body force and the superficial velocity. The
phase differences increase with the Womersley number.

We investigated the Reynolds number scalings of the friction drag, the viscous pressure
drag and the convective pressure drag. In the steady case, the friction and viscous pressure
drag are proportional to Re at small Reynolds numbers and scale with Re1.4 for Reynolds
numbers between 200 and 350. The convective pressure drag of the time-averaged velocity
field scales with Re3 up to a Reynolds number of 10 and with Re2 for Re = 140–350. For
oscillatory flow, the same amplitude scalings can be observed at Wo = 10 and Wo = 31.62,
whereas no clear high Re scaling could be found for the cases at Wo = 100.

These scalings support the picture of Dybbs & Edwards (1984) who divided the flow
at higher Reynolds numbers into an inertial core flow and viscous boundary layers, where
we linked the former with the convective pressure drag and the latter with the friction
and viscous pressure drag. The visualisation of instantaneous velocity fields suggests
that the convective pressure drag in the hexagonal sphere pack is caused by large flow
separations. Moreover, the clear scalings of the friction and viscous pressure drag and of
the convective pressure drag indicate that the inertial core and the boundary layers are only
weakly affected by the turbulence for Re = 200–350.

In future work, the present theory for periodic porous media could be extended to
non-periodic porous media. This might be realised by rewriting the identity

〈Φ �P〉s = 〈∇ · (∇P ⊗ Φ)〉s − 〈∇ · [(∇ ⊗ Φ)P]〉s (6.1)

with the spatial averaging theorem (Whitaker 1985); together with the volume-averaged
Navier–Stokes equations (Whitaker 1986, 1996) a generalisation of (2.11) would be
obtained.

Supplementary material. The time series of the volume-averaged momentum budget terms are provided
for all simulation cases. Moreover, the time series of the superficial velocity and kinetic energy components
are provided for the cases LF5, LF6, MF5, MF6 and HF5. Supplementary material is available at https://doi.
org/10.1017/jfm.2023.798.
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(b)

t
n n

t × n τw
ωw

(a)

Figure 20. (a) Orientation of the normal vector n, the tangent vector t and their cross product t × n with
respect to the surface patch A. The normal vector points from the fluid outside into the sphere. (b) Orientation
of the normal vector n, the wall shear stress τw and the wall vorticity ωw with respect to the surface.
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Appendix A. Notes on the viscous pressure drag

This appendix discusses some aspects of the relationship between the viscous pressure and
the wall shear stress. In § A.1, we show that the boundary condition of the viscous pressure
p(v) can be expressed in terms of the wall shear stress divergence. In § A.2, we show that
the mean value of the viscous pressure source term is zero for a periodic domain. Finally,
in § A.3 we derive an alternative expression for the viscous pressure drag as a weighted
integral of the wall shear stress.

A.1. Relationship between the viscous pressure and the wall shear stress divergence
The boundary condition of the viscous pressure (2.3b) can be rewritten using the identity
�u = −∇ × (∇ × u) and Stokes’ theorem as

∇p(v) · n = μ�u · n = −μ [∇ × (∇ × u)] · n = −μ lim
A→0

1
A

∫
∂A

(∇ × u) · t ds, (A1)

where n is the normal vector pointing from the fluid towards the wall, A is an small surface
patch on the wall and t represents the tangent vector on its boundary ∂A. The vorticity on
the wall is related to the wall shear stress by the equation

ωw = ∇ × u|w = τw

μ
× n (A2)

where the cross product expresses a clockwise rotation of the wall shear stress by 90◦
around the normal. Figure 20 shows the orientation of the vectors with respect to a single
sphere.
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Using Lagrange’s identity for the cross product (Bronstein et al. 1991, p. 556), we can
establish the relation

[(∇ × u) × n] · [t × n] = [(∇ × u) · t] [n · n]︸ ︷︷ ︸
=1

− [(∇ × u) · n]︸ ︷︷ ︸
=0

[n · t]︸ ︷︷ ︸
=0

= (∇ × u) · t

(A3)
and by combining the two expressions, we obtain

(∇ × u) · t =
[(

τw

μ
× n

)
× n

]
· [t × n] = −τw

μ
· (t × n). (A4)

Finally, we arrive at the boundary condition

∇p(v) · n = lim
A→0

1
A

∫
∂A

τw · (t × n) ds (A5)

where the right-hand side can be understood as the divergence of the wall shear stress,
since the vector t × n represents the outward normal vector on the boundary ∂A of
the surface patch along the wall. Consequently, the viscous pressure p(v) is caused by
imbalances in the wall shear stress. For example, a stagnation point represents a source of
the wall shear stress, hence ∇p(v) · n > 0 and the viscous pressure increases towards the
wall. This is indeed observed in the analytical solution (Graham 2019).

A.2. Zero-mean property of the wall-normal friction force for a periodic domain
We apply Gauss’s integral theorem to the vector field �u:∫

∂Vf

�u · n dA =
∫

Vf

∇ · (�u) dV =
∫

Vf

Δ(∇ · u) dV = 0. (A6)

As the velocity field is periodic, we can further simplify this to∫
Afs

�u · n dA = 0, (A7)

where Afs represents the fluid–solid interface.

A.3. Alternative expression for the viscous pressure drag
We can rewrite viscous pressure drag (2.7b) using the periodic boundary conditions and
Gauss’s theorem as

− 1
V

∫
Afs

p(v) n dA = − 1
V

∫
Afs

Φ (μ�u · n) dA = − 1
V

∫
∂Vf

Φ (μ�u · n) dA

= − 1
V

∫
Vf

∇ · (μ�u ⊗ Φ) dV

= 1
V

∫
Vf

Φ μΔ(∇ · u) dV︸ ︷︷ ︸
=0

− 1
V

∫
Vf

μ�u · (∇ ⊗ Φ) dV. (A8)

The first term vanishes due to incompressibility. For the second term, we can apply Green’s
second identity componentwise to move the Laplacian onto the auxiliary potential Φ,
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which satisfies the Laplace equation. We obtain

− 1
V

∫
Vf

μ�u · (∇ ⊗ Φ) dV = − 1
V

∫
Afs

(∇ ⊗ Φ)T · [μ (∇ ⊗ u)T · n
]

dA

+ 1
V

∫
Afs

μ u · [n · (∇ ⊗ (∇ ⊗ Φ))] dA. (A9)

With the no-slip condition u = 0 and the definition of the wall shear stress, we arrive at

− 1
V

∫
Afs

p(v) n dA = 1
V

∫
Afs

(∇ ⊗ Φ)T · τw dA. (A10)

This equation expresses the viscous pressure drag as a weighted integral of the wall shear
stress. As the function (∇ ⊗ Φ)T solely depends on the geometry, we expect that the
viscous pressure drag has the same scaling as the wall shear stress and the friction drag.

Appendix B. Asymptotic behaviour of oscillatory flow

This appendix contains a discussion of the behaviour of oscillatory flow in potential flow
(§ B.1), at high Womersley numbers (§ B.2) and at low Reynolds numbers (§ B.3). In
particular, §§ B.1 and B.2 establish a link between our pressure drag decomposition and the
established theory of Johnson et al. (1987) for oscillatory porous media flow. Section B.3
generalises the theory of Mei & Auriault (1991) and Firdaouss et al. (1997) to oscillatory
flow.

B.1. Potential flow
In this section, we derive the potential flow solution in response to a spatially constant
macroscopic pressure gradient f using the pressure decomposition (2.3). By comparing
the boundary value problems for Φ and p(a) (2.3a) we find that p(a) = Φ · f . Since the
flow is inviscid, the pressure p(v) is zero. It can be shown that for a potential flow the
Q-invariant can be computed as 4Q = −Δ|u|2. Therefore, we have p(c) = −1

2ρ|u|2. Note
that p(c) satisfies different boundary conditions due to the slip walls where only u · n = 0.
We can now use the momentum equation to determine the velocity:

∂u
∂t

+ ∇
(

1
2
|u|2

)
= − 1

ρ
∇p(a) − 1

ρ
∇p(c) + 1

ρ
f . (B1)

The convective term and ∇p(c) cancel and we are left with

∂u
∂t

= − 1
ρ

∇p(a) + 1
ρ

f = 1
ρ

(I − ∇ ⊗ Φ) · f . (B2)

From (B2), the volume-averaged momentum equation in potential flow follows as

ρ
d〈u〉s

dt
= 〈I − ∇ ⊗ Φ〉s · f =

[
εI − 1

V

∫
Vf

∇ ⊗ Φ dV

]
· f (B3)

which we can transform using Gauss’s theorem and the periodic boundary conditions of
Φ into

ρ
d〈u〉s

dt
=
[
εI − 1

V

∫
Afs

n ⊗ Φ dA

]
· f . (B4)
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With the tensor of added mass (which is symmetric), we can simplify the volume-averaged
momentum equation (1.3) to

ρ
d〈u〉s

dt
= [ε I − (1 − ε) A] · f . (B5)

On the other hand, if the porous medium is isotropic, the theory of Johnson et al. (1987)
gives

ρ
α∞
ε

d〈u〉s

dt
= f (B6)

in inviscid flow. Consequently, we have A = ε(1 − α−1∞ )/(1 − ε)I with the high-frequency
limit of the dynamic tortuosity α∞ (Johnson et al. 1987).

B.2. Behaviour in the high Womersley number limit
In this section, we show how the pressure decomposition can be used to derive the
high-frequency asymptotics of oscillatory flow in a porous medium (Johnson et al. 1987).
These can be written in the time domain as

ρ
d〈u〉s

dt
= −ρ

√
ν

2
Λ

∫ t

0

d〈u〉s

dτ

1√
π(t − τ)

dτ + ε

α∞
f . (B7)

We begin the derivation from the volume-averaged momentum equation (1.3) in which
we insert the decomposition (2.11) to get

ρ
d〈u〉s

dt
= − 1

V

∫
Afs

(I − ∇ ⊗ Φ)T · τw dA + 1
V

∫
Vf

Φ 2ρQ dV︸ ︷︷ ︸
≈0

+ [εI − (1 − ε) A] · f .

(B8)

For linear flow, the convective pressure drag can be neglected as it contains the square of
the velocity.

In the high-frequency limit, the flow has a boundary layer character and the boundary
layer is locally identical to a Stokes boundary layer (Schlichting & Gersten 2017, pp. 352f,
pp. 126f). The wall shear stress in the Stokes boundary layer can be written as

τw = ρ
√

ν

∫ t

0

∂up

∂τ

∣∣∣∣
w

1√
π(t − τ)

dτ, (B9)

where up is the potential flow velocity in the core flow. Combining (B2) and (B5), we can
establish a one-to-one correspondence between the velocity field in potential flow and its
superficial average:

ρ
∂up

∂t
= (I − ∇ ⊗ Φ) · [ε I − (1 − ε) A]−1 · ρ

d〈up〉s

dt
. (B10)

With this relation, the wall shear stress can be expressed in terms of the superficial velocity
of the potential flow:

τw = ρ
√

ν (I − ∇ ⊗ Φ) · [ε I − (1 − ε) A]−1 ·
∫ t

0

d〈up〉s

dτ

1√
π(t − τ)

dτ. (B11)
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Using (2.10), we can compute the total viscous drag force as

− 1
V

∫
Afs

( p(v) n + τw) dA = −ρ
√

ν 2 L−1 ·
∫ t

0

d〈up〉s

dτ

1√
π(t − τ)

dτ (B12)

with the tensor

2L−1 = 1
V

∫
Afs

(I − ∇ ⊗ Φ)T · (I − ∇ ⊗ Φ) dA · [ε I − (1 − ε) A]−1 . (B13)

Finally, when the potential flow velocity is replaced with the actual fluid velocity, we
obtain the volume-averaged momentum equation

ρ
d〈u〉s

dt
= −ρ

√
ν 2 L−1 ·

∫ t

0

d〈u〉s

dτ

1√
π(t − τ)

dτ + [ε I − (1 − ε) A] · f . (B14)

Comparing this result with the high-frequency asymptotics of Johnson et al. (1987) given
in (B7), it is readily apparent that the former is just a tensorial generalisation of the latter.

B.3. Behaviour at finite Reynolds numbers
In this section, we derive the Re3 dependence of the first nonlinear correction to the linear
drag behaviour from the fore–aft symmetry of the hexagonal sphere pack for oscillatory
flow in the x-direction. The derivation is based on our new representation of the drag in the
volume-averaged momentum equation (2.11) and assumes a macroscopic pressure gradient
along the x-direction. This extends the results of Mei & Auriault (1991) and Firdaouss et al.
(1997) for steady flow at finite Reynolds numbers (see (1.7)) to oscillatory flow.

The viscous pressure drag in the x-direction is given by (2.10)

f (v)
px = − 1

V

∫
Afs

p(v) nx dA = 1
V

∫
Afs

∇Φx · τw dA, (B15)

the friction drag is given by the integral of the wall shear stress

fτwx = − 1
V

∫
Afs

τwx dA (B16)

and the convective pressure drag is given by (2.7c)

− 1
V

∫
Afs

p(c) nx dA = 1
V

∫
Vf

Φx 2ρQ dV. (B17)

The auxiliary potential Φx is fore–aft antisymmetric with respect to the planes
x = 0, x = d/2, x = d, . . ., i.e. an odd function with respect to x. Therefore, the partial
derivative ∂Φx/∂x is an even function whereas ∂Φx/∂y and ∂Φx/∂z are odd functions.
Thus, the friction and viscous pressure drag are generated by the even part of τwx and by
the odd part of τwy and τwz; the convective pressure drag is generated by the odd part of
the Q-invariant. Below we discuss how these parts depend on the Reynolds number.

Like in our previous work (Unglehrt & Manhart 2022a), we decompose the velocity field
into a symmetric part usym = 1

2 (u + Su) and an antisymmetric part uanti = 1
2 (u − Su)
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with respect to the fore–aft symmetry

Su(x, t) =
⎡
⎣ u(2d − x, y, z, t)

−v(2d − x, y, z, t)
−w(2d − x, y, z, t)

⎤
⎦ (B18)

with respect to the plane x = d. In laminar flow, the velocity field is d-periodic in the
x-direction. Consequently, this symmetry operation also expresses the fore–aft symmetries
with respect to the planes x = 0, x = d/2, x = 3/2 d and x = 2 d.

The wall shear stress points in the direction of the velocity vector near the wall.
Consequently, the x-component of the wall shear stress of the symmetric part usym of the
velocity field is an even function whereas the y- and z-components are odd functions. The
wall shear stress components of the antisymmetric part uanti of the velocity field behave in
the opposite way. So we find that the friction and viscous pressure drag arise solely from
the symmetric part usym.

Using the decomposition of the velocity field the Q-invariant can be rewritten as

Q = − 1
2 (∇ ⊗ usym) : (∇ ⊗ usym)T︸ ︷︷ ︸

fore–aft symmetric

−(∇ ⊗ usym) : (∇ ⊗ uanti)
T︸ ︷︷ ︸

fore–aft antisymmetric

− 1
2 (∇ ⊗ uanti) : (∇ ⊗ uanti)

T︸ ︷︷ ︸
fore–aft symmetric

.

(B19)

We find that the quadratic contributions in usym and uanti lead to a fore–aft symmetric
distribution of Q and hence do not cause any convective pressure drag. On the other hand,
the interaction between usym and uanti is fore–aft antisymmetric and can cause a convective
pressure drag.

For small Reynolds numbers, the velocity field can be described by as the sum of
the velocity field in linear flow and corrections proportional to powers of the Reynolds
number:

usym = u1|sym Re + u2|sym Re2 + O(Re3), (B20a)

uanti = u1|anti Re + u2|anti Re2 + O(Re3). (B20b)

Since the velocity field in linear flow is fore–aft symmetric (Unglehrt & Manhart
2022a), the antisymmetric first-order contribution u1|anti is zero. The self-interaction
of the symmetric first-order contribution (u1|sym · ∇)u1|sym creates the antisymmetric
second-order contribution u2|anti whereas the symmetric second-order contribution u2|sym
is zero. Then, we have that the symmetric part usym is proportional to Re and causes a
friction drag and viscous pressure drag proportional to Re with a higher-order contribution
of order Re3. The antisymmetric part uanti is proportional to Re2 and does not cause any
friction and viscous pressure drag. The convective pressure drag arises from the part of the
Q-invariant due to the interaction of usym and uanti and is therefore proportional to Re3. In
conclusion, like in steady flow (Mei & Auriault 1991) the drag in oscillatory flow at small
Reynolds numbers consists of a linear and a cubic part in Re.

Appendix C. Grid resolution of the simulations

In this appendix, we discuss the grid resolution of the simulation cases LF5, LF6, MF5,
MF6 and HF5. For the other oscillatory cases LF1–LF4, MF1–MF4, HF1–HF4 and for the
steady cases, convergence with respect to grid resolution was demonstrated in the previous
publications, Unglehrt & Manhart (2022a) and Sakai & Manhart (2020), respectively.
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C.1. Estimate of the required grid resolution
For turbulent flow driven by a constant pressure gradient, the required grid resolution can
be estimated following Finn (2013) and He et al. (2019). It is assumed that a grid spacing
in wall units

�x+ = uτ �x
ν

≈ 1–3 (C1)

is necessary to resolve all scales in the flow, where the friction velocity uτ = √〈τwx〉Afs/ρ

is defined in terms of the wall shear stress 〈τwx〉Afs averaged over the fluid–solid interface.
He et al. (2019) approximate the average wall shear stress as a fraction β ≈ 0.25 of the
total stress 〈σwx〉Afs which they find from equilibrium as

〈σwx〉Afs = fx
d
6

ε

1 − ε
. (C2)

Combining (C1) and (C2), the required grid resolution for turbulent flow at a given Hagen
number can be estimated as

d
�x

= 1
�x+

√
β

6
ε

1 − ε
Hg. (C3)

For the cases LF6 and MF6, the acceleration is close to zero when the convective pressure
drag is large. Therefore, it seems plausible that these cases behave similar to a flow with a
constant pressure gradient. Taking a dimensionless grid spacing �x+ = 1 and setting β =
0.2 (which was taken from the momentum budgets in the figures 12 and 13), the estimate
results in a required grid resolution of 342 cpd for the cases LF6 and MF6 (Hg = 107).
Consequently, the employed grid resolution of 384 cpd for the cases LF6 and MF6 seems
to be sufficient. For the case HF5, the estimate is not applicable, as the flow is far from an
equilibrium with the imposed pressure gradient and the wall shear stress is out of phase
with the convective pressure drag (figure 14).

C.2. Grid study
In this section, we present a grid study for the cases LF5, LF6, MF5, MF6 and HF5. For
each case the simulations were conducted at the resolutions 48 cpd, 96 cpd, 192 cpd and
384 cpd; for the case HF5 an additional simulation at 768 cpd was performed.

For consistency, the discretisation error is assessed using the same procedure as in our
previous publication (Unglehrt & Manhart 2022a). We first consider the Reynolds number
based on the maximum superficial velocity in the last cycle and the sphere diameter, which
is defined in (1.4). As can be seen in table 4, for every case the Reynolds numbers differ
less than 1 % between the two finest grid resolutions. We then consider the space–time
L2-norm of the velocity field over the last simulated period,

‖u‖2
L2 =

∫
Vf

∫
T

|u|2 dt dV, (C4)

corresponding to the signal energy of the velocity field. For all cases the relative difference
of the space–time L2-norm between the second-finest grid to the finest grid is below 1.8 %
(cf. table 4). Consequently, we consider the simulations at the finest grid resolution as
converged.
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Case TsimΩ/(2π) e48 e96 e192 e384 Re48 Re96 Re192 Re384 Re768

LF5 2.274 −10.66 % 2.46 % 1.79 % — 138 157 159 157.7 —
LF6 1.562 −18.62 % −8.26 % 1.43 % — 255.4 282.6 310.5 306.6 —
MF5 6.397 −13.95 % −0.91 % 0.04 % — 133.6 154.5 157.3 157.1 —
MF6 2.261 −18.49 % −6.61 % 0.37 % — 252.3 277.2 297.1 297.6 —
HF5 6 −22.47 % −14.11 % −2.55 % −1.02 % 375.1 415.9 459.6 464 465

Table 4. Grid convergence of the velocity field u(x, t) in steady oscillation. The relative error in ‖u‖2
L2 is

defined as eres = (‖ures‖2
L2 − ‖u384‖2

L2 )/‖u384‖2
L2 and as eres = (‖ures‖2

L2 − ‖u768‖2
L2 )/‖u768‖2

L2 for HF5. The
Reynolds number Re is defined according to (1.4).
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