TuTl

Computational Science and Engineering
(International Master’s Program)

Technische Universitat Miinchen

Master’s Thesis

Distributed Training of Transformer Neural
Networks

Carlos Adrian Salas Cedillo

e






Computational Science and Engineering
(International Master’s Program)

Technische Universitit Miinchen

Master’s Thesis

Distributed Training of Transformer Neural Networks

Author: Carlos Adrian Salas Cedillo
Examiner: Dr. Felix Dietrich
Submission Date: June 30th, 2023






I hereby declare that this thesis is entirely the result of my own work except where other-
wise indicated. I have only used the resources given in the list of references.

June 30th, 2023 Carlos Adrian Salas Cedillo






Acknowledgments

I would like to thank Dr. Felix Dietrich for his support and constructive feedback
throughout my thesis.

Special thanks to ITK Engineering for sponsoring my research. I want to thank Stefan
Held for showing interest in working with me and helping me develop the thesis topic.
I would also like to thank Jan Linus Steuler for guiding me in every step of the way and
motivating me during the project’s most challenging parts. I would especially like to thank
Leonardo Muffato for acting as a mentor and friend during my time at the company.

I'would also like to thank my close friends Ashwanth, Anirudh, Itzel, Nigel, Manoj, and
Karen, who were always ready to help whenever needed. Finally, I would like to thank
my partner Kateryna for her most loving support during this time.

Vii






Abstract

The Transformer is a Deep Learning model that uses a self-attention mechanism to keep
track of global dependencies in large data sequences. These properties have led Transform-
ers to be adopted as the backbone for modern foundation models. These are large-scale
general models that can perform a wide range of tasks due to the large amounts of data
that they are trained on. However, their many parameters represent a challenge to individ-
uals without high-end specialized hardware. The training of such models can be enabled
and sped up by applying distributed training techniques. In this thesis, synchronous Data
Parallelism and asynchronous Data Parallelism were used to speed up the training of the
EVA model, a state-of-the-art foundation model based on the Vision Transformer capable
of performing several vision tasks. In particular, the EVA is used as a case study for object
detection on low-resolution gray-scale images. The chosen distributed training techniques
were implemented using Horovod, a distributed training framework based on MPI, to
perform communication between nodes. The performance of the methods was evaluated
using two machines, each with one GPU, connected over the organization’s network us-
ing MPL The lack of adequate HPC communication hardware resulted in a high variation
of communication overhead. Under high traffic conditions, the communication overhead
overshadowed the benefits of parallelization for the available number of workers. How-
ever, under suitable conditions, the parallelization resulted in a speedup of 1.6164 for syn-
chronous Data Parallelism. At the same time, asynchronous Data Parallelism achieved a
speedup ranging from 1.961 to 1.988 depending on the weight synchronization frequency
every 2 to 64 iterations.
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1. Introduction

The relevance of Deep Learning in recent years has been increasing. Namely, the field of
Natural Language Processing (NLP) has hit some significant milestones with the surge of
foundation models like BERT [6] and GPT-3 [2]. The field of Computer Vision has also ben-
efited from the use of foundation models like Contrastive Language-Image Pre-Training
(CLIP) [26] and GPT-4 [25]. What all these models have in common is the use of Trans-
formers, a model architecture with a mechanism of self-attention that keeps track of data
relations better than some older models based on recurrence.

The ground-breaking results of transformers have inspired researchers to develop much
more transformer-based models over the last few years. Figure 1.1 shows some milestones
in the development of transformers.

2017.6 | Transformer 2020.5 | GPT-3 2020.7 | iGPT End of 2020 | IPT/SETR/CLIP
Solely based on attention A huge transformer with The transformer model for NLP Applications of transformer model
mechanism, the Transformer is 170B parameters, takes a can also be used for image pre- on low-level vision, segmentation
proposed and shows great big step towards general training. and multimodality tasks,
performance on NLP tasks. NLP model. respectively.

2018.10 | BERT 2020.5 | DETR 2020.10 | ViT
Pre-training transformer models A simple yet effective Pure transformer
begin to be dominated in the framework for high-level vision architectures work well for
field of NLP. by viewing object detection as visual recognition.

a direct set prediction problem.

2021 | ViT Variants
Variants of ViT models,
e.g., DeiT, PVT, TNT, and
Swin.

Figure 1.1.: Timeline of transformer models (image from [11]).

In computer vision, models that use transformers as backbones compete against other
state-of-the-art Convolutional Neural Network (CNN) models. They implement a multi-
head self-attention mechanism that keeps track of long-term dependencies. Vision Trans-
former (ViT) [8] had a fantastic success and set the path for researchers to build new
general-use vision transformer backbones and architectures [21]. These advancements can
be used in object detection, image classification, and semantic segmentation applications.
An exciting example of transformer-based models is the EVA, which has a billion-scale [10]
and a million-scale [9] model variants as visual representation foundation models. They
both rank as State of the Art or top 10 for some of the leading computer vision benchmarks.

However good these models sound, their large size makes them hard for smaller orga-
nizations to compete against. Figure 1.2 provides a visual representation of the number
of parameters that make up some of the machine learning models created in the last two
decades (up until 2021) [28]. The number of parameters has grown exponentially, espe-
cially in the last five years. The use of Graphical processing unit (GPU)s to accelerate the



1. Introduction

training of models is a standard in the field. However, unless a high-end GPU like the
NVIDIA A100 or the AMD Radeon Instinct MI100 is used, the model will either not fit the
memory of a single GPU or the training time will be extremely long.

This is why, even since the beginning of the 2010’s decade, distributed training tech-
niques have been adopted to enable and accelerate the training of such models [5, 4, 19].
Moreover, foundation models are trained using a huge amount of data to be able to use
the model for a wide variety of applications. This leads to extremely long training times,
even when using a large number of high-end GPUs.

Parameter count of ML systems through time
1.0e+14, Domain
1.0e+13 A O E:I;gizge
1.0e+12, A 4 Other
1.0e+11 A
1.0e+10+ =
1.0e+9- ==
1.0e+8 A A S %A A
1.0e+7 -z=ET A Qocmmm==""

7oy
1.0e+6- T I3 o

Parameters
&
\
I\

1.0e+5] A _4e-
1.0e+4
1.0e+3
1.0e+2
1.0e+1
1.0e+

Q- r T T u r r r T v . . . v
2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
Publication date

Figure 1.2.: Timeline of the number of parameters in machine learning models from 2002-
2021 (image from [28]).

There is a large gap between the capability to train large models between big companies
and smaller organizations. The CO, emissions generated by the training of foundation
models is a big concern [31, 1]. Luckily, pre-trained foundation models can be used to
perform different tasks with just some fine-tuning. This is a much more viable option for
smaller organizations that want to use state-of-the-art models, making it feasible to apply
transfer learning and train the model in a smaller-scale distributed system.

In an attempt to decentralize the use of large-scale models, this thesis explores the use
of distributed training techniques applied to the particular case of the vision transformer
and foundations models based on it.
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2.1. Transformer Networks

Transformers were originally proposed for the field of NLP. Previous approaches that try
to understand the dependencies in data sequences, like Long short-term memory (LSTM)
and Recurrent Neural Network (RNN) have a sequential nature. Transformers eliminate
this recurrence and use instead an attention mechanism that can learn the dependencies of
the global context while allowing parallelization for more efficient processing [32].

2.1.1. Self-attention

Attention is a function that maps an input vector, transformed into query (Q) and key
(K) value (V) vector pairs, to an output which measures the compatibility to each value
given its corresponding query and key. The resulting attention represents the focus that
these vectors will receive later on. Attention is calculated as a weighted sum of the values,
whose weights are computed as a probability function P = softmax(S),), where S,, is the
normalized score between the input vectors as the dot product of Q and K. The attention
function is simplified as

Attention(Q, K, V) = softmax (QKT> A% (2.1)
) Y \/@ ) *

where dj, is the dimension of queries and keys. This is known as scaled dot-product at-
tention, which can be visualized on the left side of Figure 2.1. This mechanism, however,
limits the ability to consider information from different positions at the same time. To im-
prove this, multiple attention heads can be incorporated in a single Multi-Head Attention
layer, as seen on the right side of Figure 2.1. In this layer, the queries, keys, and values
are linearly projected h times into Q" = {Q,;}/,, K’ = {K;}/_, and V' = {V;}/ . The
attention function is computed for each of these projections in parallel, and they are then
concatenated and linearly projected once more. This process is summarized as

MultiHead(Q’,K’, V') = Concat(head,...,head,)W?,
where head; = Attention(Q,K,V), (2.2)

and WY is the projection’s weight of dimensions diyodel X dmodel-
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Figure 2.1.: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of
several attention layers running in parallel (image from [32]).

The original transformer uses these attention layers in an encoder-decoder structure, as
seen in Figure 2.2. The encoder is made up of N layers consisting of a multi-head attention
mechanism and a fully connected feed-forward network. Each of the sub-layers has a
residual connection with its original input. The decoder layer has an extra multi-head
attention sub-layer that takes as input matrices K and V from the output of the encoder
layer, as well as Q from the initial multi-head attention sub-layer. Since the self-attention
mechanism does not have any positional information about the data, the architecture used
a positional encoding stage at the beginning of the form

PE(pos,2z') = Sin(pos/ 10002i/dmodel) ’
PE(pos,2i+1) = Cos(pos/10002i/dm°del). (2.3)

2.1.2. Vision Transformers

The success of transformers also permeated the field of computer vision, where the strong
representation capabilities of the transformer are useful for a set of tasks. In this case, most
transformers use the original encoder as a feature extractor that captures long-term global
dependencies. Here, vision transformer backbones have performed similarly or better
than other networks like CNNs or RNNs [11]. While transformers are used alongside
popular CNN architectures in some cases, there are some pure-transformer examples.
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Figure 2.2.: Original transformer architecture (image from [32]).

Such is the case of the Vision Transformer (ViT) [8]. Figure 2.3 shows an overview of the
model. It uses a very similar structure to the original transformer, using visual tokens as
inputs taken from patches of size (P, P) of an image of size (H, W) and C channels. The 2D
image x € RAXWXC g reshaped into a sequence of flattened patches x,, € RNx(P 20), where
N = HW/P? is the total number of patches. A learnable linear embedding to class tokens
z) = Xass is included, as well as some positional embedding to the surrounding patches
that can be used to represent the connection to a different part of the image depending on
the given task. A Multi-Layer Perceptron (MLP) block, used as the classification head, is
attached to the linear embedding at the output of the encoder z!.

While the results of the ViT are excellent, the global attention mechanism can be ex-
tremely expensive for high-resolution images. For this reason, researchers have come up
with some alternatives like the SWIN [21], and more recently, the CWIN [7]. These mod-
els rely on window-based multi-head self-attention, where the attention is restricted to
patches inside a given window, after which the window is shifted to be able to learn infor-
mation about the global context. This reduces the complexity of the attention mechanism
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Figure 2.3.: ViT architecture (image from [8]).

Table 2.1.: Architecture details of the EVA model
patchsize #layers hiddendim MLP dim attn heads | #params
14x14 40 1408 6144 16 ‘ 1011M

from quadratic complexity to near-linear!.

An advantage of pure transformer-based architectures over CNN models is that they
can take any images of any resolution as input, without extra padding or augmentations.
However, they lack the inductive bias that CNNs have and must therefore be trained on
larger datasets to obtain comparable results. This is why some approaches use both CNN
and transformer layers in conjunction.

2.1.3. EVA

EVA [10] is a large-scale open-source foundation model based on the ViT. It is pre-trained
on public data to align image-text data, which can be used for vision tasks like object
detection, image segmentation, and video action classification, as well as scaling up other
models like CLIP and outperforming some state-of-the-art results. It uses Masked image
modeling (MIM) without relying on supervised learning. The architecture of the model
can be seen in Table 2.1.

For the case of object detection, EVA uses Cascade Mask R-CNN to perform the initial
detection. The original hyper-parameters used for training can be found in appendix A.

'To better understand this process, it is recommend to follow this very well-made visual guide: https://
towardsdatascience.com/a-comprehensive-guide-to-swin-transformer-64965£f89dldc
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2.2. High Performance Computing and MPI

The implementation details are available on the author’s repository?.

2.2. High Performance Computing and MPI

Message Passing Interface (MPI) [23] is the industry standard specification when it comes
to parallel computing on distributed memory systems. It is used to perform message pass-
ing, point-to-point communication, and collective communication operations. It is imple-
mented as a library, which has the advantage of the implementation not being bound to
the programming language. This means that MPI can be used as a general tool and can
have new features added to it without compiler modifications [17].

MPTis mainly intended for distributed-memory systems and networks, although shared-
memory systems are not excluded. It provides features to do message-passing between
nodes. Nodes are independent units that do not share computational and memory re-
sources between them. Each node contains ranks, which are individual processes. Typi-
cally, ranks are bound to a Central processing unit (CPU) inside the node and can be further
parallelized among the CPU’s threads. Together, all ranks make up the MPT_COMM_WORLD.
Figure 2.4 shows an overview of these concepts.

MPI_COMM_WORLD CLUSTER

node 1

CPU O
CPU 1

o o
@

G’A’

node 2

} CPU O

Figure 2.4.: Visual representation of the elements that make up the MPI_COMM_WORLD.

The communication can be done point-to-point and can be blocking or non-blocking.

ttps://github.com/baaivision/EVA/tres/master/EVA-01/det
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This type of communication is performed with send and receive operations. These opera-
tions are done pairwise, using the functions MPI_SEND () and MPI_RECV (), where the
send buffer, message size, data type, and destination/origin ranks must be specified.

MPT also includes collective operations, where the communication is done for groups of
processes rather than pairwise, as in point-to-point communication. All the basic opera-

tions can be seen in Table 2.2.

Table 2.2.: MPI basic collective communication operations

Collective operation

Description

MPI_BARRIER ()

Synchronization barrier.

MPI_BCAST () Broadcast identical copies of data from one to all mem-
bers of the group.

MPI_GATHER () Gather data from all members to one member of the
group.

MPI_SCATTER() Scatter parts of the data of one member to all members
of the group.

MPI_ALLGATHER () Gather data from all members on all members of the
group.

MPI_ALLTOALL ()

Scatter and gather data from all to all members of the

group.

MPI_ALLREDUCE ()

Reduce operation (sum, max, min, etc.) of the data
of all members. All members receive a copy of the
reduced data.

MPI_REDUCE_SCATTER_BLOCK ()

Combined reduce and scatter.

MPI_SCAN ()

Scan across all members of a group.
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2.3. Distributed Training Techniques

2.3.1. Data Parallelism

Data Parallelism (DP) [5, 18] is a distributed training technique that splits the training data
across multiple workers, each with an exact model copy. Each worker processes a smaller
batch of the data to calculate the model’s gradients, which are then broadcasted and ag-
gregated across the rest of the nodes. Figure 2.5 (left) depicts the DP training process.

Its use is straightforward and usually does not require changes in the model, which is
why DP has become the default distributed training technique used by most deep learning
frameworks. Typically DP performs synchronous gradient synchronization. This is done
by doing a complete forward pass and backward propagation of the mini-batch to compute
the model’s gradients, which are then synchronized with the rest of the workers using an
allreduce operation. This brings the possibility of scaling the training using a large number
of nodes. Synchronous DP has the advantage of updating weights using the entire data
set. However, it performs excessive synchronization, and if (a) the model is too big and
(b) the number of nodes is not enough to overcome the communication overhead, DP can
lead to longer training times. As a general rule, models with high computation per weight
benefit the most from DP [18].

It is possible to mitigate this overhead using asynchronous DP approaches such as
Stochastic Gradient Descent (SGD) with delayed updates [30] and Asynchronous Dual
Averaging [24]. The choice of asynchronous techniques needs to be done carefully since
they can affect the convergence of the optimization process.

e i

: | (replica) (replica) : : |(subnet 0)| | (subnet 1)
O . : i By —
| o || B - B -
: cpu i|GPUo GPU 1 : 3 Bl
................ : CPU | GPUO GPU 1
t ’. ...............
Weight Synchronization Intermediate Data

Figure 2.5.: Representation of Data Parallelism (left) and Model Parallelism (right) in a
setup consisting of one CPU and two GPU nodes (image from [3]).

Optimizers

Optimizers are a crucial part of the training of neural networks. They are used to itera-
tively find the (minimizing) solution of a loss function (X, Y, W) for N data points. The
optimization problem in DP is very similar to common SGD scenarios. This is convenient
for quick implementation and is therefore solved using some optimizer of the SGD family.
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SGD consists in splitting the data into mini-batches of size N/num_ batches and solving
a mini-batch loss function L(z,y, W) computed with the mini-batches portion of the data.
The mini-batches are fed in a round-robin manner until all batches have been used, having
completed an epoch. A gold standard family of optimizers is the Adam optimizers, a
variation of SGD that performs updates by adapting the learning rate with estimators of
tirst and second moment of the gradients [16].

In particular, AdamW [22] decouples the weight decay from the gradient update in
Adam. L2 regularization is typically used as weight decay, but in the case of Adam, this
does not hold and leads to bad convergence. Instead, the moving averages do not include
the weight decay term, and it is added later on the parameter update as

xe =1 = (athe/ (Vi + €) + [wxi 1)) (24)

where x denotes the parameter vector, ¢ the time step, 7 the learning rate multiplier, o the
learning rate, and 1 and © the first and second moment vectors. Here, the term in the box
is the weight decay.

In the case of DP with delayed weight updates, the convergence of SGD optimizers is
affected since each worker usually updates its local weights with different sets of data.
Overlap Local-SGD [33] is an algorithm proposed to mitigate this effect by adding an an-
chor model z to each node that performs the communication every 7 local updates, while
the local model x(), where i € {1,...,m} for m nodes, continues to perform its local up-
dates. The anchor model saves the average model across all workers and is then used to
pull the local model toward the global average as

0 —a(x?, - k + 1)modr = 0
x a<xk+§ zk> (k + 1)modr 25)

otherwise,

](;J)r 1 is computed by the local optimizer’s (SGD, Adam) update rule, and « is a

tunable parameter. The anchor model computes the global model average as

where x

Zk+1 = m i xg}rl (£ + Ljmodr =0 (2.6)
Z, otherwise.

This reduces the communication latency significantly compared to synchronous DP while
improving the convergence of other asynchronous DP optimizers. This optimizer is par-
ticularly useful for arrangements with small communication bandwidth and large models
like transformers.

Higher-order optimizers are available, such as Newton, which contain information about
the function’s curvature and converge faster. The downside is that they rely on the com-
putation of the Hessian, which is highly costly in the context of deep learning. A sophis-
ticated approach uses a quasi-Newton matrix-free conjugate gradient method of second

10
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order [27]. The original authors of this method propose defining a cheap Hessian as a vec-
tor product using the Pearlmutter approach. After this, a Newton step is applied using
CG-iterations that use matrix products only. The resulting method has O(bn) complexity
for the evaluation of the gradients, where n is the number of weights and b the size of the
mini-batch, as well as O(2mbn) for the computation of the Hessian and the solution of the
Newton equation, where m is the number of CG-iterations.

2.3.2. Model Parallelism

Model Parallelism (MP) originated back when GPUs did not have enough memory to store
medium to large-sized models. Compared to DP, it requires a higher level of understand-
ing of the model’s architecture. But if done right, it can lead to great results, as was the case
of the training of the highly influential AlexNet [19]. Some early work proposed distribut-
ing different parts of the model across a set of machines to distribute the computational
workload of training [5]. This was done purely in CPU nodes, but since then, MP has been
done using GPUs instead.

Model parallelism is a distributed training technique in which the model is split across
the available GPUs. The splitting can be done into subnets containing part of the layers
of the original model as seen in Figure 2.5 (right), or splitting a layer’s neurons as seen in
the horizontal direction of Figure 2.6. Each GPU will do the updates for its portion of the
layers. However, since the nature of the forward and backward pass is sequential, the data
must be pipelined in mini-batches to avoid idle workers [3, 13].

o B
c N
= 3.
(@] =2
[v} (]
> N
M <

[+¥)
2 5
= 3.
[¥] =2
(¢} (]
> S

Figure 2.6.: Model Parallelism with different splitting directions. The thick connection
lines represent the nodes that need to be synchronized (image from [5]).

On the downside, naive pipelining like PipeDream [12] has the problem of weight stale-
ness. Imagine a setup of two GPUs gpu0 and gpul containing two parts of a model, where

11
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the output of each group of layers is Fy = fo(z) and F1 = fi(x) respectively. A mini-batch
x' is fed through F) = fy(x') and then forwarded to F} = f1(F}). At the second state,
gpul starts to compute F}, while gpu0 will compute Fj;"! using the following mini-batch
x'*t1. This is a problem because, in SGD, Fj;" ! should be computed after the layer’s weights
have been updated using VF}. By the time this weight update happens, x'™! and x"*2 will
already be down the pipeline. This is a problem that drags and scales when using more
GPUs, which can lead to instability in the optimization process and affect convergence.

Some approaches have been proposed to solve this problem. One straightforward op-
tion is to split the mini-batches into micro-batches and only do the weight update once
all micro-batches have been processed [15]. However, this gravely affects the pipeline’s
throughput. Another approach [3] involves some predicting weights to avoid staleness by
using Momentum SGD with smoothed gradient. This model achieves similar throughput
as PipeDream while maintaining the convergence of DP.

As mentioned, MP is not straightforward and requires deep knowledge of the model
architecture. A few interesting solutions have been proposed for the specific case of trans-
formers. One of them, the PipeTransformer [14], uses elastic pipelining by doing on-the-fly
layer freezing during training and combines this with data parallelism. Another interest-
ing method, Oases [20], uses automated tensor model parallelism to schedule the model
updates cleverly. Both methods achieve more remarkable speedups than DP and naive
MP while preserving the convergence of the model.

12
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3.1. Methodology

3.1.1. Research Design

This thesis evaluates the possibility of enabling the training of foundation models based
on the transformer architecture on lower capacity hardware that small-to-midsize organi-
zations or institutions might have available and achieving a speed-up on the training time.
For this, both synchronous data parallelism and asynchronous data parallelism have been
chosen to assess the training performance of the model. In the end, the results of the ex-
periments will be used to define a methodology that other artificial intelligence developers
can use to improve the training performance of their own models. Since the main goal is
to provide developers with available tools to speed up the training of their own models,
model parallelism was not implemented since it is particular to the model used.

The model chosen as a case study is the EVA model for object detection. The size of the
model allows a wide variety of scenarios one can face while trying to train large models.
On the one hand, its large size already represents a challenge since the model, especially its
gradients, might not fit in the memory of a single GPU. On the other hand, if the available
hardware cannot fit large batch sizes, the training time on a dataset of significant size will
be infeasible.

These challenges were approached by performing transfer learning on a new dataset of
smaller size and different characteristics using the model’s pre-trained weights, training
just a few last layers of the model for several epochs, and evaluating its training using

1. a sequential approach,
2. data parallelism,

3. data parallelism with delayed weight updates.

3.1.2. Data Collection

The dataset used is a portion of the Objects365 dataset [29], resized and color space con-
verted to emulate grayscale security camera footage of low resolution (320x198). Refer
to section 3.2.1 to see the detailed image preprocessing steps. The goal is to use the EVA
model to detect particular objects of interest on security cameras. The categories of interest
are: Chair, Bicycle, Luggage, Stroller, and Wheelchair. Figure 3.1 gives an overview of the
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3. Thesis Development

images used in the dataset. It is important to note that EVA expects annotation data with
bounding boxes and masks. Since the original Objects365 dataset does not contain mask
data, weak masks! were added as a workaround since the evaluated task is object detec-
tion and not segmentation. This could still impact the model’s overall accuracy because
both tasks are embedded in the same architecture. Still, since accuracy is not the main
focus of this thesis, this is overlooked.

Figure 3.1.: Sample images of the used dataset, with annotations of categories: Chair, Bi-
cycle, Luggage, Stroller, Wheelchair.

3.1.3. Experimental Setup

The experiments are performed on a GPU cluster consisting of two independent nodes,
each with ten Intel(R) Xeon(R) Gold 6334 CPUs, 128GB RAM, and one NVIDIA A40 GPU
with 24GB memory. Both nodes have a 10G Ethernet and 16G FC connection. The com-
munication between nodes is implemented with OpenMPI through network access with
Secure Shell Protocol (SSH) via Ethernet. Figure 3.2 shows a visual representation of the

"Masks of the exact shape of the bounding box
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3.1. Methodology

arrangement. The detailed setup steps are described in section 3.2.2. Compared to an High
performance computing (HPC) configuration consisting of Non-uniform memory access
(NUMA) nodes, our setup does not share a common memory pool between nodes or allow
direct access to each other’s memory. The network connection between nodes introduces
additional latency and communication overhead.

Computer node 1/ Primary R-7| Computer node 2 / Worker
o B N

- Organization Network °.

ooy e o

ak Nvidia A40 / 24 GB 14 Nvidia A40 / 24 GB

Figure 3.2.: Topology representation of the GPU cluster used.

Horovod was chosen as the framework to implement the distributed training. It pro-
vides MPI support as a backend. Compared to PyTorch’s distributed implementations, it
uses more efficient communication protocols, such as the NVIDIA Collective Communica-
tion Library (NCCL) for NVIDIA GPUs, to speed up the communication between different
nodes during distributed training. This can lead to faster training times and better scala-
bility on large clusters. Besides all this, Horovod is framework agnostic and can work with
different DL frameworks, giving future developers more versatility.

At the same time, the detection application of EVA is built upon Facebook’s Detectron2.
Detectron2 is a popular open-source computer vision library developed by Facebook Al
Research (FAIR). It is written in Python and is built on top of PyTorch. Detectron2 pro-
vides a flexible and modular framework for training and deploying state-of-the-art object
detection, instance segmentation, and keypoint detection models. It is usually as simple as
creating a configuration file with all of the model’s parameters and details, which is then
invoked by the training script. There are two standard training script formats: Lazyconfig
and plain training. The configuration file’s format depends on the training script. While
the plain training script uses dictionaries stored in.YAML files, lazyconfig training, uses
lazyconfig dynamic dictionaries stored in .py files. These dynamic dictionaries can store
complex objects instead of raw text, which must be instantiated later by the training script.

However, even if the lazyconfig training script is a more practical option, it uses many
built-in functions to perform the training process. Implementing a different distributed
backend would mean modifying the source code, which could lead to higher implemen-
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3. Thesis Development

tation complexity and unexpected problems. Instead, the plain training script executes a
straightforward training loop which is more friendly for hackers. For this reason, the plain
training implementation was chosen while modifying it to support layzconfig files since it
is the configuration file that the original authors provided.

3.1.4. Training Procedure

The model is used strictly as provided by the original authors. While there probably is
some fine tuning that can (and should) be done to improve the model’s accuracy to the
new dataset, this is outside the scope of this thesis, so it was decided not to do anything
with it. Only some slight configuration modifications were done to use the custom dataset.
To see all changes, please refer to section 3.3.

All but the last 10% of the model’s layers were frozen. This number was chosen arbi-
trarily and is a hyper-parameter that should be tuned in the future if the accuracy wants
to be improved. The model uses AdamW as an optimization algorithm, with an adaptive
learning rate of 2.5e—5. The dataset is fed through batch sizes of 8 per GPU, the maximum
batch size that the GPU can fit in its memory with this given dataset. The model is trained
for a total of five epochs. This is mainly done to perform some uncertainty quantification
in the training time of a whole epoch.

3.1.5. Evaluation Metrics

Three main metrics were observed during the experiments:
* Elapsed time per epoch
¢ Training loss
¢ Communication overhead

It is important to note that the primary metric is the time per epoch. However, observing
the training loss helps us monitor if the model’s convergence is preserved while applying
a given distributed training technique.
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3.2. Preparation

3.2.1. Building the Dataset

It was intended to use the EVA model for object detection using security camera footage
to detect objects of the categories Chair, Bicycle, Luggage, Stroller, and Wheelchair. The
camera produces grayscale images of resolution (320x198). The Objects365 dataset was
chosen to emulate this scenario. Since the model was pre-trained on the same dataset, part
of the learned characteristics learned by the model should be preserved even if the images
are modified.

The original dataset contains 2 million RBG images with 30 million bounding boxes
of 365 categories. The whole dataset is not needed since only transfer learning is done.
A custom dataset was built from the first ten patches of the Objects365 training dataset,
containing 380 thousand images. The original metadata file includes the image’s metadata
and the annotations for the whole training set. The first step is to filter out all information
of images not present in the portion of the dataset used.

Once this was done, all the annotations not part of the interest categories were removed.
At this point, all images containing no annotations from the newly filtered ones were also
removed. The next step is to resize the images to the desired resolution and turn them into
grayscale. For simplicity, the images were all resized to the exact resolution, regardless of
their original proportions. All images with a height larger than the width were removed
to avoid harmful distortions that could affect the model’s performance. At the same time,
the scaling factor for the width and the height was stored in the image’s metadata so that
it could be used to scale the annotations’” bounding boxes at a later point. The before and
after of how these images look can be seen in Figure 3.3. In the same figure, it can be seen
that there is a bounding box around a person. This is because the category “Person” was
initially also of interest but was removed later.

P e i

600

Figure 3.3.: Image with annotations before and after preprocessing.
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As mentioned, the category ”"Person” was also of interest originally. However, after
comparing the distribution of categories from the filtered annotations, the distribution is
highly skewed towards the categories "Person” and ”Chair.” This unbalance can lead to
the model being biased to learn just for these two categories while completely ignoring
the rest of the categories. Since the frequency of “Person” is far greater than the rest of the
categories, it was removed entirely to avoid biases. The rest of the annotations were also
balanced by limiting the number of images where only annotations of the type ”"Chair”
are present. As seen in Figure 3.4, the distribution after balancing the annotations is much
more suitable for training.
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Figure 3.4.: Comparison of categories distribution present in the dataset’s annotations be-
fore and after balancing.
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3.2. Preparation

After all preprocessing, the resulting training dataset consists of 6711 images and a val-
idation and test dataset of ~ 890 images each. The final distribution of the categories in
each dataset can be seen in Appendix B.

3.2.2. Setting up the cluster

The distributed training is performed using Horovod for Pytorch. Horovod supports a
wide range of backends to perform communication and GPU operations. Before installing
Horovod, the backends must be installed. Connecting two nodes and performing col-
lective operations directly in the GPU is desired. MPI was chosen as a backend as the
controller and NCCL? for tensor operations.

The GPU computers used do not have any specialized hardware to communicate with
each other; the only way to do it is through an SSH connection. OpenMPI was chosen as
the MPIimplementation, but this could also be done with other open-source or proprietary
MPI implementations. First of all, OpenMPI needs to be installed in each node. Before
running MPI commands, SSH access between nodes must be granted without a password.
Please refer to OpenMPI's documentation about this process®. Once this is done, MPI jobs
can be run as

mpirun -np 2 --host <ip_node_1>:1,<ip_node_2>:1 <parallel script>

To avoid typing the IP addresses and number of processes per node every time, a host
tile that includes all of the nodes” information can be created. All that is left now is to
install NCCL. The NCCL version must be chosen accordingly to the Compute unified
device architecture (CUDA) version available in the system.

Finally, Horovod can be installed. This can be done with pip install horovod after
specifying the backends with the flags

® HOROVOD_GPU_OPERATIONS=NCCL
® HOROVOD_WITH_PYTORCH=1
¢ HOROVOD_WITH_MPI=1

¢ (optional) HOROVOD_NCCL_HOME=<NCCL_home_directory>

The last flag is optional and must only be included if NCCL was installed in a different
location than the default one. If everything is done correctly, Horovod can be used for
distributed training as

horovodrun -np 2 -H serverl:1,server2:1 python <train_script>.py

*https:/ /developer.nvidia.com/nccl
*https:/ /www.open-mpi.org/faq/?category=rsh
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3.3. Sequential baseline

In this section, the process of adapting the training script and model configurations to be
able to train on our custom dataset is described. After this, the model is trained on the
dataset to obtain a baseline to compare the distributed training.

3.3.1. Training script

When using custom datasets with Detectron2, the first thing that needs to be done is to
provide a function to read the dataset, returning it in a specific format. Detectron2 already
provides many built-in functions to work with COCO-style data, so the data loading func-
tion was built to return the dataset in such a format. Additionally, the same function is
in charge of creating the weak masks out of the bounding box shapes to be able to feed
them to the Mask R-CNN detection layers. This is done as shown in Source Code 3.1. The
returned data is a list of dictionaries of each image, with its annotations in a list inside the
image dictionary.

def load_objects_camera (which_dataset) :
dataset_dir = os.environ.get ('DATASET_DIR")
filename = dataset_dir + which_dataset + ".json"

with open(filename, "r") as f:
data = Jjson.load(f)
for image in data:
for anno in image['annotations']:

X,y,w,h = anno['bbox"']

anno|[ 'segmentation'] = [[x,y, Xtw,Yy,
x,y+h, x+w,y+h]]

anno['area'] = wxh

return data

Source Code 3.1.: Custom data loading function.
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To use the dataset, it needs to be registered to the framework’s DatasetCatalog first with
its name and loading function. At this point, the categories and the evaluator dataset type
must also be set in the MetadataCatalog. Since the loading function returns the dataset in
COCO format, the predefined COCO evaluator can also be used. This is all done in the
main function shown in Source Code 3.2.

categories = ["Chair", "Bicycle", "Luggage",
"Stroller", "Wheelchair"]

for d in ["train", "test"]:
DatasetCatalog.register (d,
lambda d=d: load_objects_camera(d))
MetadataCatalog.get (d) .set (thing classes=categories)
MetadataCatalog.get (d) .set (evaluator_type="coco")

Source Code 3.2.: Lines of coded included in main () to enable the use of the custom
dataset.

Finally, the original plain training script is meant to get its configurations from a .YAML
configuration dictionary. However, the authors of EVA only provide a .py dynamic con-
figuration dictionary meant to be a lazy configuration file. The lazy config dictionary has
a different structure than the regular one. Therefore, special attention must be taken to all
lines of the code that invoke an element from the config file. In particular, dynamic ele-
ments must be instantiated with Detectron2’s instantiate () function. The setup ()
function must also be modified to resemble the one in the lazyconfig_train_net.py script.

The epoch time was measured explicitly in the training loop. This is done using Python’s
time() module at the beginning and at the end of each epoch. Source Code 9.6 shows an
overview of how the time is measured in the actual code.
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import time

epoch = 0
epoch_iteration = -1

st = time.time ()
for data, iteration in zip(data_loader, range(start_iter, max_iter)):
epoch_iteration += 1

# Training

if ((epoch_iteration+l) % iterations_per_epoch==0 or
iteration == max_iter—-1):
et = time.time ()
epoch_time = et - st
St = et
epoch += 1
epoch_iteration = -1

Source Code 3.3.: Training loop with epoch timing functions.
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3.3.2. Model configurations

This thesis focuses on the parallelization results rather than the model’s accuracy. Because
of this, only a few model configurations need to be modified. Table 3.1 shows the complete
list of modified parameters. Other parameters would make sense to change, but at this
point, the only goal is to make the model able to take the custom data set as input.

Table 3.1.: List of modified configuration parameters used in the model for the custom

dataset.
parameter \ value \ explanation
dataloader
image_size 320 Used to perform automatic data

augmentations in relation to the im-
age size

train.dataset.names

”objects_camera_train”

Specify name of the train dataset

test.dataset.names

”objects_camera_test”

Specify name of the test dataset

evaluator

COCOEvaluator(...)

Specify COCOEvaluator as the eval-
uator type for the test dataset. The
dataset name and output directory
must be given as an input

train.total _batch_size | 8 Batch size per GPU
train
num_epochs 5 Number of epochs to train for
max_iter num_epochs *6711/to- | Total number of iterations for the to-
tal_batch_size tal amount of epochs. 6711 is the
dataset size
Ir_multiplier

scheduler.milestones[0]

train.max_iter * .89

First milestone set at 89% of the
training process

warmup_length

.0112/45000*train.max_iter

Scaled to the size of the current
max_iter from the original max_iter

model
backbone.square_pad | 320 Square padding to match the size of
the dataset
roi_heads.num_classes | 5 Specify the number of classes to de-

tect
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3. Thesis Development

3.3.3. Training

The training was done for five epochs and was only done on the last four layers of the
model. The training process was repeated several times to rule out variation. Figure 3.5
displays the training loss evolution for the five epochs. It can be appreciated that the
training loss stagnates around 1.14. It is hard to say if this means convergence since no
attention is paid to the prediction’s precision. Also, it is unknown if the loss will continue
decreasing if the model is trained for more epochs.

Training Loss
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4.0

3.5 4

3.0 A

Loss

2.5 4

2.0 4

1.5+
1.141 ===-= = - - -

1.0

0 1 2 3 4 5
Epochs

Figure 3.5.: Training loss for sequential training during five epochs.

The resulting average epoch time is of 15.98 minutes.

3.3.4. Short note on accuracy improvements

This section presents the results of some modifications that improved the ability of the
model to make accurate predictions on the custom dataset. This is only meant as additional
information for future work and it was not used in the next parts of this thesis.

As discussed in Section 3.3.2, the dataloader performs augmentations in relation to the
image size of 320. However, the model is pre-trained on images of higher resolution and
uses patch sizes relative to this sizes.
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3.3. Sequential baseline

One experiment that achieved good accuracy results was doing data augmentations to
an image size of 1333. Training on the augmented data, the model showed good signs
of generalization even when training on a small number of epochs, as seen in Figure 3.6.
Additionally, the obtained average precision at Intersection over Union 0.50 (AP50) of the
model’s prediction was 68.190, compared to 3.522 of the non-tuned model. On the down-
side, the increase of the image size reduced the possible batch size per GPU to 1 and dras-
tically increased the time per iteration.

Training Loss

6 —— Baseline
—— Large augmentations

Epochs

Figure 3.6.: Training loss comparison of the baseline used and an additional experiment
using larger data augmentations.

However, better results could be obtained by modifying some backbone parameters to
match the actual resolution of the images, such as the patch size, window dimension,
embedded dimension and MLP ratio. The choice of which layers to train will also play
an important role in the model’s accuracy. This is all fine-tuning that is left for future work
to other engineers if using the model for a similar application.
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3.4. Data Parallelism

This section implements synchronous DP to compare its performance against the original
sequential version. As many frameworks do, Detectron2 has distributed training func-
tionalities built with Pytorch. As of the time this thesis was written, there is no way
to choose a different backend, which would involve changing the source code, which
is not advisable. Instead, some of these functions are replaced with Horovod functions
or self-made ones built with Horovod commands. First, it needs to be defined how the
synchronization will be done. This can be done manually with collective operations, but
since a Pytorch optimizer (AdamW) is used initially, it makes more sense to wrap it with
Horovod’s DistributedOptimizer(). This new optimizer will synchronize the gradient once
the step() method is called. The configurations are not configured directly; thus, some
parameters must be updated for the number of workers. Since each GPU has a batch
size of 8, the model will train on a super-batch of size 16 per iteration when using two
nodes. Therefore the max number of iterations must be scaled by the number of workers
asmax_iter / horovod.size (). At the same time, the learning rate is scaled to the
number of workers to make up for the change in batch size. Before the training loop be-
gins, the parameters must be broadcasted to all workers to ensure consistent initialization.
This is done with Horovod’S broadcast_parameters() and broadcast_optimizer_state() func-
tions. Finally, when doing intermediate testing, a synchronization operation is included
so that all workers continue the training simultaneously. Horovod does not have a barrier
operation by default, but it can be easily implemented with a collective dummy operation,
as seen in Source Code 3.4.

def hvd_barrier () :

barrier tensor = torch.tensor (0.0)
barrier_tensor = barrier_tensor.cuda ()
barrier _op = hvd.allreduce (barrier_tensor, average=False)

barrier_op.item()

Source Code 3.4.: Barrier implemented with Horovod using an allreduce operation.

One last detail is that if checkpoints are used, all the checkpointing and writing opera-
tions must be performed by rank 0 to avoid file corruption. The overview of the parallel
training function’s most important details can be seen in Source Code 3.5. The resulting
training script can be used for any number of nodes and could even be used by different
Detectron2 models.
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def do_train(cfg, model, resume=False):

model.train ()
optimizer = hvd.DistributedOptimizer(...)
# Other parameters initialization

hvd.broadcast_parameters (model.state_dict (), root_rank=0)
hvd.broadcast_optimizer_ state (optimizer, root_rank=0)

for iteration in range(start_iter, max_iter):
# Other training steps
optimizer.step ()
if iteration==eval iteration:

do_test (cfg, model)
hvd_barrier ()

Source Code 3.5.: Main components of DP training function.

A first run was performed using the DP script for a single node to see if Horovod intro-
duces some overhead. As seen in Figure 3.7, neither the execution time per epoch nor the
training loss seems to be affected.
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Figure 3.7.: Execution time and training loss comparison of baseline with a single node DP
run.

Next, two cases are used to evaluate the effects of the parallelization. First, the training
is done on a batch size of 8 per node (super-batch 16). This also means that the num-
ber of iterations per epoch will be less. The learning rate is increased to 5e—5 since the
size of the super-batch was doubled. The speedup of this experiment is 0.8053, a total
of 19.84 minutes per epoch. This was expected since synchronous DP performs excessive
synchronization. The communication overhead overshadows the speedup obtained by the
parallelization. However, it is most likely that using a few more nodes will already show
improvements. On the other hand, the training curve loss in Figure 3.8 clearly shows that
the loss decreases faster than the sequential training. Even if the time per epoch is less,
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convergence may be reached faster. This is likely caused by (a) the increase in the certainty
since more data is shown in each SGD step and (b) the increase in the learning rate. At
the same time, to see the effects of the communication overhead, one more experiment is
done with a batch size of 4 (super-batch 8). The convergence of the optimization algorithm
should be equivalent to the original sequential run, but this helps us to see the synchro-
nization overhead. The resulting speedup is 0.6932, with an epoch execution time of 23.05
minutes.
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Figure 3.8.: Execution time and training loss comparison of baseline with DP run using
two nodes and different bath sizes.
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3.4.1. Analysis of the communication overhead

The parallelization results show that even with double the number of workers, the com-
munication overhead is more than the speedup obtained. This was expected because the
current setup used does not have the proper hardware to do low-latency communication.
Therefore, some analysis of the communication overhead introduced by the parallelization
was performed to determine the minimum number of nodes to observe some speedup.

Horovod has a built-in tool that records a timeline of the communication activity. This is
all recorded for one node, but it also contains some valuable information to understand the
behavior of the rest of the nodes. To use this, the argument ——t imeline-filename must
be passed to the horovodrun command. This generates a trace file containing information
on the communication activity on every tensor, as seen in Figure 3.9. This is mainly split
into blocks of types:

* negotiation A phase where the worker notifies that it is ready to perform the collective
operation.

* processing Collective operation phase (for example, allreduce).

At the same time, these blocks contain sub-blocks with more specific information about

what is happening at a given point in time. To read more about this, please refer to

Horovod’s official documentation®.

O N Ie= . . . . (S8 . . . . Bl . . . . 1=
- alireduce roi_heads box_head 2 conv1 norm.vieight (pid 390)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. ALL
NCC NCC NCC
- alireduce roi_heads.box_head 2 conv1.weight (pid 891)
NEGOTIATE_ALLREDUCE A NEGOTIATE_ A ALL.. NEGO.. ALL.
Noe NeG Noe
- alireduce roi_heads box_predictor.1 bbox_pred bias (pid 832)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. ALL
NCC NCC NCC
- alireduce roi_heads bax_predictor.1 bbox_pred veight (id 883)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. ALL
Noe NeG Noe
- alireduce roi_heads box_predictor.1 cls_score bias (pid 894)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. AL
NCC NCC NCC
- alireduce roi_heads.box_predictor.1 cls_score weight (pid 895)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. ALL
Noe NeG Noe
- alireduce roi_heads box_head 1.fet bias (pid 896)
NEGOTIATE_ALLREDUCE A NEGOTATE A ALL NEGO. ALL
NCC NCC NCC
- alireduce roi_heads.box_head 1.fc1 weight (pid 887)
NEGOTIATE_ALLREDUCE A NEGOTIATE A ALL NEGO. ALL
Noe oG Noe

Figure 3.9.: Communication timeline example.

This information was used to estimate the total communication overhead. To do this, the
timeline for a total of 20 iterations with the same setup as the DP experiment for a batch
size of 8 per node was recorded. The information used comes from all tensor operations of
the model, from the beginning of the first negotation phase to the end last allreduce block.
The average processing time of the negotiation and allreduce is computed using this data.

*https:/ /horovod.readthedocs.io/en/stable/timeline.html
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Both times make up the whole communication overhead time, while the rest of the time in
the time window is considered the actual training iteration time. The results can be seen
in Figure 3.10.
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Actual Work
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Figure 3.10.: Portion of execution time needed.

The estimated communication overhead makes up 33% of the total training time. When
scaling to a more significant number of nodes under the same communication conditions,
the data processed during the work phase will improve the speedup even further.

3.4.2. The importance of adequate communication hardware

An event in the companies’ network infrastructure occurred where all connections had to
be restored after a downtime. All experiments before the event showed a negative effect
of parallelization because of the communication overhead. Still, after the system went
back online, the results of the same experiments changed drastically. This new round
of measurements resulted in an average epoch time of 9.88 minutes and a speedup of
1.6164, as seen in Figure 3.11. The unexpected event could have led to a decrease in the
network’s traffic, significantly decreasing the communication overhead introduced by the
parallelization. In this instance, the speedup is better, but nothing guarantees that these
good overhead conditions will persist. Rather than invalidating the previous experiments,
this shows the high variance of communicating through an insecure network instead of us-
ing adequate communication hardware and protocols like Remote Direct Memory Access
(RDMA) with Infiniband.
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Figure 3.11.: Speedup comparison of DP before and after the network event.

The results of the remaining experiments are compared only against the results of the DP
experiment after the event since comparing them with the results before the event would
be unfair as the conditions were not the same.

3.5. DP with delayed weight updates

Asynchronous DP was also implemented to reduce the communication overhead caused
by excessive collective operations. DP with delayed updates was chosen because of its
implementation simplicity. No changes to the optimizer were made on this occasion since
no measure of convergence other than the training loss was considered. The gradients
are synchronized manually instead of letting the step() method handle it automatically.
The synchronization is done every given number of iterations specified by the user. The
weights are updated on every iteration using the step() method, setting the optimizer to
skip the synchronization since this is done differently, as shown in Source Code 3.6. Ad-
ditionally, the argument backward_passes_per_step must be set to the update frequency
when building the DistributedOptimizer. Another meaningful change is the way the gra-
dients of the model are set to zero on every iteration. The built-in method zero_grad() does
this for the gradients of all ranks, which can cause race conditions if one rank does this
before the other rank can update its weights. Instead, a new function async_zero_grad() is
defined. This function allows each rank to zero only the local gradients. The process can
be seen in Source Code 3.7.
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3.5. DP with delayed weight updates

if (epoch_iteration % synch_frequency==0 or
(epoch_iteration+l) % iterations_per_epoch==0 or
iteration == (max_iter—-1)):

optimizer.synchronize ()

with optimizer.skip_synchronize() :
optimizer.step()

Source Code 3.6.: Asynchronous weight updates implementation.

def async_zero_grad(optimizer) :
for group in optimizer.param_groups:
for param in group|['params']:
if param.grad is not None:
param.grad.detach_ ()
param.grad.zero_ ()

Source Code 3.7.: Function that allows asynchronous gradient zeroing on the local copy of
the model.

The experiment is done using update frequencies ranging from 2 to 64. Figure 3.12 dis-
plays the experiment results. The speedup graph shows that the delayed weight updates
achieve a more significant speedup than synchronous DP (update frequency of 1). How-
ever, the further improvement when decreasing the update frequency is not as significant
as the change from update frequencies 1 to 2. At the same time, it is likely that this slight
improvement significantly affects the convergence of the optimization process. Besides,
the training loss curve is immediately affected when performing delayed weight updates
compared to synchronous DP. While the effect on the training loss is apparent, this does
not necessarily reflect the convergence since the model and hyper-parameters are not fine-
tuned.
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3. Thesis Development
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Figure 3.12.: Execution time and training loss comparison of DI with delayed updates us-
ing different update frequencies.
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4. Conclusion

Distributed training was used to parallelize the training process of the last layers of the
EVA foundation model, applied for object detection in low-resolution grayscale images.
Both synchronous and asynchronous Data Parallelism were proven to be viable options to
enable the training of large-scale models without extensive alterations to the model’s struc-
ture and training scripts. Other developers can follow the work of this thesis to speed up
the training of their own models. The chosen techniques were implemented and evaluated
on a GPU cluster setup with two nodes connected over the organization’s network.

4.1. Discussion

The results showed that the overhead communication could cause a slowdown rather
than a speedup for the available nodes depending on the network’s traffic. If distributed
training is intended to be used as a standard technique to train large-scale deep learning
models, it would be reasonable to make use of proper HPC communication protocols like
RDMA, which allows direct access to a node’s GPU. Under suitable conditions, the par-
allelization resulted in a positive speedup. Synchronous DP obtained a speedup of 1.6164
while also resulting in a higher convergence rate reflected in the training loss curve. Asyn-
chronous DP was implemented using different weight synchronization frequencies rang-
ing from every 2 to 64 iterations. It achieved speedups ranging from 1.961 to 1.988, while
the training loss curves were similar to that of the baseline. Compared to synchronous
DP, asynchronous DP achieved a noticeable speedup. However, further increasing the
number of iterations without synchronization did not result in a significant speedup and
could impact the convergence of the learning process. Overall, synchronous DP showed
less speedup than asynchronous DP, but it showed better convergence since the SGD op-
timizer is not being modified. The speedup obtained by asynchronous DP was better than
the synchronous implementation, but the training loss curve shows underperforming re-
sults. The choice of the weight synchronization frequency is a hyper-parameter that should
be fine-tuned. To better evaluate the convergence of all techniques, they should be evalu-
ated on a fine-tuned model for a complete training process instead of just a few epochs.

4.2. Outlook

The work of this thesis showcased how an organization can make use of distributed train-
ing techniques to enable the training of large-scale models. While the evaluated techniques
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4. Conclusion

are good enough in most cases, there are some cases in which further improvements would
be beneficial. Because of time constraints, the focus of this thesis was only limited to the
parallelization of a model’s training process without paying attention to hyperparameter
tuning and its prediction accuracy. This also limits the ability to observe if the conver-
gence of such techniques is consistent with sequential implementations. If the model were
fine-tuned, some interesting experiments to explore further are discussed next.

¢ Implementation of higher-order optimizers: The work proposed in [27] presents a
cheap second-order optimizer that avoids the explicit computation of Hessian matri-
ces. Implementing an optimizer of this type combined with Data Parallelism could
not only speed up the execution time of each epoch but also reduce the number of
epochs needed to converge due to the curvature information that the optimizer con-
siders.

¢ Improve weight synchronization in asynchronous DP: The convergence of data
parallelism with delayed weight updates can be further improved by using different
weight synchronization rules, such as Overlap Local-SGD [33].

¢ Explore model parallelism: The size of the model limited the number of layers that
could be trained simultaneously using the available hardware. If more or all lay-
ers were to be trained, model parallelism and dynamic layer freezing promise good
results. The state-of-the-art approaches presented in Section 2.3.2 should be further
investigated for the specific case of transformers

Some points would be interesting to explore if the possibility of scaling to a large num-
ber of nodes were to arise. For instance, it would be meaningful to analyze how the com-
munication overhead scales, if it presents linear behavior, or if it will stay constant after
some point. In the case of asynchronous DP, it would be interesting to explore different
synchronization techniques. One possibility is to divide the nodes into groups that will
synchronize frequently across the nodes in the group while performing less frequent up-
dates across the groups. Depending on the number of nodes available, the groups can
keep getting subdivided. This would allow testing different configurations depending on
the exact hardware, the topology of each node, their different computation capabilities,
and the physical communication conditions between the nodes. Additionally, MP can be
combined with DP for large transformer-baser models. It would be reasonable to apply
MP to enable the training of such models on a set of nodes and replicate this on multiple
sets to speed up the training using DP.
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Appendix

A. EVA hyper-parameters for object detection

Table A.1.: Original EVA hyper-parameters for object detection using the Objects365

dataset.
config value
optimizer AdamW
optimizer hyper-parameters | 31, 52, € = 0.9, 0.999, le—8
learning rate le—4
layer-wise Ir decay 0.9
training steps 380k
training input resolution 1024% — 12802
batch size 128
weight decay 0.1
drop path 0.6
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Appendix

Table A.2.: Original EVA hyper-parameters for object detection using the COCO and LVIS

datasets.
config COCO value LVIS
optimizer AdamW
optimizer hyper-parameters 81, B2, € = 0.9,0.999, 1e—8
learning rate 2e—5
learning rate schedule step decay
training steps 45k 75k
learning decay step 40k 70k
batch size 64
training input resolution 12802
weight decay 0.1
layer-wise Ir decay 0.9
drop path 0.6
repeat threshold - 0.001
frequency weight power - 0.5
mas number of detection 100 1000

B. Dataset annotations distribution

Figure B.1 gives an overview of the distribution of the annotation categories for the train,
val, and test datasets.
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B. Dataset annotations distribution
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Figure B.1.: Distribution of the annotation categories in the dataset.
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Glossary

CLIP Contrastive Language-Image Pre-Training. 1, 6
CNN Convolutional Neural Network. 1, 4, 6, 20
CPU central processing unit. 7, 9, 11, 14

CUDA compute unified device architecture. 19

DP Data Parallelism. 9, 10, 11, 12, 26, 27, 28, 29, 30, 32, 33, 34, 35, 36

EVA Explore the limits of Visual representation at scAle. 1, 6, 13, 14, 15,17, 21, 35
GPU graphical processing unit. 1,2, 9, 11, 12, 13, 14, 15, 16, 19, 23, 25, 26, 35

HPC high performance computing. 15, 35

LSTM Long short-term memory. 3

MIM Masked image modeling. 6

MLP Multi-Layer Perceptron. 5, 6, 25

MP Model Parallelism. 11, 12, 36

MPI Message Passing Interface. 7, 8, 15, 19

NCCL NVIDIA Collective Communication Library. 15, 19
NLP Natural Language Processing. 1, 3

NUMA Non-uniform memory access. 15

RDMA Remote Direct Memory Access. 31, 35
RNN Recurrent Neural Network. 3

SGD Stochastic Gradient Descent. 9, 10, 12, 29, 35
SSH Secure Shell Protocol. 14, 19

ViT Vision Transformer. 1
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