
1. Introduction
Space weather has been identified as a natural hazard to the modern technical infrastructure on which our 
society is highly dependent. Its accurate and reliable modeling and forecast are therefore essential and rely on 
modeling nonlinear solar-terrestrial coupling processes. The last few years have witnessed a huge growth in 
the use of machine learning (ML) and deep learning (DL) to predict complex space weather phenomena, from 
conditions on the Sun to their effects on Earth (including the ionosphere). Over the next decade, we expect 
continued rapid development and adaptation of emerging ML/DL tools for operational forecasting systems. 
However, there is considerable concern about trusting the results of ML/DL models and treating them as a 
black box because they are difficult to interpret. One of the main issues of previous work is the lack of transpar-
ency, as there is no indication when those results should not be trusted, which may lead to scientific skepticism 
toward ML and DL. Despite their widespread use, there has been little discussion on probabilistic ML/DL and 
uncertainty quantification (UQ) in the space weather domain. Most studies have focused on providing a single 
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prediction/forecast for each input (deterministic), while probabilistic predictions/forecasts have usually not 
been addressed. The present paper aims to alleviate these issues by extending ML-based models to quantify 
uncertainty in order to develop the probabilistic model for Vertical Total Electron Content (VTEC) within the 
ionosphere.

The uncertainty can be classified into two main categories (Abdar et al., 2021; Hüllermeier & Waegeman, 2021; 
Siddique et al., 2022):

•  Model parameter uncertainty: it occurs due to incomplete knowledge, which can be due to a lack of training 
data or training data information poor. This is the deterministic part of uncertainty, which can be reduced with 
more knowledge about the system, for example, by adding more information-rich data.

•  Data uncertainty: it is related to uncertainty in measurements, which is due to the noise inherent in the data 
or the stochastic nature of the process generating the data. This is the stochastic part of uncertainty, caused by 
randomness, and therefore irreducible.

In the ML literature, these uncertainties are often referred to as epistemic and aleatoric uncertainties, respectively 
(Abdar et al., 2021; Hüllermeier & Waegeman, 2021). The third source of uncertainty relates to the limitation of 
the learning model to approximate the target function. This is not easy to quantify accurately. For example, model 
selection involves a particular choice of hyperparameters, and it is impossible to fully explore the hyperparameter 
space. The choice of hyperparameters can significantly impact the model's accuracy, complexity, and compu-
tational cost. Thus, it comes down to a trade-off between the complexity of the model to capture higher-order 
nonlinear functions and its ability to generalize to unseen data. Ultimately, the ML process consists of various 
steps of learning and approximating an unknown mapping function from input to output, and the errors and 
uncertainties associated with these steps may contribute to the uncertainty of the model output.

The most commonly used UQ approaches for ML, in general, are the deep ensembles technique and the Bayesian 
approximation (Abdar et al., 2021; Kendall & Gal, 2017; Rahaman & Thiery, 2021). There are few examples of 
UQ studies for estimating a continuous variable in the space weather domain, such as artificial neural network 
(ANN) with Monte Carlo (MC) dropout as a Bayesian approximation and the negative log-likelihood (NLL) loss 
function for thermospheric density prediction (Licata & Mehta, 2022), BNN for the geomagnetically induced 
currents (Siddique et  al.,  2022), as well as, a least squares-based ensemble of convolutional neural networks 
(CNN) for the geomagnetic Dst index prediction (Hu et al., 2022). It has been shown that ANN with MC drop-
out and NLL loss requires much more computational time than ANN with NLL loss and direct probability 
prediction, but both approaches demonstrated similar accuracy (Licata & Mehta, 2022). Siddique et al. (2022) 
highlight that estimating uncertainties allows quantifying the degree of reliability of the ML-based model but 
does not necessarily increase the model accuracy. The least squares-based weighting of the CNN ensemble with 
a class-balanced cost function was used to account for the imbalance between storm and non-storm cases and 
provide probabilistic Dst prediction (Hu et al., 2022). The least squares inclusion of both input and output data 
uncertainties with Bayesian learning using a Long Short-Term Memory neural network resulted in better gener-
alization when applied to the prediction of Earth orientation parameters and Global Navigation Satellite Systems 
station coordinates (Kiani Shahvandi & Soja, 2022). The initial study of an ML ensemble approach to VTEC 
forecast in Natras et al. (2022b) showed higher accuracy and improved generalization compared to a single-model 
approach, with uncertainties estimated as ensemble spread. Other studies on ML-based VTEC modeling and 
forecasting, such as Y. Han et al. (2022), Kaselimi et al. (2022), L. Liu et al. (2020), Lee et al. (2020), to name a 
few, have not quantified the uncertainties or provided confidence intervals (CI) of VTEC output, leading to a lack 
of information on how certain and reliable their ML-based VTEC results are; Natras et al. (2022a) provides an 
overview of these studies and their results.

Based on the review of existing literature, there has been little discussion on probabilistic ML/DL for VTEC and 
space weather in general. In this study, we aim to fill this gap by developing and adapting UQ techniques for 
ML-based VTEC forecasting to produce a probabilistic VTEC model. With this in mind, we analyze and discuss 
the effectiveness of various techniques for estimating uncertainties and 95% CI of 1-day VTEC forecasting for 
both quiet and extreme space weather conditions. Section 2 begins with an overview of data preparation, then 
describes four methods for estimating uncertainty, and ends with an outline of models and hyperparameters 
optimization. Section 3 provides a detailed analysis of the UQ models for test case studies. Our conclusions are 
drawn in the final section.
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2. Methodology
2.1. Data

This study deals with supervised learning, in which a set of both input and output data is clearly specified and 
prepared, called training data, which is needed to learn the function that maps the input variables to an output 
variable. A training sample consists of the vector xi and an output yi = F(xi) with i = {1, 2, …, N}. The vectors xi 
can be interpreted as the rows of the N × P predictor matrix 𝐴𝐴 𝐗𝐗 =

(

𝐗𝐗
𝑇𝑇

𝑖𝑖

)

 , whereas the columns represent the input 
features 𝐴𝐴 �̃�𝐱𝑝𝑝 with p = {0, 1, 2, …, P − 1} (Natras et al., 2022a).

In this study, VTEC is obtained from Center for Orbit Determination in Europe (CODE) global ionospheric maps 
(GIM), computed via spherical harmonics up to degree 15 (Schaer, 1999), and interpreted as GT. Because the 
temporal resolution of the CODE GIM was updated from 2 hr to 1 hr in 2015, we used data starting from January 
2015 to develop the VTEC model with 1-hr intervals. September 2017 was an extremely active space weather 
period, with the Sun emitting 27 M-class and 4 X-class flares, as well as several earthward-directed coronal mass 
ejections (CME) (https://www.nasa.gov/feature/goddard/2017/september-2017s-intense-solar-activity-viewed-
from-space). Therefore, the year 2017 is selected for testing, and data from January 2015 to December 2016 
are used for training and cross-validation, The training set consists of a total of 17,544 samples, while the test 
set contains 8,760 samples. To model the solar-terrestrial processes and the impact of space weather on VTEC, 
data on solar and geomagnetic activity were downloaded from the OMNIWeb NASA Service and added as 
input features. The data set is prepared with a 1-hr resolution, denoted D1, corresponding to Table 1 of Natras 
et al. (2022a). It consists of the following input features of xi at timestamp i:

 (a)  VTEC for grid points at 10° of longitude, and 10°, 40°, and 70° of latitude;
 (b)  OMNIWeb data: sunspot number, F10.7 solar radio flux, solar wind plasma speed, interplanetary magnetic 

field Bz index, geomagnetic field (GMF) Dst index, GMF Kp index, auroral electrojet (AE) index;
 (c)  Derived VTEC features: exponential moving average (EMA) of VTEC over the previous 30 and 4 days, first 

and second VTEC derivatives;
 (d)  Hour of the day (HoD) and day of the year (DoY),

and the output yi = VTEC(i + 24) for the 1-day forecast. Grid points for VTEC were selected along the same 
longitude (10°) to represent VTEC latitudinal variations alongside other VTEC variability. Separate models were 
developed for each grid point.

The input data for artificial neural networks were standardized to obtain data with a mean of zero and a standard 
deviation of one. Learning algorithms based on decision trees (Sections 2.2.1 and 2.2.2) do not require data 
normalization since they are not sensitive to the scale of input features, and the data were not standardized in these 
cases. Moreover, a neural network benefits from transforming time information to preserve its cyclic significance:

𝐻𝐻𝐻𝐻𝐻𝐻sin = sin

(

2𝜋𝜋 ⋅𝐻𝐻𝐻𝐻𝐻𝐻

24

)

, 𝐻𝐻𝐻𝐻𝐻𝐻cos = cos

(

2𝜋𝜋 ⋅𝐻𝐻𝐻𝐻𝐻𝐻

24

)

 

𝐷𝐷𝐷𝐷𝐷𝐷sin = sin

(

2𝜋𝜋 ⋅𝐷𝐷𝐷𝐷𝐷𝐷

365.25

)

, 𝐷𝐷𝐷𝐷𝐷𝐷cos = cos

(

2𝜋𝜋 ⋅𝐷𝐷𝐷𝐷𝐷𝐷

365.25

)

. (1)

2.2. Methods

In the following, we present different approaches to determine model and data uncertainties in ML-based UQ 
VTEC models.

2.2.1. Ensemble Approach

Ensemble modeling combines multiple diverse models to predict an outcome using either different algorithms 
or different data sets. The ensemble model, called Super-Ensemble (SE) (Natras et al., 2022b), aggregates the 
mean result across all base models to produce a final prediction with reduced generalization error. This approach 
improves the prediction compared to the single base model within the ensemble by averaging the results over a 
set of functions of well-performing models (Natras et al., 2022b). In this study, ensemble modeling combines 
three learning algorithms, namely Random Forest (Breiman, 2001), Adaptive Boosting (AdaBoost) (Freund & 
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Schapire, 1997) and Gradient Boosting (Friedman, 2001) on three data sets 
consisting of different versions of input features and output. These algo-
rithms are based on decision tree learning but follow different computation 
strategies. Random Forest belongs to the bagging approach of learning many 
diverse random trees, while the other two algorithms are boosting approaches 
of sequential learning that aim to reduce the errors of the tree from the previ-
ous step. Moreover, boosting is realized differently in AdaBoost by assigning 
different weights to observations depending on the model performance in the 
previous step and in Gradient Boosting by training the models on the gradi-
ent of the objective cost function of the previous step. For more details, see 
Natras et al. (2022a).

In addition to training the ensemble members with different learning algo-
rithms, further randomness is introduced into the ensemble by training with 
different versions of the data set to increase the number of ensemble members 
and increase the diversity between them, as shown in Figure 1. Therefore, we 
created three sets of data from the D1 data set introduced in Section 2.1:

1.  Data set D1 with xi, yi for i = 1, 2, …, N;
2.  Daily differences for the input features and output: The data, except HoD 

and DoY, are time-differenced with Δxi, Δyi by calculating the difference 
between an observation at time step i + 24 and observation at time step i 
so that Δxi = xi+24 − xi and Δyi = yi+24 − yi. The EMA and time deriva-
tives of VTEC are calculated from the differenced VTEC values. At the 
end, the VTEC forecast is reconstructed from the forecasted VTEC daily 
difference by adding the VTEC value from 24 hr ago.

3.  The input of the data set from point 1 and the input of the daily differ-
enced data set from point 2 are used as input features, while the output 
comes from the data set from point 1.

Daily differences remove the dominant daily VTEC variations so that the model can learn the remaining signa-
tures associated with other sources of VTEC fluctuations. Such a data strategy demonstrated improved gener-
alization and accuracy of 1-day VTEC forecasting in ensemble tree learning (Natras et al., 2022a), as well as in 
the convLSTM VTEC model (L. Liu et al., 2022). In addition, differencing reduces temporal dependencies and 
trends and stabilizes the mean of the data set, which can improve modeling.

The employed cost function is the mean squared error (MSE), defined as

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚 =
1

𝑁𝑁

𝑁𝑁
∑

𝑖𝑖=1


(

𝑦𝑦𝑖𝑖, 𝐹𝐹 (𝐱𝐱𝑖𝑖)
)

=
1

𝑁𝑁

𝑁𝑁
∑

𝑖𝑖=1

𝑒𝑒
2
𝑖𝑖
=

1

𝑁𝑁

𝑁𝑁
∑

𝑖𝑖=1

(

𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑚𝑚𝑖𝑖

)2
, (2)

where 𝐴𝐴  is the loss function, yi is the GT VTEC, 𝐴𝐴 𝐹𝐹 (𝐱𝐱𝑖𝑖) is an approximation function of the function F(xi) that maps 
the input xi to the output yi, and 𝐴𝐴 𝐴𝐴𝐴𝑚𝑚𝑖𝑖

 is the VTEC forecast of the mth model with m = {1, 2, …, M}.

The ensemble approach can be viewed as an approximation of a distribution, and thus, its diversity can be used 
as an indicator of the model parameter uncertainty (Hüllermeier & Waegeman, 2021). In this case, the results of 
M independently trained models are averaged, forming a joined distribution p(y|X) as

𝑝𝑝(𝐲𝐲|𝐗𝐗) =
1

𝑀𝑀

𝑀𝑀
∑

𝑚𝑚=1

𝑝𝑝(𝐲𝐲|𝐗𝐗, 𝜃𝜃), (3)

where θ represents a set of model parameters. Nine models, M = 9, are developed for each of the 3 VTEC grid 
points, resulting in a total of 27 models. The randomness in the nine models in this study is introduced by the 
learning algorithms and the data. More specifically, by training the three algorithms mentioned above on each of 
the three data sets individually. The final output 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 is estimated as the ensemble mean μi

𝑦𝑦𝑖𝑖 = 𝜇𝜇𝑖𝑖 =

1

𝑀𝑀

𝑀𝑀
∑

𝑚𝑚=1

𝑦𝑦𝑚𝑚𝑖𝑖
 (4)

Figure 1. Flowchart of the ensemble modeling procedure trained on three 
different data sets using the three different learning algorithms Random 
Forest, AdaBoost, and eXtreme Gradient Boosting (XGBoost). After the nine 
individual model runs, the results are combined into a Super-Ensemble model, 
which provides the Vertical Total Electron Content forecast values and their 
uncertainty.
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and the standard deviation across the ensemble for observation time i is defined as

𝜎𝜎𝑖𝑖 =

√

√

√

√
1

𝑀𝑀

𝑀𝑀
∑

𝑚𝑚=1

(

𝑦𝑦𝑚𝑚𝑖𝑖
− 𝑦𝑦𝑖𝑖

)2
. (5)

The standard deviation of the ensemble members with respect to the ensemble mean, known as the ensemble 
spread, provides an estimate of the uncertainties. The ensemble spread is represented as a probabilistic prediction 
in terms of lower bounds (LB) and upper bounds (UB) with 95% confidence, defined by

𝑈𝑈𝑈𝑈 = 𝑦𝑦𝑖𝑖 + 2𝜎𝜎𝑖𝑖, 𝐿𝐿𝑈𝑈 = 𝑦𝑦𝑖𝑖 − 2𝜎𝜎𝑖𝑖. (6)

2.2.2. Quantile Gradient Boosting

Quantile methods (Koenker & Hallock, 2001) can be seen as an extension of classical least squares model estima-
tion for the conditional mean function to the estimation of models for the conditional median function and the full 
range of other conditional quantile functions. The quantile function does not require a specification of variance 
changes and can thus model heterogeneous variation in the objective loss distribution (Chan, 2021). Moreover, 
this approach avoids the distributional assumption, that is, it does not assume a Gaussian error distribution (unlike 
most traditional methods) and can be used when the error distribution is non-Gaussian (Chan, 2021). Quantiles 
can be estimated by multiplying different quantile values β by positive and negative residuals in the loss function 
to obtain the quantile loss as

(𝑒𝑒𝑖𝑖|𝛽𝛽) =

⎧

⎪

⎨

⎪

⎩

𝛽𝛽 ⋅ 𝑒𝑒𝑖𝑖 if 𝑒𝑒𝑖𝑖 ≥ 0,

(𝛽𝛽 − 1) ⋅ 𝑒𝑒𝑖𝑖 if 𝑒𝑒𝑖𝑖 < 0

𝑒𝑒𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐞𝐞|𝛽𝛽) =
1

𝑁𝑁

𝑁𝑁
∑

𝑖𝑖=1

(𝑒𝑒𝑖𝑖|𝛽𝛽).

 (7)

The quantile values of β are set to 0.025 and 0.975 for estimating the lower and upper confidence bounds, 
respectively, to obtain a CI of 95%. The mean quantile β = 0.50 provides the median VTEC forecast. To estimate 
other CI levels of 90% and 99%, the quantile values must be changed to 𝐴𝐴 𝐴𝐴 = {0.05, 0.95} and 𝐴𝐴 𝐴𝐴 = {0.005, 0.995} , 
respectively.

Quantile loss has been shown to model data uncertainty in neural networks (Amell et al., 2022; Tagasovska & 
Lopez-Paz, 2019). In this study, we applied quantile loss with a Gradient Boosting tree. The Gradient Boosting 
algorithm and its implementation for VTEC forecast are explained in Natras et al. (2022a). We chose Gradient 
Boosting because it is fast (Natras et al., 2022a), performs well on structured input data even for relatively small 
data sets (Duan et al., 2020), and has proven to be a powerful method in many data science competitions (Chen 
& Guestrin, 2016). Moreover, Vasseur and Aznarte (2021) compared the performance of 10 ML algorithms with 
quantile loss for predicting NO2 pollution and found that Gradient Boosting outperformed the other models with 
better results for all metrics examined.

2.2.3. Bayesian Neural Network

The Bayesian neural network (BNN) represents a modification of an ANN in which the deterministic network 
parameters or weights are replaced by probability distributions of those weights (Abdar et al., 2021; Blundell 
et al., 2015; Kendall & Gal, 2017); for more details on the architecture and computation of an ANN, see Natras, 
et al. (2023a). The probability distributions are used to model the uncertainty in the weights and consequently 
can be used to estimate the uncertainty due to the model parameter uncertainty based on Bayes' theorem. The 
posterior parameters θ to be trained are the mean μ and standard deviation σ of the posterior weight distribution. 
They can be learned by variational Bayesian inference during the training process, facilitated by a standard neural 
network backpropagation technique during the training process (Blundell et al., 2015). That technique is called 
Bayes by Backprop and is implemented in this study.

Given a training data set D = (xi, yi) with i = 1, 2, …N, the likelihood function p(D|w) can be constructed, which 
is a function of the weights w. Maximizing the likelihood function yields the maximum likelihood estimate of 
w. The usual optimization objective in ML training is to minimize the NLL. Multiplying the likelihood by a 
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prior distribution p(w) is proportional to the posterior distribution p(w|D)  ∝  p(D|w)p(w) according to Bayes' 
theorem (Koch, 2018). An analytical solution for the posterior p(w|D) in neural networks is not feasible. We can 
approximate the true posterior with a variational distribution q(w|θ) of the function whose parameters we want 
to estimate. This can be done by minimizing the Kullback-Leibler (KL) divergence between q(w|θ) and the true 
posterior p(w|D).

KL divergence measures how close the variational probability distribution of the weights q(w|θ) is to the posterior 
probability distribution of the weights p(w|D). It is also called relative entropy in probability and information 
theory (Murphy, 2012). Normally, the reverse KL divergence is used

𝐾𝐾𝐾𝐾(𝑞𝑞(𝑤𝑤|𝜃𝜃)‖𝑝𝑝(𝑤𝑤|𝐷𝐷)) = 𝑞𝑞(𝑤𝑤|𝜃𝜃) ⋅ log
𝑞𝑞(𝑤𝑤|𝜃𝜃)

𝑝𝑝(𝑤𝑤|𝐷𝐷)

= −log 𝑝𝑝(𝐷𝐷|𝑤𝑤) +𝐾𝐾𝐾𝐾[𝑞𝑞(𝑤𝑤|𝜃𝜃)‖𝑝𝑝(𝑤𝑤)].

 (8)

The idea behind variational inference is to choose an approximation q(w|θ) to the distribution and then try to 
make this approximation as close as possible to the true posterior p(w|D). This reduces variational inference to an 
optimization problem, and from Equation 8, the objective cost function can be defined as follows

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
1

𝑁𝑁

𝑁𝑁
∑

𝑖𝑖=1

(−log 𝑝𝑝(𝐷𝐷|𝑤𝑤) +𝐾𝐾𝐾𝐾[𝑞𝑞(𝑤𝑤|𝜃𝜃)‖𝑝𝑝(𝑤𝑤)]), (9)

which can be split into two parts: the left term of the loss function on the right side corresponds to the NLL, and 
the right term is the KL divergence between the variational distribution q(w|θ) and the prior p(w), which can also 
be seen as the regularization term.

The prior weight distribution is a Gaussian distribution with a mean μ = 0 and a diagonal covariance with a stand-
ard deviation σ = 1. A sample of the weights w is obtained by randomly sampling ϵ from 𝐴𝐴  (0, 1) , then scaling it 
by a standard deviation σ, and shifting it by a mean μ as

𝑤𝑤 = 𝜇𝜇 + 𝜎𝜎 ⋅ 𝜖𝜖𝜖 (10)

For numerical stability, the network is parametrized with ρ instead of σ. ρ is transformed with the so-called soft-
plus activation function as

𝜎𝜎 = log(1 + exp(𝜌𝜌)) (11)

to ensure that σ is always non-negative (Blundell et al., 2015). The algorithm proceeds by sampling from the vari-
ational posterior distribution, computing a forward pass through a network, and then backpropagating through the 
model parameters to update them. The gradients are calculated with respect to the mean and the standard devia-
tion to update the previous distribution parameters using the stochastic gradient descent optimization algorithm 
(Bottou, 2012). The parameters are updated stepwise, controlled by the learning rate, along a preferred direction, 
which is a function of the previous gradient.

The Gaussian likelihood is assumed in this study, parameterized by the mean and standard deviation as

𝑝𝑝(𝐷𝐷|𝑤𝑤) = 𝑙𝑙(𝑦𝑦|𝜇𝜇𝜇 𝜇𝜇) =
1

𝜇𝜇

√

2𝜋𝜋

𝑒𝑒
−
1

2

(

𝑦𝑦−𝜇𝜇

𝜇𝜇

)2

. (12)

The NLL loss is defined as

 = −log 𝑙𝑙(𝑦𝑦𝑖𝑖|𝜇𝜇𝜇 𝜇𝜇)

=
1

2

[

log
(

𝜇𝜇
2
)

+
(𝑦𝑦𝑖𝑖 − 𝜇𝜇)

2

𝜇𝜇2
+ log(2𝜋𝜋)

]

=
1

2

[

log
(

𝜇𝜇
2
)

+
(𝑦𝑦𝑖𝑖 − 𝜇𝜇)

2

𝜇𝜇2
+ 𝐶𝐶

]

𝜇

 (13)
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where yi is the observed value or GT, μ is the predicted mean, and σ is the standard deviation. C is a constant equal 
to log(2π), which can be neglected. The loss function in Equation 13 is also known as the negative logarithm of 
predictive density (Licata & Mehta, 2022).

For BNN, we assume a fixed data noise, as usual. Then the loss in Equation 13 corresponds to the squared error 
loss, and the left term on the right side in Equation 9 becomes the standard MSE cost, similar to Equation 2. This 
Bayesian approach to an ANN aims to capture the model parameter uncertainty due to limited training data. Each 
time the BNN model is run with the same input variables, a new set of parameters is sampled from the distribu-
tion, and a result is produced. In this study, the VTEC forecast is estimated as the mean of an ensemble of results 
from 100 iterations, while the 95% CI is calculated as in Equation 6.

The BNN implementation described so far is deterministic, that is, it produces a single VTEC forecast for each 
run, and the uncertainty is calculated from an ensemble of many iterations. The BNN can be extended to a prob-
abilistic implementation by enabling the model to output a distribution and quantify the data uncertainty. In this 
case, the data noise is assumed to be data-dependent rather than fixed, and thus, it is learned as a function of 
the data. Therefore, the NLL from Equation 13, which accounts for the observation noise, is used in Equation 9 
to compute how likely the GT values are to deviate from the estimated distribution produced by the model. The 
model can then provide a probability distribution as an output, that is, μ and σ, instead of a single point estimate. 
To provide μ and σ as output values, a custom output layer is created with two neurons, shown in Figure 2: one 
for mean output and one for standard deviation output. The 95% CI is computed from the predicted standard 
deviation according to Equation 6.

All approaches used in this study are summarized in Table  1. The 95% CI in the SE, BNN, and BNN  +  D 
approaches is approximated by multiplying the standard deviation by 2. If necessary, other CI can also be esti-
mated. For example, multiplying the standard deviation by 1.64 gives a 90% confidence level, and by 2.58 gives 
a 99% confidence level. For the QGB approach, the quantile values must be adjusted accordingly to estimate 90% 
and 99% CI, as already mentioned in Section 2.2.2.

2.3. Models Optimization and Hyperparameters

Optimization of a ML model includes adjusting the hyperparameters to minimize the objective cost function. In 
this study, the hyperparameters were tuned using 20-fold time-series cross-validation (Natras et al., 2022a) and 

Figure 2. Simplified representation of the Bayesian neural network (BNN) architecture with probabilistic implementation to 
output the probability distribution parameters: μ and σ. The yellow circles represent the bias neurons. The green circles are 
the input neurons (simplified here to 3, but 14 in the BNN + D VTEC model), the blue circles are hidden neurons (4 here, but 
32 in the BNN + D VTEC model), and the orange circles are the output neurons.
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grid search within the hyperparameter range, see Table S1 in Supporting Information S1. Table 2 summarizes the 
selected values for the hyperparameters.

3. Results
The analysis is performed for the year 2017 (1 January–31 December 2017), for a period with space weather 
events (6–10 September 2017), and for a quiet period concerning solar and geomagnetic activity (25–29 April 
2017). Figures 3 and 4 show the 1-day VTEC forecast in orange with a 95% CI in green using the SE and BNN 
approaches, and the QGB and BNN + D approaches, respectively, for the quiet period (left) and the storm period 
(right) in 2017. The results of mean/median VTEC from different ML-based UQ VTEC models are summarized 
in Table 3.

As the baseline models, we use the frozen ionosphere and the Multi-Layer Perceptron (MLP) model. For the 
frozen ionosphere, we define that VTEC(i + 24) equals VTEC(i), that is, we assume the state of the frozen 
ionosphere with respect to the previous day. This assumption is consistent with the prevailing diurnal VTEC 
variability, where the next day's VTEC should not be significantly different from the previous day's VTEC under 
quiet conditions. The MLP model is the classical type of neural network and represents a fully connected ANN 
consisting of one or more hidden layers of neurons. MLP is the most commonly used ML method for VTEC 
modeling and forecasting (e.g., Ferreira et al., 2017; Orus Perez, 2019; Özkan, 2022). The International Refer-
ence Ionosphere (IRI) 2016 is used as a third baseline, where VTEC was extracted at the height of 450 km, and 
the upper height for TEC integration was set at 20,000 km. The IRI analysis was conducted for two study periods: 
one in April and a second in September 2017, and the detailed analysis is shown in Figure 5.

The period 6–10 September 2017, represents the most intense solar activity period with the strongest solar flare 
of X9.3 class, which peaked at 12:02 UT on 6 September. Earthward-directed CMEs were emitted from the Sun 
on 4 and 6 September (Imtiaz et al., 2020). The first CME arrived at about 23:43 UT on 6 September and caused 
moderate geomagnetic conditions on 7 September, while the second CME from the X9.3 solar flare triggered 
a sudden storm commencement at 23 UT on 7 September. This resulted in severe geomagnetic storms on 8 
September with a maximum Kp = 8 (Figure 4, bottom). The main phase of the storm was characterized by the 
two pronounced minima of the Dst index at around 1 and 14 UT on 8 September. Thereafter, the recovery phase 
began and lasted for about 3 days, that is, until 11 September.

The SE and BNN methods provide narrow CI ranging from less than 1 TECU to 2 TECU from the mean VTEC 
forecast, as shown in Figure 3. However, about 50% of GT VTEC values in 2017 are outside their 95% CI in 
Table 3. This indicates that the approaches that capture only the model uncertainties produce over-confident 
VTEC CI. During the disturbed space weather period in September 2017, the GT is outside the CI by up to 4 

Model Hyper-parameters

SE see Table 2 in Natras et al. (2022a)

QGB tree depth = {3, 4, 5}, number of trees = {50, 100, 150}, lr = 0.1

BNN batch = 500, epoch = {500, 1,000}, lr = 0.001, 1 hl with 32 neurons

BNN + D batch = 500, epoch = 2,000, lr = {0.01, 0.1}, 1 hl with 32 neurons

Table 2 
Selected Hyperparameters (hl Stands for Hidden Layer and lr for Learning Rate)

Approaches Cost/Loss Learning algorithms Abbreviations

Ensemble modeling: Super-Ensemble MSE Bagging and Boosting SE

Quantile Gradient Boosting Quantile Gradient Boosting QGB

Bayesian inference MSE + KL Bayesian Neural Network BNN

Bayesian inference NLL + KL Bayesian Neural Network BNN + D

Table 1 
Approaches of Applying Different Uncertainty Quantification Methods on Different Learning Algorithms and Their 
Abbreviations
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Figure 3. Mean Vertical Total Electron Content (VTEC) forecast and 95% confidence intervals (CI): SE (first panel) and 
Bayesian neural network (second panel) for selected grid points. Third panel: ground truth (GT) VTEC outside CI (positive 
value: the amount by which GT is higher than upper CI, negative value: the amount by which GT is lower than lower CI). 
Fourth panel: indices of F10.7, Dst, and Kp ⋅ 10 (Kp < 3, 3 ≤ Kp < 4, 4 ≤ Kp < 5, and Kp ≥ 5 denote quiet, moderate, active 
and storm conditions, respectively). Left: 25–29 April 2017, right: 6–10 September 2017.
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Figure 4. Median/mean Vertical Total Electron Content (VTEC) forecast and 95% confidence intervals (CI): Quantile Gradient 
Boosting (first panel) and BNN + D (second panel) for three selected grid points. Third panel: ground truth (GT) VTEC 
outside CI (positive value: amount by which GT is higher than upper CI limit, negative value: amount by which GT is lower 
than lower CI limit). Fourth panel: indices of F10.7, Dst, and Kp ⋅ 10. Left: 25–29 April 2017; right: 6–10 September 2017.
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TECU for the high latitude point and 8 TECU for the low latitude point, while it is half lower during the quiet 
period in April 2017. The largest absolute GT VTEC values outside the CI occur during the strongest solar flare 
on 6 September, during moderate geomagnetic conditions on 7 September, during geomagnetic storms on 8 
September, and at the beginning of the recovery period on 9 September. These results show that the forecast CI 
of the SE and BNN approaches exclude most of the sudden and intense VTEC variability during space weather 
events. However, the mean VTEC from the SE approach mostly achieves the lowest RMS for the entire test year. 
On the other hand, the QGB and BNN + D approaches provide 3 to 4 times wider CI, as shown in Figure 4, that 
contain more than 95% of GT in 2017 and even 100% during the quiet period. The largest absolute values of GT 
outside the CI are on 7 September, as well as during the first and second Dst minima, that is, the maximum inten-
sity of the geomagnetic storm. The magnitude of the GT outside the CI is 4–5 TECU during the September 2017 
space weather events and less than 2 TECU with much lower frequency during the quiet period. For instance, 
in the BNN + D approach, there is only one GT value outside the CI during the quiet period in April 2017. The 
median VTEC from the QGB approach mostly has a slightly lower correlation with GT than the other approaches, 
while the mean VTEC of the BNN + D approach has the highest correlation during intense space weather in 
Table 3. For the SE, BNN, and BNN + D approaches, the average width of the 90% CI from the VTEC mean 

Model

1 January–31 December 2017 6–10 September 2017 25–29 April 2017

RMS, Corr., CIavg, In(%) RMS, Corr., CIavg, In(%) RMS, Corr., CIavg, In(%)

VTEC:10°70°

 SE 1.03, 0.92, 0.74, 51.89 1.73, 0.71, 1.06, 33.33 0.71, 0.89, 0.62, 60.83

 QGB 1.05, 0.91, 2.29, 94.63 1.73, 0.71, 3.99, 94.17 0.77, 0.88, 2.54, 100.0

 BNN 1.18, 0.91, 0.78, 48.82 1.79, 0.73, 0.98, 40.0 0.73, 0.91, 0.78, 73.33

 BNN + D 1.07, 0.91, 2.20, 96.75 1.90, 0.74, 3.20, 90.83 0.69, 0.90, 2.04, 100.0

 Baseline MLP 1.09, 0.92, /, / , 2.10, 0.80, /, / , 0.77, 0.90, / , / ,

 Baseline Frozen 1.18, 0.89, / , / , 2.17, 0.58, / , / , 0.81, 0.85, / , / ,

 Baseline IRI 2016 3.39, 0.82, / , / , 1.89, 0.92, / , / ,

VTEC:10°40°

 SE 1.83, 0.90, 0.92, 43.46 3.31, 0.80, 1.44, 41.67 1.32, 0.96, 0.66, 36.67

 QGB 1.89, 0.89, 3.45, 94.17 3.35, 0.80, 4.59, 82.50 1.27, 0.96, 3.61, 100.0

 BNN 1.95, 0.90, 1.20, 47.48 3.09, 0.85, 1.44, 39.17 1.40, 0.96, 1.24, 60.83

 BNN + D 1.89, 0.90, 3.78, 95.11 2.94, 0.86, 4.24, 93.33 1.53, 0.94, 3.90, 99.17

 Baseline MLP 1.92, 0.89, / , / , 3.50, 0.85, / , / , 1.48, 0.96, / , / ,

 Baseline Frozen 2.22, 0.86, / , / , 4.00, 0.72, / , / , 1.33, 0.95, / , / ,

 Baseline IRI 2016 5.63, 0.78, / , / , 2.78, 0.95, / , / ,

VTEC:10°10°

 SE 2.08, 0.98, 1.32, 53.50 3.71, 0.96, 2.10, 39.12 2.19, 0.99, 1.22, 47.50

 QGB 2.22, 0.98, 5.53, 96.21 3.98, 0.95, 6.51, 89.17 2.09, 0.99, 5.18, 95.83

 BNN 2.28, 0.98, 1.66, 52.56 3.45, 0.96, 1.78, 40.00 1.90, 0.99. 1.60, 55.00

 BNN + D 2.67, 0.97, 5.70, 97.38 3.63, 0.96, 7.02, 98.33 2.07, 0.99, 6.16, 100.0

 Baseline MLP 2.34, 0.97, / , / , 4.19, 0.96, / , / , 2.16, 0.99, / , / ,

 Baseline Frozen 2.40, 0.97, / , / , 4.21, 0.94, / , / , 2.31, 0.99, / , / ,

 Baseline IRI 2016 8.41, 0.91, / , / , 4.76, 0.94, / , / ,

Note. RMS stands for Root Mean Square, and Corr. for the correlation coefficient. RMS and Corr. are calculated between the 
median (QGB) or mean (SE, BNN, BNN + D) VTEC and ground truth. CIavg represents the average distance of the lower 
and upper bounds from the forecast median (QGB) or mean (SE, BNN, BNN + D) VTEC. In(%) represents the percentage 
of ground truth within the 95% confidence intervals. The best results are highlighted in green. When all developed models 
have the same correlation coefficients, no values are highlighted, that is, all are black.

Table 3 
Statistics on the Test Data Set for 1-Day Probabilistic Vertical Total Electron Content Forecast
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Figure 5.
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can be estimated by multiplying the value for CIavg in Table 3 by 0.8, and for the 99% CI by multiplying it by 1.3. 
Accordingly, the 90% CI will be 20% narrower, and the 99% CI will be 30% wider than the 95% CI.

The mean/median VTEC of the studied approaches mostly outperforms the baseline frozen ionosphere, with the 
most significant improvement from around 20%–30% during severe space weather (6–10 September) for all three 
investigated VTEC grid points. Their differences are not as significant for the quiet period in April 2017, that is, 
from 0.1 to 0.3 RMS. The mean/median VTEC values of the developed models have lower RMS than the baseline 
MLP model for most of the study cases. In particular, for the storm period, they improve the RMS by about 0.50 
TECU or 15%, while the MLP model still maintains high correlations with GT. The RMS of the IRI 2016 is about 
twice as large as the RMS for the mean/median VTEC of the developed ML-based UQ VTEC models for both 
quiet and storm study cases.

The detailed analysis for the IRI 2016 is presented in Figure 5. In April 2017, the IRI is mainly within the CI of 
QGB or BNN + D, while in September 2017, it is sometimes at the edge and sometimes outside these intervals. 
The differences between the IRI VTEC values and the GT VTEC, and between IRI and the median VTEC of 
QGB and mean VTEC of BNN + D models are similar. They are mostly more prominent than the differences 
between the median/mean VTEC of QGB/BNN + D and the GT data. The enormous IRI differences exist for 
the low-latitude VTEC position, where VTEC from IRI is underestimated by up to more than 20 TECU. Vertical 
Total Electron Content from IRI agrees much better with the mean/median VTEC values from the ML-based UQ 
VTEC models and the GT data in April 2017 than September 2017. Consequently, the RMS values between IRI 
and GT and ML-based UQ VTEC models are smaller in April 2017, that is, when the ionosphere is quiet, while 
they are twice as significant when the ionosphere is disturbed in September 2017. This space weather effect is 
also reflected in the correlation coefficients between IRI and GT, as well as ML-based UQ VTEC models.

The upper and LB of the 95% CI estimated using different approaches are visualized in Figure 6 without the 
VTEC mean/median, that is, they are adjusted around y = 0. In the case of the quiet period (Figure 6, left), 
the QGB and BNN + D CI are similar in size for the mid-latitude grid point, while the QGB CI is wider for 
the  high-latitude point, and the BNN + D confidence upper bound is slightly larger for the low-latitude point. 
The SE and BNN CI are of a similar order of magnitude. The main difference is that the BNN CI is smoother 
and more constant over the study period, while the SE CI is variable. During the storm case (Figure 6, right), the 
CI become wider as the changes in the GMF occur. The SE and QGB CI are about two times wider and more 
variable on the day of the geomagnetic storm maximum (8 September) and the following day of the recovery 
phase (9 September), while the  BNN and BNN + D CI slightly increase. The largest upper confidence bound 
for high- and mid-latitude points in this period comes from the QGB approach, while for the low-latitude point, 
the QGB and BNN + D upper confidence bounds are similar in size. For both study cases, it can be seen that the 
QGB and SE CI are more variable and have frequent peaks, while for BNN and BNN + D, they are smoother 
and more consistent from day-to-day. The CI of all approaches are wider around local noon for the mid-latitude 
point, while for the low-latitude point, an additional increase in the upper bound is visible after sunset and lasts 
for several hours. Post-sunset increase in the QGB and BNN + D upper low-latitude VTEC bounds is visible for 
6 to 9 September with F10.7 > 110 sfu, and from 25 to 29 April during a period of low geomagnetic activity, 
with both periods close to equinox. The effect is more pronounced in QGB. The post-sunset VTEC enhancement 
has been detected at low latitudes within the equatorial ionization anomaly using actual VTEC observations 
in Dashora et al. (2019), Kutiev et al. (2007), Kumar et al. (2022), J. Liu et al. (2020). It develops 2–3 hr after 
sunset, with a peak around 7:00–8:00 p.m. local time (Kumar et  al.,  2022; Kutiev et  al.,  2007), and occurs 
during prolonged periods of low geomagnetic activity (Kutiev et al., 2007), as well as during geomagnetic storms 
(Dashora et al., 2019), with stronger intensity around equinoxes (J. Liu et al., 2020), and when the F10.7 solar 
flux exceeds 110 sfu (Kumar et al., 2022). Therefore, the patterns of increase in the upper low-latitude VTEC 
bounds after sunset are consistent with observations of the low-latitude VTEC post-sunset enhancement reported 
in previous studies.

The results of the analysis in Figure 6 show that the CI exhibit variations depending on daytime/nighttime, solar 
irradiance, space weather conditions, that is, geomagnetic storms, and the post-sunset ionosphere enhancement at 

Figure 5. First panel: Vertical Total Electron Content (VTEC) from International Reference Ionosphere (IRI) 2016, ground truth (GT) data, and the mean/median 
VTEC values from uncertainty quantification ML-based VTEC models. Second panel: IRI 2016 and confidence intervals of Quantile Gradient Boosting (QGB) and 
BNN + D. Third panel: VTEC differences between IRI 2016 and GT, the QGB median VTEC, and the BNN + D mean VTEC, as well as the differences between QGB/
BNN + D and GT. Fourth panel: RMS and correlation of GT and ML-based mean/median VTEC values with respect to IRI 2016. Left: 25–29 April 2017, right: 6–10 
September 2017.
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Figure 6. 95% confidence interval of all developed uncertainty quantification ML-based Vertical Total Electron Content 
models (first panel), SE and Quantile Gradient Boosting (second panel), Bayesian neural network (BNN) and BNN + D (third 
panel) for three selected grid points. Fourth panel: indices of F10.7, Dst, and Kp ⋅ 10. Left: 25–29 April 2017; right: 6–10 
September 2017.
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low latitudes. Therefore, they are narrower during the night, wider around local noon for the mid-latitude point, 
wider and more variable with the change of Kp and Dst indices, and wider after sunset for the low latitude point 
under certain conditions mentioned above.

Further analysis is performed regarding geomagnetic activity in Figure  7. The forecast mean/median VTEC 
accuracy in terms of RMS and correlation coefficients decreases with increasing geomagnetic activity. The 
biases are largest and negative during storms, suggesting that the models underestimate the mean/median VTEC 
for storms. Due to the complex, distinct VTEC irregularities during different geomagnetic storms, the lack of 
VTEC samples covering different geomagnetic storms under different dependent factors such as storm intensity, 
season, magnetic local time, storm onset time, magnetic latitude and solar cycle phase (Greer et al., 2017; J. Liu 
et al., 2010; Vijaya Lekshmi et al., 2011), as well as the overall presence of storm events in the data set, resulting 
in a high imbalance compared to the quiet condition samples (see Figure 7 in Natras et al. (2022a)), the developed 
ML-based UQ VTEC models have lower accuracy in forecasting the mean/median VTEC during storms. To 
evaluate the full performance of the ML-based UQ VTEC models and achieve realistic accuracy representation, 
we need to consider the full probabilistic prediction, that is, the CI.

Figure 8 represents boxplots of the GT VTEC outside the forecast 95% CI concerning different geomagnetic 
activity levels. The analysis is performed only for data samples where the GT falls outside the forecast CI, which 

Figure 7. Statistics of mean/median Vertical Total Electron Content forecast from the developed models to ground truth versus Kp index for 2017. Top: RMS, mid: 
correlation coefficients (Corr.), bottom: bias. The labels quiet, moderate, active and storm correspond to Kp < 3, 3 ≤ Kp < 4, 4 ≤ Kp < 5, and Kp ≥ 5, respectively.
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we can refer to here as outliers from the CI. Most outliers are between 0 and 1 TECU outside of the CI. There 
is a clear tendency for the interquartile range and the maximum absolute values of the outliers to increase with 
increasing geomagnetic activity in SE and BNN models. The interquartile range and the maximum and minimum 
outliers also tend to be the largest in these models. In contrast, the BNN + D and QGB models have the lowest 
percentage of outliers: 3%–5% and 4%–6%, respectively. Considering that the CI are set at 95%, outliers up to 
5% from the CI indicate reliable performance. According to these results, both BNN + D and QGB approaches 
achieve the target of 95% confidence. Moreover, the amount of outliers from the CI for these two methods is less 
affected by geomagnetic conditions.

The relative importance of input features for probabilistic VTEC forecasting by the QGB model (Figure 9) is esti-
mated for the upper confidence bound (top), median VTEC (middle), and lower confidence bound (bottom) using 
the methodology presented in Text S1 in Supporting Information S1. For the median VTEC, the most important 
input feature is the lagged VTEC at time step ti for forecasting VTEC at time step ti+24h. This is due to the prevail-
ing diurnal VTEC variations, where day-to-day VTEC usually does not change much during quiet conditions. On 
the other hand, other input features have much greater importance in estimating the lower and upper limits, such 
as the AE, Kp, Dst, and SW indices. Here, the objective function minimizes the positive and negative residuals 
between the GT and the model results for the upper and LB, respectively; see Equation 7. These residuals are 
more strongly influenced by solar and geomagnetic activity than the median VTEC. Thus, the lagged VTEC 
contributes 20%–50% less to the confidence bounds estimate than to the median VTEC estimate, while  the space 
weather input features increase their contribution. These results suggest that the CI are determined by the space 
weather features in addition to the VTEC-related features.

Figure 8. Boxplots for ground truth (GT) outside the forecast confidence intervals (CI) versus different geomagnetic conditions (quiet, moderate, active, and storm 
correspond to Kp < 3, 3 ≤ Kp < 4, 4 ≤ Kp < 5, and Kp ≥ 5, respectively). In each graph, the percentage of outliers in 2017 is given (bottom left). It corresponds to 
the data samples for which GT falls outside the forecast CI. Positive value: the amount by which GT is higher than the upper CI bound; negative value: the amount by 
which GT is lower than the lower CI bound. The boxes (the interquartile range) represent the range between the 25th (first quartile) and 75th percentile (third quartile), 
that is, the middle 50%. The gray line in each box corresponds to the median. The gray lines outside the boxes represent the lower 25% and the upper 25% of the values, 
with the ends of the line representing the minimum and maximum values. First row: 10°70°, mid row: 10°40°, third column: 10°10°. From left to right: SE, Quantile 
Gradient Boosting, Bayesian neural network (BNN), BNN + D.
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Figure 9. The relative importance of input features for the 1-day Quantile Gradient Boosting Vertical Total Electron Content (VTEC) forecast, consisting of upper 
bound (top), median VTEC (mid), and lower bound (bottom). VTEC’ and VTEC” represent the first and second derivatives, respectively; exponential moving average 
(EMA) 4d (VTEC) and EMA 30d (VTEC) represent EMAs of VTEC over 4 and 30 days, respectively. The input features refer to time step i, while the output or 
forecast is the VTEC at time step i + 24, that is, yi = VTEC(i+24). Left column: 10° 70°, mid column: 10° 40°, right column: 10° 10°.
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As for the computational complexity analysis in Table 4, the two BNN-based 
approaches are the most computationally intensive. A single training iteration 
with two years of data takes about 1 hr or more on the NVIDIA Tesla P100 
GPU computing processor with 16 GB, which can be considered a disadvan-
tage of the BNN method. The most computationally efficient model is QGB, 
which takes only 1 min for a training iteration with 2 years of data. When 
the models are trained and optimized, the execution is fast and takes 1 s for 
1 year of data.

4. Conclusion
This work is the first to thoroughly examine probabilistic VTEC forecasting 
using ML techniques and quantifying uncertainties. In addition to forecast-

ing a single VTEC value, the models estimate 95% CI to provide information on how confident and reliable 
results are by considering the uncertainties in the model parameters and/or data. In summary, we have imple-
mented  and  analyzed several approaches for 1-day UQ ML-based VTEC forecasting, including:

•  SE of multiple models trained with different tree-based learning algorithms and data sets to estimate uncer-
tainties as ensemble spread,

•  QGB, in which probabilistic output is estimated by minimizing quantile loss, with quantiles set at 0.025 and 
0.975, for the lower and upper confidence bound, respectively, and 0.50 for median VTEC to capture the data 
uncertainties,

•  Bayesian Neural Network (BNN), where the probability distributions of the parameters are learned to estimate 
the model uncertainty,

•  BNN including data uncertainty (BNN + D) to capture the data uncertainty.

The findings can be summarized as follows:

1.  The SE and BNN approaches provide the lowest uncertainties and, thus, overconfident results. In reality, the 
GT VTEC in 2017 is outside the forecast CI about 50% of the time.

2.  The approaches that capture data uncertainties, QGB and BNN + D, provide wider CI that contain GT around 
95% of the time and are, therefore, more realistic and reliable.

3.  As for the forecasting of the mean/median VTEC, the SE approach often yields the lowest RMS value, demon-
strating the power of an ensemble to improve the accuracy of the deterministic estimate. On the other hand, 
BNN tends to provide the highest correlations to GT, especially during the storm.

4.  The relative importance of the input features shows that the CI for the QGB model are determined by space 
weather indices in addition to VTEC-related input features, with lagged VTEC dominating.

5.  CI, especially of QGB, exhibit variations depending on the daytime/nightime, solar irradiance, geomagnetic 
activity, and post-sunset low-latitude ionosphere enhancement.

6.  The most computationally intensive method is BNN + D, while QGB is the fastest.
7.  The data uncertainties are at least three times larger than the model parameter uncertainties.

The advantages and disadvantages of each investigated UQ method for VTEC forecasting are outlined in Table 5.

Based on these findings, the probabilistic VTEC forecasting that only considers the model parameter uncer-
tainties are insufficient. An ML-based model trained with different learning algorithms using the same/similar 
data sets performs similarly because it learns an approximation function from similar data, resulting in smaller 
discrepancies between the solutions of different ML-based models in an ensemble. The ensemble approach for 
UQ could be improved by training the base models on different subsets of data covering different study cases, 
which would increase diversity and randomness among ensemble members and may better describe uncertainties. 
Probabilistic VTEC modeling and forecasting, which accounts for both model parameters and data uncertainties, 
would be the optimal solution, as shown by the BNN + D results. Due to the computational complexity of the 
BNN + D approach, modification may be required to obtain a computationally efficient and accurate model. In 
this context, the advantage of fast gradient boosting computation on decision trees can be exploited. The QGB 
model could be improved by adding the model uncertainties, for example, via an ensemble of multiple models 
(with data uncertainty-informed base models) or virtual ensembles (Malinin et al., 2021) using a single gradient 
boosting model. Instead of estimating multiple quantile functions separately, the method can be modified to 

Model Training Testing

SE 1,275 s (∼20 min) 1.35 s

QGB 50–80 s (∼1 min) <0.1 s

BNN 1,917–3,648 s (∼30–60 min) 1.37 s

BNN + D 5,900 s (∼100 min) 1.40 s

Table 4 
Computational Cost for a Single Training Run (Mid) and a Test Run (Left) 
for a Single Vertical Total Electron Content Grid Point Using the NVIDIA 
Tesla P100 GPU With 16 GB Memory
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estimate them simultaneously (e.g., X. Han et al., 2021; Y. Liu & Wu, 2011). Moreover, adding information 
about the uncertainty of the input data directly into a model can further improve the probabilistic estimation of 
output and provide a more realistic representation of the uncertainties (e.g., Kiani Shahvandi & Soja, 2022). It 
is also important to note that we assumed GIM CODE data to be GT, which is not error-free. In further work, 
GT uncertainty information may also be included, for example, as an additional input value to the model as in 
Kiani Shahvandi and Soja (2022).

The results from this study show that the uncertainty arising from the data is much larger than that of the model 
parameters. Therefore, the input data of an ML-based ionosphere model are much more important to be consid-
ered for future improvements. Further steps may include investigating and incorporating new input observa-
tions, extracting new input features for VTEC modeling and forecasting that can characterize the effects of space 
weather on the ionosphere in a way that is more helpful to the learning process. Some input observations, such as 
the F10.7 and Kp indexes, have lower resolution. Including data with higher temporal resolution and minimizing 
the need to interpolate values may also reduce uncertainties.

As can be seen from the results, the uncertainties during the space weather event in September 2017 are up to 1.5 
to 2 times larger than during the quiet period in April 2017. The ionospheric response to a geomagnetic storm 
depends on several factors that lead to distinct VTEC irregularities during different storms, as well as on the over-
all presence of storm events in the data set. The VTEC response to geomagnetic disturbances depends not only 
on the intensity of the storm, but also on the season, magnetic local time, storm onset time, magnetic latitude, and 
solar cycle phase (Greer et al., 2017; J. Liu et al., 2010; Vijaya Lekshmi et al., 2011). Therefore, it varies from 
one storm to another, making it difficult for a learning algorithm to find an approximation function that general-
izes to all storms. Another challenge is the small number of storm samples in the training data. The analysis by 
Natras et al. (2022a) shows that only around 11% of the samples from January 2015 to December 2016 belong 
to geomagnetic active and storm conditions, even though these years contain the highest number of geomagnetic 
storms in solar cycle 24. If the training data set contained balanced instances of quiet and storm periods, the fore-
cast accuracy during a space weather event could be improved and the associated uncertainties reduced.

Recommended solutions for the imbalanced data set to be explored in future work include improving the input 
features for learning rare space weather-related VTEC signatures, training on the balanced data set achieved with 
oversampling or undersampling, or developing a cost-sensitive solution that can adjust the penalty for the degree 
of importance assigned to the minority case. Another possible solution is combining physical laws and equations 
with ML to develop a physically informed ML-based VTEC model, which could improve space weather mode-
ling when only few training examples of space weather events exist and reduce uncertainties.

Since dynamic solar-terrestrial processes and space weather govern the ionosphere, and the VTEC quantity is 
essential for positioning applications and early-warning systems of space weather effects, it is crucial to include 
reliability and confidence information in VTEC and space weather forecasting. Moreover, such information will 
increase the explain ability and interpretability of ML-based ionosphere modeling and forecasting, and trust in 
ML results in general. Therefore, we encourage further work on uncertainty estimation to produce trustworthy 
probabilistic ionosphere and space weather forecasts. We hope that the research community will begin to incor-
porate probabilistic frameworks into their ML solutions alongside the tremendous amount of work exploring 

SE QGB BNN BNN + D

PROS Improved mean VTEC Fast to train Higher Corr. to GT CI > 95% GT

No distribution assumption CI ∼ 95% GT

No distribution assumption

CONS Many models to train Estimate each quantile Slow to train Slow to train

Uncertainty too small Gaussian distribution Gaussian distribution

Uncertainty too small

Note. CI stands for confidence interval, GT for ground truth, and Corr. for correlation coefficients.

Table 5 
Advantages and Disadvantages of Different Investigated Uncertainty Quantification Approaches for Vertical Total Electron 
Content Forecasting
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various learning algorithms for VTEC approximation. This study is a starting point for discussing and integrating 
UQ solutions into ML-based VTEC forecasting and will hopefully lead to further ML-based ionosphere and 
space weather studies that take uncertainties into account.

Data Availability Statement
Software used to implement machine learning (ML) approaches are ScikitLearn (Pedregosa et al., 2011) and 
TensorFlow (Abadi et al., 2015). The figures were created in Python using Seaborn (Waskom, 2021) and Matplot-
lib (Hunter, 2007), and in Matlab (MATLAB, 2020). Global ionosphere maps (GIM) produced by the Center for 
Orbit Determination in Europe (CODE) at the University of Bern, available in Dach et al. (2020), were used to 
prepare the VTEC data in this study. Other input data to the ML-based VTEC models: sunspot number, F10.7 
solar radio flux, solar wind plasma speed, Bz index, Dst index, Kp index, and AE index are publicly available 
via NASA/GSFC's OMNIWeb (King & Papitashvili, 2005). The IRI 2016 was retrieved from the Community 
Coordinated Modeling Center (CCMC) Instant-Run System of NASA Goddard Space Flight Center at https://
kauai.ccmc.gsfc.nasa.gov/instantrun/iri. The dataset containing the probabilistic VTEC forecast results for the 
year 2017 from the four ML uncertainty quantification approaches presented and discussed in this study is openly 
available under the Creative Commons Attribution 4.0 International license at Zenodo (Natras et al., 2023b). The 
codes defining the architecture of the BNN and BNN + D VTEC models, the model development process using 
training and cross-validation data, and their evaluation using test data can be found in Natras (2023a). The codes 
for loading the QGB VTEC models and evaluating them using test data are provided along with the developed 
QGB VTEC models in Natras (2023b).
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