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Abstract: The fundamental lemma from behavioral systems theory yields a data-driven non-
parametric system representation that has shown great potential for the data-efficient control of
unknown linear and weakly nonlinear systems, even in the presence of measurement noise. In this
work, we strive to extend the applicability of this paradigm to more strongly nonlinear systems
by updating the system representation during control. Unlike existing approaches, our method
does not impose suitable excitation to the control inputs, but runs as an observer parallel to
the controller. Whenever a rank condition is deemed to be fulfilled, the system representation is
updated using newly available datapoints. In a reference tracking simulation of a two-link robotic
arm, we showcase the performance of the proposed strategy in a predictive control framework.

Keywords: Data-based control, Data-driven optimal control, Uncertain systems, Predictive
control, Online adaptation, Identification for control

1. INTRODUCTION

The fundamental lemma from Willems et al. (2005) is a
powerful result from behavioral systems theory that pro-
vides an appealing alternative to classical system models.
The lemma allows to characterize the space of all fixed-
length input-output trajectories of a linear time-invariant
(LTI) system as the column span of Hankel matrices.
These Hankel matrices consist of an input-output trajec-
tory that was generated by a persistently exciting input
signal (i.e., the input data matrix is of sufficient rank).
The resulting non-parametric system representation has
inspired many approaches for solving analysis and con-
trol problems directly from data, without the necessity of
model identification (Markovsky and Rapisarda, 2008; van
Waarde et al., 2020b; Berberich and Allgöwer, 2020); see
the broad recent review by Markovsky and Dörfler (2021).

When it comes to controller design, Willems’ fundamen-
tal lemma allows for deriving stabilizing controllers di-
rectly from data, e.g., stabilizing state-feedback controllers
and Linear Quadratic Regulators (LQR) (De Persis and
Tesi, 2019), as well as predictive controllers (Yang and
Li, 2015; Coulson et al., 2019; Berberich et al., 2021b).
Particularly in predictive control schemes, the data-driven
system representation is used to predict and optimize
over future input-output sequences, thus substituting the
classical prediction model in Model Predictive Control
(MPC). Such data-driven predictive control schemes are
commonly known as Data-enabled Predictive Control
(DeePC) (Coulson et al., 2019) or Data-driven Model
Predictive Control (DD-MPC) (Berberich et al., 2021b).

⋆ © 2023 the authors. This work has been accepted to IFAC for
publication under a Creative Commons Licence CC-BY-NC-ND

A major drawback of the fundamental lemma is that it
holds only for deterministic LTI systems with exact data.
If the data-generating system yields corrupted data due to
noise or nonlinearity, the fundamental lemma is no longer
valid. Nevertheless, DD-MPC schemes based on slightly
modified formulations, using slack variables and regular-
ization techniques, showed remarkable performance when
applied to noisy and weakly nonlinear systems (Elokda
et al., 2021; Berberich et al., 2021a), as well as time-
varying systems (Baros et al., 2022). For LTI systems
subject to bounded measurement noise, Berberich et al.
(2021b) provided the first theoretical analysis of stability
and robustness of a DD-MPC scheme. For special classes
of nonlinear systems, extensions of the fundamental lemma
have been developed which can be used instead, e.g., for
flat nonlinear systems (Alsalti et al., 2021) and polynomial
systems (Markovsky, 2021). A kernel-based extension to
general nonlinear systems was recently provided by Huang
et al. (2022), however, the prediction is only accurate
locally where offline data have been collected.

Berberich et al. (2022b) showed that DD-MPC can be
applied to weakly nonlinear systems by continuously up-
dating the Hankel matrices with online data, with the idea
that the data-driven system representation acts as a local
linearization of the nonlinear system. In every time-step,
the oldest datapoint in the Hankel matrix is discarded,
all data is shifted back by one step, and the new most
recent datapoint is attached at the end. However, contin-
uously updating the data matrix is only valid if the inputs
are persistently exciting, which cannot be guaranteed in
closed-loop, especially when tracking a setpoint. To ensure
persistently exciting data, Berberich et al. (2022b) propose



to add suitable excitation to the controller input during
closed-loop operation, e.g., by injecting noise, which dete-
riorates control performance and puts unnecessary stress
on actuators. Alternatively, data updates could be stopped
once a neighborhood of a setpoint is reached, but restart-
ing the data updates in case of system or setpoint changes
is not directly possible with the Hankel structure, as a
continuous input-output trajectory is required.

Contribution: In this work, we present an online adapta-
tion strategy for the data-driven system representation in
DD-MPC schemes that does not require imposing suitably
exciting inputs to the system during control operation.
Our approach allows for stopping data updates whenever
a setpoint is reached, and restarting updates once the
system is moving again. To stop and restart data updates,
we exploit mosaic Hankel matrices (van Waarde et al.,
2020a) and a corresponding extension of the fundamental
lemma which allows for using discontinuous input-output
trajectories for the data-driven system representation. Our
algorithm requires only a single initially measured persis-
tently exciting input-output trajectory and updates the
data-driven system representation in each time-step de-
pending on an extended rank condition on the collected
data matrix. To evaluate the rank condition in case of
data that is corrupted by noise and/or nonlinearity, we
make use of a Singular Value Decomposition (SVD) of
the data matrices. Although we show the efficacy of our
method in a DD-MPC framework, our approach does not
solely apply to such predictive controllers, but can be used
independently, for example in the data-driven design of
state-feedback controllers (De Persis and Tesi, 2019) where
the feedback gain is recomputed in every control iteration.

Structure: The remainder of this work is structured as
follows. Section 2 gives an introduction to the data-driven
framework and related results. In Section 3, we present the
proposed online adaptation algorithm, and then evaluate
the approach in a simulation study in Section 4. The paper
is concluded in Section 5.

Notation: We write 0 for any zero matrix or vector, and se-
quences of vectors are shortened to s[a, b] := {sa, . . . , sb}.
For a given ouput yk at time-step k, we write yi|k for the
predicted output i steps ahead. For any sequence of vectors
s[1, T ] with length T , we define the corresponding Hankel

matrix HL

(
s[1, T ]

)
of depth L ≤ T as

HL

(
s[1, T ]

)
=


s1 s2 · · · sT−L+1

s2 s3 · · · sT−L+2

...
...

. . .
...

sL sL+1 · · · sT

 . (1)

By col (sa, . . . , sb) :=
(
s⊤a , . . . , s

⊤
b

)⊤
, we denote the

result from stacking the vectors/matrices sa, . . . , sb. For
a vector s and a matrix P , we define the weighted 2-norm

of s as ∥s∥P :=
√
s⊤Ps.

2. DATA-DRIVEN SYSTEM REPRESENTATIONS

In this section, we present results of behavioral systems
theory that provide data-driven system representations for
discrete-time LTI systems.

Consider a discrete-time LTI system G with unknown
state-space parameters A, B, C, D, i.e.,

xk+1 = Axk +Buk, (2a)

yk = Cxk +Duk (2b)

where the state, input, and output are denoted as xk ∈ Rn,
uk ∈ Rm, and yk ∈ Rr, respectively. The following result
from behavioral systems theory, known as the fundamental
lemma, allows for a non-parametric representation of (2)
based on input-output data.

Lemma 1. (Willems et al. (2005)). Consider a controllable
LTI system G of the form (2) and a given data trajectory
(ud

[1, T ], yd
[1, T ]) of length T ≥ L := Tp + Tf, with time

windows Tp ≥ lag (G) 1 , Tf ≥ 1. If

rank
(
Hn+L

(
ud
[1, T ]

))
= m (n+ L) , (3)

then any L-long input-output sequence
(
u[k−Tp, k+Tf−1],

y[k−Tp, k+Tf−1]

)
is a valid trajectory of G for all k ≥ Tp if

and only if there exists an α ∈ RT−L+1 such that(
col
(
uk−Tp , . . . , uk+Tf−1

)
col
(
yk−Tp

, . . . , yk+Tf−1

)) =

HL

(
ud
[1, T ]

)
HL

(
yd
[1, T ]

)α. (4)

If the input data ud
[1, T ] satisfies (3), ud

[1, T ] is said to be

persistently exciting of order n+ L.

With (4), Lemma 1 provides a data-driven description
of all possible input-output trajectories of a controllable
LTI system by only using a previously recorded trajec-
tory of finite length T with persistently exciting input
data ud

[1, T ]. Thus, (4) can be used as a non-parametric

predictive representation for system (2), e.g., in predic-
tive control schemes (Coulson et al., 2019; Berberich
et al., 2021b). Note that the past input-output trajectory(
u[k−Tp, k−1], y[k−Tp, k−1]

)
is used in (4) to fix the initial

state of the system in order to retrieve uniquely deter-
mined predictions (Markovsky and Rapisarda, 2008), and
that T ≥ (m+ 1)(n+ Tp + Tf)− 1 is necessary for (3).

Lemma 1 relies on a persistency of excitation condition on
the input data with an order that is larger than the length
of the predicted trajectory. In Willems et al. (2005), this
condition was originally shown to be only sufficient for
(4), however, Berberich et al. (2022a) have recently shown
that this condition is also necessary when considering
controllable LTI systems.

Lemma 1 can be extended to more general data structures
than Hankel matrices, allowing for a dataset consisting
of multiple short data trajectories instead of one long
trajectory. Before we present the extension of Lemma 1,
we first define the generalized mosaic Hankel matrix.

Definition 2. (van Waarde et al. (2020a)). Let S =
{s1[1,T1]

, . . . , sN[1,TN ]} be the set of N vector sequences with

lengths T1, . . . , TN . We define the corresponding mosaic
Hankel matrix HL (S) of depth L ≤ min(T1, . . . , TN ) as

HL (S) =
[
HL

(
s1[1, T1]

)
, . . . , HL

(
sN[1, TN ]

)]
. (5)

Note that the Hankel matrix (1) is a special case of
the mosaic Hankel matrix (5). The general form (5)
also includes other special forms like Page or trajectory
matrices (Markovsky and Dörfler, 2021).

1 lag (G) of an LTI systemG is the smallest natural number j ≤ n for

which the observability matrix col
(
C,CA, . . . ,CAj−1

)
has rank n.



The following lemma extends Lemma 1 to mosaic Hankel
matrices.

Lemma 3. (Markovsky and Dörfler (2022)). Consider an
LTI system G of the form (2) and given datasets
Ud, Yd consisting of N ≥ 1 input-output trajectories of
lengths T1, . . . , TN ≥ L := Tp + Tf, with time windows
Tp ≥ lag (G), Tf ≥ 1. If

rank

([
HL

(
Ud
)

HL

(
Yd
)]) = n+mL, (6)

then any L-long input-output sequence
(
u[k−Tp, k+Tf−1],

y[k−Tp, k+Tf−1]

)
is a valid trajectory of G for all k ≥ Tp if

and only if there exists an α ∈ RΣN
i=1(Ti−L+1) such that(

col
(
uk−Tp

, . . . , uk+Tf−1

)
col
(
yk−Tp

, . . . , yk+Tf−1

)) =

[
HL

(
Ud
)

HL

(
Yd
)]α. (7)

The main differences between Lemma 1 and Lemma 3 are
a) Lemma 3 considers the general data matrix structure
(5), which allows for using multiple short (but sufficiently
long) data trajectories instead of one long continuous
trajectory, b) Lemma 3 considers both controllable and
uncontrollable LTI systems, and c) in Lemma 3, the
excitation condition (3) on the input data is replaced with
the rank condition (6) on the input-output data matrix,
also referred to as the generalized persistency of excitation
condition (Markovsky and Dörfler, 2021).

Note that
∑N

i=1 Ti ≥ n +m(Tp + Tf) +N(Tp + Tf − 1) is
necessary for (6). For Ti = Tp+Tf, the lower bound on the
number of data trajectories results in N ≥ n+m(Tp+Tf).
A drawback of Lemma 3 is that the system order n must
be exactly known due to condition (6). In comparison,
Lemma 1 is also valid when using an upper bound n ≥ n
for (3), e.g., n = p lag (G) (Markovsky and Dörfler, 2022).

Both Lemma 1 and Lemma 3 hold for deterministic LTI
systems (2). If the data-generating system yields corrupted
data due to noise or nonlinearity, (4) and (7) do not hold.
Despite this fact, Berberich et al. (2022b) showed that
DD-MPC schemes based on Lemma 1 can be successfully
applied to weakly nonlinear systems when the used dataset
is continuously updated with a fixed size moving window,
such that (4) acts as a local linearization of the system.
However, continuously updating the data matrix in (4) is
only valid if the inputs satisfy (3), and applying suitable
excitation inputs in closed-loop is not always desired
during the control phase, e.g., when setpoints are reached.
In the following section, we address this problem by
deriving an online adaptation strategy based on Lemma 3.

3. ONLINE ADAPTATION STRATEGY

The key property of Lemma 3 that we will make use of
is that a mosaic Hankel matrix (5) of the input-output
data can be used. This allows for integration of not
only one long continuous input-output trajectory as in
(1), but also of discontinuous trajectories as far as each
reduced continuous stretch is sufficiently long. In fact,
we can interpret each column in (5) as a separate L-
long trajectory of the system. This interpretation is the
foundation of our online adaptation strategy; append the
latest L-long trajectory to the dataset and discard the
oldest trajectory, only if the rank condition (6) is still
fulfilled.
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Fig. 1. Exemplary comparison of singular values from
noisy data matrices whose uncorrupted counterparts
satisfy or violate rank condition (6). Thresholding the
singular values with ϱ recovers the original rank.

3.1 Coping with Corrupted Data

For deterministic LTI systems (2), the equality in (6)
only holds if the data are sufficiently informative. If
that is not the case, then the rank of the data matrix
is lower than required in (6). However, in case of cor-
rupted data, the rank might even increase as the data
cannot be explained by an LTI system G of complexity
(m, lag (G) , n) (Markovsky and Dörfler, 2021). To over-
come this issue, Coulson et al. (2022) have proposed a
quantitative measure of persistency of excitation by lower-
bounding the minimum singular value of the input data
matrix, thus denoting input-output data matrices that
are more robust to noise. Motivated by Coulson et al.
(2022), we make use of SVD to define an alternative rank
function in order to cope with corrupted data, instead
of evaluating the fragile rank condition (6) directly.

Definition 4. (Robustified rank). Consider a matrix
M ∈ Rv×q and a threshold ϱ ≥ 0. We define the ro-
bustified rank rankϱ (M) as the number of singular values
σ1, . . . , σmin(v,q) that are greater than ϱ.

Fig. 1 shows singular values of an exemplary noisy
data matrix col

(
HTp+Tf

(
Ud
)
, HTp+Tf

(
Yd
))

for the cases
where the noise-free counterparts satisfy or violate the
rank condition (6). Due to the noise, the rank of the data
matrix exceeds the bound in (6) for both shown cases.
However, when using the robustified rank function from
Def. 4, the uncorrupted rank of the noise-free data matrix
can be obtained by a suitable choice of the threshold ϱ.
Note that this is only possible if the signal-to-noise ratio
(SNR) is adequate, i.e., there exists a threshold ϱ that
is able to correctly divide singular values stemming from
informative data and the corrupting noise. For ϱ = 0, it
immediately follows that rankϱ (·) ≡ rank(·).
In the literature on truncated SVD, there exist optimal
truncation thresholds for matrices M whose elements are
affected by independent and identically distributed Gaus-
sian noise with known magnitude (Brunton and Kutz,
2022). However, these thresholds are not applicable in our
case, as there generally exist multiple identical matrix ele-
ments in the used mosaic Hankel matrix (5). Determining
a suitable threshold ϱ for general data matrices as in (7)
is an interesting open problem for research. Thus, in the
following, we assume that a suitable threshold is known
apriori, e.g., through experiments and data analysis. A
possible heuristic to determine such thresholds is to first
apply exciting (e.g., random) inputs to the system to re-



trieve sufficiently informative input-output data, and then
plot the singular values of the data matrix, akin to Fig. 1:
given the required rank (6), the threshold ϱmust be chosen
such that σn+m(Tp+Tf) ≥ ϱ ≥ σn+m(Tp+Tf)+1 holds.

3.2 Online Adaptation Algorithm

We now describe the proposed strategy for online adapta-
tion of the data-driven system representation (7).

Let Ud
0 = {ud,1

[1,L], . . . ,u
d,N
[1,L]}, Y

d
0 = {yd,1

[1,L], . . . ,y
d,N
[1,L]} be

an initial dataset of N ≥ n +mL sufficiently informative
input-output trajectories of length L := Tp + Tf with
sufficiently large SNR, and let ϱ > 0 be an appropriately
chosen threshold. Furthermore, we define the most recent
L-long input-output trajectory at time-step k as

ũk := col
(
uk−Tp−Tf

, . . . , uk−1

)
, (8a)

ỹk := col
(
yk−Tp−Tf

, . . . , yk−1

)
. (8b)

Our algorithm works as follows. First, the past trajectory
ũ0, ỹ0 needs to be initialized. If the control phase starts
immediately after the data collection phase for the initial
datasets Ud

0 , Yd
0 , the initial past trajectory ũ0, ỹ0 is set

to the most recent data. If there is no past input-output
trajectory of length L available at k = 0, an artificial
steady-state trajectory can be used, best corresponding
to the initial state of the system. If the values for input
and output at the initial state are unknown, any constant
values can be chosen, with the only drawback of an L-
step warm-up phase in which predictions do not match
reality. This discrepancy vanishes as soon as L input-
output datapoints are measured.

Once the past trajectory ũ0, ỹ0 is initialized, the control
loop begins: In each time-step k ≥ 0, the control input uk

is applied (determined by, e.g., a DD-MPC scheme using
the current dataset Ud

k , Yd
k , as in Berberich et al. (2022b)).

After the resulting output yk is measured, we construct

candidate datasets Ũd
k+1, Ỹd

k+1 for the following time-step

by discarding the oldest data trajectory ud,1
[1,L], y

d,1
[1,L] and

appending the most recent trajectory (8), i.e.,

Ũd
k+1 =

{
ud,2
[1,L], . . . , u

d,N
[1,L], ũk+1

}
, (9a)

Ỹd
k+1 =

{
yd,2
[1,L], . . . , y

d,N
[1,L], ỹk+1

}
. (9b)

Then, we construct a mosaic Hankel matrix (5) using the
candidate datasets (9) and use rankϱ (·) to evaluate the
rank condition (6), yielding the following two possibilities:

rankϱ

(
col
(
HL

(
Ũd
k+1

)
, HL

(
Ỹd
k+1

)))
< n+mL,

(10a)

rankϱ

(
col
(
HL

(
Ũd
k+1

)
, HL

(
Ỹd
k+1

)))
≥ n+mL.

(10b)

If (10a) holds, then the data (9) are believed not to be
sufficiently informative, and thus are invalid for the data-
driven system representation (7). Therefore, we choose the
actually used dataset for the next time-step k + 1 to be
Ud
k+1 := Ud

k , Yd
k+1 := Yd

k . In contrast, if (10b) holds, then
the data (9) are believed to be sufficiently informative, and
thus can be used for the data-driven system representation
(7). Therefore, we choose the actually used dataset for the

next time-step k + 1 to be Ud
k+1 := Ũd

k+1, Yd
k+1 := Ỹd

k+1.
We summarize the proposed strategy in Algorithm 1.

Algorithm 1 Online Adaptation

Require: Initial datasets Ud
0 , Yd

0 , system order n, input
dimension m, time windows Tp, Tf, threshold ϱ.

1: Initialize ũ0, ỹ0

2: for k ≥ 0 do
3: Apply controller using current dataset Ud

k , Yd
k

4: Update recent trajectory ũk+1, ỹk+1 of length L

5: Construct candidate dataset Ũd
k+1, Ỹd

k+1 via (9)
6: Evaluate rank condition (10):
7: if (10a) then
8: Set Ud

k+1 := Ud
k , Yd

k+1 := Yd
k

9: else if (10b) then

10: Set Ud
k+1 := Ũd

k+1, Yd
k+1 := Ỹd

k+1
11: end if
12: end for

For deterministic LTI systems and ϱ = 0, Algorithm 1 can
be combined with Lemma 3 without loosing validity, as
the rank condition (6) holds for all k ≥ 0.

4. NUMERICAL EVALUATION

In this section, we evaluate the proposed approach in a
reference tracking simulation of a two-link robotic arm.

4.1 Simulation Setup

We consider a two-link robotic arm with the dynamics

M (θ) θ̈ +C
(
θ, θ̇

)
+G (θ) = τ , (11)

where θ = col (θ1, θ2) are the joint angles and τ =
col (τ1, τ2) are the joint torques, and where

M (θ) =

[
m̃l21 +m2l

2
2 + 2m2l1l2 cos(θ2) ∗

m2l
2
2 +m2l1l2 cos(θ2) m2l

2
2

]
,

C
(
θ, θ̇

)
=

(
−m2l1l2

(
2θ̇1θ̇2 + θ̇22

)
sin(θ2) + d1θ̇1

−m2l1l2θ̇1θ̇2 sin(θ2) + d2θ̇2

)
,

G (θ) =

(
−m̃gl1 sin(θ1)−m2gl2 sin(θ1 + θ2)

−m2gl2 sin(θ1 + θ2)

)
,

are the inertia matrix, the vector of Coriolis and centrifu-
gal forces, and the vector of gravity torques, respectively.
Note that ∗ represents matrix entries that results from
symmetry, and m̃ = m1 +m2. System (11) is determined
by the masses m1 = 0.3 kg, m2 = 0.1 kg, the arm lengths
l1 = 0.4m, l2 = 0.2m, the damping constants d1 =
d2 = 0.001 kgm2/s, and the acceleration of gravity g =
9.81 kgm2/s2. Fig. 2 illustrates the robot configuration.

With a sampling time of ∆t = 0.01 s, we define the
discrete-time input and output of (11) as uk = τk and
yk = θk + εk, with the measurement noise εk ∈ E,
E =

{
ε ∈ R2

∣∣ ∥ε∥∞ ≤ 10−3
}
. Note that the discrete-

time input uk is applied to (11) in zero-order hold fashion.

The goal is to track a reference trajectory yref
k that starts

at the lower equilibrium θini = (−π, 0)
⊤
, steers to the

intermediate joint position θmid = (−π/2, π/2)
⊤
, and

stays there for 3.5 s, before reaching the endpoint θend = 0.
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Fig. 2. Schematic illustration of the two-link robot.

4.2 Controller Design

In order to achieve the control goal without model knowl-
edge, we combine the proposed approach for adapting
the data-driven system representation with a DD-MPC
scheme akin to Coulson et al. (2019). We define the optimal
control problem (OCP) that is solved in each time-step as

minimize
uf,k,yf,k,α,µ

Tf−1∑
i=0

l
(
ui|k, yi|k

)
+ λα ∥α∥22 + λµ ∥µ∥22 (13a)

s.t.

 up,k

uf,k

yp,k + µ
yf,k

 =

[
HTp+Tf

(
Ud
k

)
HTp+Tf

(
Yd
k

)]α, (13b)

∥uf,k∥∞ ≤ umax, (13c)∥∥∆ui|k
∥∥
∞ ≤ ∆umax ∀i ∈ {0, . . . , Tf − 1}, (13d)

with ∆ui|k := ui|k − ui−1|k, u−1|k := uk−1, and where

uf,k := col
(
u0|k, . . . , uTf−1|k

)
, (14a)

yf,k := col
(
y0|k, . . . , yTf−1|k

)
, (14b)

denote the vectors of predicted Tf in- and outputs, and

up,k := col
(
uk−Tp , . . . , uk−1

)
, (15a)

yp,k := col
(
yk−Tp , . . . , yk−1

)
, (15b)

denote the vectors of past Tp in- and outputs, respectively.
Note that the slack variable µ is necessary to ensure
feasibility of the constraint (13b), as the past output-
trajectory is corrupted by noise and nonlinearity, and
thus might not lie in the image space of the data matrix
col
(
HTp+Tf

(
Ud
k

)
, HTp+Tf

(
Yd
k

))
(Coulson et al., 2019).

The truncated SVD of col
(
HTp+Tf

(
Ud
k

)
, HTp+Tf

(
Yd
k

))
can also be used in (13b), which showed to potentially
improve performance (Coulson et al., 2019).

The stage cost l
(
ui|k,yi|k

)
is defined as

l
(
ui|k,yi|k

)
=
∥∥yi|k − yref

k+i

∥∥2
Q
+
∥∥ui|k

∥∥2
R
+
∥∥∆ui|k

∥∥2
R∆

,

(16)
with the weights Q = diag (1, 1), R = 10−5diag (1, 2), and
R∆ = 10−4diag (2, 4) for the predicted outputs, inputs,
and rate of change of inputs, respectively. The input
weights are chosen relatively small compared to the output
weights such that larger, more likely exciting, inputs are
not heavily penalized by the cost function. The predicted
inputs uf,k and their rate of change ∆ui|k are bounded
by umax = 5Nm and ∆umax = 1Nm. The regularization
parameters in (13a) are set to λα = 5 ·10−5 and λµ = 103,
and we choose the time windows to Tp = 4 and Tf = 10.

In each time-step k, the OCP (13) is solved and the first
input u∗

0|k from the optimal input vector u∗
f,k is applied to

system (11), as common in predictive control schemes.
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Fig. 3. Boxplots of the total trajectory costs Jtot for Pro-
posed Method, Always Update, and Never Update.

4.3 Simulation Results

We implement three different predictive control methods
based on the OCP (13) to evaluate and compare our
proposed online adaptation strategy.

(1) Proposed Method (PM): The proposed method up-
dates the data Ud

k , Yd
k in (13b) according to Algo-

rithm 1.
(2) Always Update (AU): This method updates the data

Ud
k ,Yd

k in (13b) in each time-step. To ensure persis-
tency of excitation, we add a random value urnd

k to
the optimal input u∗

0|k, where
∥∥urnd

k

∥∥
∞ ≤ 0.25Nm.

(3) Never Update (NU): This method uses the initial
dataset Ud

0 ,Yd
0 throughout the whole control phase.

First, we collect the initial dataset Ud
0 , Yd

0 by applying
random inputs ud

k,
∥∥ud

k

∥∥
∞ ≤ 0.25Nm, to system (11) in

the lower equilibrium θini for T = 55 time-steps. This
yields N = 42 trajectories of length L = 14 in Hankel
structure (1). By inspection of the singular values of
the initial data matrix, we choose the threshold for the
robustified rank computation in Algorithm 1 as ϱ = 0.005.

The reference tracking simulation is then repeated 100
times for each method with varying measurement noise
εk. We simulate 10 s per run, corresponding to 1000 time-
steps. The simulations were carried out in MATLAB using
the quadprog solver on an AMD Ryzen 5 Pro 3500U.

Fig. 3 shows boxplots of the total trajectory costs Jtot =∑1000
k=0 l (uk, yk) for all methods. Never updating data

(that is, continuously relying on the initial data) leads to
a steady state error in the reference tracking (see Fig. 4)
that results from the mismatch between predicted and
actual system behavior. We observed a similar closed-loop
behavior in a model-based setting, in which predictions are
based on the linearization around the lower equilibrium
(where the initial data is collected). Furthermore, Fig. 3
shows that always updating the data is not ideal either.
Our proposed method yields a smaller variance of Jtot and
showed 18% lower median cost in this simulation example.
The reason is that the proposed method does not require
the addition of an exciting input signal urnd

k . This influ-
ence can be further observed when investigating the mean
trajectories and respective confidence intervals in Fig. 4.
For the shown ramp reference, both linear predictive con-
trollers succeed in tracking with little error. However the
proposed method exhibits oscillations smaller in amplitude
for both inputs and outputs, as the inputs are not forced to
be exciting. Note that only one input and one joint angle
are shown for compact representation. The reference yref

k
was chosen to show steady-state behavior and not change
too rapidly in between, since rapid reference changes lead
to very large differences in the dynamics between predic-
tion and real system, rendering the methods unstable.
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Fig. 4. Mean trajectories and confidence intervals for Pro-
posed Method, Always Update, and Never Update,
and mean updating decisions of the proposed method.

Fig. 4 also displays the mean updating decisions of the
proposed method according to Algorithm 1. As expected,
the dataset is updated during transient behavior. During
set point stabilization, new data are uninformative (i.e.,
would lead to violation of (10b)) and thus rejected.

The SVD-based computation of the robustified rank in
Algorithm 1 is an order of magnitude faster than the
mean computation time for solving (13), and thus does
not add substantial computational load. Nevertheless, the
performance of the proposed approach depends on the
chosen threshold value ϱ. For low threshold values, the
dataset may be updated although new data are not suffi-
ciently informative, yielding an invalid system representa-
tion. Similarly for high threshold values, updates may be
too infrequent, thus resulting in inaccurate predictions of
the current system behavior, especially during transients.

5. CONCLUSION

In this paper, we proposed an online data adaptation strat-
egy for the approximate local representation of nonlinear
systems from trajectory data. Based on the fundamen-
tal lemma and mosaic Hankel matrices, the data-driven
system representation is linear and allows for the use of
discontinuous input-output trajectories in its construction.
In order to allow for an accurate behavioral approximation
near the operating points, the data matrix is only updated
if the data is sufficiently informative, i.e., the matrix does
not violate the rank condition associated with persistency
of excitation. Since measurement noise artificially inflates
the rank of the data matrix, we employ a robustified
rank determined by the number of singular values above a
certain threshold. We applied the proposed data updating
strategy in a simulation example of data-driven predictive
control for a two-link robotic arm subject to measurement
noise. The proposed approach showed improved control
performance compared to both alternative strategies of
using initially available data only, or updating the data in
each time-step by relying on persistently exciting inputs.

Without injecting artificial excitation signals into the
closed-loop input, the proposed method allows for a lo-
cally accurate data-driven system representation even near
steady states and may serve in the design of linear direct
data-driven controllers for nonlinear systems.

REFERENCES

Alsalti, M., Berberich, J., Lopez, V.G., Allgöwer, F., and Müller,
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Berberich, J., Köhler, J., Müller, M.A., and Allgöwer, F. (2021b).
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