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ABSTRACT
This study explores the potential of the incompressible viscous vortex particle method (VVPM) for-
mulation to model the unsteady rotor wake effects on blade aerodynamic loads. Preliminary valida-
tion results have been presented verifying the VVPM formulation. The particle method is coupled
with a comprehensive rotor aeromechanical analysis code Dymore in order to improve the rotor
wake modelling capability of the overall rotor analysis setup. The coupled Dymore+VVPM frame-
work was verified by using static as well as dynamic wing cases in order to assess the ability of
VVPM to accurately model wake induced velocities. The current study is the first step towards
active rotor analysis using this coupled framework. Consequently, the ability of VVPM to capture
unsteady aerodynamic effects due to wing pitching as well as active morphing was tested.

INTRODUCTION

Modelling active rotor systems in some form has been in
pursuit for more than half a century. The research in this
field started with higher harmonic actuation of the ro-
tor swashplate in the stationary frame. Since then, both
computational and experimental investigations have fo-
cused on accurately assessing the performance, acous-
tics and vibration improvement possible through the use
of active mechanisms on the rotor blade as well as in the
stationary rotor frame (Refs. 1,2). Active rotors in some
form are constantly under investigation, some of the
most recent examples include the META rotor system-
based individual blade control (Ref. 3) and the STAR ro-
tor system for active twist control (Ref. 4).

Rotorcraft manufacturers tend to strive towards reducing
the number of parts that make up the rotor system in or-
der to reduce maintenance costs. Adding active control
capability tends to increase the number of parts. The rai-
son d’etre of installing both on-blade and off-blade active
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rotor control mechanisms is to improve rotor efficiency
such that any potential increase in maintenance costs is
justified. Additionally, a few studies have even focussed
on using on-blade active control mechanisms for primary
rotor control thereby doing away with the conventional
swashplate mechanism (Refs. 5–7).

These ongoing efforts emphasise the need for updated
and improved modelling techniques for such systems.
To that end, rotor comprehensive analysis using Dymore
(Ref. 8) coupled with a viscous vortex particle method
(VVPM) formulation is proposed. An example on-blade
active camber morphing mechanism (Ref. 9) is investi-
gated in this study but the proposed setup can be used,
for e.g., for individual blade control studies without any
modifications. For this purpose the VVPM formulation
is verified using results presented in literature. Coupled
Dymore+VVPM results are presented for a simple wing
case in order to assess the ability of VVPM to accurately
model the unsteady effects of the wing wake, both due
to pitching of the wing as well as active morphing, on the
wing itself.
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METHODOLOGY

Dymore

Dymore is a comprehensive analysis code that allows
representation of the rotor topology with high fidelity.
This is accomplished via a library of multibody compo-
nents such as beams, cables, shells etc and different
joints and constraint modelling abilities. Physical and
geometric properties can be defined for all joints as well
as bodies connecting the joints. Figure 1 illustrates the
topology of the Bo 105 main rotor system used in the
current study together with relevant reference frames.
Note that the figure is not to scale in order to show the
rotor drive train in sufficient detail. Details corresponding
to the reference frames and the geometry of the various
drive-train components are provided in Tables 1 and 2.
An elastic fuselage is not modeled. Therefore, the end of
the shaft is rigidly fixed with respect to an inertial frame.
The rotor blade structure is modeled as a one-
dimensional beam using a geometrically exact formula-
tion. The finite-element discretisation of the rotor blade
consists of 14 elements and linear shape function dis-
tributed equally throughout the blade.
The rotor aerodynamics solution is obtained by separate
blade and wake aerodynamic models - inner and outer
problem approach (Ref. 10). The blade aerodynamics
solution requires steady airfoil Cl , Cd and Cm data in the
form of C81 tables for a range of angles of attack and
Mach number that are expected to occur on the blade
sections of the rotor. For the current study, the tables
were already generated in a previous study were used
and the details can be found here in Refs. 11, 12. The
quasi steady blade aerodynamic loads were obtained by
solving for the complete rotor multibody structural dy-
namics and obtaining the system configuration at each
time step. The instantaneous blade angle of attack and
Mach number was obtained using the local flow velocity
relative to the quarter-chord of each blade section. With
Lagrangian polynomial interpolation (Ref. 13) between
the discrete C81 table entries, the instantaneous aero-
dynamic lift, drag and moment at each blade section is
evaluated. Correction of lift, drag (due to unsteady lift)
and moment due to unsteady effects, if needed, was car-
ried out using the Peters finite-state unsteady aerody-
namic model for flexible airfoils (Ref. 14). No correction
was applied to account for the effect of blade spanwise
flow on 2D section steady as well as unsteady aerody-
namics except that the interpolated section drag coef-
ficient was obtained based on flow Mach number that
includes the spanwise radial flow.
The rotor wake effects were separately incorporated us-
ing the wake induced velocity on the blade sections us-
ing the Peters-He inflow model. The model is based
on detailed analytical derivations and simplifications that
can make concise descriptions in Refs. (Refs. 15, 16),
the first publications that discuss the model, difficult to

follow. Refs. 17 and 18 cover some of the details
skipped in the original publications of the model and
clarify some of the typos. The inflow velocity evaluated
at the blade sections during previous time step was used
to evaluate the angle of attack at the current time step.
This inflow model has been validated using experimental
data in a number of flight scenarios and different rotors.

Once the rotor aerodynamics is solved for at each time
step, the aerodynamic forces and moments on each
blade section are transformed to the blade structural
nodes in order to fill the external forcing matrix of the
multibody model. The simulation progresses by repeat-
ing the above process of obtaining the airloads for the
next time step. In order to achieve a trimmed rotor simu-
lation, an autopilot controller (Ref. 19) based on Ref. 20
was used.

In order to model active wing aerodynamics, Dymore
includes possibility to include ’compound’ airfoil tables.
Here, in order to obtain instantaneous quasi-steady air-
foil aerodynamic coefficients the interpolation scheme
involves an additional variable such as the trailing-edge
flap deflection. The 2D unsteady aerodynamic model
of Ref. 14 already includes the possibility to model un-
steady aerodynamic effects of airfoil morphing. How-
ever, this model requires a separate wake model in order
to evaluate the wake-induced inflow on the blade sec-
tions. In the case of rotor analysis this requirement is
fulfilled using the Peters-He inflow model. In the case of
a wing analysis, the Peters 2D dynamic inflow model in-
troduced in (Ref. 21) is used in order to obtain the inflow
due to the flat wake behind the wing.

Viscous vortex particle method

The viscous vortex particle method (VVPM) solves the
incompressible Navier-Stokes equations. For this it uses
the vorticity formulation of the equations where the pres-
sure variable has been eliminated:

∂ω

∂ t
+(u ·∇)ω −ω ·∇u = ν∆ω (1)

The formulation naturally lends itself to generation and
convection of particles in the Lagrangian frame. The
domain of investigation of fluid flow around a body of
interest is also limited to the region where vorticity in
the flow, represented using particles, dominates. As a
consequence, this methodology gained traction as an
alternative to grid-based computational fluid dynamic
techniques.Ref. 22(Chapter 1) provides a concise mod-
ern review of the origins and the development of vortex
methods with particular focus on vortex particle meth-
ods. In the current study, the unsteady wake is modelled
using the viscous vortex particle method as detailed in
Refs. 23 and 24. The most relevant elements of the
formulation are detailed in this section for the sake of
completeness and accuracy. Refs. 22(Section 2.5), and
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25(Appendix A) describe the mathematical basis of dis-
cretising a function, the vorticity field distribution in par-
ticular, using particles. The fundamental idea revolves
around using the Dirac delta distribution and appropri-
ate weights to sample any given function over a domain.

ω(x, t)≈ ∑
p

α p(t)δ (x−xp(t)) (2)

where ∫
ω(x, t)dV ≈ ∑

p
α p(t) (3)

α p corresponds to the strength of the particles and is
given by the vorticity at a given location multiplied by
the volume, associated with that particle, based on the
discretization scheme. In order to avoid large induced
velocities when two particles get close to each other,
the standard practice includes ’mollifying’ the Dirac delta
function-based singular vorticity field using a smooth
cutoff function ζ . The mollified or regularised vorticity
field ωσ , as is often referred to in literature, is given by

ω(x, t)≈ ωσ (x, t) = ζσ ∗ω(x, t)

= ∑
p

α p(t)ζσ (x−xp(t)) (4)

ζσ (x) =
1

σ3 ζ

( |x|
σ

)
(5)

ζσ here is referred to as a regularisation function.

The problem of flow field solution in time using VVPM is
a classic N-body problem where N refers to the entity of
interest, vortex particles in this case, within the formu-
lation. Given that each particle influences every other
particle within the domain, the computational complexity
is of O(N2). While there are both algorithmic acceler-
ation techniques as well as hardware architecture so-
lutions available for achieving execution speed-up, the
current formulation only uses multiple CPU cores for
OpenMP-based parallelisation (Ref. 26). According to
Ref. 25(Section 2.2), the efficiency of the vortex meth-
ods is contingent on the choice of regularisation func-
tion ζσ and the initialisation of particle strength and po-
sition. For the purposes of the current investigation,
the regularisation functions were based on those sug-
gested in Ref. 24. The Gaussian kernel was used for
Dymore+VVPM coupled analysis while the higher-order
algebraic kernel was used for verifying the VVPM model.

The evolution of the vortex particles occurs with inter-
particle interactions that lead to change in particle
strengths, α pi , as well as velocity induced in accor-
dance with the Biot-Savart law. Accordingly, the evo-
lution equations can be written as follows.

dxpi j

dt
= vσ (xpi) (6)

dα pi

dt
=

(
dα pi

dt

)
viscous
diffusion

+

(
dα pi

dt

)
vortex stretching

(7)

where, the induced velocity on a given particle (vσ (xpi))
due to the regularised vorticity field and the rates of
change in vortex particle strengths are given as follows.

vσ (xpi) =
Np

∑
j=1
i̸= j

Kσ

(
xpi j

)
×α p j (8)

(
dα pi

dt

)
viscous
diffusion

= ν∇2 (V ωσi)

=
2ν

σ2

Np

∑
j=1

(
Vpiα p j −Vp j α pi

)
ησ

(
|xpi j |

)
(9)

(
dα pi

dt

)
vortex

stretching

=
Np

∑
j=1

[
qσ

(
|xpi j |

)
x3

pi j

(
α pi ×α p j

)
+
{

xpi j ·
(
α pi ×α p j

)}
xpi j Fσ

(
|xpi j |

)
]

(10)

The different kernel functions involved in the above ex-
pressions are related to the cutoff function ζ by the fol-
lowing results.

− 1
ρ

d
dρ

ζ (ρ) = η(ρ) (11)

ησ (|x|) = η(|x|/σ)/σ
3 (12)

1
ρ2

d
dρ

q(ρ) = ζ (ρ) (13)

qσ (|x|) = q(ρ) (14)

ρ =
|x|
σ

(15)

Fσ (|x|) =
1
|x|

∂

∂ s

(
qσ (|x|)
|x|3

)
=

1
s2

[
ζσ (|x|)−3

qσ (|x|)
|x|3

]
(16)

Based on the type of function used to represent the
smooth cutoff function for the particle-based discretiza-
tion of the vorticity field, the aforementioned kernels can
take different forms as shown in Table 3. Here, the regu-
larisation functions are based on those proposed in Ref.
24 for their convergence properties. The HOA-based
kernels are used for verification of the methodolgy using
diagnostics while the Gaussian-based kernels are used
for the coupled Dymore+VVPM analysis.

3



Coupling

Dymore has been coupled to VVPM such that the blade
aerodynamics is evaluated using airfoil tables-based ap-
proach within Dymore and the resulting blade bound cir-
culation is used as an input to the VVPM solver. The
generation and development of the wake is then dictated
by the Helmholtz laws and Eqs. 6 and 7.

The blade aerodynamics model in Dymore is based
on lifting-line theory. Each blade section cross-section
has an ’airstation’ defined at its quarter-chord location.
Based on the wing kinematics and flow field conditions,
the section angle of attack is obtained using flow condi-
tions at these airstations. Since the airstations can be
arbitrarily defined in the Dymore setup, an interpolation
scheme was adopted so that particles were not released
behind each airstation but rather uniformly across the
lifting-line in accordance with constraint of uniform over-
lap of particles (Ref. 27). Additionally, in order to sep-
arate the spatial and temporal dependence of the vor-
tex particles a new scheme was implemented to ensure
that the particle overlap remains constant irrespective of
spatial resolution of the particles or the time step size.
Figure 2 shows that this discretization was achieved not
by placing particles knowing the current and the past
trailing-edge positions T Ek(tn) and T Ek(tn + 1), respec-
tively, but rather the interpolated trailing-edge positions
T Ek(tn) at the current time step and the position of the
last particle that was generated from that point. New
particles are then linearly added until the distance be-
tween T Ek(tn) and the latest particle becomes less than
hres - where hres is the resolution parameter used to de-
note the distance between two neighboring particles at
the time of their birth. Following the approach in Ref.
23, vortex particles representing trailing vorticity were
generated at the trailing-edge between the wing tips at
a separation of 2hres and particle representing shed vor-
tices were placed in between them - thereby bringing
the overall wake resolution to hres. In case only trail-
ing vorticity or only shed vorticity needs to be modelled,
then accordingly the number of corresponding particles
can be increased such that the wake resolution of hres is
maintained.

The coupling between Dymore and the VVPM solver is
established such that exchange of information occurs at
each time step. Any number of lifting-lines and corre-
sponding airstations can be defined within the Dymore
standalone model. For the purposes of coupling with
VVPM, the airstation positions need to be augmented
with trailing-edge position at the corresponding blade
section. This is needed in order to solve for the instanta-
neous blade/wing trailing-edge positions accounting for
an elastic deformation and blade/wing motion. Corre-
sponding to each airstation, the following quantities are
passed to VVPM so that interpolated results can be ob-
tained at any given spanwise location - bound circula-
tion, trailing-edge position, far field oncoming flow ve-

locity, and the wing/blade span discretization in order
to carry out interpolation. All the passed information is
evaluated in the inertial frame of reference. In turn, the
wake solver returns the induced flow velocity, due to all
the particles in the wake, evaluated at each airstation
location, in the inertial frame of reference.

RESULTS AND DISCUSSION

Experimental measurements of the full-scale Bo105 ro-
tor (Ref. 28) were used for validating the baseline Dy-
more rotor model. It is worth noting that the test cam-
paign, whose results are presented in the aforemen-
tioned report, was carried out in 1994 but the results
were only made public in 2020. To best of the first au-
thor’s knowledge, this is the first time full-scale Bo105
rotor simulations have been conducted at the test con-
ditions mentioned in this report and then compared with
these published measurements.

The VVPM setup was verified by comparing simu-
lation diagnostics, as mentioned earlier, correspond-
ing results presented in literature (Refs. 27, 29). The
VVPM+Dymore framework was validated using the case
of an elliptical wing at a static angle of attack and a pitch-
ing/morphing rectangular wing.

Dymore model validation

The detailed multibody model setup in Dymore (Fig. 1)
was initially verified using the fanplot diagram (Fig. 3)
and the results were compared to data available in Ref.
(Ref. 30) and that shared by DLR.

The test campaign for which results are reported in Ref.
28 was primarily focussed on individual blade control
(IBC). However a number of baseline rotor test runs
were made before IBC tests and it is those measure-
ment data that are used for the purposes of validation of
the baseline rotor. In fact, all the baseline rotor measure-
ment cases with a forward shaft tilt in Ref. 28 have been
used for simulations within Dymore and the results are
shown in Figs. 5-8. The trends between the measure-
ment and prediction match reasonably well. However,
the match between measurement and Dymore results in
the time-domain, over one rotor revolution, is generally
poor. This is likely due to the nature of the Peters-He in-
flow model that Dymore uses in order to model the rotor
inflow. The Peters-He model is based on potential flow
theory and is an unlikely modelling strategy that will re-
sult in simulation results of good fidelity, especially when
the focus is to accurately capture the evolution of blade
structural loads over the rotor azimuth.

It is envisaged that this can be accomplished using a
higher fidelity wake model like the VVPM that directly
models the vorticity in the wake and can potentially
model even blade-vortex interaction scenarios, some-
thing that the Peters-He model is not capable of.
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VVPM verification

Model vortex rings based on Eq 17 and data in Table 4
were used to verify the VVPM setup by comparing the
predicted diagnostic quantities with those obtained from
Refs. 27 and 29.

ω(x,0) = ω(r,θ ,0)êϕ =
Γ

2πσ2
R

(
1+

r
R

cosθ

)
e−r2/2σ2

R êϕ

(17)

Figure 9 details the descretization strategy adopted in
order to model the analytical vortex ring of Eq. 17 using
VVPM. The number of particles in each layer is 8n where
n is the order of the layer. Each ring is represented using
the number of cross-section layers and the number of
azimuthal layers; for e.g., the ring with nc = 4 and ∆φ =
4.5◦ is addressed as ’4by80’. For e.g. Fig. 10 shows the
4by80 discretized vortex ring of Eq. 17.

A number of diagnostic quantities from Ref. 27 were
used to verify the VVPM model setup: I - linear im-
pulse; Ω - total vorticity; A - angular impulse; Hσ -
semi-regularised helicity; Eσ and Eσ f - semi-regularised
and divergence-free kinetic energy, respectively; Eσ and
Eσ f - semi-regularised and divergence-free enstrophy,
respectively.

I =
1
2

Np

∑
i=1

(xpi ×α pi) (18)

Ω =
Np

∑
i=1

α pi (19)

A =
1
3

Np

∑
i=1

xpi × (xpi ×α pi) (20)

Hσ =
∫

(ω · vσ )dV =
Np

∑
i, j=1

qσ

(
xpi j

)
|xpi j |

[
xpi j ·

(
α pi ×α p j

)]
(21)

Eσ =
1
2

∫
(v · vσ )dV

=
1

16π

Np

∑
i, j=1

(
|xpi j |2 +2σ2

)
α pi ·α p j +

(
xpi j ·α pi

)(
xpi j ·α p j

)(
σ2 + |xpi j |2

)3/2

(22)

Eσ f =
1
2

∫
ψσ ·ωdx

=
1
2

Np

∑
i, j=1

Gσ

(
xpi −xp j

)
α pi ·α p j

=
1

8π

Np

∑
i, j=1

(∣∣xpi −xp j

∣∣2 + 3
2 σ2

)
(∣∣xpi −xp j

∣∣2 +σ2
) 3

2
α pi ·α p j .

(23)

Eσ =
∫

(ω ·ωσ )dV

=
1

8π

Np

∑
i, j=1

1
(|xpi j |2 +σ2)9/2 [(|xpi j |2 +σ

2)(2|xpi j |4

+7σ
2|xpi j |2 +20σ

4)(α pi ·α p j)

−3
(
2|xpi j |4 +9σ

2|xpi j |2 +7σ
4)

(xpi j ·α pi)(xpi j ·α p j)]
(24)

Eσ f =
∫

ω ·ωσ dx

=
Np

∑
i, j=1

ζσ

(
xpi −xp j

)
α pi ·α p j

=
1

4π

Np

∑
i, j=1

15
2

σ4(∣∣xpi −xp j

∣∣2 +σ2
) 7

2
α pi ·α p j

(25)

Table 5 presents various diagnostic results at time t = 0 s
for three different discretization cases of 4by80, 5by100
and 6by117, respectively. Different iterative schemes
adopted, in order to obtain the initial strengths of the
vortex particles, could be the source of the differences in
the initial diagnostics across the different studies. As the
vortex ring discretization resolution is increased the di-
agnostic results approach the analytical results available
for vortex ring of Eq. 17 and are given in Ref. 23. Fig-
ures 11, 12 and 13 show the time-domain development
of the simulation by showing diagnostics for which corre-
sponding data is available in literature. Ref. 27 showed
additional results corresponding to fusion of two 3by49
rings and fusion-fission of two 2by52 rings in order to
asses the ability of the vortex method to model viscous
processes. The visualisation of these two cases and
the evolution of their respective diagnostics are shown
in Figs. 14-17.

Dymore+VVPM coupling

The coupling between the structural dynamics and
blade aerodynamics solver Dymore and the wake solver
VVPM was established as detailed earlier. The coupled
framework was verified using static analysis as well as
dynamic analysis.
For the static case, an elliptical rigid pitching wing was
modelled in Dymore using the geometry provided in Ref.
29. Based on lifting-line analysis, the velocity induced
by the trailing vortices on an elliptical wing is constant
over the entire span (see Ref. 31,Section 5.5.3) and is
related to the wing geometry and the lift generated by
the wing as follows-

L =
ρV Γb,midπs

4
(26)
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L =CL
1
2

ρV 2S (27)

Γb,mid =
2CLV S

πs
(28)

vind =
Γb,mid

2s
(29)

Here, S is the total wing area and s is the wing span.

For the elliptic wing validation case the effect of the in-
flow on the wing section angle of attack was ignored
while evaluating the section bound circulation within Dy-
more. Only a one way coupling was used in order to
be consistent with the analytical results used for com-
parison. Figure 18 shows the wing geometry and the
resultant wake. The induced velocity generated over the
wing span is shown in Fig. 19 and compared with the
theoretical result considering wing section Cl = 0.527 at
α = 5◦.

In order to validate the ability of VVPM to model the in-
fluence of the unsteady wake on the wing as well as to
investigate the potential of the current framework for use
in active rotor studies, two separate dynamic cases were
modelled - a pitching wing and a wing with active cam-
ber morphing. The geometry of the rectangular wing
used for this purpose is shown in Fig. 20(a) with the
camber morphing mechanism in action. The span and
chord here was kept the same as the elliptical wing case.
The wake modelled using the particle method is shown
in Fig. 20(b). No trailing particles were modelled for this
analysis so that comparison with corresponding results
from Dymore, which modelled only 2D unsteady effects,
could be made.

α = 5◦ sin(5∗2∗πt) (30)

δ = 9◦ sin(10∗2∗πt) (31)

Figure 21 shows the wake-induced velocity variation at
the wing mid-section over one time period (based on a
5Hz cycle) based on both Dymore and Dymore+VVPM
framework. In case of the Dymore standalone model,
the Peters 2D unsteady aerodynamic model (Ref. 14)
and 2D dynamic inflow model (Ref. 21) were used for
this purpose. Note that Dymore version 4.1, that was
used in the current study, lacks the ability to model 2D
dynamic inflow for active wings and so the capability was
accordingly incorporated. A characteristic that stands
out from Fig. 21 is the jittery nature of the induced ve-
locity at the wing mid-section over time. This can be at-
tributed to the descretization scheme adopted for intro-
duction of particles whereby the location of the youngest
particles pk (see Fig. 2) can shift slightly in the chord-
wise direction from one time step to the next. Since
these nearest particles, nearest to the wing, have the
highest influence on the induced velocity on the wing,
any small deviation can manifest as a visible effect on

the wing induced velocity. This jitter can be minimised
by increasing the particle resolution i.e. decreasing hres.

The close match between the wake induced inflow pre-
dicted using Dymore+VVPM and using potential flow
theory-based models should not be taken as an in-
dicator of the futility of particle-based methods. The
current investigation will be expanded in the future to
model full-scale active rotors in different flight condi-
tions and it is envisaged that the verified and validated
Dymore+VVPM framework established here would be
uniquely suited to model unsteady effects of the 3D
wake generated in that scenario - something that can-
not be accurately captured only using 2D unsteady wake
models.

CONCLUSION

A multibody model of the full-scale Bo105 rotor was
created using the aeromechanics analysis solver Dy-
more. This model was verified by comparing predicted
hubloads and bladeloads with experimental measure-
ments. A coupled analysis framework has been estab-
lished with Dymore and a viscous vortex particle formu-
lation. This setup was validated using an elliptical static
wing setup and comparing the predicted induced veloci-
ties on the wing quarter-chord against analytical results.
In order to assess the potential of the Dymore+VVPM
setup for predicting unsteady wake effects, a rectangu-
lar wing with pitching as well as a static rectangular wing
with dynamic camber morphing were used. The induced
velocities in either case were compared to inflow velocity
obtained using the finite-state 2D inflow model.

Overall, the validated results from the Dymore stan-
dalone model and the ability of the Dymore+VVPM
setup to better predict 3D/2D wake effects instill confi-
dence that the coupled framework can be reliably used
for active rotor studies. Work on this front is currently
ongoing.
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Figure 1: Illustration of the multibody dynamics model of the Bo 105 rotor in Dymore. Note that the illustra-
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Table 1: Details of the Bo 105 multibody model of Fig. 1. Fixed points represented as • and joints as .

Frame name Definition Relevant points

Inertial I

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

x

y
z

Fuselage F
I ēT

F,y = {0,1,0}
I ēT

F,z = {sin(γ),1,cos(γ)}
IOF = {0,0,0}

Shaft S
F ēT

S,y = {0,1,0} • SAS = {0,0,0}
F ēT

S,z = {−sin(γ),1,cos(γ)} • SBS = {0,0,zsc}
F OS = {0,0,0} SCS = {0,0, lsh}

Root Ri

SēT
Ri,y = {sin(∆θi),cos(∆θi),0}

SēT
Ri,z = {0,0,−1}

SORi = {0,0,0}

Scissor C
Ri ē

T
C,y = {0,1,0} • CAC = {0,0,0} CDC = {0.35,0,0.15}

Ri ē
T
C,z = {0,0,1} • CBC = {0,0,zsw − zsc} CEC = {rsc,0,0}

RiOC = {0,0,−zsw} CCC = {0.03,0,0.15}

Swashplate W
CēT

W,y = {0,1,0} • W AW = {0,0,0}
CēT

W,z = {0,0,1} • W BW = {0,0,zsw − zsc}
COW = {0,0,−zsw} WCW = {0.03,0,0.15}

Servo Ti

W ēT
Ti,y = {0,1,0}

W ēT
Ti,z = {0,0,1}

W OTi = {0,0,−zt(2− i)}

Pitch link L
W ēT

L,y = {sin(Θ).sin(Φ),cos(Φ),cos(Θ).cos(Φ)}
W ēT

L,z = {sin(Θ).cos(Φ),−sin(Φ),cos(Θ).cos(Φ)}
W OL =

{
rpl ,0,0

}
LAL = {0,0,0} LBL =

{
0,0, lpl

}
Precone P

Ri ē
T
P,y = {0,1,0}

Ri ē
T
P,z = {−sin(β0),0,−cos(β0)}

RiOP = {0,0,0}

Attachment A
PēT

A,y = {0,1,0} • PAA = {0,0,0} • PDA =
{

xph,yph,0
}

PēT
A,z = {0,0,1} • PBA =

{
ep,0,0

}
POA = {0,0,0} • PCA =

{
xph,0,0

}
Retention R

AēT
R,y = {0,1,0} AAR = {0,0,0}

AēT
R,z = {0,0,1} ABR =

{
0,0,ep

}
AOR = {0,0,0}

Blade B
AēT

B,y = {0,1,0} • AAB = {0,0,0}
AēT

B,z = {0,0,1} • ABB = {0.93R,0,0}
AOB = {0,0,0}
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Table 2: Details for Bo 105 rotor system multibody model construction.

Symbol Value Description

general Nb 4 number of blades
σ 0.0
R 4.912 m
γ 3o shaft tilt angle

rotor head β0 2.5o precone
∆θ1 0o Blade 1
∆θ2 90o Blade 2
∆θ3 180o Blade 3
∆θ4 270o Blade 4
xph 0.2 m radial location of pitchhorn
yph 0.196 m pitchhorn distance to feathering axis
zph 0 pitchhorn vertical offset
ep 0.221 m pitch bearing radial position

pitchlink Θ 15o

Φ 0o

rpl 0.2 m
lpl 0.30 m

shaft lsh 0.3 m
scissor zsc 0.1 m

lsc,r 0.35 m
lsc,v 0.15 m
rsc,o 0.3 m outer pickup radius
rsc,i 0.03 m inner pickup radius

swashplate zsc 0.35 m
φpl 45o

servos zt 0.07 m

Higher-order algebraic (HOA) Gaussian

ζ (ρ) = 15
8π

1

(ρ2+1)
7/2 ζ (|x|) = 1

(2π)3/2 e−|x|2/2

ζσ (|x|) = 15
8π

σ4

(|x|2+σ2)
7/2 ζσ (|x|) = 1

(2π)3/2σ3 e−|x|2/2σ2

ησ (|x|) == 105
8π

σ6

(|x|2+σ2)
9/2 ησ (|x|) = 1

(2π)3/2σ3 e−|x|2/2σ2

qσ (|x|) = |x|3
4π

(
|x|2+ 5σ2

2

)
(|x|2+σ2)

5/2 qσ (|x|) = 1
4π

erf
(

|x|√
2σ

)
− |x|

(2π)3/2σ
e−|x|2/2σ2

Table 3: Different kernel expressions based on the higher-order algebraic and the Gaussian smooth cutoff
functions.

Parameter Isolated vortex ring Fusion vortex rings Fusion-fission vortex rings
Vortex ring radius, R0 1.0 1.0 1.0
Circulation, Γv 1.0 1.0 1.0
Core radius, rc 0.10 0.10 0.10
Discretization core radius, r0 0.35 0.35 0.35
Time step, ∆t 0.025 0.025 0.025
Reynolds number, Re 400 400 200
Kinematic viscosity, ν 2.50×10−3 2.50×10−3 5×10−3

Table 4: Vortex ring parameters
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Figure 2: Illustration of the initialisation of position and strength of particles for modelling trailed and shed
vorticity.
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Figure 6: Comparison of Bo 105 rotor trim forces and moments between measurements (Ref. 28) and simu-
lation results. - Simulation - Expt.
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Figure 10: Visualisation of the 4by80 vortex ring.

Layers nc ∆φ σ [m] Diagnostic Current Study (Ref. 27) (Ref. 23) (Ref. 29)
4 4.50◦ 0.1 |I| 3.1655 3.2139 3.1654 3.1654

Eσ f 1.0168 1.0476 1.0167 1.0167
Eσ 1.0167 1.0475 1.0166 1.0166
Eσ f 60.4148 62.3842 60.4121 60.4120
Eσ 61.4135 61.3464 61.4109 61.4108
Vc 0.2601 0.2660 0.2496 0.2495

dEσ/dt -0.1223 -0.1276 -0.1496 -0.1235
5 3.60◦ 0.084 |I| 3.1785 3.2154 3.1785 3.1731

Eσ f 1.0137 1.0365 1.0136 1.0103
Eσ 1.0137 1.0364 1.0136 1.0103
Eσ f 57.6523 58.9907 57.6503 57.5490
Eσ 58.3194 58.3052 58.3174 58.3068
Vc 0.2627 0.2660 0.2510 0.2505

dEσ/dt -0.1225 -0.1268 -0.1526 -0.1234
6 3.08◦ 0.073 |I|| 3.1865 3.2184 3.1864 3.1731

Eσ f 1.0121 1.0314 1.0121 1.0103
Eσ 1.0121 1.0314 1.0121 1.0103
Eσ f 56.0832 57.1632 56.0819 57.5490
Eσ 56.6203 56.6137 56.619 58.3068
Vc 0.2632 0.2662 0.2519 0.2505

dEσ/dt -0.1230 -0.1268 -0.1534 -0.1234

Table 5: Comparison of diagnostics of the vortex ring, based on Table 4, across different studies available
in literature.
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Figure 11: Comparison of predicted centroid convection velocity for different vortex ring discretizations
using the current implementation and results available in Ref. 27.
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Figure 12: Comparison of predicted linear flowfield diagnostics and convection velocity of 6by117 vortex
ring between the current implementation and those available in Refs. 29 and 27.
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(c) Normalised Kinetic Energy
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(d) Normalised Kinetic Energy (div-free)
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Figure 13: Comparison of predicted quadratic flowfield diagnostics and convection velocity of 6by117 vor-
tex ring between the current implementation and those available in Refs. 29 and 27.
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(a) Vortex rings at the beginning of simulation (b) Vortex rings after fusion

Figure 14: Visualisation of the evolution of fusion between two 3by49 vortex rings.
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(b) Normalised Enstrophy (div-free)
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Figure 15: Comparison of predicted flowfield diagnostics during the fusion of two 3by49 vortex rings using
the current implementation and that available in Ref. 27.
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(a) Vortex rings at the beginning of simulation (b) Vortex rings after fusion has occured

(c) Vortex rings before fission occurs

Figure 16: Visualisation of the evolution of fusion-fission between two 2by52 vortex rings.
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Figure 17: Comparison of predicted flowfield diagnostics during the fusion-fission of two 2by52 vortex
rings using the current implementation and those available in (Ref. 27).

(a) Wing geometry (b) Wing wake

Figure 18: Schematic of the elliptic wing geometry and the wake generated using Dymore+VVPM frame-
work.
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Figure 19: Comparison between the theoretical and the predicted induced velocity due to trailing vortices
from an elliptical wing.

(a) Wing geometry (b) Wing wake

Figure 20: Schematic of the rectangular wing geometry and the wake generated using Dymore+VVPM
framework.
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(a) Rectangular wing morphing at 10Hz
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(b) Rectangular wing pitching at 5Hz

Figure 21: Comparison of unsteady wake induced velocity at the mid-wing section using standalone Dy-
more model, with 2D unsteady aerodynamic models, and Dymore+VVPM framework.
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