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Abstract

M icroprobing, as an invasive physical attack technique, poses a formidable

threat to the integrity and confidentiality of on-chip signals, encompassing

vital components such as data buses and communication lines. This intrusive method

enables unauthorized access to highly sensitive information, ranging from firmware

and on-chip memory contents to cryptographic keys and other critical data trans-

mitted through physical metal lines and cells. To safeguard against the perils of

microprobing, the deployment of robust countermeasures becomes imperative.

This research is dedicated to the development of novel probing detector circuitry,

engineered to effectively detect and respond to microprobing attacks while minimiz-

ing design overhead. The proposed detector circuitry exhibits remarkable improve-

ments in sensitivity, detection capabilities, yield, and reliability compared to exist-

ing approaches. Notably, the concept offers comprehensive protection for both equal

and non-equal length bus lines, surpassing the limitations of conventional techniques.

The design and analysis of the detector circuitry are specifically tailored for an ad-

vanced sub-40 nm industrial process node, ensuring compatibility and effectiveness

in cutting-edge technologies.

The efficacy of the proposed concept is thoroughly evaluated, encompassing vari-

ations in process, voltage, and temperature, as well as statistical process distribution.

Furthermore, the design incorporates robust measures to withstand the challenges

posed by coupling and jitter noises, thereby fortifying the circuitry against potential

disruptions. Special attention is given to mitigating the vulnerabilities associated

with locking attacks on ring oscillators, further enhancing the security measures

implemented.
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Abstract

It is paramount to address the issue of aging effects, particularly when dealing with

the utilization of very low capacitance probing heads, such as those encountered in

Focused Ion Beam applications or 20 fF microprobes. Aging mechanisms introduce

significant risks to on-chip CMOS circuitry, manifesting during the High Temperature

Operating Life (HTOL) test phase and throughout the lifetime of the circuitry. These

mechanisms induce variations in propagation delay, necessitating the development

of an aging built-in self-test with minimal overhead. The objective is to effectively

detect and, ideally, predict the aging status of the circuitry, thereby facilitating the

identification of potential points of wear and tear.

In this context, novel methods are proposed to alleviate the overhead associated

with aging built-in self-tests. The foundation of these methods lies in exploiting

the frequency dependence exhibited by aging curves. To facilitate the storage and

retrieval of frequency dependence curve data and time-to-digital converter calibration

data, a lookup table is employed, conveniently stored in an on-chip memory. As an

alternative to encryption, a computationally less intensive approach is proposed:

the utilization of a physical unclonable function to protect the aforementioned data.

However, it is essential to acknowledge that aging can introduce alterations to the

sign bits of the physical unclonable function, necessitating a comprehensive analysis

of measures to enhance its reliability against the deleterious effects of aging.

By diligently pursuing these research directions, we aim to establish advanced

security measures capable of mitigating the risks posed by microprobing attacks,

while concurrently addressing the challenges associated with aging effects. Through

the amalgamation of cutting-edge technologies and innovative methodologies, we

strive to secure the confidentiality, integrity, and longevity of on-chip systems in the

face of evolving threats.
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Chapter 1

Introduction

1.1 Motivation

M icroprobes play a crucial role as measurement heads employed for extract-

ing signals from CMOS circuitry. While they serve constructive purposes

such as facilitating debugging, they also possess the potential for destructive applic-

ations, including cloning or reverse engineering of Application Specific Integrated

Circuits (ASICs). Consequently, the detection of microprobing attacks holds sig-

nificant importance in advancing the physical security of ASICs. This research is

centered around the development of a novel microprobing detection mechanism that

aims to enhance the protection of ASICs against unauthorized access and malicious

activities.

With the continuous advancement of deep-sub-micron processes in recent years,

the issue of aging has emerged as an additional variation mechanism that impacts

the performance and reliability of integrated circuits. Aging phenomena introduce

uncertainties and complexities in accurately modeling and predicting their effects.

Consequently, there is a pressing need to devise innovative in-situ or prediction cir-

cuitry that can effectively forecast, detect, and mitigate the adverse impact of aging

with minimal computational overhead. By addressing the challenges associated with

aging, the reliability and lifespan of ASICs can be significantly improved.

In addition to the detection of microprobing attacks and aging mitigation, the

concept of aging monitoring holds promise in safeguarding on-chip circuitry, includ-

1



Chapter 1 Introduction

ing the probing detector and its associated data bus. The monitoring of aging ef-

fects can enable the identification of potential vulnerabilities and degradation points,

thereby allowing for proactive maintenance and repair. To protect the critical data

required for aging monitors, alternative approaches such as the utilization of physical

unclonable functions (PUFs) can be explored. PUFs offer a computationally less in-

tensive method for safeguarding memory contents compared to traditional encryption

techniques. However, it is important to note that PUFs themselves are susceptible

to aging, necessitating the development of strategies to enhance their reliability and

resilience against aging effects.

This study aims to comprehensively investigate and propose strategies for efficient

aging modeling, prediction, and detection in the context of microprobing attacks.

Furthermore, the integration of PUFs will be explored as a means to enhance the se-

curity and integrity of critical data associated with aging monitoring. By addressing

these challenges, the overall reliability, robustness, and physical security of ASICs

can be significantly strengthened, providing a solid foundation for their widespread

adoption in various applications.

1.2 Overview and Structure

This thesis aims to address several key aspects related to the physical security and

aging effects in CMOS circuitry. The structure of the thesis is organized as follows:

Aging in CMOS Circuitry

In chapter 2, the primary mechanism underlying aging in CMOS circuitry is com-

prehensively discussed. The inherent limitations of existing aging sensors are then

examined, highlighting the need for more robust and cost-effective sensor circuitry.

Additionally, a novel concept for protecting on-chip circuitry, including the probing

detector, is proposed.
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1.2 Overview and Structure

Improving Resilience of Physical Unclonable Functions

In chapter 3, a method to enhance the resilience of a ring oscillator physical unclon-

able function against the adverse effects of aging is presented and rigorously analyzed.

This physical unclonable function holds the potential to protect the memory of the

aging sensor, thereby bolstering the overall security and reliability of the system.

Enhancing Security Measures Against Microprobing Attacks

Chapter 4 focuses on the core aspect of the research, namely the proposal and ana-

lysis of a novel probing detection concept specifically tailored for regular bus lines.

The efficacy and performance of the proposed concept are thoroughly examined,

considering various parameters and scenarios.

Probing Detection for Irregular Bus Lines and Calibration Mechanism

Building upon the foundation laid in chapter 4, chapter 5 delves into the probing

detection concept for irregular bus lines. Furthermore, a calibration mechanism is in-

troduced to enhance the Figures of Merit for the probing detection concept. Various

second-order effects, such as jitter, are also discussed, and the influence of measure-

ment time on the overall detection performance is explored. Comparative analyses

with state-of-the-art probing detectors are conducted, culminating in a conclusive

assessment. Additionally in this chapter a claim asserting the best predictability

for equal length bus lines and the worst-case detection scenario involving a probe

attached to the line with higher capacitance is substantiated. This provides further

insight into the underlying principles and factors influencing the probing detection

concept.

Summary and Conclusions

In chapter 6, a comprehensive summary of the work presented in this thesis is

provided. The key findings, contributions, and implications of the research are sum-
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marized, offering a concise overview of the advancements made in the field of probing

detection and aging mitigation in CMOS circuitry.

Copyright Notes

In Chapter 6 and in accordance with the guidelines set forth by the Institute of Elec-

trical and Electronics Engineers (IEEE), this appendix serves to notify the inclusion

of a copyright declaration within this thesis. The purpose of this declaration is to

ensure proper acknowledgment and protection of intellectual property rights.

By adhering to the prescribed copyright declaration guidelines, this thesis upholds

the principles of integrity, attribution, and respect for the contributions made by

other researchers and authors in the respective fields of study.

This declaration stands as a testament to the commitment of the author and the

academic institution to uphold ethical standards and promote responsible scholarly

practices.

The specific details of the copyright declaration, including the relevant statements

and notices, are documented in this appendix for transparency and compliance with

the requirements of the IEEE.

By systematically addressing these various aspects, this research endeavors to

contribute to the advancement of physical security and aging resilience in CMOS

circuitry, fostering a more robust and reliable foundation for modern integrated

circuit design and deployment.
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Chapter 2

Aging in CMOS Circuitry

2.1 Introduction

Problem Statement

Chip production in deep-sub-micron technologies is facing different types of vari-

ations. Aging as one of the root causes for this variation, has been recently getting

more attention and is regarded not only as a lifetime accumulative variation mechan-

ism, but also as a dynamically short-term one [1]. Aging causes the deep-sub-micron

technologies to change the propagation delay of digital and analog paths implemen-

ted by that process. The effect is dependent on the stress time, and stress frequency.

The growing significance of aging in application-specific integrated circuits (AS-

ICs) underscores the need for the development of effective strategies to detect and

differentiate aging effects from other forms of variation, while minimizing the impact

on the die size. By effectively addressing the challenges associated with aging de-

tection and differentiation while optimizing die size utilization, ASIC designers can

enhance the longevity, reliability, and performance of their integrated circuits. This

proactive approach enables the mitigation of aging-related issues and ensures the

sustained functionality of ASICs throughout their operational lifetimes.

Aging occurs due to deep-sub-micron fabrication technology aging effects such as

Negative Bias Temperature Instability (NBTI), Positive Bias Temperature Instabil-
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ity (PBTI), Hot Carrier Injection (HCI), and Time-Dependent Dielectric Breakdown

(TDDB) [42] [49] [43] [12] [32] [16] [13] . Negative-biased temperature instability

(NBTI) [48], [42], [25], [14], [21], [56], [17], [6], [57], [10], is one of the key aging

reliability issues in CMOS technologies. It affects the PMOS performance by in-

creasing its threshold voltage VT over time, and consequently decreasing the drain

current. The mechanism occurs due to localized traps in the gate insulator capturing

charges from the channel [29]. On the circuit level, the aging issue degrades timing

performance. As a result, critical paths may exceed the clock period causing timing

failures.

It is worth it to carefully monitor and further handle aging due to its long [46]

and short-term [1] effects on both digital and analog circuitry. One direct way

to counter the deterioration of aging is to set more pessimistic timing margins in

design time. This - the so-called pessimistic design - reduces the performance due

to reduced clock frequency. As an alternative - or parallel to the margins - aging

monitoring concepts are applied in the field [11].

The traditional Vernier time-to-digital converter-based BISTs present challenges

in terms of calibration overhead, post-processing complexity, and aging stress on

critical components. However, through a reduction in overhead based on the fre-

quency dependence of the NBTI aging mechanism, significant improvements can be

achieved in terms of area and power consumption. By embracing this approach,

the semiconductor industry can enhance the reliability and performance of ASICs,

ensuring their continued success in the face of aging-related challenges.

2.2 State of the Art

Replica Monitors

A replica monitor [15] is used as a method to figure out an average aging estimation

of paths - on the same die that the replica is placed on - without having to directly
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measure those paths. These replica paths - specifically replica ring oscillators inser-

ted on the same die - are used to monitor the aging effects which are based only on

the on-time of the chip. This has the drawback that the result is dependent on the

oscillating frequency of that oscillator, which could be under a pretty different stress

trajectory compared to the single critical paths distributed all over the different

circuits, and all over the die.

The aging level of the replica oscillators is suffering from an error compared to

the main critical paths. This is firstly due to the non-matching bit patterns, in com-

parison to what the main paths get. Critical paths are stressed with different input

bit patterns based on the in-field application. In contrast, a replica ring oscillator

oscillates with a constant toggling rate determined out of its logic depth. Secondly

- as another difference - a replica oscillator is made from a fixed number of gates.

In contrast, each of the critical paths includes non-identical gate numbers and gate

types.

Due to the mentioned differences, the helper data out of the replicas -emulating

aging effects-, incorporate an error. This error is non-constant and varies from

application to application, or from case to case.

A replica monitor is shown in Figure 2.1 [15]. A control unit takes care of

measurement starts and stops, as well as the path selection process. A counter

measures the frequency out of the ring oscillator, corresponding to the delay of

the selected path. A post-processing unit reads the results out of the counter and

translates them to correspondingly delayed information. It could be observed that

the path inside the ring is selected to be out of either NANDs, NORs, adders, path

gates, or a wire. Wires are used to analyze the effect on a metal line together with a

single inverter ring oscillator. As a wire does not include an oxide layer, it is hence

not endangered by NBTI. The inverter however in the feedback path is endangered.

Other paths include more active elements to be measured. One reason for having

these select paths is to measure the aging effect on the different types of logic, hence
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to gain more data regarding different types. The real application could be still very

different from what is pre-designed, not only from a netlist perspective but also from

an applied stress pattern perspective.

Figure 2.1: A simplified structure of a replica ring structure

In-situ monitors

In-situ monitors [7] [26] [59] [35] [55] [54] [60] measure the timing within the circuit.

They are usually installed in the operation circuit, directly detecting timing errors.

The simplified structure of in-situ monitors - installed on several system critical

paths - is shown in Figure 2.2. The core of such a system is a start-stop time
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to digital converter (TDC). The time to digital converter is used to measure the

propagation delay inside the critical path.

Figure 2.2: System-level implementation of aging in-situ monitors which share a
central time to digital converter between several system paths to save space [14].

A time to digital converter measurement path is shown in Figure 2.3. There

is a race condition between the start and stop rails, which is used to measure the

propagation time. Please note that the t1 and t2 are different sizes. The difference

in sizing is the basis for generating the timing steps.
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D Q D Q

start

stop t1

t2

t1

t2

TIME CODE OUT

FF1 FF2

Figure 2.3: Structure of a vernier delay line TDC. The dual rails are subject to
different aging trajectories.

2.3 Limitations with SoA and Observation "Least

Toggling Bit Suffices"

Overhead, Routing Congestion, and MUX Size Problem

In-situ sensors measure the delay of a path, which uses a time to digital converter as

a measurement core to monitor the delay of the aged Device Under Test (DUT). A

time to digital converter requires calibration and post-processing blocks to protect

it against the process, voltage, temperature, and noise variation.

A time to digital converter together with its calibration and post-processing

circuitry is an area-consuming element. Hence it is expensive to build several units

of it on a single SoC. Hence as a saving approach, one would like to use as little time
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to digital converter as possible in an Application Specific Integrated Circuit (ASIC).

Multiplexing the time to digital converters to a large number of different system

paths all over the die, is an erroneous solution as big active multiplexers are required

between the system paths and the measurement time to digital converter block.

This results in a noticeable measurement error due to the huge MUX propagation

activity delay. The bigger the MUX size gets, the higher the readout error, and

hence the less reliable the measurement results become. The MUX size scales on the

SoC top level by increasing the number of DUTs which are connected to the central

time to the digital converter through the MUX.

Moreover, connecting the time to digital converter to several system paths through

multiplexers requires a long test run time due to the lack of parallel operations within

a multiplexed approach, which decreases the system performance. Meanwhile, con-

necting the time to digital converters to a large number of system paths requires

additional metal routing to those paths, which increases the routing congestion in

the physical design phase and must be prevented as much as possible.

The time to digital converter is itself an on-chip measurement device, whose

measurement result is based on the delay of active on-chip cells, such as inverters

and buffers. The same way that aging can affect an on-chip active component, so

can it affect the on-chip measurement device as well. The time to digital converter

includes dual rail on-chip delay lines, made out of inverter gates as the references.

This is depicted in Figure 2.3. Each inverter gate is made out of one active PFET,

and one active NFET. Hence the on-chip measurement devices are prone to an error

in their measurement results which are age/stress-dependent.

The measurement results from the on-chip aging sensors, as well as any other time

to digital converter-based sensors, are used to control and compensate the main vari-
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ation mechanism. Such compensation could be performed by controlling a voltage,

temperature, or frequency actuator. The problem occurs when the measurement

result from the on-chip sensor is error-prone. Hence a wrong actuation process could

take place. In case there is no actuation in place, the sensor results could be used to

trigger a failure alarm.

The error-prone elements in a measurement time to digital converter are depicted

in Figure 2.3. In a sub-gate delay time to digital converter, dual rail buffers sizes

are not equal to each other, therefore each rail will have its own aging trajectory

due to different oxide sizes. A time to digital converter sensor -which is the aging

measurement core used at the system level approach- is itself not safe against aging

due to the usage of active elements. In the case that the dual rails are from different

size buffers, the dual rails are aged differently. This would negatively affect the reli-

ability requirements of future SoCs. Reference [58] has analyzed and substantiated

the claim that measurement errors in time to digital converter results occur due to

aging. An aged time to digital converter is not a reliable measurement sensor for

aging measurements, because it provides aging measurement results which reflect

less aging than in reality. Hence an approach is required to reduce the stress on the

time to digital converter, by reducing the number of required tests.

Aging sensors [14] are area/power consuming, when applied to many logical paths.

Due to increased number of aging tests, these sensors are themselves prone to pop

up false alarms due to aging inside themselves [58].

A 64-input-MUX time to digital converter based test chip with only one time to

digital converter at [14] used 0.24 mm2 of implementation area in a 45nm process.

Hence it could be concluded that the real SoC top level case with thousands of

Devices Under Test (DUT) distributed over much longer metal line distances -

compared to that of [14] - and requiring reliability-certified Process, Voltage and

Temperature calibrated time to digital converter- such as the ones in [9][18] - would

require a huge amount of area/power for physical implementation. Up to 11% drift
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in a sensor result due to aging has been reported by [58], and hence needs to be

addressed as a limitation.

Moreover, the state of the art is currently not providing prediction mechanisms

and is based on a 100% detection approach by placing the sensor on the whole sus-

pected data path. Imagine a sample case; for monitoring 100 Intellectual Properties

(IPs), receiving data from a 32 bit bus -using a single shared central calibrated time

to digital converter-, a huge MUX with 3200 inputs would be required. A delay of

this big MUX is also measured by the central time to digital converter in addition

to the main path delay, and is hence a big source for readout errors causing false

alarms. The issue gets even bigger in the case that the MUX is non-symmetrical

and is itself aging due to the high duty cycle.

An increase of the time to digital converter numbers to reduce the MUX size is not

a suitable solution due to the overhead of the time to digital converter calibration

and post processing area/power. An overhead limitation of the state of art, delay

monitoring sensors in that they need a post-processing circuit. This post processing

circuitry is explained in detail by [58][18]. The size of the post-processor has a

direct correlation to the number of data paths which are under monitoring, as well

as the time to digital converter code length, and PVT/noise calibrator order of

sophistication. As the state of art at [14] is placing the sensors on every suspected

stressed path, on a system level view, the post processing effort would be extremely

high and the area overhead does not make economic sense. One might even decide

to retain the older process rather than migrate, to avoid aging monitoring over-

head in the case that the monitoring costs surpass the benefits of a migration process.
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Chapter 2 Aging in CMOS Circuitry

Observation: "Least Toggling Bit Suffices"

I substantiate a claim based on the results out of [56], [57] and also a highly cited

work on NBTI in [10]. Results of these works, substantiate the claim of strong

frequency dependency of NBTI aging.

Based on [56] frequency dependency of the NBTI-induced VT shift for > 100Hz

has the following dependency with VT at f0 :

VT (f) = VT (f0) · ( f
f0

)−0.03323 (2.1)

Where f0 is an initial frequency with e.g. VT (f0) threshold voltage, to be com-

pared with f as any other frequencies in the range >100 Hz with threshold voltage

of VT .

The least toggling bit has the smallest frequency. Hence it suffers the most from

VT and delay shift, and is hence the most sensitive to NBTI aging.

2.4 Important special case MSB

Automotive Wheel Rotation Counter using a Micro-controller

This section provides a specific case example, to make the engineering concept more

intuitive: Imagine that a micro controller working at a speed of 500 MHz contains a

counter interrupt for counting the car wheel rotations as a feedback method coming

from the car break system; the counter transfers the counted data onto a data bus to

be delivered to the CPU. In this example the path under stress is from the counter

input trigger pin to the capture register pin at the end of the data bus. A 32 bit

counter most significant bit would toggle at

A = 2−31 · 5 · 10+8 = 0.23Hz (2.2)
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Based on [10], the NBTI effect for 110 °C is increasing by limiting to the zero

frequency at <100 Hz range, but it remains almost constant at >100 Hz range, in

comparison vs. the <100 Hz range. It could be concluded that this is the reason

why less NBTI effect is reported in KHz, MHz or GHz ranges by other works such

as [6]. Basically these ranges are where the least significant bits are mainly toggling.

As the period is shorter in higher frequencies, the faster arriving recovery help,

provided by the second half of each period of the higher frequency stress, can faster

naturalize the VT -increase caused by its first half period. In the 500 MHz 32 bit case,

10 most significant bits are located at <100 Hz range, carrying +95% of information

entropy, and are hence harder affected by NBTI. A further increase in temperature

would further increase the aging-oriented VT -shift, because the temperature is inside

the exponential term of NBTI function [50][28][20][21][27]. Adding a combination of

other aging mechanisms on top of NBTI could further increase the PMOS threshold

voltage.

A Communication IP for Multimedia Transfer

The application range covers the counters but is not limited to: Counters, analog

to digital converters, digital to analog converters, digital communication modulator

and demodulators based on FSK, ASK, PSK, OOK, QAM and GMSK schemes.

The most significant bits are the bits with the smallest frequencies; e.g. of all of

the mentioned modulation schemes, the analog waveform of the modulated digital

signal is statistically with a higher probability continuous rather than discontinuous.

Hence, with the digital representative of the modulated signal (at ADC output or

DAC input), the least significant bits are statistically toggling with a higher rate

compared to most significant bits. This can affect the SoC communication interface

e.g. for the car radar or the IoT cloud communication.
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Additionally, as the most significant bit contains 50% of modulation information

entropy, it is the most sensitive bit to be protected against possible failures. For

an ADC connected to a camera, statistically the gray scale variation has a higher

probability compared to edge variation in the image [44], hence the least significant

bits are toggling more than the most significant bits. A failure in the camera analog

interface, could later affect the visual computing for an autonomously driven camera.

The same happens to audio, temperature, and other analog inputs.

2.5 Concept

Please note that this approach is proposed for specific application cases where:

• The most-significant-bit of the bus, or a chosen replica most-significant-bit

although not the main most-significant-bit, is toggling with the least frequency

compared to the other bits.

In our approach, a redundant - and toggling with least rate most-significant-bit

would be used to detect failure in the bus bits based on the NBTI frequency-

dependency models. Any non-toggling most-significant-bit would be filtered out,

to not affect the accuracy of the approach.

Generalization to "Least Toggling Bit"

We choose a data bus, with a toggling most-significant-bit - with the least frequency

inside the bus bits - , as the base predictor for NBTI time to failure due to the

following reasons:

1. The smallest toggling frequency, is the weakest point regarding NBTI and is

hence used as a basis for prediction and detection. In several applications which

are sending the data to the data bus, the most-significant-toggling-bit includes

the smallest frequency.

2. It is stressed more regularly than other parts of the system on the top level SoC

hierarchy, as the main communication infrastructure between the SoC top level
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IPs. Top level data busses consist of several levels of buffer stages to improve

the timing. The buffer delay value varies through the NBTI.

3. A top level data bus is one of the longest paths among all the data paths

existing on the SoC, as it has to go through the whole chip top level. The data

path involves an acceptable logic depth, because it is obligated to buffer the

data for the whole SoC top level through several buffer stages. The propagation

delay of the data path in bus, averages the delay variation over a larger area

on die. The on-chip replica ring oscillator[28][20] - as an alternative aging

measurement mechanism - is located only on one specific local corner on the

SoC and hence can only measure that single corner. For measuring all the

corners with replica ring oscillators, several of them are required to be placed

all over the top level and averaged among using counter blocks, which is area

and power consuming.

Identification of Highly Likely Toggling MSB

The choice of which most significant bit to use, is pretty much application dependent

and can be decided on a specific case-by-case basis. In the wheel rotation counter

case for a car, it could e.g. be figured out by averaging which most significant bit is

toggling with the highest probability in a car driving at a normal speed. The same

could happen e.g. in a frequency shift keying modulation scheme. The probability of

the toggling rate is to be calculated out of emulator devices pre-tapeout, to generate

a signal transition toggling pattern. "An emulator logs the switching activity in a

switching activity interchange format (SAIF) file, also possible in a signal database

file like FSDB or VCD [2]." The SAIF file in an application specific integrated

circuits design flow, could therefore be the basis in finding out the most significant

toggling bit.

In order to have a double check in field, one might want to add a checker IP to the

bus. The task of such a checker IP is to check average toggling of the chosen MSBs,
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and to ensure that it is within the range predicted pre-tape out of the FSDB pattern.

Aging Alarm

An inverter stage as one of the bus line drivers, with delay di and load CAPi is shown

in Figure 2.4.

CAPi

di

Figure 2.4: An inverter stage

The bus line delay is:

d =
M∑
i=1

di (2.3)

with M the number of inverters in the line and di the delay per stage. The estimate

for di based on the alpha-power model for transistors is [43] [12]:

di = k · CAPi · VDD
(VDD − VT )α

(2.4)

In this, VDD is the supply voltage of the bus rails, CAPi the output capacitive load
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of an inverter gate, VT the threshold voltage, α the velocity saturation coefficient of

the carriers, and k the trans-resistance [8].

A factor ϕ is defined by Equation (2.5), which is determined by the technology.

ϕ = k · VDD
(VDD − VT )α

(2.5)

Hence delay di is proportional to CAPi, and is simplified as:

di = ϕ · CAPi (2.6)

The line delay d gets increased due to process, voltage, temperature corners. Hence

dvaried is calculated in sign-off phase together with the margins for process, temper-

ature and voltage corners.

dvaried = doriginal + ∆dprocess + ∆dtemperature + ∆dV oltage (2.7)

The least toggling bit has an additive reliability margin - added in sign-off phase-

named as remaining slack: RSsign−off .

RSsign−off = Tclk −max(dvaried) (2.8)

Where Tclk is period of the system clock, and max(dvaried) is the maximum delay,

among all of the logic paths. Post sign-off phase the RSsign−off is optimized by the

physical design, to be equal or bigger than zero.

The value of RSsign−off depends on physical design tightening conditions such as

layout parasitic, applied clock frequency, corners, etc. RSsign−off is set at sign-off

phase by static timing analyses, to cover the path reliability for the worst case design

corner.

Hence post sign-off RSsign−off is not allowed to be violated on any of the design
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corners in the field. Hence an in-field calibration of the RSsign−off is not further

required as it covers worst case regarding different scenarios.

In field, a timing sensor measures the actual slack of the least toggling bit, by

comparing the delay of the logic path with that of the clock period.

RSfield = Tclk − dfield (2.9)

where RSfield is the remaining slack in field, Tclk is clock period, and dfield is

actual delay of path after aging in the field.

Due to NBTI aging, threshold voltage VT is varied based on the cumulative effect

of stress frequency applied to the MOSFET over its lifetime. V aged
T is the threshold

voltage after aging, V 0
T is the threshold voltage before aging, and f is defined as

toggling frequency of the signal.

V aged
T = V 0

T + ∆VT (f) (2.10)

hence dfield is also varied based on:

dfield =
M∑
i=1

di =
M∑
i=1

k · CAPi · VDD
(VDD − VT −∆VT (f))α

(2.11)

hence :

RSfield = Tclk −
M∑
i=1

k · CAPi · VDD
(VDD − VT −∆VT (f))α

(2.12)

An alarm is triggered when the actual slack in the field gets lower than per sign-off-

designed RSsign−off . As RSsign−off has been determined for the worst case corner

at sign-off phase, it is valid for all design corners, and hence is valid without further
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calibration.

ifRSfield < RSsign−off ⇒ alarm = on (2.13)

2.6 Evaluation of Benefits and Limitations

Benefits

The proposed approach of least-toggling-bit-based (or, under valid conditions, most-

significant-bit-based) reduction of aging tests offers several significant benefits:

1. Reduction of TDC Measurement Error: By reducing the stress on the

central TDC sensor, the proposed approach effectively minimizes the aging-

oriented measurement error associated with the TDC.

2. Lower Number of TDC Sensors: The significant reduction in the number

of required tests translates into a considerably lower number of needed TDC

sensors, thereby reducing the overall complexity and resource requirements.

3. Decreased MUX Overhead: The approach leads to a reduction in the size

of the MUX, resulting in decreased overhead and mitigating the measurement

error stemming from MUX size and MUX aging effects.

4. Reduced Area and Routing Congestion: By reducing the metal rout-

ing, the proposed approach effectively decreases the overall area and routing

congestion, resulting in improved layout efficiency and reduced design time.

5. Total Area and Power Reduction: The combined effect of the aforemen-

tioned benefits contributes to a significant reduction in the total area and power

consumption of the system.

In contrast to current state-of-the-art approaches that advocate measuring each

potentially critical path, the proposed approach focuses on utilizing only the least

toggling bit within the data bus. This approach leads to a substantial reduction in
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the number of required measurements, as well as a decrease in the required number

of time-to-digital sensors, MUX size, and metal routing. Since the selected bit is

already present within the SoC’s data bus, it does not introduce additional over-

head. Consequently, this approach eliminates the need for implementing multiple

replica ring oscillator structures throughout the SoC as replica monitors, resulting

in significant area savings compared to the state-of-the-art methods.

Furthermore, this approach offers notable power savings, which is particularly

crucial for portable battery-powered devices and Near Field Communication (NFC)-

based consumers like NFC smart cards. It also addresses power concerns in non-

portable IoT SoCs due to the effort required to minimize IR-Drop. Therefore, the

proposed approach significantly reduces power consumption compared to existing

aging sensors.

The overhead saving achieved by this approach can be estimated using the bus

widthW . Since one bit out ofW bits is measured, the percentage of overhead saving

can be calculated as:

Saving =

(
W − 1

W

)
× 100% (2.14)

For example, with a 128-bit bus, the saving is equal to 127
128 × 100% = 99.2%.

Limitations

Despite its numerous benefits, the proposed approach has certain limitations that

need to be considered:

One limitation is related to identifying the correct least toggling bit among the

most significant bits to use. In cases where the most significant bit does not toggle at

all, it cannot serve as the basis for this approach. In such scenarios, the first toggling

most significant bit with the least frequency is selected as the basis. This limitation

is addressed by considering specific cases where the most significant bit exhibits the

lowest toggling frequency. While a toggling most significant bit is required, it may

not necessarily be the first one in the bus.
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Chapter 3

Analyses and Reduction of Variation of

Ring Oscillator PUF

3.1 Introduction

Reliability and robustness are paramount in the realm of Internet of Things (IoT)-

cloud-based communication, playing a crucial role in the prospective development of

the IoT concept [31]. Ensuring a secure and dependable identification of IoT devices

is a fundamental requirement in this context. To address this need, the Ring Oscil-

lator Physical Unclonable Function (RO-PUF) has emerged as a promising alternat-

ive solution for key storage, offering distinct advantages over traditional encrypted

memories [45]1.

As an alternative to traditional encryption techniques, a computationally less in-

tensive approach is proposed, namely the utilization of a Physical Unclonable Func-

tion (PUF) as a means to protect sensitive data. However, it is crucial to recognize

that aging phenomena, as well as voltage and temperature variation can introduce

significant alterations to the sign bits of the PUF, thereby warranting a comprehens-

ive analysis of measures aimed at bolstering its reliability and resilience against the

deleterious effects of aging.

In light of this consideration, it becomes imperative to develop robust strategies

and mechanisms to mitigate the impact of aging as well as voltage and temperat-

1This chapter partially follows the author’s previous publications [37, 38].
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ure variation on PUFs. By conducting an in-depth examination of the underlying

variation mechanisms and their potential consequences on the stability and perform-

ance of PUFs, we can identify effective countermeasures to enhance their long-term

reliability. This analysis encompasses a range of aspects, including but not limited

to characterization, modeling, and compensation techniques tailored to address the

unique challenges posed by the variation.

The goal of this research is to advance our understanding of the variation effects

on PUFs and devise innovative solutions to ensure their continued operation and

effectiveness in real-world scenarios. By adopting a comprehensive approach and

leveraging insights from various disciplines, we aim to design PUF-based systems

that exhibit heightened resistance to the uncertainties introduced by this variation.

Through these efforts, we can establish PUFs as a viable and dependable altern-

ative for safeguarding sensitive data in a wide array of applications, from secure

communication protocols to authentication mechanisms.

In order to gain a comprehensive understanding of the variation present in Ring

Oscillator Physical Unclonable Functions (ROPUFs), it is crucial to acknowledge that

the embedded ring oscillators themselves are not immune to the influence of various

sources of variation. These sources encompass a wide range of factors, including

temperature fluctuations, power supply instabilities, and the effects of aging in deep

sub-micron regimes [50, 28].

Neglecting to adequately compensate for these factors can have detrimental con-

sequences on the performance and reliability of ROPUFs. One particular manifest-

ation of such failure is the occurrence of frequency drifts in the ROPUF oscillators,

which serves as the primary focus of this chapter. By examining and addressing the

underlying causes of frequency drifts, we aim to enhance the robustness and stability

of ROPUFs in the face of diverse environmental and aging-related variations.

To shed light on the intricacies of this variation and its impact on ROPUFs, a com-

prehensive analysis is undertaken. This analysis delves into the intricate interplay

between the aforementioned sources of variation and their effects on the oscillation

behavior of ROPUFs. By elucidating the underlying mechanisms and identifying the
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key factors contributing to frequency drifts, we can devise effective compensation

techniques and mitigation strategies to ensure the reliable and accurate operation of

ROPUFs in real-world applications.

Through meticulous characterization, modeling, and experimentation, we aim to

unravel the complex relationship between variation sources and the performance of

ROPUF oscillators. By gaining insights into the nature of frequency drifts and de-

veloping suitable compensation mechanisms, we can pave the way for the design and

implementation of robust ROPUF-based systems that exhibit enhanced resistance

to the detrimental effects of environmental and aging-induced variations.

In this chapter, I propose novel approaches to improve the hardware-based ro-

bustness of CMOS circuits against the deleterious effects of aging, and other CMOS

variation effects. Additionally, a comprehensive spectral analysis is presented, spe-

cifically tailored for an implementation utilizing 65nm technology. By exploring these

avenues, we aim to enhance the long-term reliability and resilience of IoT devices,

thereby fortifying the overall security and performance of IoT-cloud-based commu-

nication systems.

3.2 Variation and Aging in Ring Oscillator PUF

ROPUF structure

In fig. 3.1, a ring oscillator Physical Unclonable Function is shown.

25



Chapter 3 Analyses and Reduction of Variation of Ring Oscillator PUF

Figure 3.1: structure of ring oscillator Physical Unclonable Function

Each of the ring oscillator units oscillates at its unique frequency depending on

the process variation of the specific area which the ring oscillator is implemented
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on. The control unit sends a MUX select word to the ROPUF MUXs which results

in the selection of two of the ring oscillator frequencies out of the ring oscillator-set.

Oscillations are counted by the counters and will be compared by the comparator

to produce a random bit of 0 or 1. This process is named as one challenge. A

binary random code word could be produced by applying continuous challenges to

a conventional ROPUF described in [45].

On Necessity for Challenges with Forbidden RO Reuse

A challenge/response pair means that the two oscillators in a pair are compared

using the two counters and a sign comparator. Based on which one has a bigger

frequency, a response bit of either 0 or 1 is produced at the comparator output. This

could be e.g. bit 1 if the counter 1 has a bigger value than counter 2. By sending

several consecutive challenges, a stream of bits could be produced. For obtaining

an unpredictable bit stream, each of the bits in the stream must remain completely

unpredictable by a third party e.g. an attacker. According to [36], [53], it is

forbidden to reuse one RO within more than one challenge. Imagine A, B,C and D

are four oscillators. This means that a specifically paired set of oscillators A and B

are always to be compared to each other. Accordingly, reusing the already paired

oscillators to make new pairs - and hence building new challenges - is not allowed.

This means that once A is paired with B, a new pairing of e.g. A to C or B to D is

not further allowed. If this is not taken into account, an attacker could reconstruct

the challenge involving A and B, without running the challenge. An attacker could

run the challenge involving A and C once, and run the challenge involving B and

D once. Comparing the results from the later two, the outcome of the challenge

involving A and B is revealed. Imagine that three challenges would be used to make

a single or multiple bit streams. Having the response bit of challenges A/C and B/D,

the response of A/C would already be known without even submitting the challenge.

Hence the response bit out of the A/C challenge is no longer unpredictable.
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Aging

[30] substantiated the claim that aging increased bit flips in ROPUF, and proposed

aging-robust ROPUF by reducing degradation speed of case-specific CMOS aging

mechanisms in the ring oscillator MOSFETs, however does not consider fundamental

bandwidth tuning of ROPUF. [33], [41] analyzed accelerated aging effect on Field

Programmable Gate Array (FPGA)-ROPUF, however do not analyze and improve

CMOS-ASIC based bandwidth design of ROPUF.

Aging and other types of variations in deep sub-micron CMOS technologies causes

the ring oscillator to include sidebands around the center frequency [24], [33]. This

problem is depicted in fig. 3.2, fig. 3.3. Variations out of temperature and supply

could drift the inverter delay to increase or decrease compared to its nominal value.

Hence they drift the oscillator frequency, either to a higher or to a lower value

compared to its nominal center frequency. Aging increases the threshold voltage

of the MOSFEETs. Hence aging results in an ever increased delay observed over a

lifetime in the inverter gates. Hence aging results in reducing the center frequency

of oscillators over their lifetime stress.

Any possible sideband interference could cause a bit flip at the comparator output

[30],[33]. This causes an inconstant unreliable sign bit. Therefore, an optimized

ring oscillator Physical Unclonable Function spectrum is needed. This - so called

"tuned" ROPUF - is subject of discussion in upcoming sections.
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Figure 3.2: Aging oriented Bandwidth Interference

Figure 3.3: PVT-Aging oriented Bandwidth Interference

3.3 Tuning of Ring Oscillators: A Theoretical Model

Suppose an inverter stage in a ring structure, with the delay di and the load capa-

citance CAPi.
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The RO frequency is:

f =
1

2
∑M

i=1 di
(3.1)

with M the number of inverters in the line and di the delay per stage. The estimate

for di based on the alpha-power model for transistors is [43] [12]:

di = k · CAPi · VDD
(VDD − VT )α

(3.2)

In this, VDD is the supply voltage of the bus rails, CAPi the output capacitive load

of an inverter gate, VT the threshold voltage, α the velocity saturation coefficient of

the carriers, and k the trans-resistance [8].

Changing the current of the current source, results in changing the VDD, because

VDD is derived by

VDD = RINV · IINV (3.3)

where RINV is electrical resistance of the inverter gate, observed from its VDD supply

pin. IINV is the current flowing through the VDD supply pin.

ϕ = k · RINV · IINV
(RINV · IINV − VT )α

(3.4)

the RO’s frequency f is

f =
1

2ϕ ·
∑M

i=1CAPi
(3.5)

Changing the inverter load CAPi results in adjusting the frequency. Changing

the current source current, also results in changing the ϕ and hence changing the

frequency. Both CAPi and current source could be used as variables based on coef-

ficients to tune the frequency.

A schematic of tuning for one of the inverter stages di is shown in fig. 3.4. An

adjustable current source is used to supply the inverters. A variable capacitance
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network is used as a load for the inverter block. A set of coefficients are applied

to the current source and switched capacitor bank to adjust the inverter delay. As

the claim has been substantiated, adjusting the inverter delay adjusts the oscillator

frequency.

CAPcoefficient is the capacitance network coefficient used as a factor multiplied by

a base capacitor value of 1fF . Base capacitor value is named as CAPbase.

CAPi = CAPcoefficient · CAPbase (3.6)

Icoefficient is the current source coefficient used as a factor multiplied by a base

current value of 200nA. Base current value is named as Ibase. The current factor

multiplication occurs through a current mirror. Hence the Icoefficient is applied as

control values to the gate of the mirrors.

IINV = Icoefficient · Ibase (3.7)

The one stage delay is hence derived by:

di = k ·
CAPcoefficient · CAPbase ·RINV · Icoefficient · Ibase

(RINV · Icoefficient · Ibase − VT )α
(3.8)
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IINV

CAPi

Figure 3.4: Tuning coefficient generation

Figure 3.5 shows implementation of the IINV coefficients. Ibase is mirrored through

a current mirror with mirror factors of order 2n. Through the coefficient bus, control

of the current mirror is possible. Hence a binary formatted mirror current source is

formed to generate the IINV . The Ibase could be implemented e.g. using a band-gap

current reference [3].
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Coefficient bus

W/L W/L 2W/L 4W/L 8W/L

IINV

Ibase

M1 M2 M4M3

Figure 3.5: IINV coefficients

Figure 3.6 shows implementation of the CAPi. Factors of CAPbase are selected

through the coefficient bus to implement CAPi.
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Coefficient bus

CAPi

CAPbase CAPbase CAPbase CAPbase CAPbase

Figure 3.6: CAPi coefficients

It will be further discussed in Section 3.4, how the coefficients are obtained for

the coefficient bus.

On the Overhead

In reality it is enough to tune the oscillators based on a Drain Line Tuning (DLT) tune

code, which is applied to the current source supply of the ring structure. Therefore

to reduce the overhead, it is sufficient to only take the current-source-based tuning

into account. A current source solution for supplying the ring structure, is usually

used in practice - instead of the VDD-based source - for reducing the effect of VDD

corner variation, and is thus not regarded as additional overhead. To reduce the

number of the current sources, we could share two of the current sources between

the ring structure pairs, and apply the pair specific DLT tuning code for each pair.
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This has a benefit that the dynamic power usage of the ring structure is divided by

a factor of "pair population = N/2", where N is the number of oscillators. Dynamic

power usage of a ring structure is a practical issue in ring structure design, as the

ring structure is switching in a very high frequency. Moreover, a parallel run requires

not only a big enough power supply/battery, but also a big enough regulator output

stage with enough stabilization to power all the parallel stages at the same time.

Additionally it requires wide enough metal line routing on the die, to be able to

overcome the IR-Drop and electromigration. Therefore running the oscillators in

parallel is a very costly solution in terms of power and area. Hence running the ring

structure in sequence - instead of in parallel - is in most of the cases "a must" in

practice, specifically taking a battery powered application into account. This has

however the drawback that not all the pairs could run in parallel, and higher run

time would be required as the pairs have to run one after another one in a sequence.

The sequential variation run time is multiplied by a factor of "pair population =

N/2", compared to the parallel variation run time. Supposing that each oscillator

needs 100 nanoseconds for stabilization and measurement, the overall run time would

be equal to 50 microseconds e.g. for 500 pairs. This is a relatively short amount

of time for generating the key and is regarded as an acceptable run time for a wide

variety of applications. Based on the provided argument, two current mirrors are

enough for supplying the ROPUF in a sequential form, with reduced power usage by

the "N/2" factor, and with an acceptable run time.

A Discussion on the Frequency Domain Shifts

It is desired to reduce the overlap between the expectation of frequencies of two os-

cillators in a compared pair. This could be implemented by shifting the expectation

of frequencies of the paired oscillators in a way, that the expectation of the frequen-

cies, i.e. the side-bands, no longer suffer from interference. Hence the occurrence

of an overlap will become less likely. Basically such a shifting should increase the

distance between the expectation of frequencies of oscillators within a compared pair.
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Suppose the frequencies from oscillators 1 and 2 - named as f1 and f2- are

compared. For applying the frequency shifting, depending on the shifting direction,

three different states could occur, given that aging is in place.

Increasing Both Frequencies

Suppose that, the tuning coefficients are given, so that both compared f1 and f2

increase, hence shifting both of the frequencies to the right side by increasing them.

We would like to examine if this could improve reliability against aging, or if it is

not effective. As could be seen in fig. 3.7 the overall shift is a superposition of the

tuning effect - implemented by CAPcoefficient and Icoefficient - and the aging effect.

The aging reduced the frequencies, however overall, both f1 and f2 are shifted to the

right after taking aging into account.

It is observed that this tuning does not increase reliability, in the sense of reducing

the overlapping of the ring oscillator spectrum, because after shifting to the right,

the overlapping distance remains the same.

This tuning - being saved as coefficients on a non-secure, non volatile memory -

does not provide a backdoor to an attacker, because both frequencies are shifted to

the same -right- side. In the case that an attacker clones the coefficients, no info

would be able to be obtained on which frequency is the higher one, hence the PUF

output bit would not be obtained.

As this tuning does not gain or increase in reliability, it will not be further taken

into account.
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Figure 3.7: Tuning by shifting right both frequencies

Decreasing Both Frequencies

In this variant, the tuning coefficients are given, so that both compared f1 and f2

decreases, hence shifting both to the left side. As could be seen in fig. 3.8 the overall

shift is a superposition of the tuning effect and the aging effect. Overall both f1 and

f2 are shifted to the left after taking aging into account.

This tuning does not increase reliability, because after decreasing both frequencies,

the distance between the expectation of frequencies remain in the same range as

beforehand.

This tuning - being saved as coefficients on a non-secure non volatile memory -

does not provide a backdoor to an attacker, because both frequencies are shifted to

the same -left- side. In the case that an attacker were to clone the coefficients, no

info would be able to be obtained on which frequency was the higher one, hence the

PUF output bit would not be obtained.

However as this tuning does not gain or increase in reliability, it will not be further

taken into account.
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Figure 3.8: Tuning by shifting left both frequencies

Tuning Frequencies to Increase the Distance of Frequency Expectations

In this variant, the tuning coefficients are given, so that f1 decreases and f2 increases,

hence shifting f1 to left and f2 to right. As could be seen in fig. 3.9 the overall shift

is a superposition of the tuning effect, and the aging effect. Overall f1 is shifted to

left, and f2 is shifted to right, after taking aging into account.

This tuning increases reliability, because it increases the distance between the

expectation of f1 and f2, hence reducing the probability of interference between

the frequency side-bands, hence reducing the probability of a bit flip out of their

comparison. After the overall shift, the distance between the occurrence of f1 and

f2 increases. This results in reducing the overlapping of the frequency side bands.

This tuning - being saved as coefficients on a non-secure non volatile memory-

could provide a backdoor to an attacker, because the higher frequency is shifted to

the right and the lower one shifted to the left. In the case that an attacker clones

the coefficients, the comparison sign bit could be reconstructed.
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Figure 3.9: Tuning by shifting one frequency to right and one to left

3.4 Obtaining Tuning Coefficients, Simulation and

Comparison of Results

The ring oscillator Physical Unclonable Function is designed in Cadence Virtuoso.

Bit flip occurrences at the PUF output, are minimum for ring oscillator Physical

Unclonable Function made out of whole ring oscillators with three inverter gates

[41]. Hence ring oscillator units with three inverters are used.

Local variations were simulated by the Monte Carlo statistical analyses. 3sigma

parameter range for oxide thickness Tox, threshold voltage VT , and gate length is

taken into account. The standard deviation values come from simulation models,

carried out for a 65nm CMOS technology.

Obtaining the Coefficients, and Performing Tuning Frequencies to

Increase the Distance of Frequency expectations

Each oscillator’s frequency gets varied with different variation mechanisms such as

process, voltage, temperature, aging, and jitter.

fvaried = foriginal + ∆fprocess + ∆ftemperature + ∆fV oltage + ∆fage + ∆fjitter (3.9)

39



Chapter 3 Analyses and Reduction of Variation of Ring Oscillator PUF

∆fprocess defines the required margin due to process variation. ∆ftemperature defines

required margin due to temperature corners. ∆fV oltage defines required margin due

to voltage corners. ∆fage defines required margin due to aging. ∆fjitter defines

required margin due to jitter. In order to not have interference occurring in the

frequencies of oscillator pairs, the side-band of each oscillator needs to be separated

from another one.

With ∆f = ∆fprocess + ∆ftemperature + ∆fV oltage + ∆fage + ∆fjitter (3.10)

iff1 < f2 : f2 > f1 + ∆f (3.11)

elseiff1 > f2 : f2 < f1−∆f (3.12)

where f2 is the frequency of second oscillator in pair, and f1 is the frequency of

first oscillator in pair.

Therefore process, voltage, temperature, aging, and jitter analyses needs to be per-

formed to determine the correct coefficients which prevent an interference to happen

between the side-band of the oscillators in the pair, this adjustment is the meaning

of what is referred to as "tuning". For obtaining the tuning coefficients, two sets

of values need to be determined for the CAPi and IINV named as CAP 1
i , CAP

2
i

and I1INV and I2INV . Based on formulas eq. (3.6) and eq. (3.7) this results in

CAP 1
coefficient, CAP

2
coefficient, I

1
INV , I

2
INV . Indices 1 and 2 refer to oscillators 1 and

2 in the pair.

Tuning has been performed by taking the margins for paired sets of oscillators

into account to meet the margins. It is not possible to solve the interference for

every freely paired combination of oscillators in the population, hence based on the

discussion in Section 3.2, a fully selected pairing approach is taken into account. This

is an essential condition to meet the requirements driven through margins based on

Equation (3.9) and Equation (3.11) and Equation (3.12). Although we are able to
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tune the selected pair perfectly with the needed margins in the Montecarlo sampling

environment, it is not clear where the chosen samples out of Montecarlo end up post

tapeout. Hence a process calibration on tester post tapeout is required to determine

the process parameter and hence remove this uncertainty.

The tester based tuning is performed only on one corner i.e. the nominal VDD and

the nominal temperature corner. We could take the following measures for taking

the VDD, and the temperature corner effect into account.

1. The VDD corner:

The ring structure is supplied through current sources instead of voltage

sources, therefore the biggest part of the supply variation is naturalized through

a fixed current source. In reality a very small variation might still remain after

supplying the ring structure with the fixed current source supply. However

we could take care of the remaining variation, as a pre-defined margin for the

tester, to increase the difference between oscillator 1 and oscillator 2 frequencies

based on this pre-defined margin.

We defined this margin as ∆fvoltage, and implemented it in the tuning. The

exact value of the margin is determined using the Montecarlo samplings.

2. The temperature corner:

The effect of the temperature corners on the inverters inside the ring structure

remain and could not be neglected. This could not be naturalized through a

fixed current source. However we could take care of the temperature variation

as a pre-defined margin for the tester, to increase the difference between os-

cillator 1 and oscillator 2 frequencies, based on this pre-defined margin. We

defined this margin as ∆ftemperature, and implemented it in the tuning. The

exact value of the margin is determined using the Montecarlo samplings.

3. The process corner:

The process corner is determined by the tester through the single nominal
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VDD/temperature corner test, and of course does not vary upon VDD and

temperature corners.

As the process corner is determined and set after the tester tuning, the process

uncertainty is removed therefore the equation is simplified to the following,

excluding the process margin:

f2 = f1 + or −∆f (3.13)

4. The aging: We defined this margin as ∆fage, and implement it in the tun-

ing. The exact value of the margin is determined using the pre-tapeout aging

simulations.

5. The jitter: We defined this margin as ∆fjitter, and implement it in the tun-

ing. The exact value of the margin is determined using the pre-tapeout jitter

simulations.

Montecarlo Sampling

Implementation of tuning adjustments is simulated in the Montecarlo sampling envir-

onment for a ROPUF with 10500 ring oscillator units (named as 10500 unit ROPUF

for writing simplicity). 10500 is recommended by the Monte Carlo sampling envir-

onment as a suitable sample number being able to cover the process variation with

3 sigma range coverage. As no tester and tapeout was involved, the process was

determined based on Montecarlo sampling. In order to analyze and substantiate the

increment of expectation of frequency distance between the oscillators together with

their desired margins, the tuning coefficients were designed with different minimum

and maximum ranges of the distribution. The tuning A is designed to increase the

minimum distance by a factor of 42, and the tuning B is designed to increase the

minimum distance by a factor of 65. The exact value of this factor depends on the

corners, noise conditions, and process. A factor of 42 is designed for less varied corner
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range:

vddmin = 1V, vddmax = 1.3V, tempmin = 0◦C, tempmax = 80◦C (3.14)

aging margin = 3% shift in f0 (3.15)

Where f0 is the nominal oscillator frequency. Factor 65 is designed for a varied corner

range:

vddmin = 0.9V, vddmax = 1.4V, tempmin = −40◦C, tempmax = 125◦C (3.16)

aging margin = 5% shift in f0 (3.17)

Figure 3.10: CDF Plots for the RO frequencies
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Figure 3.11: CDF plots for the RO side bands

Figure 3.10 shows the cumulative distribution function (CDF) for the tuned and

non-tuned versions. The width of distribution has increased by the tuning, from

0.75e+ 10 for the non-tuned ROs to 1.6e+ 10 for tuning A showcasing an increment

by 2.13 times. The width of distribution has also increased from 0.75e + 10 for the

non-tuned ROs to 2.1e + 10 for tuning B showcasing and increment of 2.8 times.

This results in reduced density of the RO frequencies. It could be observed that the

mean frequency of the oscillators, are located at 28.0 e + 9 for the non-tuned ones,

and 8.0e+ 9 for the A-tuned, and 11.2e+ 9 for the B-tuned. These frequencies are

higher than the in-field case due to lack of layout parasitics in the simulations. The

tuning has reduced the frequencies due to the added load.

To get a closer look into the differences of frequency expectations, in Figure 3.11,

distribution of frequency distances between two ROs in pair are plotted. The fre-

quency distances are increased for tuned versions. The implemented margins in the

tuned versions increase the reliability by reducing the overlaps. The tuning had

increased the sideband distances.

There are two sets of tuning coefficients A and B applied in the Figure 3.10 and

Figure 3.11. A difference between the tuning coefficients A and B is that, coefficient
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B is set to result in a wider distribution of the frequency spectrum, resulting in a

larger standard deviation. Also B is set to result in a higher maximum compared

to A. Higher capacitance loads are set by tuning A to reduce the frequencies in a

more dense manner compared to B. Tuning B hence results in a higher minimum

distance between frequency side-bands and therefore better reliability than tuning

A. The maximum and minimum of the distribution could be identified through the

required interference resilience for side bands of the oscillators. This further could

define the required minimum distance between oscillator frequencies.

3.5 Benefits and Limitations

Benefits

The proposed approach offers several notable benefits in enhancing the reliability of

ring oscillator physical unclonable function against various sources of variation. It

effectively addresses the challenges posed by aging, process variations, temperature

fluctuations, voltage instabilities, and jitter. By considering and mitigating these

factors, the reliability of ROPUF is significantly improved, ensuring more consistent

and accurate performance.

Limitations

While the proposed approach brings valuable benefits, there are certain limitations

that need to be acknowledged. To effectively design the coefficients and achieve

practical implementation in the field, a tester-based determination of the process

parameter is required. This adds complexity and may pose challenges for in-field

coefficient design.

Furthermore, if the coefficients are stored on a potentially non-protected memory,

the overall security of the approach may be compromised. In such cases, where third-

party physical access to the device is possible, there is a risk of optical readout of on-

chip memory values or probing of off-chip memory. To safeguard the memory values

and ensure the integrity of the ROPUF, the use of protected fuses, or a protected
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Non-Volatile Memory (NVM) becomes necessary. However, it should be noted that

employing a protected-fuses or -NVM incurs additional costs and overhead.

In the case of an off-chip memory, the implementation of probing detection mech-

anisms can provide an added layer of protection. The forthcoming chapters in this

work will delve into the subject of probing detection, exploring novel concepts and

strategies to safeguard against potential security threats.

By identifying and discussing these limitations, the research aims to provide a

comprehensive understanding of the benefits and challenges associated with the pro-

posed approach. This enables informed decision-making and the development of

countermeasures to address potential vulnerabilities, ultimately contributing to the

advancement of ROPUF reliability and security.

3.6 Summary

In this body of work, a method is introduced to enhance the robustness of ring

oscillator physical unclonable function designs. A theoretical model is formulated

to guide the tuning of ring oscillators and improve their reliability against voltage,

temperature, aging and other variation effects. By increasing the expected frequency

differences between pairs of ring oscillators based on design margin requirements, as

well as considering the impact of jitter, the proposed method achieves improved re-

liability against the variation effects. This novel approach stands apart from the

state-of-the-art version, exhibiting greater resilience and distinguishable perform-

ance.

To ensure fairness and realism in the evaluation, the limitations of the proposed

method are discussed. It is acknowledged that while this approach enhances reli-

ability, it may be considered less secure when relying on a non-protected on-chip

or off-chip memory. The vulnerability of the coefficients stored in an unprotected

memory raises concerns about potential security breaches. However, in the case of

an off-chip memory, protection against invasive microprobing can be employed to

mitigate such risks. To address the issue of invasive microprobing, a novel prob-
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ing detector concept will be presented in subsequent chapters, offering an additional

layer of protection and security.

By acknowledging the limitations and focusing on addressing potential vulner-

abilities, the research strives for a comprehensive and balanced exploration of the

proposed method’s strengths and weaknesses. This ensures a thorough understand-

ing of its applicability and potential implications in real-world scenarios, leading to

advancements in the field of ROPUF design and the overall security of hardware

systems.

47





Chapter 4

Enhancing Security Measures Against

Microprobing Attacks

4.1 Introduction

Microprobing, a sophisticated invasive attack technique, has gained significant re-

cognition in various domains due to its potential implications for security. This

method, as described in [47], is particularly noteworthy for its application in cre-

ating comprehensive firmware dumps for microcontrollers equipped with stringent

security measures. The significance of this chapter lies in its extension of the au-

thor’s previously published work, documented in [39]. The process of microprobing

involves the careful attachment of a microprobe to the transmission lines responsible

for transferring highly sensitive information, such as chip firmware or cryptographic

keys. By establishing this connection, malicious actors gain the ability to extract

valuable data from the targeted device, potentially compromising its integrity and

security. To facilitate the attachment of the microprobe, researchers have explored

the utilization of a cutting-edge technique known as Focused Ion Beam (FIB). This

sophisticated method allows for precise editing of the chip’s structural elements and

can be employed from both the front and back sides of the chip. Such versatility

and precision enhance the efficiency and efficacy of the microprobing process, further

emphasizing its significance. The accessibility and relatively low cost of second-hand

microprobing devices, as outlined in [32], underscore the importance of safeguard-
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ing against microprobing attacks. While high-security devices are undoubtedly a

prime concern, it is crucial to recognize that the threat extends beyond such special-

ized contexts. Therefore, implementing protective measures against microprobing

becomes imperative across a wide range of devices and applications, where sensitive

information is at risk.

Considering the potential ramifications of microprobing attacks, it is paramount

to devise comprehensive strategies and countermeasures. These measures should

address the vulnerabilities exposed by the ease of acquiring second-hand microprob-

ing devices and ensure the protection of sensitive data. By proactively implement-

ing robust security measures, organizations can mitigate the risks associated with

microprobing attacks and safeguard their systems against unauthorized access and

potential compromise.

One effective countermeasure against probing attacks involves the implementa-

tion of bus encryption and masking techniques to conceal sensitive information [23].

However, it is important to note that these approaches impose considerable pro-

cessing overhead, leading to substantial data transfer delays across the data bus [51].

While they offer enhanced security, the reduced data throughput adversely affects

the efficiency of bus communication.

An alternative approach is to employ physical obstruction-based solutions. These

solutions aim to prevent unauthorized physical access to the metal nets responsible

for carrying critical data by employing either active or passive meshes on the top

metal layer. Passive meshes serve to shield and render the lines of interest more

challenging to access. However, it is crucial to acknowledge that skilled attackers

may still find ways to bypass these passive meshes by milling through the mesh and

gaining access to the covered lower layers [49].

In contrast, active meshes placed on top of the protected lines can actively detect

probing attempts by continuously monitoring the integrity of the mesh. By actively

measuring whether the mesh has been compromised, these active meshes serve as an

additional layer of defense. However, it is important to note that both active and

passive mesh solutions necessitate the inclusion of an extra metal layer dedicated
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solely to the protective mesh, thereby rendering them cost-intensive approaches.

Furthermore, it should be emphasized that these solutions do not offer protection

against backside probing, which poses an additional security concern [51].

Another potential approach to safeguard against probing attacks involves the util-

ization of a tamper protection foil, as proposed by previous research [22]. However,

it is crucial to highlight that this foil is not integrated directly on the chip, necessit-

ating the incorporation of supplementary circuitry for measurement purposes, along

with the physical envelope encompassing the circuit board. While this approach

offers an additional layer of protection, it introduces additional complexities and

considerations in terms of design and implementation.

An intriguing alternative approach involves the utilization of analog sensors to

detect the effects of microprobing on the primary circuitry, as proposed by various

researchers [49]. The Probe Attempt Detector (PAD) [34], for instance, employs ana-

log elements such as on-chip capacitance and current sources to discharge a capacitor

based on the delay discrepancy between a probed and unprobed line. By leveraging

this analog sensing mechanism, the PAD effectively protects the chip against both

front and backside probing, all while mitigating the latency associated with data

encryption. However, it is essential to acknowledge that the inclusion of on-chip

capacitance presents challenges in terms of area consumption and cost. Addition-

ally, the availability of the required capacitance may vary depending on the specific

manufacturing processes [51]. Furthermore, it is worth noting that the utilization

of analog elements necessitates a time-consuming analog design flow, resulting in

increased design complexity and extended time-to-market.

More recently, digital sensors have emerged as an alternative to reduce the com-

plexity and overhead associated with analog design. Weiner et al. [52] proposed

a comprehensive digital solution known as the Low Area Probing Detector (LAPD),

which relies on a race condition to compare the delay between two bus lines. However,

it is important to consider that achieving high yield and security with the LAPD

requires meticulous balancing of the protected lines and fine-tuning of the LAPD

transistor dimensions [19]. To address these challenges, Weiner et al. introduced
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CaLIAD [51], a novel approach that also leverages a race condition on two bus lines.

Unlike the LAPD, CaLIAD incorporates a Vernier Delay Line Time to

Digital Converter (VDL-TDC) to detect the probe effect on the bus line delay.

Nonetheless, the utilization of a VDL-TDC introduces additional complexities, par-

ticularly concerning local variations. Firstly, to detect microprobes accurately, a

sub-gate-delay picosecond resolution TDC is required, which inherently exhibits sens-

itivity to mismatch [51]. Secondly, since a VDL-TDC employs two non-symmetric

delay lines, it fails to naturally nullify the dual rail variation through rail differ-

entiation, thus necessitating additional considerations. Consequently, the practical

implementation of CaLIAD necessitates extensive post-production characterization

efforts, including the generation of individual calibration values for each pair of bus

lines on each chip. These calibration values must be stored in a secure manner to

prevent manipulation, adding to the test effort and protected memory overhead.

Additionally, to ensure high reliability, the probed state must be emulated during

calibration by attaching a capacitance equivalent to the smallest probe to be de-

tected to the bus lines. This requirement introduces on-chip capacitance, further

contributing to the overall overhead. Furthermore, it is crucial to recognize that the

calibration process is dependent on the test capacitance, and any deviations resulting

from process variations or intentional modifications by malicious actors may weaken

the detection sensitivity [51].

In this work, we present the fully digital and highly predictive Ring Oscillator

Probing Attempt Detector (ROPAD), which offers significant advancements over

the state of the art in various aspects. We compare ROPAD with previous works to

highlight its advantages:

Protective Mesh: ROPAD provides protection against backside attacks without

the need for an additional metal layer, eliminating any overhead associated with it.

Bus Encryption: Unlike existing techniques that require processing effort and

introduce latency for encryption, ROPAD offers protection without such overhead.

PAD [34]: ROPAD eliminates the need for an analog design flow, simplifying the

implementation process. It also avoids the use of expensive on-chip capacitors.
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LAPD [52]: ROPAD reduces the calibration effort and associated overhead com-

pared to LAPD. It eliminates the need for transistor fine-tuning and provides a better

detection margin and yield. Moreover, ROPAD offers protection for bus capacitance

four times higher than LAPD.

CaLIAD [51]: ROPAD minimizes the calibration effort and overhead required

compared to CaLIAD. It also reduces the amount of protected memory needed.

Similar to LAPD, ROPAD provides protection for bus capacitance four times higher

than CaLIAD.

Our proposed concept not only reduces calibration overhead and required protected

memory but also enables the protection of longer buses with higher capacitance.

Additionally, we consider the protection of cross-coupled bus lines, which has not

been addressed in previous works.

The key contributions of our work are as follows:

1. We introduce ROPAD, a novel oscillator-based Probe Attempt Detector. The

concept is theoretically motivated at the design level. ROPAD enables the

detection of a 20fF probe, as desired according to [51], on a bus with four times

higher intrinsic capacitance compared to current approaches. It offers either

no or low on-chip calibration overhead and reduces the number of associated

protected data by a factor of 2N . The symmetric design of our concept ensures

the highest resilience against local process variations.

2. We provide a comprehensive simulative evaluation of our new Probe At-

tempt Detector in a sub-40nm1 technology, considering local process variations

through Monte Carlo analysis. The evaluation takes into account various

factors such as process variations, ensuring a robust assessment of the de-

tector’s performance under realistic conditions.

3. Furthermore, we conduct a thorough simulative corner analysis of the Probing

Attempt Detector, covering a range of corner cases including fast NMOS fast

PMOS (FNFP), slow NMOS slow PMOS (SNSP), FNSP, and SNFP corners,
1The specific technology is not disclosed due to confidentiality reasons.
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as well as variations in temperature and supply voltage. This analysis provides

valuable insights into the detector’s behavior and performance across different

operating conditions.

4. In addition to the aforementioned contributions, we are the first to consider the

impact of cross-coupling between bus lines during probing. By investigating

this aspect, we uncover and demonstrate the effect of cross-coupling, which has

been overlooked in previous studies. This finding expands our understanding

of probing attacks and contributes to the development of more robust counter-

measures.

These contributions collectively advance the field of probing attack detection and

mitigation, providing novel insights and solutions that enhance the security of integ-

rated circuits.

4.2 Detection for Non-Coupled Bus Lines

The probing detection core attached to a regular bus as the device under protection

is depicted in Figure 4.1.
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Figure 4.1: System view of the regular data bus probing detection concept ROPAD.
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On the left an N -line data bus is shown containing lines L1 to Ln. Each line is

buffering the data using four inverter gates. In the normal mode of the data bus, it

is loaded with the input data from "bus in." In the test mode, the bus test control

unloads the bus lines from the input data through its controlled switches. Moreover

the outputs of the bus are unloaded from the normal circuit operation through the

cross-bar. Hence the bus is in test mode.

Each bus line usually consists some buffer/inverter cells to buffer the data through

the metal routing of that line during its normal operation. To save area, these cells

are reused in our concept to make the bus lines probing-aware. In the test mode,

a feedback is established on the bus through an additional NAND gate. When an

enable signal is set at the second NAND gate input, this results in a loop of an odd

number of inverters, i.e. a ring oscillator (RO). The period of the RO’s oscillation

directly depends on the propagation delay of the physical bus line and its loading

elements. It is therefore sensitive against probing.

ROPAD Model for Non-Coupled Lines

In the case where a probe is placed on a bus line, the capacitance of the probe adds

a load to the line, thereby increasing its propagation delay and the oscillation period

of the formed Ring Oscillator (RO). The capacitances of unprobed and probed lines

are given by:

CAPun = CAPL, (4.1)

CAPpr = CAPL + CAPP , (4.2)

Here, CAPP represents the probe capacitance, and CAPL corresponds to the
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total bus line capacitance. For non-coupled bus lines, the frequency of the RO can

be expressed as:

fL =
1

2
∑M

i=1 di
, (4.3)

where M denotes the number of inverters in the line, and di represents the delay

per stage. The estimation of di based on the alpha-power model for transistors is

given by [43, 12]:

di = k · CAPi · VDD
(VDD − VT )α

, (4.4)

In this equation, VDD represents the supply voltage of the bus rails, CAPi denotes

the output capacitive load of an inverter gate, VT represents the threshold voltage,

α corresponds to the velocity saturation coefficient of the carriers, and k represents

the trans-resistance [8]. Introducing a technology factor ϕ defined as:

ϕ = k · VDD
(VDD − VT )α

, (4.5)

the frequency fL of the RO in eq. (4.3) can be expressed as:

fL =
1

2ϕ ·
∑M

i=1CAPi
. (4.6)

For the initial model, we assume that all bus lines have the same delay. Con-

sequently, the approximate frequency difference between any unprobed and probed

line can be calculated as follows:

∆f = fL,un − fL,pr =
1

2ϕ

(
1∑M

i=1CAPL,i
− 1∑M

i=1(CAPL,i + CAPP,i)

)
, (4.7)

where fL,un represents the RO frequency for an unprobed line, and fL,pr represents

the RO frequency for a probed line.

To detect the presence of a probe, we measure the frequency difference between two
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such ROs using two counters, namely CNT1 and CNT2, which count the oscillations.

Comparators COMP1 and COMP2 compare the counter values to a reference value

CREF . The first counter to reach CREF triggers an interrupt, disabling the counters

by setting EN to logical 0. We name this form of connecting the counters as "cross

coupled counters". In the case where fL,un is equal for both bus lines (fL,un > fL,pr),

the counter value for the unprobed line becomes Cun = CREF , and the counter value

for the probed line becomes Cpr < Cun. Using eq. (4.7), we can obtain the resulting

values for Cun and Cpr:

Cun = CREF , (4.8)

Cpr = CREF ·
(

1− ∆f

fL,un

)
. (4.9)

The expected output of the cross-coupled counters, denoted as (C1 − C2), where

C1 = Cun and C2 = Cpr, is given by:

∆C(C1, C2, CREF ) = (Cun − Cpr) = CREF ·
(

∆f

fL,un

)
. (4.10)

The term CREF denotes the fact that the difference of counters are given the

cross coupled form of the counters, based on a reference value CREF . In this thesis

from now on, we use C1− C2 for simplification purposes, instead of using the term

∆C(C1, C2, CREF ).

Based on which counter - C1 or C2 - wins the race to reach the reference value,

this function could be defined in more detail as:

∆C(C1, C2, CREF ) =

CREF − C2, for C1 = CREF > C2

C1− CREF , for C2 = CREF > C1
. (4.11)

By employing the counters in a differential form, we gain two main advantages:

1. There is no need for a reference counter that relies on the system clock, thus
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mitigating potential attacks on the reference and removing the effects of vari-

ations or drift in the reference frequency.

2. Differential measurement partially compensates for environmental effects and

global process variations.

To minimize the number of counters, the main probing detection core can share

two counters, which are reset before each test, among all bus lines. By employing

N non-shared coupled counter pairs, the test duration is reduced, albeit with a

corresponding increase in area overhead.

System Integration of the Probing Detection Core

The system integration of the probing detection core involves comparing Ring Oscil-

lators (ROs) formed from different bus lines and extracting the counter difference.

However, probing adjacent lines presents an unstable setup, making it increasingly

unlikely to successfully build a probing setup as the number of probes increases [51].

Under the assumption that at least one bus line remains unprobed, we propose a

system integration principle, as illustrated in Figure 4.2, to protect an N -line bus

with N − 1 probes attached. Each bus line is compared with two other lines in an

overlapping manner. For instance, Line 1 (L1) is compared to Line 2 (L2), L2 to L3,

and so on, until the last line (LN) is compared to L1.

Figure 4.2: Visualization of test sequence

By setting the alarm threshold as C1 − C2 ≥ DB, the case where the line (L1)
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connected to CTR1 is unprobed, and the line (L2) connected to CTR2 is probed

can be detected. This case is referred to as forward probing.

In our test scheme, each line is connected once to CTR1 and once to CTR2.

However, the case where L1 is probed and L2 is unprobed, known as reverse probing,

remains undetected in the test. Nevertheless, since we assume that at least one bus

line is unprobed, there will be at least one test where an unprobed line is connected

to CTR1 and the probed line is connected to CTR2. Therefore, considering the

forward probing case is sufficient, while the mention of reverse probing is solely for

completeness.

Corner Analysis for the Non-coupled Bus Lines

The probing detection core and the bus lines have been implemented using cell models

in a CMOS sub-40nm technology. In this section, we focus on the analysis of the

non-coupled bus lines, which provides a simpler case for examination.

To assess the detector’s performance under global process variations as well as

variations in voltage and temperature (PVT), we conducted a corner analysis. This

analysis was conducted for different process corners, including Fast Nmos Fast Pmos

(FNFP), Slow Nmos Slow Pmos (SNSP), Fast Nmos Slow Pmos (FNSP), and Slow

Nmos Fast Pmos (SNFP), as well as various voltage and temperature settings within

the ranges of VDD,max, VDD,min, Tmax, and Tmin.

The corresponding corner analysis data for the counter difference is depicted in

Figure 4.3. The upper surface, colored in yellow, represents the probed case, while

the middle surface, colored in green, represents the unprobed case. The lower surface,

colored in blue, represents a reversed probed case where the probe is placed on Line

2 instead of Line 1. The inclusion of the reversed probed corner analysis is important

to consider potential scenarios where an attacker attempts to bypass the detector

by placing the probe on the other line. However, the test sequence implemented in

our approach can detect the reversed probe case. The results of the reversed probed

corner analysis are included here for the sake of completeness.

In this analysis, the worst-case corners are denoted as X, Y, and Z. The SNSP
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corner yields the minimum value (worst case) for the counter difference when one

line is probed and the other line remains unprobed. The slow Pmos and Nmos in the

inverter gates contribute to a reduced propagation delay and, consequently, a reduced

oscillation frequency. This reduction is significant for both counters, resulting in the

worst case process corner. The ultimate worst-case corners occur when both the VDD

and temperature reach their minimum values, and the process corner is SNSP. It can

be observed from Figure 4.3 that these worst-case corners, represented by points X,

Y, and Z, exhibit the smallest C1 − C2 values. Therefore, distinguishing a probe

becomes more challenging for these worst-case corners, as the decision boundary

must be placed within a narrower numerical range. In the subsequent steps, we will

explore how considering the statistical distribution of process samples affects this

smaller numerical range and its impact on the sensitivity and yield of the detector.

Based on these results, we will further characterize ROPAD for the worst corners X,

Y, and Z using statistical, Monte Carlo-based mismatch analysis.
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X

Y

Z

Worst Corners

Figure 4.3: Corner analysis over temperature and voltage for SNSP with surfaces
fitted to simulated points assuming CAPP = 20fF, CAPL = 400fF . X, Y , Z are
worst case corners.

4.3 Statistical Analysis with the Non-Coupled Bus Lines

In this section, we delve into the statistical distribution analysis of the non-coupled

bus lines. While the ideal scenario assumes perfect equality and no mismatch, any

deviation from C1−C2 = 0 indicates the presence of a probe. However, in real-world

scenarios, local mismatches among the observed lines lead to a statistical distribution

of counter differences.

To analyze this effect, we conducted a Monte Carlo mismatch analysis for the

worst-case corners X, Y, and Z, as described in Section 4.3. We collected 2000

samples considering a local variation of the process within 4.5 · σ. This analysis was
performed using an analog circuit simulator from Cadence. We modeled the results

using Gaussian distributions with mean µu and variance σu for an unprobed pair
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of bus lines (curve Y), and mean µp and variance σp for a forward probed pair of

bus lines with probe capacitance CAPP = 20fF (curve Z). Please note that the

exact data points cannot be published due to FAB non-disclosure agreements. The

resulting fitted cumulative distribution is presented in Figure 4.4.
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Figure 4.4: Gaussian fitted cdf(C1 − C2) at worst-case corners X, Y, Z.

As both the probed and unprobed states exhibit distributed counter values, dis-

tinguishing between the two cases becomes a probabilistic task. To address this

challenge, we introduce the concept of Decision Boundaries (DBs) for probe detec-

tion. The generation of a probing alarm is based on a specified boundary, as defined

by the following function:

Alarm Boolean =

false, for C1 − C2 < DB

true, for C1 − C2 ≥ DB
. (4.12)

In other words, an alarm is triggered when the counter difference exceeds the

designated DB. For further analyses, we define three DBs and evaluate ROPAD’s

resulting yield and detection sensitivity, as discussed in Section 4.4.

The first DB, denoted as DB1, is defined as µu + kσu, where k represents the
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number of standard deviations (σ) of the unprobed state. This boundary aims to

separate the CAPP = 20fF probed state from the unprobed state by kσu.

The second DB, denoted as DB2, is defined as µp−kσp, representing −kσp of the
CAPP = 20fF probed state. This boundary is designed to achieve a kσ sensitivity

goal.

Finally, DB3 represents a trade-off between sensitivity and yield. It is computed

such that

1− cdfu(DB3) = cdfp(DB3), (4.13)

where cdfu(C1 − C2) and cdfp(C1 − C2) are the resulting cumulative distribution

functions for the unprobed and probed states, respectively.

The resulting DBs (for k = 2) are also depicted in Figure 4.4. In the experiment

shown, the probed case (curve Z) is distinguishable from the unprobed state (curve Y)

using all the DBs. However, the reversed probed case (curve X) cannot be detected,

as discussed in Section 4.2. It is worth noting that our analysis includes not only

VDD and temperature variations but also global process variations. Therefore, the

defined DBs are applicable to all chips without the need for individual calibration.

The chosen DB can be hard-coded, for example, in a read-only memory (ROM).

4.4 Figures of Merit

In the analysis of ROPAD, we introduce two important metrics: yield (yld) and

sensitivity (sens). These metrics have a maximum value of one, representing optimal

performance.

A yield value of yld = 1 implies that the ROPAD system does not trigger an

alarm on any device under worst-case conditions when no probe is present. This

corresponds to a zero False Positive rate (FP ).

On the other hand, a sensitivity value of sens = 1 means that the system always

triggers an alarm when a probe with a capacitance of CAPP ≥ 20fF is placed. This

corresponds to a zero False Negative rate (FN).
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The metrics FP , FN , yld, and sens are defined as follows:

FP = 1− cdfu(DB) (4.14)

yld = 1− FP = cdfu(DB) (4.15)

FN = cdfp(DB) (4.16)

sens = 1− FN = 1− cdfp(DB) (4.17)

Here, DB represents the Decision Boundary.

In Figure 4.5, we plot the values of yld and sens for DB1, DB2, and DB3 as

functions of CREF for three different intrinsic line capacitances of non-coupled lines,

assuming a probe capacitance of 20fF .
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Figure 4.5: Yield and sensitivity, plotted as a function of CREF assuming that a
20fF probe is placed on different length lines.
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Based on previous studies [51, 52], it is known that increasing the probe capacit-

ance does not significantly affect the yield but makes it easier to detect. Therefore,

testing for the worst-case scenario of the smallest existing 20fF active probe [51]

is sufficient. From Figure 4.5, we observe that the chosen value of k = 2 results in

yld = 97.9% for DB1 and sens = 97.9% for DB2 across all values of CREF .

Furthermore, both sens and yld converge towards 100% for DB1 and DB3, as

well as for DB2 and DB3, as CREF (i.e., the test time) increases. It is expected

that the convergence is slower as the metrics approach 100%.

The results validate that in ROPAD, the test time can be traded for yield and

sensitivity by doubling CREF , which corresponds to doubling the test time. Hence,

no calibration effort is required for ROPAD in the case of non-coupled bus lines, as

long as the values of CREF and DB are carefully selected during the design phase.

However, it is worth noting that post-silicon calibration, although incurring calib-

ration overhead, can be used to further improve the yield and sensitivity of ROPAD.

Unlike CaLIAD [51], which requires characterization under emulation of an attack

and an on-chip test capacitance, the calibration of ROPAD determines the realiza-

tion of the distribution in Figure 4.4, and a global DB is adjusted accordingly to

enhance yld and sens.

When designing ROPAD, we recommend selecting either DB1, DB2, or DB3

based on specific design requirements, with DB3 being the most suitable choice in

most cases. Additionally, adjusting CREF to achieve the desired yield and sensitivity

is advisable as long as the runtime remains acceptable. Per-chip calibration is only

suggested if the runtime of ROPAD is otherwise too high.

Pre-silicon determination or in-silicon calibration of line-pairs is necessary only if

the assumption of equally long bus lines is violated.

4.5 Detection for Coupled Bus Lines

Capacitive coupling between the bus lines results in precharging one bus line through

transitions at the other bus line.
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As a consequence the propagation delay of the transitions in probed and unprobed

line get closer and the two states are harder to distinguish. We have extracted the

RO waveform out of the simulations to Matlab and plotted the spectrum of the RO

in the frequency domain using the Matlab scripting. To see the effect of coupling

and the probe, We have performed this for several cases including the coupling

capacitance, excluding the coupling capacitance, with a probe and without a probe

placed on the lines. In the following we showcase, and discuss the results. Figure

4.6 shows the effect of coupling capacitance on the ring oscillator output spectrum,

by comparing 4.6a / 4.6b with 4.6c / 4.6d we can see that the coupling flattens the

spectrum and increases the bandwidth. Figure 4.6 also shows the effect of placing

a microprobe on the RO spectrum, comparing the fig. 4.6c and the fig. 4.6d we can

see that the probe shifts the peak to the left due to its induced capacitive load. The

ones including no coupling (4.6c and 4.6d) show a clear peak behavior and its shift,

however the ones including coupling effect (4.6a and 4.6b) show a rather flattened

spectrum behavior in which a clear shift of the probe peak is less observable, but

rather a total shift of the bandwidth to the left could be observed, in which the shift

is from a smaller order than the overall bandwidth. The spectrum of the ROs with

and without 32fF coupling effect, shows the effect of 32fF coupling in flattening the

spectrum (comparing 4.6a and 4.6c). Spectrum of the ROs including a 20fF probe,

with no coupling effect taken into account, shows the effect of the probe on shifting

the spectrum (comparing 4.6c and 4.6d).

We could observe that by introducing the coupling, the oscillation is distributed

around the probe peak. As a result this makes the RO output less stable. The probe

does not flatten the spectrum, but only shifts the peak to the left, by a frequency

difference which is smaller than the bandwidth of the coupled unprobed RO. This,

of course, makes the probe detection less successful, due to the fact that the probe

effect is smaller order than of the coupling.
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Figure 4.6: spectrum of the ROs (first harmonic)

Line Model for Capacitively Coupled Bus Lines

In order to accurately model the delay of capacitively cross-coupled bus lines, the

previously used alpha-power model, as given by Equation 4.4, is no longer suffi-

cient. This is primarily due to its lack of consideration for transition dependency.
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To address this limitation, full transient SPICE-based simulations with a parasitic

extracted line model are employed, providing a more precise approximation.

The resulting line model for the inverter-to-inverter cross-coupled line parasitics is

illustrated in Figure 4.7. It incorporates discrete resistors R1 and R2, representing

the bus line resistances for Line 1 and Line 2, respectively. Additionally, the model

includes discrete capacitors CAPG to account for the line-to-ground capacitance val-

ues from the layout. The coupling capacitances between the bus lines are represented

by discrete capacitive elements CAPC . The equivalent circuit diagram of a bus line

is shown in Figure 4.7, considering three discrete elements. For a higher level of

accuracy, 20 discrete elements per line between each pair of inverters are utilized in

the actual evaluation.

R1 R1 R1

CAPGCAPGCAPG

R2 R2 R2

CAPCCAPCCAPC

CAPGCAPGCAPG

Figure 4.7: Simulation model for coupled line segments between each two inverter
stages in the bus.
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Experiments

For our experiments, the parasitic values including the total coupling capacitance

for the bus line - named as (CAPC,T ) - for a 400fF data bus are extracted. The

CAPC,T value depends on the bus line separation. Therefore, CAPC,T is sweeped

between 17fF and 160fF . sens and yld of ROPAD are again approximated for

each case by Monte Carlo analyses.

Results using the DBs from above with k = 2 are shown in Figure 4.8.
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Figure 4.8: Yield and sensitivity plotted as a function of the coupling capacitance
for a 400fF bus line, assuming that a 20fF probe is placed, and CREF = 500.
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Out of the measurements, we could understand that sens is reduced to less

than 97.9% (or 3 sigmas CDF) at CAPC,T > 35.6fF , for DB1 and DB3. The

CAPC,T > 35.6fF is basically the highest coupling capacitance that this version of

the detection core can tolerate for establishing the sensitivity, given that DB1 and

DB3 as decision boundaries. So this value is just an observation out of measure-

ments, and is not representing a pre-designed factor. As it were discussed earlier

in this chapter, DB1 is designed to deliver 97.9% yield (or 3 sigmas CDF). Also

DB2 is designed to deliver 97.9% (or 3 sigmas CDF) sensitivity. yld and sens close

to 100% are only achieved for DB3 and until CAPC,T = 25fF , as it is obtained

per measurements. This shows the significance of the coupling effect which was yet

unconsidered in PAD constructions.

Updating the test sequence so that neighboring bus lines are not considered in the

same test, but always at least one bus line in between the tested ones is grounded,

realizes a shield between the lines and might solve the problem not only for ROPAD

but also for other PADs. However, at least a reduction to CAPC,T < 25fF can be

expected, which suffices for ROPAD with CREF = 500. Alternatively, for ROPAD

increasing CREF , i.e. the test time, would increase yield and sensitivity.

4.6 Summary

This chapter centers around the key aspect of the research, which is the introduction

and analysis of a novel probing detection concept designed specifically for regular

bus lines. The core concept is presented and elaborated upon, encompassing models

for both coupled and non-coupled bus lines.

A comprehensive statistical analysis, accompanied by tailored figures of merit, is

conducted to assess the effectiveness of the proposed concept. Various parameters

and scenarios are taken into consideration to thoroughly examine the efficacy and

performance of the concept.
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By focusing on the core objective and providing a detailed examination, this

chapter lays the foundation for further advancements in probing detection tech-

niques. The analysis presented here serves as a basis for subsequent chapters, which

will explore additional aspects and extend the evaluation to encompass irregular bus

lines. Through these endeavors, a comprehensive understanding of the proposed

concept’s capabilities and limitations will be achieved, further contributing to the

field of bus line probing detection.
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Chapter 5

Different Length Bus Line Wires

5.1 Introduction

In previous analyses of ROPAD [39], the data bus lines were assumed to be regular,

conforming to an ideal case 1. However, in practical on-chip implementations, data

bus irregularities can arise due to variations in length and shape, leading to unequal

capacitance values in realistic layouts. These irregularities can occur as a result of

wire jogging during physical design.

Wire jogging is a technique employed in System-on-Chip (SoC) design to rectify

metal routing antenna design rule violations. It involves the placement of physically

connected vias between metal layers in the bus layout. Wire jogging can also be used

to mitigate crosstalk noise, both within the same metal layer or between different

metal layers, by incorporating physical vias. Furthermore, irregularities may arise

due to space constraints in the routing process.

Figure 5.1 illustrates an example of wire jogging in a layout, showcasing the proper

alignment of cell pins and physically placed vias with the metal lines. As a result,

the bus layout exhibits irregularities characterized by discontinuities in the metal

line arrangement.

1This chapter builds upon the author’s publication [40].
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Figure 5.1: Metal route wire jogging in a bus layout.

The irregularity introduced by wire jogging and other layout constraints leads

to variations in the length and shape of the bus lines, consequently affecting the

capacitance values of each line. As a result, the expected delay differs for each pair

of bus lines. To account for this effect, individual values for DB (Delay Bits) can

be selected. In the case of an irregular bus with N lines, N DB values are stored in

memory.

However, it is important to note that different delays in the bus lines also impact

the specific effects of probing. The variations in bus line lengths introduce discrep-

ancies in the counter values employed by ROPAD to detect probing. In order to

address this effect, we will now analyze how the counter values used by ROPAD are

influenced by the differing lengths of the bus lines.

5.2 Influence on Detection Capabilities

For analyzing the ROPAD behavior in presence of irregularity, we suppose that the

first line in the pair has a capacitance value equal to CAPL and second line has a

different capacitance value named as CAPL+IR:

CAPL+IR = CAPL + CAPIR, (5.1)
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The difference between capacitance values of two lines, corresponds to the irregular-

ity caused capacitance value named CAPIR.

Experimental Investigation

We have analyzed practical usecases in order to define typical values for CAPIR in

a normal bus. The lower and upper limits, using ASIC design layout flow for digital

logic, was found to be within the range [−16%,+16%] of the mean value of the bus

line capacitance. In our analysis we limit ourselves to such realistic imbalances of

the line capacitances.

Recall that a probe is detected by ROPAD, if attaching a probe causes a sufficient

offset in the counter differences. According to alarm generation function, an alarm is

triggered if a specific difference of the counter values is reached. As a consequence,

reliable probe detection is only possible for counter differences ∆Cunprobed = Cu,1 −
Cu,2 with no probe attached and counter differences ∆Cprobed = Cp,1 − Cu,2 with a

probe attached, if

∆Cprobed −∆Cunprobed

is sufficiently large. Please note, that without loss of generality, we assume the probe

to be attached at bus line 1.

Figure 5.2 provides a sweep over ∆Cprobed − ∆Cunprobed for different line capa-

citances of 336 fF, 400 fF and 464 fF and realistic offsets of ±16%. The choice is

motivated by the observation from previous research, that probes on larger capacit-

ances are harder to detect and by the maximum targeted line capacitance of 400 fF

in our work. The latter results in minimum of 336 fF and a maximum of 464 fF

when considering the 16% offset. Please note that for the experiment in Figure 5.2

- in order to decrease the simulation run time - we have taken a smaller reference

value for the counters compared e.g. to upcoming experiment in Figure 5.5. That is
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why the range of ∆Cprobed −∆Cunprobed is different between the two experiments.
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Figure 5.2: Line 1 vs line 2 sweep

In the results, still line 1 is assumed the probed line, and line 2 is the unprobed

one. The worst case, i.e., the smallest change in counter values, is observed, if the

unprobed line is 16% smaller than the probed one. The case of highest sensitivity

against a probe, is reached at the point, where line 1 and line 2 are of equal length,

emphasizing the need of considering imbalance in the wire lengths. Please note,

that the offset of the counter difference in Figure 5.2 is not symmetric around the

maximum. This is because only line 1 is probed, shifting the expected capacitance

of line 1 by 20 fF in the probed case.

The general trend allows to conclude, that the worst case for probe detection is
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where the bus line has a large capacitance but the unprobed line is shorter than

the probed one. A theoretical substantiation of this claim is provided in upcoming

Section 5.2. However, the effect also could be explained by the system itself: The

cross-coupled counters in ROPAD count until a reference value is reached. A small

capacitance has the lowest impact on the counter values if the bus lines are large,

and thus the oscillation frequency of the oscillator is low, causing that larger bus

lines are harder to protect. However, since the counters stop when the first counter

reaches the reference, the faster counter determines the measurement time. The

analysis in Figure 4.5 already reveals, that for this reason yield and sensitivity

increase when counting for longer.

A reduced capacitance of only one bus line therefore results in a lower measurement

time and, consequently, in a less precise resolution of the other bus line’s capacitance.

A probe attached to the larger bus line is therefore harder to detect in an irregular

bus scenario. To take this into account, we therefore attach the probe to the bus

line with larger capacitance in the following experiments.

Theoretical Justification

The goal is to substantiate the claim that the best predictability is given for equal

length bus lines and that the worst case for detection is a probe attached to the

line with higher capacitance. This is another view onto the intuitive description of

Figure 5.2 in Section 5.2.

To instantiate the claim, we define function G:

G := ∆C(C1, C2, CREF )probed state −∆C(C1, C2, CREF )unprobed state

= ∆C(CL+p, CL+IR, CREF )−∆C(CL, CL+IR, CREF ).

where due to introduction of non-equal length lines, new specific terms are defined

to represent the counter values: CL is the counter value for line 1. The term CREF

determines the fact the counters are stopped at this reference value, in each of the
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probed or unprobed experiments. W.l.o.g, we assume that only line 1 is probed, and

that the counter value for line 1 in presence of a probe is CL+p. The irregularity is

accounted to the second line which corresponds to counter value CL+IR = CL +CIR

where CIR is the offset.

Note that we use the same notation for the capacitance values: CAPL+p is the

capacitance for line 1 in presence of a probe, CAPL is the capacitance value for line

1, and CAPL+IR is the capacitance value for the second line (the irregular one).

Depending on the values of CL+p, CL, CL+IR three cases are defined.

Case 1

CAPL+p > CAPL > CAPL+IR

This, represent a part of the curve placed in the left side of its extrema i.e. its max-

imum point. Replacing the counter values and their differences by Equation (4.10)

and Equation (4.7) results in:

G = ∆C(C1, C2, CREF )probed state −∆C(C1, C2, CREF )unprobed state

= CREF · (
fL+IR − fL+p

fL+IR
− fL+IR − fL

fL+IR
).

fL+p is the frequency of the ring oscillator corresponding to the CL+p, and in general

f∗ is the frequency of the ring oscillator corresponding to C∗. CREF is the reference

value at which both counters stop.

G = CREF · (−
fL+p − fL
fL+IR

).

According to Equation (4.6), frequencies can be expressed by the capacitance values.

We abbreviate the line 1 capacitance without probe CAPL, the probe capacitance
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CAPP , and the capacitance offset due to irregularity as CAPIR. We suppose that

the ϕ is not changing between the lines, i.e. neglecting possible mismatch. Hence, If

ϕ cancels out, this results in

G =

1
CAPL

− 1
CAPL+CAPP

1
CAPL+CAPIR

· CREF

= CREF ·
(CAPL + CAPIR) · (CAPP )

CAPL · (CAPL + CAPP )
(5.2)

Taking CAPIR as a parameter, and line 2 capacitance CAPL + CAPIR as the in-

dependent variable in Figure 5.2, the slope is positive for CAPL > 0, CAPP > 0.

∂G

∂(CAPL + CAPIR)
= CREF ·

(CAPP )

CAPL · (CAPL + CAPP )
(5.3)

I.e. the worst case is reached for the most negative CAPL + CAPIR in the far left

side. The worst case occurs where the G is the minimum in the range, because the

possibility of an interference between the distribution increases to its maximum over

this point.

The best case is reached if CAPIR approaches 0 (from the left) and CL+IR goes to-

wards CL. This is the best case in the range, because the possibility of an interference

between the distribution decreases to its minimum over this point.

Case 2

CAPL+p > CAPL+IR > CAPL

This, represent a small part of the curve placed in the right side of its extrema i.e.

its maximum point where CAPL+p > CAPL+IR is valid.

For this case, the stop criterion changes. In detail: If the wire is not probed,

the oscillator causing CL reaches CREF first and stops the system; If the wire is

probed, the oscillator formed by bus line 2 with CL+IR reaches CREF first and stops

the system. This is reflected in Equation (4.7) by replacing the divider for the two
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different cases by the frequency determining the stop criterion:

G = ∆C(C1, C2, CREF )probed state −∆C(C1, C2, CREF )unprobed state

= CREF · (
fL − fL+IR

fL
−
fL+p − fL+IR

fL+IR
)

= CREF · (
−fL · fL+p − fL+IR · fL+IR

fL · fL+IR
+ 2)

= (
− 1
CAPL+CAPP

1
CAPL+CAPIR

−
1

CAPL+CAPIR

1
CAPL

+ 2) · CREF

= (−CAPL + CAPIR
CAPL + CAPP

− CAPL
CAPL + CAPIR

+ 2) · CREF

∂G

∂(CAPL + CAPIR)
= (− 1

CAPL + CAPP
+

CAPL
(CAPL + CAPIR)2

) · CREF (5.4)

Taking an approximation limCAPIR→0(CAPL +CAPIR) = CAPL for simplification:

∂G

∂(CAPL + CAPIR)
= (− 1

CAPL + CAPP
+

1

(CAPL + CAPIR)
) · CREF (5.5)

The slope with respect to CAPL+CAPIR is negative for CAPIR < CAPP , CAPL >

0, CAPP > 0, i.e., in the complete defined region for case 2, in the right side of

the maximum point in the curve. In the discussed range, by increasing the line 2

capacitance CAPL+IR = CAPL +CAPIR, the term G decreases due to the negative

slope of the curve. Note, that for CAPIR → 0 the result is the same as for Eq. 5.2

above and for CAPIR → CAPP the result is the same as for Eq. 5.6 below proofing

continuity.
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Case 3

CAPL+IR > CAPL+p > CAPL

This, represent the remaining part of the curve placed in the far right side of its

extrema i.e. its maximum point where CAPL+IR > CAPL+p is valid.

Equivalent to the previous findings,

G = ∆C(C1, C2, CREF )probed state −∆C(C1, C2, CREF )unprobed state

= CREF ·
(
fL − fL+IR

fL
−
fL+p − fL+IR

fL+p

)

= CREF ·
(
fL+IR · fL − fL+IR · fL+p

fL · fL+p

)

= CREF ·
(
fL+IR
fL+p

− fL+IR
fL

)

= CREF ·
(
CAPL + CAPP
CAPL + CAPIR

− CAPL
CAPL + CAPIR

)

= CREF · (
CAPP

CAPL + CAPIR
) (5.6)

∂G

∂(CAPL + CAPIR)
= (− CAPP

(CAPL + CAPIR)2
) · CREF (5.7)

The slope with respect to line 2 capacitance CAPL+CAPIR is negative for CAPL > 0

and CAPP > 0, i.e., for the defined region. The maximum of G in the range, is hence

reached at the border transition point between the case 2 and case 3. At this point,

CAPIR is at its smallest value in the defined range. Further, the worst case in this

region (smallest counter difference) is reached for the largest value of CAPL+CAPIR.
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Where the worst case and best case have been declared previously within Case 1.

Let A be the absolute value of CAPIR. Comparing the results of case 1 and case

3 with CAPIR = A in Equation (5.6) and CAPIR = −A in Equation (5.2) results

(after removal of CREF ) in

(
CAPP

CAPL +A
) >

(CAPL −A) · (CAPP )

CAPL · (CAPL + CAPP )

since

1 >
CAP 2

L −A2

CAPL · (CAPL + CAPP )

holds for our case, namely CAPL > A > 0 and CAPP > 0. This proves that for

same absolute irregularity, probing on the slower line (case 1) results in a worse case.

5.3 Limitation of the Previous Approach

Increasing the reference counter in the system might be seen as a straight forward

solution to counter the difficulty of observing probes on unbalanced bus lines. If this

would work, a single distinguisher (DB) would suffice. However, realistic simulation

results show that such a simple approach is impractical.

Indeed, with unpredictable local variations considered, setting a "global DB" ac-

cording to Equation (4.13) results for large imbalances in low reliability and yield.

To show this effect, we performed Monte Carlo analyses regarding local process vari-

ations under worst case conditions over several reference counter values CREF .

Sensitivity and reliability are calculated under a fixed global DB.

We showcase two experiments:

(i) Probing of an irregular bus of nominal capacitance of 100 fF±16%, i.e., the faster

(unprobed) bus line is set to 84 fF, whereas the bus line under attack is set to nom-

inal capacitance of 116 fF (before probing). (ii) Probing is also considered for a case

of a bus line pair targeting 400 fF±16%. I.e., the smaller bus line is modeled to have

336 fF; the large bus line is under attack and is modeled to have a capacitance of
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464 fF. Results for the two cases are shown in Figure 5.3 and, respectively, Figure 5.4.

For the shorter irregular bus line defined in case (i), it can be seen in Figure 5.3 that

indeed detection of the probe is possible and both sensitivity and yield limiting close

to 100%, just as it was the case for bus lines with equal length shown previously in

Figure 4.5.
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Figure 5.3: Sensitivity and Yield for the worst case of 116 fF vs. 84 fF using the
global DB according to Equation (4.13)
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Figure 5.4: Sensitivity and Yield for the worst case of 464 fF vs. 336 fF using the
global DB according to Equation (4.13)

However, in case (ii), for longer irregular bus lines the approach of increasing the

reference counter does no longer show significant effect. This is visible in Figure 5.4.

In this case, yield and sensitivity remain below 90% even for large values of the

reference counter. Due to these practically too low values, post manufacturing

calibration is suggested in this work in order to decide if a bus line is probed.

5.4 Calibration

In order to make it possible to use a single value global DB, we need to improve the

sensitivity and yield for the global DB. For this purpose we first need to analyze
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how much the process variation could reduce the figures. Afterwards, we suggest a

new decision criterion to distinguish probed from unprobed cases.

Impact of Process Variations on Probe Detection

As previously discussed, with a single decision bound yield and sensitivity are too

low for realistic measurement times (counter references) and large bus lines. The

reason for this is that due to the imbalance the distance ∆Cprobed − ∆Cunprobed

becomes smaller.

As a consequence, the distributions for probed and unprobed bus lines (named Y

and Z in Figure 4.4) get closer. For a fixed DB placed according to Equation (4.13),

yield and sensitivity as defined in Equation (4.15) and Equation (4.17) are reduced.

To find a distinguisher, which allows a decision if finding a probe is still pos-

sible, we have measured the distribution of the difference of counter differences

∆Cprobed −∆Cunprobed between probed and unprobed samples.

The result from Monte Carlo analyses with respect to local process variations is ex-

emplified in Figure 5.5 for the case of a 464 fF probed line and a 336 fF unprobed line.
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Figure 5.5: Distribution of difference between 20fF probed and unprobed samples at
the worst design corner. This refers to a case with L1 = 464fF and L2 = 336fF
and CREF = 4894, Data is generated out of 2000 Monte Carlo samples.

For each Monte Carlo sample, i.e., for each simulated instance of the circuit,

∆Cprobed − ∆Cunprobed was computed. Obviously, the counter differences are dis-

tributed according to some near-Gaussian distribution. Distinguishing probed and

unprobed state is theoretically possible as long as ∆Cprobed −∆Cunprobed > 0.2

The measurements for this case have been done for a counter reference of 4894

resulting in a yield of 0.82 and a sensitivity of 0.83 for using a single DB according

to Equation (4.13). Obviously, the situation can be improved, when the decision is

related to the expected result of ∆Cprobed:

After manufacturing, local variations causing the detection problems are fixed for

the physical metal line of a wire as well as for the bus buffers. An additionally

attached probe shifts the counter output for similarly sized bus lines by a similar

amount. Therefore, given the expectation of a counter without probe and the ex-
2Strictly spoken ∆Cprobed −∆Cunprobed 6= 0 would suffice, but since the goal is a one-sided test,
we restrict ourselves to > 0.
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pected deviation for this class of similar bus lines when probed suffices for detection.

5.5 A New Decision Boundary

The problem that different length bus lines are harder to distinguish causes that

more precise knowledge about the line delay differences is needed. A straight for-

ward solution to overcome this problem is to measure the line delay caused counter

differences post manufacturing in an unprobed setting and with an emulated probe

attached.

While this approach allows to setup the best possible distinguisher (DB) for each

line pair, it also comes with practical downsides. The emulation of the probe requires

the implementation of a relatively large capacitance.

First, this causes area overhead and also increases calibration time since measurement

with and without emulated probe attached are needed. Second, this capacitance

must be designed, placed, and routed so that for all line pairs, which must be

calibrated, the seen emulated probe capacitance reflects very precise the value of the

targeted probe, e.g., 20 fF. In particular, if lines have a too large emulated probe

attached during calibration, the detection capability of actual probes is reduced. In

addition an attacker might try to misuse the capacitance in order to get advantage

for an attack.

Therefore we propose a method without emulation of the probe during calibration.

I.e., we only involve self-calibrating for the unprobed wires and find limits for the

probed case based on our pre-silicon Monte Carlo results.

It was already obvious from Figure 5.5 that realization of process variations influ-

ences the unprobed wire and the probed one similarly. In particular, for all considered

wire lengths and for all process variations sampled, the difference of counter differ-

ences with and without probe attached is larger than a specific offset value named

as δ0:
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∆Cprobed −∆Cunprobed > δ0 (5.8)

This δ0 defines the difference between probed and unprobed Line 1. The impact

of the choice of this value is as follows: Assuming no noise or aging and onboard

calibration under worst case conditions, an arbitrarily small 1 ≥ δ0 > 0 would result

in 100% yield – since all other effects are covered by the worst case assumption – and

extremely high sensitivity. However, tiniest variations of the oscillator would cause

yield loss. Shifting δ0 towards larger values decreases the sensitivity.

Let from now on δ0 be selected so that it is the largest possible value, for which the

required sensitivity (e.g., sens > 99.9%) is met. We suggest that this value of δ0 is

computed during design time and permanently stored to the device in a way that

cannot be manipulated by the attacker.3

With ∆Ccal,un the actual realization of on-chip calibrated counter difference values

for two unprobed bus lines, ∆Ccal,un + δ0 defines the value where latest an alarm

must be triggered to fulfill sensitivity requirements.

However, in real scenarios this value can shift, e.g., due to noise or aging. Therefore,

we define the new decision boundary CALDB to decide if an observed counter

difference value corresponds to a bus under attack, as

CALDB = ∆Ccal,un +
δ0
2

(5.9)

δ0
2 accounts for placing the CALDB in between the probed and unprobed distri-

butions, to achieve the best noise margin. CALDB and its positioning halfway

between the unprobed distribution and the δ0 is visualized in Figure 5.6. Please note

that in this experiment - compared to the one in Figure 4.4 - different conditions are

taken into account, e.g. in this case in Figure 5.6, different counter reference value,

and different line capacitance is taken into account.

3Please note, that the value does not carry secret information, i.e., it might be readable.
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Figure 5.6: δ0, CALDB, DB and the samples distribution of probed and unprobed
cases.This refers to a case with L1 = 464fF and L2 = 336fF and CREF = 4894,
Data is generated out of 2000 Monte Carlo samples.

The halfway positioning ensures the best possible sweet spot for achieving the

highest yield and sensitivity.

The figure also shows the benefit of CALDB over the previously used DB: While

the previous DB (green vertical line) stands for a fixed value, so that counter dif-

ferences which are already initially close to the boundary are less reliable, CALDB

follows this distribution of the counter difference for the unprobed state (red line),

so that the probed state can be distinguished from the unprobed state even for

extreme local process variations. The previous DB (green vertical line) provides

only sensitivity and yield of 80% for this worst irregular case, however the new

CALDB provides much higher values, i.e. both are ≥ 99.99%.
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5.6 Secondary Effects

After introducing the new CALDB as a new distinguisher, we now discuss several

properties of the new version of ROPAD.

Measurement Time

The discussion until here raises the question, how small the measurement time can

get, when using CALDB. Since measurement time in ROPAD is determined by

CREF , we designed an experiment - with the worst case of 464fF vs. 336fF - to show

how δ0 increases over CREF increase. Results are shown in Figure 5.7.

Increase of CREF means longer counting of the counters. This corresponds to a

longer test duration but also to a better resolution of possible differences between

bus lines. δ0 > 0 is a required condition to achieve the maximum yield which is

achievable for each CREF > 1000 equal to testtime > 600ns. By higher δ0 we

achieve a better separation of the probed and unprobed samples, and therefore gain

more space for placing the CALDB. This is equivalent to increasing sensitivity and

yield.
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Figure 5.7: δ0 increases over CREF increment, data refer to the worst case of 464fF
vs. 336fF.

Influence of Jitter

Global effects like temperature effects cancel out to a large extend due to the

differential measurement in ROPAD and are already considered by the worst-case

assumptions above.

Effects like thermal noise causing jitter, however, can influence the frequency of

each oscillator individually. Therefore, we discuss the influence of jitter on ROPAD’s

performance as a last remark in this work.

Figure 5.8 exemplifies how jitter might influence the counter value difference

∆Ccal,un. The experiment is performed with the same conditions defined in Fig-

ure 5.6. Absolute jitter is additionally simulated here, using the Cadence jitter
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simulation software [4]. Based on the results we see that 8 cycle shifts is a realistic

scenario.
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Figure 5.8: cycle shift occurring in the counter difference, due to absolute jitter. The
X axis is the transient simulation time. A random jitter noise has been inserted by
the simulation tool on top of the transient simulation.

Although jitter might average out over long measurement periods, it is observable

that it might still affect the least significant bits of the counter difference. The

precise amount of jitter is defined via the variance of the noise and cannot be

generalized across technologies and designs. Nevertheless, inverter gates optimized

for noise reduction, like they are used in our design, help to limit the absolute jitter.

To consider jitter in our design, it suffices to predict a value δJ that is with

sufficient probability larger than the effect of jitter on the probed and the unprobed
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counter value, e.g. in this experiment a value larger than 8 must be chosen.

With an appropriate choice of δ0, in particular

δ0 > 2δJ

also this noise effect is taken into account. Therefore, in this experiment δ0 > 16

must be considered.

The remaining effect, we leave for future work is aging. That effect is irreversible

and would not cancel out. While still a sufficiently long measurement period and,

therefore, a large value of δ0 might result in acceptable yield and sensitivity, another

option is available with the new version of ROPAD:

If the device can be brought into a trusted environment for maintenance, re-

calibration is possible.

5.7 Comparison to the Previous Approach

Table 5.1 presents a comprehensive comparison of the state-of-the-art digital PADs.

In contrast to CaLIAD, which is specifically designed for regular buses, ROPAD offers

protection for both regular and irregular buses within the specified range. ROPAD

surpasses CaLIAD in terms of its ability to detect probes, accommodating regular

and irregular bus lines with a nominal capacitance of up to 400 fF. Notably, this

capacitance threshold is four times higher than that considered by CaLIAD.

Moreover, as discussed in [39], ROPAD exhibits a smaller footprint in terms of

area utilization. The compact design of ROPAD enables efficient integration within

the chip layout, optimizing the utilization of available resources. This characteristic

further highlights the superiority of ROPAD as a versatile and space-efficient solution

for bus protection.
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Table 5.1: FoM comparison for SoA of digital PADs

ROPAD CaLIAD[51]
Irregular bus Protection Yes No

Max. CAPIR[ fF] (−64 fF + 64 fF) n/a
[Irreg.]

Max. CAPL [fF] 400 100
Area[GE] 181 352

Protected Memory [DB](Reg.) 1 N (2N)
Protected Memory [DB](Irreg.) N n/a

in-Si Cal. Runs [Reg.] 0 (1) N(2N@CAPP )
in-Si. Cal. Runs [Irreg.] N (0) n/a

The memory requirements for ROPAD in terms of protected memory are notably

lower compared to CaLIAD. For regular bus lines, ROPAD only necessitates the

storage of a single decision bound. Conversely, CaLIAD imposes a more demanding

storage requirement, as a minimum of N different calibration values must be stored.

If CaLIAD is calibrated under an emulated probe to achieve optimal sensitivity and

yield, this number increases to 2N .

One significant advantage of ROPAD over CaLIAD is its ability to address irregular

bus lines by utilizing N stored distinguishers. This capability sets ROPAD apart, as

CaLIAD does not account for such cases in its design.

Furthermore, ROPAD outperforms CaLIAD in terms of in-silicon calibration runs.

In the case of regular bus lines, ROPAD does not require calibration, although incor-

porating a calibration run can enhance reliability. As for irregular bus lines, ROPAD

employs calibration based on N line pairs exclusively in the unprobed state, without

the need for an emulated probe capacitance. However, for shorter line lengths, cal-

ibration is unnecessary for irregular bus lines as well.

It is worth noting that ROPAD achieves exceptional sensitivity and yield, nearing

100%, for both regular and irregular bus lines. This remarkable performance under-

scores the effectiveness of ROPAD as a reliable and high-performing solution for bus

protection.
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5.8 Summary

In this chapter, we have expanded upon the capabilities of ROPAD by enhancing

its ability to detect probes on irregular data buses. This represents a significant

advancement over its previous version, which was primarily focused on detecting

probes on regular buses [39].

The working conditions of the detector IP have been thoroughly analyzed, tak-

ing into account both nominal and detailed statistical considerations. In order to

achieve optimal yield and sensitivity, ROPAD has been configured with a post-silicon

calibration approach, prioritizing minimal design overhead and latency.

To this end, we have proposed a statistically driven decision boundary and have

explored its application in scenarios involving irregularity, local variation, and jit-

ter. Through extensive evaluation, we have demonstrated that the new approach is

well-suited for detecting probes on irregular bus lines, with an acceptable overhead.

Furthermore, the enhanced ROPAD remains capable of detecting attackers’ probes

even at small capacitance values as low as 20 fF.

These findings highlight the effectiveness and practicality of the proposed method-

ology, showcasing its potential for reliable and accurate detection of probe attacks on

irregular data buses. The improved capabilities of ROPAD open up new possibilities

for robust security measures in modern electronic systems.
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Summary and Outlook

Throughout this work, the primary focus has been on addressing invasive attacks

and developing effective countermeasures through the design of a detection circuitry,

namely "A Microprobing Detector".

The limitations of traditional time-to-digital converter-based self-tests, which serve

as the state-of-the-art probing detectors, have been thoroughly discussed in this

thesis. To address these limitations, a different measurement principle with reduced

overhead and calibration requirements has been employed. Novel probing detection

mechanisms have been proposed, along with a low-effort calibration scheme aimed

at increasing the noise margin and reducing test time.

For regular bus lines, the protected bus capacitance has been increased by a factor

of four compared to existing approaches. Furthermore, for the first time, it has been

demonstrated that the proposed circuitry is capable of effectively protecting non-

equal bus line lengths, referred to as irregular lines. This is of utmost importance

as non-equal length bus lines are prevalent in the industry, driven by the need to

mitigate antenna effects, cross-talk, and employ wire jogging and inter-metal layer

routing techniques.

In addition, the effects of coupling on bus lines, which can diminish the sensitiv-

ity and yield of the detection core, have been analyzed for the first time. Coupling

is a significant real-life issue in the industry, and understanding and addressing its

impact is crucial for ensuring acceptable industrial production standards. The pro-
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posed approach has been shown to exhibit resilience against coupling effects to an

acceptable level.

Furthermore, a noise margin has been introduced, and the probing detection core

has been analyzed with respect to jitter noise, a factor that can impact its perform-

ance. These considerations contribute to the overall robustness and reliability of the

detection system.

As semiconductor technology continues to advance with shrinking process sizes

and increasing clock frequencies, the impact of aging on the design and sign-off of

application-specific integrated circuits becomes increasingly significant. Aging poses

a considerable challenge in the design and manufacturing of ASICs, as it can lead to

performance degradation, reliability issues, and increased power consumption over

time. To address this concern, it is essential to implement robust mechanisms that

can accurately identify and isolate the effects of aging from other sources of variation.

The development of such strategies requires a comprehensive understanding of the

underlying aging mechanisms and their distinct characteristics. By leveraging this

knowledge, designers can devise detection techniques that are specifically tailored

to differentiate aging effects from other variations, such as process variations or en-

vironmental factors. Moreover, these strategies must be implemented with careful

consideration of the die size. Given the limited physical space available on a semicon-

ductor die, it is crucial to minimize the footprint of the aging detection mechanisms.

This entails efficient utilization of resources, intelligent circuit design, and optimiz-

ation of detection algorithms to ensure the least possible impact on the overall die

size. However, traditional Vernier time-to-digital converter-based built-in self-tests

suffer from notable calibration and post-processing overhead, limiting their effective-

ness in addressing aging concerns. These built-in self-tests also impose challenges in

terms of extensive metal routing and the incorporation of large multiplexer (MUX)

switches, which introduce readout errors to the measurement core. Furthermore, the

aging stress on the primary time-to-digital converter sensors needs to be carefully

managed, particularly when dealing with an expanding number of critical paths.

To overcome these limitations, a novel approach has been proposed to reduce
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overhead by leveraging the frequency dependence of the negative bias temperature

instability aging mechanism. By exploiting the frequency dependency of aging, signi-

ficant gains in terms of area and power consumption, exceeding 90%, can be achieved.

This reduction in overhead not only addresses the calibration and post-processing

challenges associated with traditional BISTs but also alleviates the aging stress on

crucial components such as the time-to-digital converter sensors. Consequently, the

proposed approach enables designers to enhance the overall reliability and perform-

ance of ASICs in the presence of aging effects.

The utilization of the frequency dependence of the NBTI aging mechanism rep-

resents a promising solution for managing the challenges posed by aging in modern

ASIC designs. By incorporating this understanding into the design process, design-

ers can effectively mitigate the negative impact of aging while optimizing resource

utilization. This approach ensures the longevity and reliability of ASICs even as

process sizes continue to shrink and transistor count, compute power as well as clock

frequencies push technological boundaries.

To safeguard the calibration data of aging sensors from potential cloning attacks,

a novel approach utilizing physical unclonable functions has been adopted. PUFs

present a more efficient alternative to memory encryption, ensuring the integrity

and security of the sensitive calibration data.

It is important to recognize that aging not only poses challenges for application-

specific integrated circuits but also affects the performance of physical unclonable

functions. Previous investigations have revealed that aging can induce sign bit flips

in PUFs, rendering them unreliable and falling out of the acceptable yield range for

their intended application. This phenomenon underscores the need to address the

issue and enhance the reliability of PUFs against the detrimental effects of aging.

In this regard, a proposal to improve the stability and longevity of ring oscillator-

based PUFs in the face of aging has been presented and discussed. The objective is to

devise measures that can effectively counteract the impact of aging on PUFs, ensuring

their reliable operation throughout their lifespan. By enhancing the resilience of
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Chapter 6 Summary and Outlook

PUFs against aging effects, the overall reliability and dependability of these security

components can be significantly improved.

The proposed approach not only addresses the specific challenges associated with

aging in PUFs but also aligns with the broader objective of maintaining the trustwor-

thiness and effectiveness of these critical security elements. By ensuring the stability

and reliability of PUFs over their operational lifetimes, the potential risks arising

from aging-related issues can be mitigated, bolstering the overall security posture of

the system.

In conclusion, the selected approach of utilizing physical unclonable functions as a

safeguard for calibration data, or any other type of sensitive information, represents a

strategic choice that brings about a more streamlined and efficient solution compared

to traditional memory encryption methods. By leveraging the unique characteristics

of PUFs, the integrity and security of crucial data can be effectively protected.

Moreover, the proposal to enhance the reliability of ring oscillator-based PUFs

against the deteriorating effects of aging holds significant importance in achieving

prolonged stability and dependability in the functioning of these essential security

components. Aging poses a substantial risk not only to application-specific integrated

circuits but also to the reliability and performance of PUFs themselves. Addressing

this concern through measures that enhance the resilience of PUFs against aging

effects is a crucial step toward ensuring their long-term viability and effectiveness.

The adoption of PUFs as a protective measure demonstrates a forward-thinking

and innovative approach in the field of data security. By leveraging the inher-

ent uniqueness of physical characteristics, PUFs offer a robust and efficient de-

fense against various attacks, including cloning attempts. Compared to conventional

memory encryption methods, the utilization of PUFs provides a more streamlined

and resource-efficient solution, reducing processing overhead while ensuring the in-

tegrity and confidentiality of critical data.

Furthermore, the focus on enhancing the reliability of ring oscillator-based PUFs

against aging effects underscores the commitment to long-term stability and depend-

ability. Aging-induced sign bit flips in PUFs can jeopardize their performance and
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render them unreliable for their intended purposes. Thus, the proposed measures

aim to mitigate these effects, enabling PUFs to maintain their functionality and

effectiveness over an extended operational lifespan.

In summary, the deployment of PUFs as a protective measure for calibration data,

along with the effort to bolster the reliability of ring oscillator-based PUFs against

aging effects, showcases a comprehensive and forward-looking approach to data se-

curity. By leveraging innovative techniques and ensuring long-term stability, these

critical security components can effectively protect sensitive information while main-

taining their resilience and performance against evolving threats.

The proposed approaches presented in this thesis have the potential to greatly

facilitate the integration of probing detection cores into industrial-grade application-

specific integrated circuits. By addressing key limitations and enhancing the reliab-

ility, robustness, and security aspects, these advancements pave the way for more

secure and trustworthy electronic systems in various domains. �
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