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Introduction

These are (incomplete and growing) lecture notes of a course taught at the De-
partment of Mathematics at the Technical University of Munich. The course is
meant to be a concise introduction to some of the mathematical results of the
field.

Needless to say, if you spot mistakes, I would be happy to know—just drop
me an email. Thank you!

Text passages that are marked with a gray bar, like the one on the side, are
optional to read. The course will not build up on them and they are neither
relevant for the exercises nor for the final exam.

What is machine learning? Machine learning is often considered part of
the field of artificial intelligence, which in turn may largely be regarded as a
subfield of computer science. The aim of machine learning is to exploit opti-
mization techniques and, in most cases, vast amounts of data in order to devise
complex models or algorithms in an automated way. Loosely speaking, it is
about producing computer programs without writing them. Instead, one sets
up an optimization procedure, which in this context is often called ‘learning’
or ‘training’, that eventually leads to the sought computer program. Machine
learning techniques are typically used whenever large amounts of data are avail-
able and when one aims at a computer program that is (too) difficult to program
‘directly’. Standard examples are programs that recognize faces, handwriting,
or speech, drive cars, recommend products, translate texts or play Go. These
are hard to program from scratch so one uses machine learning algorithms that
produce such programs from large amounts of data.

In his 1950 paper Computing Machinery and Intelligence | |, Alan M.
Turing writes about “Learning machines” that eventually aim at imitating the
human brain:

“Instead of trying to produce a programme to simulate the adult
mind, why not rather try to produce one which simulates the child’s?
If this were then subjected to an appropriate course of education
one would obtain the adult brain. |[...] Our hope is that there is
so little mechanism wn the child-brain that something like it can be
easily programmed. The amount of work in the education we can
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assume, as a first approrimation, to be much the same as for the
human child. We have thus divided our problem into two parts. The
child-programme and the education process.”

Today, two main branches of the field of machine learning are supervised learning
and unsupervised learning. In supervised learning a learning algorithm is a
device that receives ‘labeled training data’ as input and outputs a program that
predicts the label for unseen instances and thus generalizes beyond the training
data. Examples of sets of labeled data are emails that are labeled ‘spam’ or ‘no
spam’ and medical histories that are labeled with the occurrence or absence of
a certain disease. In these cases, the learning algorithm’s output would be a
spam filter and a diagnostic program, respectively.

In contrast, in unsupervised learning there is no additional label attached
to the data and the task is to identify patterns and/or model the data. Un-
supervised learning is for instance used to compress information, to organize
data or to generate a model for it. In the following, we will exclusively deal
with supervised learning. At the time of writing these notes, supervised learn-
ing appears to be the best-developed and economically most influential part of
machine learning.

A first coarse classification of supervised learning algorithms is in terms of
the chosen type of representation, which determines the basic structure of the
generated programs. Common ones are:

e Decision trees
e Nearest neighbors
e Neural networks

e Support vector machines and kernel methods

These types of representations, though quite different in nature, have two im-
portant things in common: they enable optimization and they form wuniversal
hierarchies.

The fact that their structure enables optimization is crucial in order to iden-
tify an instance (i.e., a program) that fits the data and presumably performs
well regarding future predictions. This optimization is typically done in a greedy
manner.

Forming a universal hierarchy means that the type of representation allows
for more and more refined levels that, in principle, are capable of representing
every possibility or at least approximating every possibility to arbitrary accu-
racy.

Only a few such representation types are known and the above examples
(together with variations on the theme and combinations thereof) already seem
to cover most of the visible universe.

We will focus on the last two of the mentioned types of representations,
neural networks, and kernel methods, which are arguably the most sophisticated
and most powerful ones. To begin with, however, we will have a closer look at
the general statistical framework of supervised learning theory.



Chapter 1

Learning Theory

1.1 Statistical framework

In this section, we set up the standard statistical framework for supervised
learning theory. A recapitulation of basic concepts of probability theory can be
found in the appendix.

Input of the learning algorithm is the training data that is a finite sequence S =
((9317 Y1)s-- oy (Tn, yn)) of pairs from X x ). y; is called the label corresponding
to x;.

Output of the learning algorithm is a function h : X — Y, called hypothesis,
that aims at predicting y € ) for arbitrary x € X', especially for those not
contained in the training data. Formally, a learning algorithm can thus be
seen as a map A : Upen (X x V)" — Y¥. We will denote its range, i.e., the
set of functions that can be output and thus be represented by the learning
algorithm, by F. From a computer science perspective, the learning algorithm
is an algorithm that, upon input of the training data .S, outputs a computer
program described by hg := A(S) € F.

Probabilistic assumption. The pairs (x;,y;) are treated as values of random
variables (X;,Y;) that are identically and independently distributed according
to some probability measure P over X x ). We will throughout assume that the
corresponding o-algebra is a product of Borel o-algebras w.r.t. the usual topolo-
gies. All considered functions will be assumed to be measurable. Expectations
w.r.t. P and P" := P x ... x P will be denoted by [E and IEg, respectively.
If we want to emphasize that, for instance, S is distributed according to P™
we will use the more explicit notation Eg. p». Similarly, probabilities of events
A and B w.rt. P and P™ will be denoted by P[A] and Pg[B], respectively.
It is throughout assumed that P does not only govern the distribution of the
training data, but also the one of future, yet unseen instances of data points.

Goal of the learning algorithm is to find a good hypothesis h w.r.t. a suitably
chosen loss function L : Y x Y — R that measures how far h(x) is from the

5



CHAPTER 1. LEARNING THEORY 6

respective y. The smaller the average loss, called risk! and given by
R(b= [ L(yh@)dP (). (1
XxY

the better the hypothesis. The challenge is, that the probability measure P is
unknown, only the training data S is given. Hence, the task of the learning
algorithm is to minimize the risk without being able to evaluate it directly.

Depending on whether ) is continuous or discrete one distinguishes two
types of learning problems with different loss functions: regression problems
and classification problems?.

Regression

If Y is continuous and the loss function is, colloquially speaking, a distance mea-
sure, the learning problem is called a regression problem. The most common loss
function in the case Y = R is the quadratic loss L(y, h(z)) = |y —h(z)|? leading
to the Lo-risk also known as mean squared error R(h) = E [[Y — h(X)[?]. For
many reasons, this is a mathematically convenient choice. One of them is that
the function that minimizes the risk can be handled:

Theorem 1.1: Regression function minimizes L,-risk

In the present context let h: X — Y = IR be a Borel function and assume
that E [Y?] and E [h(X)?] are both finite. Define the regression function
as conditional expectation r(z) := E(Y|X = z). Then the Ly-risk of h
can be written as

R(h) =B [[Y = r(X)]’] + B [|2(X) - r(X)[7]. (1.2)

Note: The first term on the r.h.s. in Eq.(1.2) vanishes if there is a deterministic
relation between x and vy, i.e., if P(y|z) € {0,1}. In general, it can be regarded
as unavoidable uncertainty or inaccuracy that may be due to noise or due to
the lack of information content in X about Y. The second term contains the
dependence on h and is simply the squared Ls-distance between h and the
regression function r. Minimizing the risk thus means minimizing the distance
to the regression function.

Proof. (sketch) Consider the real Hilbert space Lo(X x Y, P) with inner product
(¥, ¢) == E[¢p¢]. h can be considered as an element of the closed subspace of
functions that only depend on = and are constant w.r.t. y. The function r also

IThe risk also runs under the name out-of-sample error or generalization error.

2 Although this seems to be a reasonable working definition distinguishing regression from
classification, the difference between the two is not so sharp: discretized versions of continuous
regression problems may still be called regression problems and, conversely, if the space ) is
a space of probability distribution over the classes of interest, a problem may still be called a
classification problem.
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represents an element of that subspace and since the conditional expectation®
is, by construction, the orthogonal projection into that subspace, we have (y —
r,h —r) = 0. With this, Pythagoras’ identity yields the desired result

lly = Al = lly =7l + [|h =[]

Classification O

Classification deals with discrete ), in which case a function from X to ) is also
called a classifier. The most common loss function in this scenario is the 0-1
loss L(y,y’) =1 — 6y, so that the corresponding risk is nothing but the error
probability R(h) = P [h(X) #Y] = E [Ly(x)zy]. We will at the beginning
often consider binary classification where Y = {—1,1}. The error probability
in binary classification is minimized by the Bayes classifier*

b(z) :==sgn(E[Y|X =a]). (1.3)

1.2 Error decomposition

How can the learning algorithm attempt to minimize the risk R(h) over its
accessible hypotheses h € F without knowing the underlying distribution P?
There are two helping hands. The first one is prior knowledge. This can for in-
stance be hidden in the choice of F and the way the learning algorithm chooses a
hypothesis from this class. Second, although R(h) cannot be evaluated directly,
the average loss can be evaluated on the data S, which leads to the empirical
risk, also called in-sample error

R(h) := % Z L(yi, h(z;)). (1.4)

The approach of minimizing R is called empirical risk minimization (ERM). In
particular if |Y| < oo, then there always exists a minimizer h € F that attains
infy,cx R(h) = R(h) since the functions are only evaluated at a finite number of
points, which effectively restricts F to a finite space.

In general, ERM is a computationally hard task—an issue that we will dis-
cuss in greater detail in the following chapters, where specific representations
are chosen. In spite of this, we will sometimes make the idealizing assumption
that ERM can be performed. Keeping in mind, however, that only in a few
cases an efficient algorithm or a closed-form solution for ERM is known, like in
the following examples.

31f there is a probability density p(x,y), the conditional expectation is given by E(Y|X =
x) = fy y p(z,y)/p(x)dy if the marginal p(z) is non-zero. For a general treatment of condi-
tional expectations see for instance | |, Chap.23.

4Here and in the following we use the convention sgn(z) := 1 if z > 0 and sgn(z) := 0 for
x < 0.
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Ezxample 1.1 (Linear regression).Let X x Y = R x R and F := {h: X —
Y| 3veR?: h(z) = (v,z)} be the class of linear functions. The minimizer
of the empirical risk (w.r.t. the quadratic loss)

R(v) := %Z (yi — (v, 2:))°, (1.5)

i=1

can be determined by realizing that the condition VR(v) = 0 can be rewrit-
ten as linear equation Av = b, where A := )", zizl and b := > yixi. This
is solved by v = A~1b where the inverse is computed on range(A).

Ezample 1.2 (Polynomial regression).Let Y xY = RxR and F:={h: R —
R | Ja € R™!: h(x) = 3, arz®} be the set of polynomials of degree m.
In order to find the ERM w.r.t. the quadratic loss, define ¢ : R — R™*1!,

P(x) = (1, z, z2, ..., ™). Then the empirical risk can be written as
1 n m . 5 1 " 2
n;(ylgakl’i) = E;(%*@,w(gpz») )

Hence, it is of the form in Eq.(1.5) and one can proceed exactly as in the
case of linear regression in Exp.1.1. Note that instead of using the monomial
basis in the components of ¥, we could as well use a Fourier basis, Wavelets
or other basis functions and again follow the same approach.

If n, the size of the training data set, is sufficiently large, one might hope
that R(h) is not too far from R(h) so that ERM would come close to minimizing
the risk and converge to it in the limit n — co. The mathematical underpinning
of this hope is the law of large numbers. The quantification of the difference
R(R) — R(h) (often called excess risk) for finite n is essentially the content of
the remaining part of this chapter.

To this end, and also for a better understanding of some of the main is-
sues in supervised machine learning, it is useful to look at the following error
decompositions.

Let R* :=infy, R(h) be the so-called Bayes risk, where the infimum is taken
over all measurable functions h : X — ), and let Rr := infycx R(h) quantify
the optimal performance of a learning algorithm with range F. Assume further
that a hypothesis A € F minimizes the empirical risk, i.e., R(h) < R(h) Vh € F.
Then we can decompose the difference between the risk of a hypothesis h and
the optimal Bayes risk as

R(h) — R* = (R(h) — R(h)) + (R(h)—Rr) + (Rr—R") . (L6)
—_————

optimization error estimation error approximation error

The approximation error does neither depend on the hypothesis nor on the data.
It quantifies how well the hypothesis class F is suited for the problem under
consideration. The optimization error depends on how good the optimization
that led to hypothesis h is relative to ideal empirical risk minimization. The
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estimation error measures how well the empirical risk minimizer h performs rel-
ative to a true risk minimizer in F. By the law of large numbers, the estimation
error is expected to decrease with the size n of the training data set and to
vanish asymptotically. The estimation error can be bounded by

R(h) ~ R = R(h)~ R(R) + sup (R(h) - r())

IN

2 sup |R(h) — R(h)‘, (1.7)
heF

or in expectation w.r.t. the training data set S by
Es [R(h) - Rf] < Es [R(h) - R(/})} . (1.8)

The inequality in Eq.(1.8) can be proven by first adding and subtracting the
expectation of R(ﬁ) + R(h}-), where hr is assumed to be a minimizer of the risk
within F, and then exploiting that R(h) — R(hx) < 0 and that R(hr)— R has
zero expectation.

Bounds on the difference between the risk and the empirical risk (or, using
synonyms, between the out-of-sample error and the in-sample error) are called
generalization bounds. They quantify how well the hypothesis generalizes from
the observed data to unseen cases. Generalization bounds that hold uniformly
for all h € F, as desired by Eq.(1.7), will be derived in the following sections.

Let us for the moment assume that the learning algorithm performs ideal
ERM so that the optimization error vanishes. Then we are typically faced with a
trade-off between the estimation error and the approximation error: while aim-
ing at a smaller approximation error suggests taking a richer hypothesis class F,
the data required to keep the estimation error under control unfortunately turns
out to grow rapidly with the size or complexity of F (cf. following sections).
A closely related trade-off runs under the name bias-variance trade-off. It has
its origin in a refinement of the decomposition in Thm.1.1 and is exemplified in
Fig.1.1.

Theorem 1.2: Noise-bias-variance decomposition

In the setup of Thm.1.1 consider a fixed learning algorithm that outputs
a hypothesis hg upon input of S € (X x Y)". Regard S as a random
variable, distributed according to P™ and define h(z) := Eg [hg(x)] the
expected prediction for a fixed x. If the expected risk Eg [R(hg)] is finite,
then it is equal to

E [|Y —r(X0)]*] +E [|A(X) ~ r(X)P] + E [Es [|hs(X) — h(X)P]]

noise bias? variance

(1.9)

Proof. We take the expectation Eg of Eq.(1.2) when applied to hg and observe
that the first term on the r.h.s. is independent of S. For the second term we
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Figure 1.1: Bias-variance trade-off in polynomial regression: two samples (red
and blue points) are drawn from the same noisy version of a quadratic function
(gray). If we fit high-degree polynomials (top image), there is a large variance
from sample to sample, but a small bias in the sense that the average curve
asymptotically matches the underlying distribution well. If affine functions are
used instead (bottom image), the variance is reduced at the cost of a large bias.

obtain

Es [E [[hs(X) —r(X)P]] = E[Bs [[hs(X) - h(X) +h(X) - r(X)]]
= E[[h(X) - r(X)]?]
+ B [Es [|hs(X) = h(X)]]
+ 2F [Eg [(hs(X) — h(X)) (R(X) — r(X))]] .

The term in the last line vanishes since (h(X) —r(X)) is independent of S and
Es [(hs(X) — h(X))] = 0. O

As can be seen in the example of polynomial regression in Fig.1.1, if we increase
the size of F, then the squared bias is likely to decrease while the variance will
typically increase (while the noise is unaffected).

There is a third incarnation of the phenomenon behind a dominating variance
or estimation error that is called overfitting. All these are possible and typical
consequences of choosing F too large so that it contains exceedingly complex
hypotheses, which might be chosen by the learning algorithm.’

50ne says that ‘h overfits the data’ if it is overly optimistic in the sense that the in-sample-
error is significantly smaller than the out-of-sample-error—Ilike in the example of high-degree
polynomials in Fig.1.1.
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As long as ideal ERM is considered, the three closely related issues just
discussed all ask for a balanced choice of F. In order to achieve this and to get
confidence in the quality of the choice many techniques have been developed.
First of all, the available labeled data is split into two disjoint sets, training data
and test data. While the former is used to train/learn/optimize and eventually
output a hypothesis hg, the latter is used to evaluate the performance of hg.
There is sometimes a third separate set, the validation data, that is used to tune
free parameters of the learning algorithm. In many cases, however, training data
is too precious to set aside a separate validation sample, and then validation is
done on the training data by a technique called cross-validation.

In order to prevent the learning algorithm from choosing overly complex
hypotheses, ERM is often modified in practice. One possibility, called structural
risk minimization, is to consider a sequence of hypotheses classes F; C Fo C
F3 C ... of increasing complexity and to optimize the empirical error plus a
penalty term that takes into account the complexity of the underlying class.

A smoother variant of this idea is called regularization, where a single hy-
potheses class F is chosen together with a regularizer, i.e., a complexity penal-
izing function ¢ : F — R4, and one minimizes the regularized empirical risk
R(R) + o(h). If F is embedded in a normed space, a very common scheme is
Tikhonov regularization, where o(h) := ||Ah||? for some linear map A, which is
often simply a multiple of the identity. The remaining free parameter is then
chosen for instance by cross-validation. The term regularization is often used
very broadly for techniques that aim at preventing the learning algorithm from
overfitting.

In the end, choosing a good class F and/or a good way to pick not too
complex hypotheses from F is to some extent an art. In practice, one makes
substantial use of heuristics and of explicit or implicit prior knowledge about
the problem. In Sec.1.4 we will see a formalization of the fact that there is no
a priori best choice.

A central goal of statistical learning theory is to provide generalization
bounds. The simplest way to obtain such bounds in practice is to look at a
test set, which will be done in the remaining part of this section. Deriving gen-
eralization bounds without a test set is more delicate, but from a theoretical
point of view desirable. It is usually based on two ingredients: (i) a so-called
concentration inequality, which can be seen as a non-asymptotic version of the
law of large numbers, and (ii) a bound on a relevant property of the learn-
ing algorithm. This property could be the size or complexity of its range, the
stability, compressibility, description length or memorization-capability of the
algorithm. All these lead to different generalization bounds and some of them
will be discussed in the following sections. The traditionally dominant approach
is to consider only the range F of the algorithm. This seems well justified as
long as idealized ERM is considered (as ERM treats all hypotheses in F equally)
and we will have a closer look at various themes along this line until Sec.1.10
(incl.). In Sec.1.11-1.13 we will exploit more details and other properties of the
learning algorithms and discuss approaches in which the range F plays essen-
tially no role anymore. This class of approaches is potentially better suited to
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deal with the fact that in practice learning algorithms often deviate from their
ERM-type idealization.

Generalization bound from test error

Before we discuss how generalization bounds can be obtained prior to looking at
the test error, we will look at the test error and ask what kind of generalization
bounds can be obtained from it. To this end, we will assume that there is a test
set T € (X x Y)™ which has been kept aside so that the hypothesis h, which
has been picked by the learning algorithm depending on a training data set .5,
is statistically independent of T. More precisely, we assume that the elements
of both, S and T', are distributed identically and independently, governed by a
probability measure P on X x ), and that A may depend on S but not on 7.
Testing the hypothesis on 7" then leads to the empirical test error

> Ly h(@)).

(z,y)€T

If R = R(h) is the error probability, i.e., the 0 — 1 loss is considered, then
the empirical test error Ry = Ryp(h) is a multiple of 1/m and we can express
the probability that it is at most k/m in terms of the cumulative binomial
distribution

} - zk: (TJ”) RI(1 - R)™ 9 =: Bin(m, k, R). (1.10)

=0

N k
Prpm [RT < —
m

Since we want to deduce a bound on R from ]A%T, we have to invert this formula
and introduce

Binv(m, k, ) := max { p € [0,1] | Bin(m, k,p) > §}. (1.11)
This leads to:
Theorem 1.3: Clopper-Pearson bound

Let R(h) be the error probability of a hypothesis h : X — Y. With
probability at least 1 — § over an i.i.d. draw of a test set T' € (X x V)™

R(h) < Binv(m,mRr(h),8) < Rp(h) + % (1.12)

2m
Moreover, if Ry (h) = 0, then

R(h) < % (1.13)
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Proof. (Sketch) The probability that the empirical error probability is at most
k/m, if the ‘true’ error probability is given by R := R(h), is Bin(m, k, R). This
increases as a function of k and decreases as a function of R. The latter implies
that for any k, m the maximum p for which Bin(m, k,p) > § is the R for which

P [RT(h) < k/m| = 4. This in turn is equivalent to saying that with probability
1 — 0 we have k < mRyp(h). So

R = Binv(m, k,d) < Binv(m,mflT(h),é),

where the inequality, which uses monotonicity of Binv in the second argument,
only holds with probability 1 — d. Hence, R < Binv(m, m]%T(h), 9) holds with
probability 1—4§. In order to further bound this in a more explicit way, we exploit
that the cumulative binomial distribution can be bounded by Bin(m, k,p) <
exp [ —2m(p — k’/m)Q]. Inserting this into the definition of Binv, we get

Binv(m,k,8) < max{p| exp[—2m(p—k/m)?] >4}

k ln%
= = —9 1.14
e Vvt (1.14)

which leads to Eq.(1.12). Following the same reasoning, Eq.(1.13) is obtained
from the bound Bin(m,0,p) = (1 —p)™ < e P™. O

The bound on R(h) in terms of Binv is optimal, by definition. Of course, in
practice, Binv should be computed numerically in order to get the best possi-
ble bound. The explicit bounds given in Thm.1.3, however, display the right
asymptotic behavior, which we will also find in the generalization bounds that
are expressed in terms of the training error in the following sections: while in
general, the difference between risk and empirical risk is inversely proportional
to the square root of the sample size, this square root can be dropped under
special assumptions.

Notes and literature Linear regression with quadratic loss goes back at least to Legen-
dre’s 1805 work in which he uses the method for the determination of comet orbits | |-
Statistical learning theory was introduced in the late 1960’s by Vapnik and Chervonenkis
[ s 8 ]. Binomial bounds on estimation errors appear in Clopper and Pear-
son’s work from 1934 | |- Overviews on generalization bounds from test errors for

classification can be found in | , .

1.3 PAC learning bounds

Since we consider the training data to be random, we have to take into account
the possibility to be unlucky with the data in the sense that it may not be a
fair sample of the underlying distribution. Hence, useful bounds for instance
on |R(h) — R(h)| will have to be probabilistic, like the ones we encountered in
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the last section. What we can reasonably hope for, is that, under the right
conditions, we obtain guarantees of the form

Ps ||R(h) — R(h)| > €| <. (1.15)

Bounds of this form are the heart of the probably approzimately correct (PAC)
learning framework. The bounds in this context are distribution-free. That is, €
and § do not depend on the underlying probability measure, which is typically
unknown in practice. The simplest bound of this kind concerns cases where a
deterministic assignment of labels is assumed that can be perfectly described
within the chosen hypotheses class:

Theorem 1.4: PAC bound for deterministic, realizable scenarios

Let € € (0,1), consider the error probability as risk function and assume:

1. There exists a function f : X — ) that determines the labels, i.e.,
PlY = y|X = 2] = 6, p(y) holds V(z,y) € X x ).

n

2. For any S = ((z4, f(2:))),_, € (X x Y)" the considered learning
algorithm returns a hypothesis hg € F for which R(hg) = 0.

Then Pg[R(hs) > €| < |F|(1 — €)™ and for any § > 0, n € N one has

71
5

n>—In
€

= Ps[|R(hs) - R(hs)| > ¢ <.

Proof. We assume that |F| < oo since the statements are trivial or empty
otherwise. First observe that for any hypothesis

Ps[R(h)=0] = Pg[Vie{l,...,n}: h(X;) = f(Xi)]
[IP[rx) = f(X)] = (1=PR(X) # F(X)])"
i=1

= (1-R(h)", (1.16)

where the i.i.d. assumption is used in the second line. With R(hg) = 0 and
hs € F we can bound

Ps ||R(hs) - R(hs)| > ¢| = Ps[R(hs) > ¢

IN

Py [ahef:R(h)ZOAR(h)x}

> Ps[m)=0] < |F0-o,

heF:R(h)>e

IA

where in the third line we first used the union bound, which is applicable since
|F| < 0o, and then we exploited Eq.(1.16). In addition, the number of terms in
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the sum Zhe]-‘:R(h)>e was simply bounded by |F|. From here the final implica-

tion stated in the theorem can be obtained via |F|(1 — €)™ < |Fle™" =: § and
solving for n. O

In the following we will relax the assumptions that were made in Thm.1.4
more and more. Many of the PAC learning bounds then rely on the following
Lemma, which was proven in | |:

Lemma 1.1 (Hoeffding’s inequality). Let Z1,...,Z, be real independent ran-
dom variables whose values are contained in intervals [a;, b;] D range[Z;]. Then
for every e > 0 it holds that

n
2¢?

P Z(Z,»—]E[Zi]) Ze] < exp [_Z(b)Q . (1.17)

i=1 i=1

A useful variant of this inequality can be obtained as a simple corollary: the
probability P [| Y1 Z; — E[Z;] | > €] can be bounded by two times the r.h.s.
of Eq.(1.17). This can be seen by first observing that Eq.(1.17) remains valid
when replacing Z; by —Z; and then adding the obtained inequality to the initial
one.

We will now use Hoeffding’s inequality to prove a PAC learning bound with-
out assuming that there is a deterministic assignments of labels that can be
perfectly described within F. In the literature, this scenario is often called
the agnostic case (as opposed to the realizable case considered in the previous
theorem).

Theorem 1.5: PAC bound for countable, weighted hypotheses

Consider a countable hypothesis class F and a loss function whose values
are contained in an interval of length ¢ > 0. Let p be any probability
distribution over F and ¢ € (0,1] any ‘confidence parameter’. Then with
probability at least (1 —4) w.r.t. repeated sampling of sets of training data
of size n we have

R In 24~ +1In2
Vh e F:|R(h) — R(h)| gq/%. (1.18)

Note: The bound is again independent of the underlying probability measure
P. Tt should also be noted that p(h) can not depend on the training data and
is merely used in order to allow the level of approximation to depend on the
hypothesis. In particular, p(h) can not be interpreted as a probability with
which the hypothesis h is chosen. More sophisticated versions of PAC bounds
depending on a priori fixed distributions over the space of hypotheses will be
discussed in Sec.1.13.

Proof. Let us first consider a fixed h € F and apply Hoeffding’s inequality to
the i.i.d. random variables Z; := L(Y;, h(X;))/n. Setting € := ¢ (ln p(2T)5>/2n
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we obtain
Py “R(h) ~ R(h)| > e] < p(h)o. (1.19)

In order to bound the probability that for any of the h’s the empirical average
deviates from the mean, we exploit the union bound and arrive at

Ps [ah e F:|R(h) — R(h)| > e} <Y Ps [|R(h) — R(h)| > e] <3 p(h)s =s.
heF heF

O

The € in Eq.(1.19) depends on the hypothesis h. The smaller the weight
p(h), the larger the corresponding e. Hence, effectively, the above derivation
provides reasonable bounds only for a finite number of hypotheses. If F itself
is finite, we can choose p(h) := 1/|F| and rewrite the theorem so that it yields
a bound for the size of the training set that is sufficient for a PAC learning
guarantee:

Corollary 1.2. Consider a finite hypothesis space F, § € (0,1], € > 0 and a
loss function whose range is contained in an interval of length ¢ > 0. Then
Vh € F : |R(h) — R(h)| < € holds with probability at least 1 — & over repeated
sampling of training sets of size n, if

> 2 F|+In> (1.20)
n > 52 n n(s . .

Due to Eq.(1.7) this also guarantees that R(ﬁ) — Rr < 2¢, providing a quan-
titative justification of ERM. Consequently, in a deterministic scenario where a
function f : X — ) determines the ‘true’ label, we have R(h) < 2¢ if f € F.

Unfortunately, for infinite F the statement of the corollary becomes void —
a drawback that will to a large extent be corrected in the following sections.
Before going there, however, we will discuss some negative results in order to
understand better what we can not expect.

In the limit n — oo Thm. 1.5 can be regarded as a uniform law of large
numbers — one that holds uniformly over all elements of a function class. Unlike
the law of large numbers, its uniform counterparts do not hold in general but
only for special functions classes. These are called Glivenko-Cantelli classes
(or uniform Glivenko-Cantelli classes if uniformity holds in addition w.r.t. all
probability measures). That not all function classes are Glivenko-Cantelli classes
is shown by the following simple example:

Ezample 1.3 (Failure of a uniform law of large numbers).Consider the set of
indicator functions F := {z — 1.ca|A C R A |A] < oo} of finite subsets of
the real line. For any f € F and any continuous probability distribution of
Z on R we have that I [f(Z)] = 0 and the sample average 1+ 37 | f(z;) will
almost surely be zero as well. So the law of large numbers is trivially true in
this case. However, it does not hold uniformly, since sup e + 7" | f(z) =
1 for all n.



CHAPTER 1. LEARNING THEORY 17

If 7 = Y% with all sets finite, then Eq.(1.20) provides a PAC guarantee
essentially only if n exceeds |X|. The latter means, however, that the learning
algorithm has basically already seen all instances in the training data. The next
theorem shows that this is indeed necessary for PAC learning if all functions in
F = Y% are equally relevant for describing the data.

Notes and literature The trace of ‘PAC learning’ goes back to the work of Valiant
[ |, who has focused on both computational complexity and sample-complexity. The
statistical aspect, i.e. the sample-complexity, has been considered independently already
in the works of Vapnik and Chervonenkis | , s ]- The close relation between

these two lines of research was pointed out in | .

1.4 No free lunch

If we are given part of a sequence, say 2 4 8 16, without further assumption
about an underlying structure, we can not infer the next number. As Hume
phrased it (first published anonymously in 1739): there is nothing in any object,
consider’d in itself, which can afford us a reason for drawing a conclusion beyond
it (83.12 in | ). The necessity of prior information in machine learning
is put in a nutshell by the ‘no-free-lunch theorem’, of which one version is the
following:

Theorem 1.6: No-free-lunch

Let X and Y both be finite and so that |X| exceeds the size n of the
training set S. For any f : X — Y define R¢(h) := P [h(X) # f(X)]
where the probability is taken w.r.t to a uniform distribution of X over X.
Then for every learning algorithm the expected risk averaged uniformly
over all functions f € Y fulfills

E; [Es [Ry(hs)]] > (1 - |31}|> (1 - Z) : (1.21)

Note: Here it is understood that f determines the joint distribution P(x,y) =

n

8y.f(x)/|X|. Consequently, the training data has the form ((z;, f(z,;)))izl.

Proof. (sketch) Denote by Xg the subset of X appearing in the training data S.
Regarding Xg as a multiset it satisfies |Xs| = n. We can write

1
s s (0] = s B | S theosn|| 02
xEX
1
> B |Es > bis@erm | |- (123)

rZ€Xs
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While inside Xg the value of f(x) is determined by S, for z ¢ Xs all | Y| values
are possible and equally likely, so that hg(xz) # f(z) holds with probability
1—1/|Y| w.r.t. a uniform distribution over f’s that are consistent with S. The
remaining factor is due to }° o = [X|—n. a

Let us compare this with random guessing. The risk, i.e., the average error
probability, of random guessing in the above scenario is 1 —1/|Y|. Thm.1.6 only
leaves little room for improvement beyond this—an additional factor (1—n/|X|).
This factor reflects the fact that the learning algorithm has already seen the
training data, which is at most a fraction n/|X| of all cases. Regarding the
unseen cases, however, all learning algorithms are the same on average and
perform no better than random guessing. Note that the above proof also allows
us to derive an upper bound in addition to the lower bound in Eq.(1.21). To
this end, observe that the difference between Egs.(1.22) and (1.23) is at most
n/|X|. Hence, in the limit n/|X| — 0 the average error probability is exactly
the one for random guessing, irrespective of what learning algorithm has been
chosen.

This sobering result also implies that there is no order among learning algo-
rithms. If one learning algorithm beats another on some functions, the converse
has to hold on other functions. This result, as well as similar ones, has to be
put into perspective, however, since not all functions are equally relevant.

The no-free-lunch theorem should not come as a surprise. In fact, it is little
more than a formalization of a rather obvious claim within our framework: if
one is given n values of a sequence of independently, identically and uniformly
distributed random variables, then predicting the value of the (n + 1)’st can
not be better than random guessing. If prediction is to be better than chance,
then additional structure is required. The inevitable a priori information about
this structure can be incorporated into machine learning in different ways. In
the approach we focus on until Sec.1.10 (incl.), the a priori information is re-
flected in the choice of the hypotheses class F. In addition, hypotheses in
F may effectively be given different weight, for instance resulting from SRM,
regularization or a Bayesian prior distribution over F. Throughout, the dis-
cussed approaches will be distribution-independent in the sense that they make
no assumption about the distribution P that governs the data. An alternative
approach (which we will not follow) would be to put prior information into P,
for instance by assuming a parametric model for P.

Notes and literature Various ‘No-free-lunch theorems’ for machine learning and op-
timization appeared in | , |. The one presented in this section is essentially
from Shalev-Shwartz and Ben-David | I

1.5 Growth function

Starting in this section, we aim at generalizing the PAC bounds derived in
Sec.1.3 to beyond finite hypotheses classes. The first approach essentially re-
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places the cardinality of F by the corresponding growth function.

Definition 1.3 (Growth function). Let F C V¥ be a class of functions with
finite target space Y. For every subset = C X define the restriction of F to =
as Flz :={f € Y5 |3F € FVx € Z: f(x) = F(x)}. The growth function T
assigned to F is then defined for alln € N as

[(n):= ax | Fl= |

m
ECX:|EI<n
For later convenience, we will in addition set T'(0) := 1.

That is, the growth function describes the maximal size of F when restricted
to a domain of n points. Thus, by definition I'(n) < |Y|".

Ezample 1.4 (Threshold functions).Consider the set of all threshold functions
F C{~1,1}® defined by F := {z + sgn[z — b]}pcr. Given a set of distinct
points {z1,...,z,} = 2 C R, there are n+ 1 functions in F|z corresponding
to n + 1 possible ways of placing b relative to the z;’s. Hence, in this case
P(n)=n+1.

Theorem 1.7: PAC bound via growth function

Consider a hypothesis class F with finite target space ) and a loss func-
tion whose range is contained in an interval [0,¢]. Let § € (0,1]. With
probability at least (1 — d) w.r.t. repeated sampling of training data of
size n we have

Vhe F: |R(h) — R(h)| < ¢ %. (1.24)

- n

Note: this implies a non-trivial bound whenever the growth function grows
sub-exponentially.

Proof. Let S and S’ be i.i.d. random variables with values in (X x Y)™ dis-
tributed according to some product probability measure P™. For every value of
S’ denote by R'(h) the corresponding empirical risk of a hypothesis h € F. By
virtue of the triangle inequality, if |R(h) — R(h)| > € and |R(h) — R'(h)| < 55
then |R'(h) — R(h)| > 5. Expressed in terms of indicator functions this is

1 < (1.25)

|R(h)—R(h)|>e HIR(h)*R’(h)K% HIR’(h)*é(h)D%'
Let us assume that n > 4c?¢~21n 2, which will be justified later by a particular
choice of e. Taking the expectation value w.r.t. S’ in Eq.(1.25) affects the
second and third term. The former can be bounded using Hoeffding’s inequality

together with the assumption on n, which leads to

en 1
IES/ 1|R(h)7é’(h)|<% 21_26Xp|:_@:| 25
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For the expectation value of the last term in Eq.(1.25) we use

. N €
Es [11‘1%,@)71%)»%} <Py {ah e F:|R'(h) — R(h)| > 5} :

Inserting both bounds into Eq.(1.25) gives

. - €
Ly —se <2 Ps [ah e F:|R'(h) — R(h)| > 5} .
As this holds for all h € F, we can replace the left hand side by ]lﬂhe}':|R(h)—I%(h)|>e'
Taking the expectation w.r.t. S then leads to

Ps |3h € F:|R(h) — R(h)| > e] < oPgg [ah € F:|R'(h) - R(h)| > g] .
Note that the r.h.s. involves only empirical quantities. This implies that every
function h is only evaluated on at most 2n points, namely those appearing in
S and S’. Since restricted to 2n points there are at most I'(2n) functions, our
aim is now to exploit this together with the union bound and to bound the
remaining factor with Hoeffding’s inequality. To this end, observe that we can
write

2IPS,S’ |:E|h e F: |R/(h) - R(h)| > E

2} - (1.26)

4|

where P, denotes the probability w.r.t. uniformly distributed o € {—1,1}".
Eq.(1.26) is based on the fact that multiplication with o; = —1 amounts to in-
terchanging (X;,Y;) <» (X/,Y/), which has no effect since the random variables
are independently and identically distributed. The advantage of this step is that
we can now apply our tools inside the expectation value Egg: where S and S’
are fixed. Then h € F | sug s contained in a finite function class, so that we

can use the union bound followed by an application of Hoeffding’s inequality to

2Egs: |Ps

JheF %’ En: (L(nh(xi)) - L(Yi’,h(X{)))ai
=1

arrive at
~ TL62
Ps[3he F:|R() - R(W)| > €| < 4Ess [|[Flsus|] exp [_SCQ}
2
< 4T(2n)exp [—;‘H (1.27)

The result then follows by setting the final expression in Eq.(1.27) equal
to § and solving for e. The previously made assumption on n then becomes
equivalent to § < 2v/2T'(2n), which is always fulfilled as § € (0, 1]. O

Note that we have proven a slightly stronger result, in which the growth
function I'(2n) is replaced by Egg: H‘HSUS'H' The logarithm of this expec-
tation value is called VC-entropy. The VC-entropy, however, depends on the
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underlying probability distribution P and is thus difficult to estimate in gen-
eral. The growth function, though independent of P, may still be difficult to
estimate. The following section will distill its remarkable essence for the binary
case (|| = 2), where I turns out to exhibit a simple dichotomic behavior.

For later use, let us state the behavior of the growth function w.r.t. compo-
sitions:

Lemma 1.4 (Growth functions under compositions). Consider function classes
F1 CYX Fy C 2Y and F := Fy o Fi. The respective growth functions then
satisfy

L(n) <Ti(n)Ca(n).

Proof. Fix an arbitrary subset 2 C X of cardinality |Z| = n. With G := Fi|=
we can write Flz = U,cg{fog | f € F2}. So

[Flzl < |Fils[max|{f o glf € 7}
< Ti(n)max|Felys)|
< Ty(n)la(n).

1.6 VC-dimension

In the case of binary target space (]| = 2) there is a peculiar dichotomy in the
behavior of the growth function I'(n). It grows at maximal rate, i.e., exponen-
tially and exactly like 2™, up to some n = d and from then on remains bounded
by a polynomial of degree at most d. The number d where this transition occurs,
is called the VC-dimension of the function class and plays an important role in
the theory of binary classification.

Definition 1.5 (Vapnik-Chervonenkis dimension). The VC-dimension of a
function class F C Y* with binary target space ) is defined as

VCdim(F) := max {n € Ny | I'(n) = 2"}
if the mazimum exists and VCdim(F) = oo otherwise.

That is, if VCdim(F) = d, then there exists a set A C X of d points, such
that Fla = VY4 and the VC-dimension is the largest such number.

In general, if a subset A C X and binary function class F C V¥ satisfy
Fla= V4, one says that “F shatters A”.

Ezample 1.5 (Threshold functions).If 7 = {R > z — sgn[z — b]}per, then

VCdim(F) = 1 as we have seen in example 1.4 that I'(n) = n + 1. More

specifically, if we consider an arbitrary pair of points x; < x2, then the

assignment z; > 1, xp — —1is missing in F|(,, 5,3. Hence, VCdim(F) < 2.
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Theorem 1.8: VC-dichotomy of the growth function

Consider a function class F C Y% with binary target space ) and VC-
dimension d. Then the corresponding growth function satisfies

(=2 insd (1.28)
n .
< (@) ifn>d

Proof. T'(n) = 2™ for all n < d holds by definition of the VC-dimension. In order
to arrive at the expression for n > d, we show that for every subset A C X with
|A| = n the following is true:

| Fla] < ‘{BQA|]-"|B:JJB}’. (1.29)

If Eq.(1.29) holds, we can upper bound the r.h.s. by [{B C A| |[B| < d}| =
Zf 0 ( ) which for n > d in turn can be bounded by

> (1) ()"

A I L

. Hence, the proof is

(=
/N
=

IN

where the last step follows from Vz € R : (1 + x)
reduced to showing Eq.(1.29).

This will be done by induction on |A|. For |A| = 1 it is true (as B = ()
always counts). Now assume as induction hypothesis that it holds for all sets of
size n — 1 and that |A| = n. Let a be any element of A and define

Fi={heFla|3geFla:hla)#gla)A(h—g)laa=0}, Fo=Fana

Then |F|a| = |Fla\al + [Fa| and both terms on the r.h.s. can be bounded by
the induction hypothesis. For the first term we obtain

\f|A\a’S‘{BQA\JT\B=JJBA@¢B}(. (1.31)
The second term can be bounded by

[Fal

| [ ava] < ){B CA\a|Fp ZyB}‘

{BCA\a| Flpua =P}

- [{Bca|F5=Y"rae B}

IA

[{BCA|Flp ="

(1.32)

where we use the induction hypothesis in the first line and the step to the
second line uses the defining property of 7'. Adding the bounds of Eq.(1.31)
and Eq.(1.32) then yields the result claimed in Eq.(1.29). O
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Now we can plug this bound on the growth function into the PAC bound
in Thm.1.7. After a couple of elementary manipulations we then arrive at the
following result, which, similar to Cor.1.2; provides a bound on the necessary
statistics, but with the VC-dimension d now playing the role of In |F|.

Corollary 1.6. Consider a function class F C Y% with binary target space
and VC-dimension d. Let (¢,8) € (0,1]2 and choose the risk function R to be
the error probability. Then Yh € F : |R(h) — R(h)| < € holds with probability at
least 1 — 0 over repeated sampling of training sets of size n, if

32 8d 6

Note: the bound in Eq.(1.33) can be slightly improved. In particular, the first
logarithm turns out to be unnecessary, cf. Eq.(1.45).

A useful tool for computing VC-dimensions is the following theorem:

Theorem 1.9: VC-dimension for function vector spaces

Let G be a real vector space of functions from X to R and ¢ € R*. Then
F = {a = sgnlg(x) + ¢(2)]} .o € {~1,1}"* has VCdim(F) = dim().

Proof. Let us first prove VCdim(F) < dim(G). We can assume dim(G) < oo and
argue by contradiction. Let k = dim(G) + 1 and suppose that VCdim(F) > k.
Then there is a subset = = {x1,..., 2} C X such that F|z = {—1,1}=. Define
amap L: G — R* via L(g) := (g(xl), e 7g(gck)). L is a linear map whose range
has dimension at most dim(G). Hence, there is a non-zero vector v € (range L)*.
This means that for all g € G : (v, L(g)) = 0 and therefore

k k
Do (g(x) + d(ar) = > wid(a) (1.34)
1= =1

is independent of g. However, if F|z = {—1,1}%, we can choose g such that
sgn[g(z;) + ¢(z;)] equals sgnfv] for all [ € {1,...,k} and there is also a choice
of g for which it equals —sgn[v;] for all I. Since v # 0 this contradicts Eq.(1.34).

In order to arrive at VCdim(F) > dim(G), it suffices to show that for all
d < dim(G) there are points z1,...,24 € X such that for all y € R? there
is a g € G satistying y; = g(z;) for all j. To this end, consider d linearly
independent functions (g;)’, in G and define G(z) := (g1(2),...,ga(z)). Then
span{G(7)}zex = R? so that there have to exist d linearly independent vectors
G(z1),...,G(xq). Hence, the d x d matrix with entries g;(x;) is invertible
and for all y € R? the system of equations Y = Zle 7:9i(z;) has a solution
v € R4 O

Corollary 1.7 (VC-dimension of half spaces). The set F := {h : R? —
{-1,1} | 3(v,b) € R x R : h(z) = sgn[(v,z) — b]}, which corresponds to
the set of all half spaces in R?, satisfies

VCOdim(F) = d + 1.
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Proof. The result follows from the foregoing theorem, when applied to the linear
space of functions spanned by g;(z) := z; for i = 1,...,d and g441(z) := 1 with
¢ =0. O

As in the case of half spaces, we can assign a function f : R — {—1,1} to any
subset C' C R and vice versa via f(x) =1 < x € C. In this way we can apply
the notion of VC-dimension to classes of Borel subsets of R?. Table 1.2 collects
some examples.

X VCdim see
lo-balls R4 d+1 [ ]
loo-balls R4 |(3d+1)/2] [ ]
half spaces R d+1 Cor.1.7
axes-aligned rectangles R4 2d Exp.1.6
convex k-gons R2 2k +1 [ ]
semialgebraic sets Sk m RY <2k (mn‘:d) In ((k? + k) (m;;d)) [ |

2 5("n
Sim R (") [Cov6s, |
Aff(C) for fixed C € Sy, R O(d? In(dkm)) [ |
{z — sgnsinfaz] |« € R} R 00 Exp.1.8

Figure 1.2: VC-dimension of various classes of functions or corresponding
geometric objects. A convex k-gon means a polygon in IR? that is obtained
by intersecting k& half spaces. Sy, is the class of subsets of R? that can be
obtained as Boolean combination of k sets of the form f;l ((0,00)) where each
fi: R?+— R, j=1,...,kis a polynomial of maximal degree m. Aff(C') denotes
the class of all affine transformations of C'.

Ezample 1.6 (Axes-aligned rectangles).Consider C := {C' C R%|3a,b € R? :
C = la1,b1] X ... X [aq,bq]} the set of all axes-aligned rectangles in R? and
let F:={f:R?— {0,1}|3C € C: f(z) = l,ec} be the corresponding class
of indicator-functions. For any set of points A = {z1,...,z,} C RY there is
a unique smallest rectangle C),;, € C so that A C C)ip. As long as n > 2d
we can discard points from A without changing C),;n. Let A C A be such
a reduced set with |A| < 2d. Then every f € F|4 that assigns a value 1 to
all elements of A also assigns 1 to all A \ {L since those lie inside the same
box. Hence, if n > 2d, then the function f(x) := 1__; is not contained in
F|a and therefore VCdim(F) < 2d.

To prove equality, consider the extreme points of the d-dimensional hyper-
octahedron (i.e., the {1-unit ball), which are given by all the permutations
of (£1,0,...,0). Denote them by x,(j) and ac,(;), k=1,...,d, depending on
whether the k’th component is +1 or —1. Let f be an arbitrary assignment
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of values 0 or 1 to these 2d points. Then
1 1 _
by == 3 +f<f£§€+)) and ay := 5 f(x; ))

define a rectangle C' € C, which is such that a:,(ci) ceC & f(x;i)) = 1.

So, restricted to these 2d points, F still contains all functions and thus

VCdim(F) > 2d.

The examples discussed so far, all considered convex sets. In this case,
the following Lemma is often helpful in computing or at least bounding the

VC-dimension. The observations is, that only affinely independent sets can be
shattered by F:

Lemma 1.8. Let F be the set of indicator functions of a collection of convex
subsets of RY. If A C R? is a finite set that is shattered by F, then every x € A
is necessarily an extreme point of the convex hull of A.

Proof. If x would be a proper convex combination of other elements {x; };c; C A,
then every function f € F that satisfies Vi € I : f(x;) = 1 would also have to
satisfy f(z) = 1. Hence, F could not shatter A since the function value at x
would be determined. O

Ezample 1.7 (Compact convex sets).Let C be the collection of all convex and
compact subsets of R? and F := {x — 1,¢¢|C € C} the set of corresponding
indicator functions. Then VCdim(F) = oo. In order to prove this, consider a
set A of n points on the unit-circle. A is shattered by F since for every subset
B C A we can find a C € C, namely C := conv(B), so that t € Bz € C
holds for any « € A. As this works for any n, we have VCdim(F) = occ.

In the examples discussed so far, the VC-dimension was essentially equal
to the number of parameters that appear in the definition of the considered
hypotheses class. That such a relation is not generally true is shown by the
following example:

Ezample 1.8 (Sine-functions).Consider F := {z +— sgnsin(za) | a« € R4}
and A := {27%| k = 1,...,n}. Let f be an arbitrary assignment of values
+1 to the points z; := 2% in A. If we choose

n 1 o
a = 7 <1 +Zw 2’“) , we obtain
k=1

1 f(a1) L op (1= fla)
2 +;2 (2 )]

azmmod2r — () -
- (1_%) bre, (1.35)

2
2
where ¢ € (0,1). Consequently, sgnsin(az;) = f(x;) and thus Flg =

{—1,1}4. Since this holds for all n, we have VCdim(F) = oo despite the
fact that there is only a single real parameter involved.
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Although the VC-dimension is infinite in this example, there are finite
sets B for which F|g # {—1,1}£. Consider for instance B := {1,2,3,4} and
the assignment f(1) = f(2) =—-f(3)=f(4)=-1. Ta=2rm—0,meN
with ¢ € [0,27) is to reproduce the first three values, then ¢ € [r/3,7/2).
However, this implies that 40 is in the range where the sine is positive so
that f(4) = —1 cannot be matched.

Let us finally have a closer look at sets of functions from Euclidean space to
{0,1} that are constructed using Boolean combinations of a few elementary, for
instance polynomial, relations. In this context, it turns out that VC-dimension
and growth function are related to the question of how many connected compo-
nents can be obtained when partitioning Euclidean space using these relations.
Loosely speaking, counting functions becomes related to counting cells in the
domain space. A central bound concerning the latter problem was derived by
Warren | | for the case of polynomials:

Proposition 1.9 (Upper bound for polynomial arrangements). Let {p1,...,pm}
be a set of m > k polynomials in k variables, each of degree at most d and with
coefficients in R. Let v(k,d, m) be the number of connected components of
R*\ U, p~1({0}) (and for later use, let us define it to be the largest number
constructed in this way). Then

v(k,d,m) < (4edm/k)*. (1.36)

With this ingredient, we can obtain the following result. To simplify its
statement, predicates are interpreted as functions into {0, 1}, i.e., we identify
TRUE = 1 and FALSE = 0.

Theorem 1.10: Complexity of semi-algebraic function classes

Let d, k,m,s € N. Consider a set of s atomic predicates, each of which is
given by a polynomial equality or inequality of degree at most d in m + k
variables. Let ¥ : R™ x R* — {0,1} be a Boolean combination of the
atomic predicates and F := {¥(-,w) | w € R*} a class of functions from
RR™ into {0,1} with corresponding growth function I". Then

I'(n) < ~(k,d,2ns), (1.37)
VCOdim(F) < 2klogy(8eds) . (1.38)

Proof. W.l.o.g. we assume that all polynomial (in-)equalities are comparisons
with zero, i.e., of the form p#0 where p is a polynomial and # € {<, <,=,>,>}.
We are going to estimate |F|4| for a set A C R™ with cardinality |A| = n.
Each a € A corresponds to a predicate ¥, : RF — {0,1} that is defined
by g (w) := ¥(a,w). Denote by P, the set of polynomials (in the variables
wy,...,wy) that appear in ¢,. Then P := J ., P, has cardinality [P| < ns.
Since different functions in F| 4 correspond to different truth values of the poly-
nomial (in-)equalities, we have that the number of consistent sign-assignments
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to the polynomials in P is an upper bound on the number of functions in F| 4.
That is,

Flal < [{Q € -1,0,1)7 | Q) = seno (p(w), w e Y|, (1:39)

where sgn;, := sgn on R\ {0} and sgn,(0) := 0. For € > 0 define P’ := {p+e¢|p €
P} U {p—e¢|p € P}. Then |P'| < 2|P| < 2ns and if € is sufficiently small, the
number of consistent sign-assignments for P is upper bounded by the number
of connected components of RF \ Upepr p~1({0}). Hence, |F|a| < ~(k,d,|P']),
which implies Eq.(1.37).

The bound on the VC-dimension in Eq.(1.38) then combines this result with
Prop.1.9. If n equals the VC-dimension of F, then 2" = T'(n) < v(k,d, 2ns) <
(8edns/k)*. Here, the last inequality used Prop.1.9 assuming that 2ns > k.
Note, however, that if 2ns < k, then Eq.(1.38) holds trivially. After taking the
log,, we arrive at the inequality

n < klog,(8eds) + klogs(n/k).

If the second term on the r.h.s. is smaller than the first, Eq.(1.38) follows
immediately. If, on the other hand, n/k > 8eds, then n < 2klog,(n/k), which
in turn implies n < 4k and Eq.(1.38) follows as well. O

Note that the first part of the proof, which relates the growth function to the
number of connected components of a particular partitioning of R¥, made no
essential use of the fact that the underlying functions are polynomials. That
means, all one needs is a sufficiently well-behaved class of functions for which
‘cell counting’ can be done in the domain space.

An alternative view on the problem is in terms of the computational com-
plexity of U. By assumption, the function ¥ in Thm.1.10 can be computed using
a few elementary arithmetic operations and conditioning on (in-)equalities. The
number of these operations is then related to d and s. A closer analysis of this
point of view leads to:

Theorem 1.11: VC-dimension from computational complexity

Assume ¥ : R™ x R¥ — {0, 1} can be computed by an algorithm that exe-
cutes at most ¢ of the following operations: (i) basic arithmetic operations
(X, /,+,—) on real numbers, (ii) jumps conditioned on equality or inequal-
ity of real numbers, (iii) output 0 or 1. Then F := {¥(-,w) | w € R¥}
satisfies

VCdim(F) < 2k(2t + log, 8e). (1.40)

This follows from Thm.1.10 by realizing that the algorithm corresponds to an
algebraic decision tree with at most 2! leaves and that it can be expressed in
terms of < 2¢ polynomial predicates of degree < 2¢.

With some effort one can add one further type to the list of operations the
algorithm for W is allowed to execute: computation of the exponential function
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on real numbers. Under these conditions the upper bound then becomes
VCdim(F) = O(t*k?). (1.41)

Finally, we have a look at how lower bounds on the VC-dimension can be
obtained for parameterized families of functions. A standard technique in this
context is bit extraction. Here, the basic idea is to encode bit-strings into the
parameters w while choosing the parameterized function ¥ so that the input =
determines which of those bits is returned by ¥(x, a). In this way, the following
theorem shows that Eq.(1.40) in Thm.1.11 is optimal up to constants.

Theorem 1.12: Lower bound on VCdim via bit extraction

For all ¢,k € N there is a ¥ : R?2 x R¥ — {0,1} that can be computed
by executing O(t) operations of the form specified in Thm.1.11 so that
F = {¥(,w) | w € R*} has VCOdim(F) > kt.

Proof. For each (I,j) € {1,...,k} x {1,...,t} = A we choose an arbitrary
bit w;; € {0,1} and encode it into a parameter vector w = (ws,...,wy) via
wy = 2321 w; ;277 € [0,1). Regarding (I, ) as an element of R? we construct
U so that it satisfies
\I/((lvj)vw) = wi,j. (142)
This is done in terms of an algorithm that uses only operations of the form
specified in Thm.1.11: in order to extract the bit w;; from w; we repeat the
following j — 1 times: we double the value, compare it to 1 and subtract 1 from
it if it was not smaller than 1. In the j’th step, we obtain the sought bit by again
doubling the value. This procedure of doubling, comparing and conditionally
subtracting and eventually returning an output terminates after j < t iterations
and thus requires O(t) elementary operations, as claimed.
Eq.(1.42) then ensures that F|4 = {0,1}* so that VCdim(F) > |A] =
kt. O

Notes and literature VC-theory goes back to Vapnik and Chervonenkis | s s

|- In fact, | | already introduces the growth function and what is now called VC-
dimension and applies them to statistical learning theory. The combinatorial dichotomy
of Thm.1.8 has been discovered and proven several times: a slightly weaker form was first
announced by Vapnik and Chervonenkis in | | and then proven and strengthened in
[ r |- Independently, Sauer, motivated by a question of Erdds, published it as
a purely combinatorial result in | |. Shortly before that, Shelah’s model theoretic
work [ | appeared, which is said to contain the result as well. The VC-dimension
of geometric objects in R% was already studied (without yet having the concept of the
‘VC-dimension’ at hand) in the 1960’s, in particular by Cover [ |. Thm.1.9 goes
back to | |. The sin-function example, Exp.1.8, is taken from the book by Anthony
and Bartlett | | who attribute its proof to Baxter and Long. Thms.1.10,1.11,1.12 are
from | |. The bound in Eq.(1.41) was proven in | | where Warren’s upper bound
[ |, which was used in [ |, was replaced by a similar bound from | | that
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allows for more general functions.

1.7 Fundamental theorem of binary classification

In this section we collect the insights obtained so far and use them to prove
what may be called the fundamental theorem of binary classification. For its
formulation, denote by poly(%, %) the set of all functions of the form (0, 1] x
(0,1] 3 (¢,6) > v(e,6) € Ry that are polynomial in 1 and 5.

Theorem 1.13: Fundamental theorem of binary classification

Let 7 C {—1,1}* be any hypotheses class and n = |S| the size of the
training data set S, which is treated as a random variable, distributed ac-
cording to some product probability measure P™. Choose the risk function
R to be the error probability. Then the following are equivalent:

1. (Finite VC-dimension) VCdim(F) < cc.

2. (Uniform convergence) There is a v € poly(%7 %) so that for all

(€,9) € (0,1]? and all probability measures P we have
n>v(e,d) = Pgl|3heF: |R(h) - R(h) > e] <.

3. (PAC learnability) There is a v € poly(%, %) and a learning algo-
rithm that maps S — hg € F so that for all (¢,6) € (0,1]? and all
probability measures P we have

n>v(e,d) = Pg[|R(hs)— Rr|>¢€ <4 (1.43)

4. (PAC learnability via ERM) There is a v € poly(%, §) so that
for all (¢,0) € (0,1]? and all probability measures P we have

n>v(e,d) = Pgl||R(h) - Rzl > e} <4,
where h € F is an arbitrary empirical risk minimizer.

Proof. 1. = 2. is the content of Cor.1.6.

2. = 4.: Assuming uniform convergence, with probability at least (1 —4) we
have that Vh € F : |R(h) — R(h)| < 5 if n > v(5,0). By Eq.(1.7) this implies
R(h) — Ry <.

4. = 3. is obvious since the former is a particular instance of the latter.
3. = 1. is proven by contradiction: choose ¢ = § =1/4, n = v (¢, d) and suppose
VCdim(F) = oo. Then for any N € N there is a subset E C X of size |E| = N
such that F|z = {—1,1}5. Applying the no-free-lunch theorem to this space
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we get that there is an f : E — {—1,1}, which defines a probability density
P(z,y) := ez A f(a)=y/N on X x {—1,1} with respect to which

1 n

Es [R(h >7(1—7) 1.44

s[R(s) 2 5 (1- ¢ (1.44)

holds for an arbitrary learning algorithm, given by a mapping S +— hg. Using
that R(hg) is itself a probability and thus bounded by one, we can bound

Es [R(hs)] < 1-Ps[R(hs) > €]+ €(1 - Pg[R(hs) > ¢]).

Together with Eq.(1.44) and € = § this leads to Pg [R(hs) > ] > 3 — 2%,

which for sufficiently large N contradicts § = . O

There is also a quantitative version of this theorem. In fact, the VC-
dimension does not only lead to a bound on the necessary statistics, it precisely
specifies the optimal scaling of v. Let us denote by v the pointwise infimum of
all functions v taken i) over all functions for which the implication in Eq.(1.43)
is true for all P and all (e, §) and ii) over all learning algorithms with range F.
vr is called the sample complexity of F and it can be shown that

(1.45)

VCdim(F) +In § )
5 .

vr(e,8) = O (

€

Here, the asymptotic notation symbol ©® means that there are asymptotic upper
and lower bounds that differ only by multiplicative constants (that are non-zero
and finite).

Note that the scaling in 1/§ is much better than required—logarithmic rather
than polynomial. Hence, we could have formulated a stronger version of the
fundamental theorem. However, requiring polynomial scaling is what is typically
done in the general definition of PAC learnability.

What about generalizations to cases with |Y| > 2? For both, classification
(Y discrete) and regression () continuous), the concept of VC-dimension has
been generalized and there exist various counterparts to the VC-dimension with
similar implications. For the case of classification, the graph dimension dg
and the Natarajan dimension dy are two useful generalizations that lead to
quantitative bounds on the sample complexity of a hypotheses class with the
error probability as risk function. In the binary case they both coincide with
the VC-dimension, while in general

dy < dg < 4.67dx log, |V (1.46)

Known bounds on the sample complexity vz turn out to have still the form of
Eq.(1.45) with the only difference that in the upper and lower bound the role
of the VC-dimension is played by dg and dp, respectively.
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Notes and literature The fundamental theorem Thm.1.13 goes back to | ]. An
in-depth discussion can be found in | | where quantitative versions of the theorem
are proven. Optimal constants in the resulting sample-complexity bounds are investigated
in | | for the realizable case and in | | for the agnostic case.

The relation between Natarajan dimension, graph dimension and learnability is studied
in [ |. The logarithmic gap between these two dimensions, stated in Eq.(1.46),
leads to the possibility of good and bad ERM learning algorithms (cf [ D).

In the case of regression, well-studied counterparts of the VC-dimension are Pseudo and fat-
shattering dimension discussed in greater detail in Sec.1.10. For particular loss functions
(e.g., the squared loss) Thm.1.13 then has a direct analogue, in the sense that under mild
assumptions uniform convergence, finite fat-shattering dimension and PAC learnability
are equivalent | |- In more general learning contexts, however, uniform convergence
turns out to be a strictly stronger requirement than PAC learnability | s B

1.8 Rademacher complexity

The approaches discussed so far were distribution independent. Growth function
and VC-dimension, as well as its various generalizations, depend only on the
hypotheses class F and lead to PAC guarantees that are independent of the
probability measures P. In this section we will consider an alternative approach
and introduce the Rademacher complexities. These will not only depend on
F, but also on P or, alternatively, on the empirical distribution given by the
data. This approach has several possible advantages compared to what we
have discussed before. First, a data dependent approach may, in benign cases,
provide better bounds than a distribution-free approach that has to cover the
worst case as well. In spite of this, however, Rademacher complexity bounds are
often used as an intermediate step in proving bounds that are again distribution
independent. The second advantage of the Rademacher complexity approach is
that it allows to go beyond binary classification and treat more general function
classes that appear in classification or regression on an equal footing.

Definition 1.10 (Rademacher complexity). Consider a set of real-valued func-
tions G C R® and a vector z € Z". The empirical Rademacher complexity of
G w.r.t. z is defined as

R(G) :=E, |sup - Zolg (zi)| s (1.47)

geg 1

where E, denotes the expectation w.r.t. a uniform distribution of o € {—1,1}".
If the z;’s are considered values of a wvector of i.i.d.random variables Z :=
(Z1,...,Zy), each distributed according to a probability measure P on Z, then
the Rademacher complexities of G w.r.t. P are given by

R (G) =By [ﬁ(g)} . (1.48)

Note: The uniformly distributed o;’s are called Rademacher variables. When-
ever we want to emphasize the dependence of R(G) on z € Z™, we will write
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R. (G). Similarly, we occasionally write R, p(G) to make the dependence on P
explicit. We will tacitly assume that all functions are measurable.

The richer the function class G, the larger the (empirical) Rademacher com-
plexity. If we define g(z) := (g(21),...,9(2n)) and write

R(G) = L [sup (0,901

n geg
we see that the (empirical) Rademacher complexity measures how well the func-
tion class G can ‘match Rademacher noise’. If for a random sign pattern o there
is always a function in G that is well aligned with ¢ in the sense that the inner
product (o, g(z)) is large, the Rademacher complexity will be large. Clearly, this
might become more and more difficult when the number n of considered points
is increased, which means that R, (G) is expected to be a decreasing function
of n.

Some first insight into the n-dependence of the Rademacher complexity can
be obtained by putting function classes aside for the moment and applying the
concept of the Rademacher complexity to any subset A of R™. In analogy with
the foregoing definition set

Ro(A) = %EU [iﬁﬁ“’ @} , (1.49)

where the expectation is again over a uniformly distributed random variable
oe{-1,1}".
Ezxample 1.9 (Rademacher complexities of [,-unit balls).
The Rademacher complexity for B, := {z € R"| ||z||, < 1}, p € [1,00] can
be computed with the help of Holder’s inequality. In fact, with g~ +p~1 =1
we have that sup,cp (0,2) < |loflq = n'/% holds with equality since we can
choose = = a/||o||,- So R.(B,) =n~1/7.

Lemma 1.11 (Massart’s Lemma | ). Let A be a finite subset of R™ that
1s contained in a Fuclidean ball of radius r. Then

Ru(A) < %\/21H\A|. (1.50)

Proof. W.l.o.g. we can assume that the center of the ball is at the origin since
Eq.(1.50) is unaffected by a translation. We introduce a parameter A > 0 to be
chosen later and first compute an upper bound for the rescaled set \A:

E, gé?ﬁzgiail < E,; |In Z e < InE, Z e (1.51)
=1 aENA aENA
T e 4 G
n oy H 5 (1.52)
a€AA i=1
1
< In Z ellellz/2 < 57"2)\2+1n\A|. (1.53)

aEXA
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Here, the first step is most easily understood when taking the exponential on
both sides of the inequality for a fixed value of . Then the first inequality in
Eq.(1.51) reduces to the statement that the maximum over positive numbers
can be upper bounded by their sum. The second inequality uses concavity of
the logarithm together with Jensen’s inequality Eq.(A.8). Eq. (1.52) uses that
the o;’s are independently and uniformly distributed. The step to Eq.(1.53)
exploits that e + ™% < 2¢%°/2 holds for all z € R. The final inequality then
bounds the sum by its maximal element multiplied by the number of terms.
We then obtain the claimed result by inserting A = \/21In|A|/r into

. 1
(L < Zr2)2 .
E, r;leaj(;ﬂ azazl < (27“ A —|—lnA|> /A

O

Since Massart’s Lemma does not use any structure within the considered
set, the obtained bound can be quite loose in some cases. An example would be
the {;-unit ball for which R,,(B1) = 1/n despite the fact that it is contained in
B> and contains infinitely many points.

Let us return to function classes. The main tool that makes Rademacher
complexities appear in the discussion of uniform laws of large numbers is a
‘symmetrization’ argument that introduces a second sample like in the following
Lemma:

Lemma 1.12 (Ghost sample symmetrization). Let Z := (Z1,...,Zy) be i.i.d.
random variables with values inAZ and G CRZ. For each g € G define R(g) ==
%2?21 9(Z;) and R(g) :=Ey» [R(g)] Then

E; [i‘é‘é (r(o) - Rlo)| < EZE (7(9) - Rio)| < 22 {Z‘éé’ R(o) - Rlo)|

where R’(g) is the sample average taken over an i.i.d. copy Z' of Z and E =
Ezz is the expectation w.r.t. both copies.

Proof. Using that R(g) = Ez [R’(g)] we can write

E; [zgg(R@)—R(g»] - E, EIEIEEZ'[R'(Q)—R(Q)]] (1.54)

IA

Ezz [sup (R(9) - Ra)|. (159

9eg

To show the second inequality of the Lemma, we first add and subtract R(g)
and split the supremum into two so that we can upper bound Eq.(1.55) by

Bz |sup (7o) - R(9) | +E2 [sup (R(9) - (0))| < 2Bz [sup | Rio) - Rl

geg Y 9eg

O
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An interesting property of the central term that involves the difference of the
two sample averages in Lemma 1.12 is that it is invariant under flipping the sign
since Z and Z’ are identically distributed. We will now exploit this freedom to
bound the expected worst-case deviation of the mean from the sample-average
in terms of the Rademacher complexity:

Theorem 1.14: Rademacher bounds

Let Z := (Zi1,...,Z,) be iid. random variables in Z that determine
the Rademacher complexity R, (G) of q C RZ. For each g € G define
R(g) == 237 9(Zi) and R(g) := Ez[R(g)]. Then

2 [sup (7o) - R(6))| < 2R.(9) (1.56)

Conversely, if |g(z)| < cfor all g € G,z € Z, then

A 1 In2
Ez [Zlqu)‘R R(g)@ > iRn(g)—c o (1.57)

Proof. Eq.(1.56) can be proven via Lemma 1.12: if o; = 1, then the inequality

S i(o(Z) — 9(20)

qegz 1

E, [sup (R(g) — R(g))] < EZZ’ ;o (1.58)

9€g

is nothing but the fist inequality of Lemma 1.12. As Z; and Z! are identically
distributed, Eq.(1.58) remains valid for any o € {—1,1}". Eq.(1.58) can be
further bounded by taking the expectation value [E, w.r.t. uniformly distributed
Rademacher variables and then separating the supremum into two, leading to
an upper bound of the form R, (G) + R,(—G) = 2 R,,(G), as claimed.

In order to prove Eq.(1.57) we start with the observation that R,,(G) can be
bounded from above by adding and subtracting R(g) inside the supremum and
then separating terms so that

sup — Z R(g))

The first term in Eq.(1.59) can be bounded following the steps in the proof of
Lemma 1.12 by 2Ez {supgeg ’R(g) - R(g)” For the second term in Eq.(1.59)
we use the uniform boundedness of G so that

sup — ZU’ E iffi
i=1

geg i=1
with the two-element-set A := {(—1,...,—1),(1,...,1)} to which Massart’s
Lemma Lem. 1.11 can be applied (using r = /n). Inserting into Eq.(1.59),
rearranging terms and dividing by 2 then completes the proof. O

n

1
Rn(G) +IE [sup— Y oiR(g) (1.59)
g€ M i

< = ¢ R (A), (1.60)

C
n
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Since this theorem provides an upper and a lower bound in terms of the Rade-
macher complexity, it enables the following necessary and sufficient condition
for a uniform law of large numbers to hold:

Corollary 1.13. For any function class G C [—c,c|? with G+ := G U (—G) the
following equivalence holds for n — oo:

Ey sgglR(g)—R(gﬂ =0 & Rp(G:) =0 (1.61)

Proof. The only step on top of Thm.1.14 is the use of G4 instead of G, which
effectively establishes absolute values inside the supremum of Eq.(1.56). O

Another application of the symmetrization technique of Lem.1.12 together
with Massart’s Lemma Lem.1.11 is the following in-expectation generalization
bound for finite function classes:

Corollary 1.14. Let F C Y% be finite and L : Y x Y — [0,1] a loss function.
If S is an i.i.d. sample of size n, then

Es [r}{lea}({R(h) — R(h)}} < ,/MT‘H. (1.62)

Proof. With G := {g € RY*Y|3h € F : g((z,y)) = L(y,h(2))}, Z; :== (X;,Y))
the use of Eq.(1.58) leads to

supszi (9(Z}) — 9(Zy))

- 1
_ < ZE,z
s [I’?Ga}{{RM) R(h)}] B ”EZZ 9€6 i

If we average over the Rademacher variables o; € {—1,1} and use |G| < |F| and
(9(Z})—g(Z;)) € [-1,1] we can apply Massart’s Lemma Lem.1.11 with r = \/n,
which leads to the claimed result. O

It should be noticed that, in contrast to the bounds of the previous sec-
tions that depend on the growth function or VC-dimension, the Rademacher-
complexity bounds of Thm.1.14 and Cor.1.13 do depend on the underlying dis-
tribution. They are uniform over the function class, but not w.r.t. P.

Another difference is that, so far, we have considered Rademacher bounds
merely ‘in expectation’ and not ‘with high probability’ (i.e. in the form of
PAC bounds). The central tool that enables these stronger bounds in terms of
Rademacher complexities is the following concentration inequality, which can
be seen as a refinement of Hoeffding’s inequality:

Lemma 1.15 (McDiarmid’s inequality| D). Let (Z1,...,Z,) = Z be a
finite sequence of independent random wvariables, each with values in Z and
v : Z™ = R a measurable function such that |p(z) — ¢(2')| < v; whenever z and
2 only differ in the i’th coordinate. Then for every ¢ > 0

2¢2
IP[cp(Z) —Ep(2)] > e] < exp [—w} . (1.63)
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Note: the same inequality holds with ¢(Z) and IE [¢(Z)] interchanged. This can
be seen by replacing ¢ with —¢.

Our first application of this inequality is to prove that the Rademacher com-
plexity is close to its empirical counterpart. This will imply that the Rademacher
complexity can, at least in principle, be estimated reliably from the data and
that no additional knowledge about P is required.

Lemma 1.16 (Rademacher vs. empirical Rademacher complexity). Let G C
[a,b]® be a set of real-valued functions. Then for every e > 0 and any product
probability measure P™ on Z™ it holds that

2ne?

(b—a)*

P, [(Rn(g) ~R2(G)) > e] < exp— (1.64)

Proof. Define ¢ : Z" — R as ¢(z) = R.(G), which implies E[p(Z)] =

Rn(G). Let 2,2/ € Z™ be a pair that differs in only one component. Then
SUpgeg »_; 0ig(2i) changes by at most [b—a if we replace z by z’. Consequently,

b—q

o(2) = ¢(2)] = |R-(G) = Ra(G)] < -

(1.65)

and we can apply McDiarmid’s inequality to obtain the stated result. O

Now we are prepared for the main result of this section and can prove a
PAC-type guarantee based on (empirical) Rademacher complexities:

Theorem 1.15: PAC-type bound via Rademacher complexities

Consider arbitrary spaces X,), a hypotheses class F C )%, a loss func-
tion L : Y x Y — [0,¢] and define Z := X x Y and G := {(z,y) —
L(y,h(z)) | h € F} C[0,¢)?. For any 6 > 0 and any probability measure
P on Z we have with probability at least (1 —¢) w.r.t. repeated sampling
of P"-distributed training data S € Z™: all h € F satisfy

2R (G) 5 ond (1.66)
n +c on an .

2

. In 5
2Rs(G) + 3¢ o (1.67)

R(h) — R(h)

IN

R(h) — R(h)

IN

Proof. Defining ¢ : Z™ — R as ¢(S) := sup,er (R(h) — R(h)), we can apply
McDiarmid’s inequality to ¢ with v; = £ and obtain

2

Pg[p(S) — Eg[p(9)] > € < o—2ne?/c
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Setting the r.h.s. equal to § and solving for € then gives that with probability
at least 1 — § we have

sup (R(h) — R(h)) < Es [p(S)] + ¢ 1;—3 (1.68)
heF n

It remains to upper bound the expectation on the right. To this end, we will
again introduce a second sample S’ that is an i.i.d. copy of S. Then

Eslp(S)] = Bs|sup ZES/ h(Xi))L(Yuh(Xi)ﬂ]
< Esg ZggiZL<Yi/7h(Xi/))_L(Yi’h(Xi))]
= EssE, iggﬁzm@(ﬁ-’»h(ﬂ)) —L(Yiah(Xi)))]
< 2EsE, sup Zaz (Vi, h(X ))] = 2R (9),

where between the second and third line we have used that multiplication with
o; = —1 amounts to interchanging (X;,Y;) < (X/,Y/), which has no effect as

these are i.i.d. random variables. This proves Eq.(1.66). In order to obtain
Eq.(1.67) note that by Lemma 1.16 with probability at least 1 — §/2 we have

2
h’lg

R.(G) <R :
(G) < R(G) + | 5
Combining this via the union bound with Eq.(1.66), where the latter is also
applied to 6/2 instead of 0, then yields the desired result. O

When applying the previous theorem to the case of binary classification, one
can replace the Rademacher complexities of G by those of the hypotheses class

s

Lemma 1.17 (Rademacher complexities for binary classification). Consider a
hypotheses class F C {—1,1}*, L(y,y’) := 1,2, as loss function and G :
{(z,y) — L(y,h(z)) | h € F}. Denote the restriction of S = ((a:z,yz))Z L €
(X x {=1,1})" to X by Sy = (x;)!~,. For any probability measure P on
X x {-=1,1} with marginal p on X we have

an’p(}'). (1.69)

~ 1 A
Rs(g) = QRSX (]:) and Rn’p(g) = 9

Proof. The second equation is obtained from the first by taking the expectation
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value. The first is obtained by exploiting that L(y, h(z)) = (1 —yh(z))/2. Then

sup — zn: (1 —yih( ))/2]

heF N

RS(g) o'

- a cr

1 -
sup — ZUZ l] = iRSX(}—)’

heF N

where we have used that [E, [0;] = 0 and that the distributions of —o;y; and o;
are the same. O

If, similar to the last part of the proof, we use that o; and —o; are equally
distributed, we can write

n

sup 1 Z —o;h(z;)

R (F) = Eq
heF 1 =1

Hence, computing the empirical Rademacher complexity is an optimization
problem similar to empirical risk minimization—so it may be hard. The Rade-
macher complexity R,, itself depends on an unknown distribution and is there-
fore difficult to estimate as well. However, it can be bounded for instance in the
discrete or binary case in terms of the growth function or the VC-dimension,
respectively. More specifically,

2Inl(n) and R,(F)<C W, (1.70)

n n

Ru(F) <

for some universal constant C'. These inequalities will be proven in Cor.1.18
and Cor.1.25.

Before going there, let us collect some properties of the Rademacher com-
plexities that turn out to be useful for their application and estimation.

Theorem 1.16: Properties of Rademacher complexities

Let G,G1,G2 C R® be classes of real-valued functions on Z and z € Z™.
The following holds for the empirical Rademacher complexities w.r.t. z:

1. If ¢ € R, then R(cG) = |¢|R(G).

2. Gy C G, implies R(G1) < R(G2).

3. R(G1 + G2) = R(G1) + R(Ga).

4. R(G) = R(conv G), where conv denotes the convex hull.

5. If ¢ : R — R is L—Lipschitz, then R(¢ 0 G) < L R(G).
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Proof. (sketch) 1.-3. follow immediately from the definition.
4. follows from the simple observation that

n m
sup Y Y Noigi(z) = max Zozgz z).

AeRTNW=1 7 S el

5. Define V:={veR"|3geGVi: v; =g(z)}. Then

nR(poG) = E,

supZazga v; ] (1.71)

- %E027...,0n [ sup Qp(vl) - (P(UI/L) + Zoi (@(vl) + @(U;))]

=2

1
S iEag ..... On [ sup L|’l}1 - U1| + ZUZ ® UZ) + (,0('[};))‘|
v,v' eV i—2
= E, Is)tel‘p/) Loyvi + Zomp vi) |, (1.72)

1=2

where in the last step we used that the absolute value can be dropped since the
expression is invariant w.r.t. interchanging v <> v’. Repeating the above steps
for the other n — 1 components then leads to the claimed result. O

Remark: sometimes the definition of the (empirical) Rademacher complexity in
the literature differs from the one in Eqgs.(1.47, 1.48) and the absolute value is
taken, i.e., the empirical quantity is defined as E, [supg ’ > aig(xi)H instead.
In this case Thm.1.16 essentially still holds with small variations: then 3. be-
comes an inequality ’<’ and 5. requires in addition that o(—z) = —p(z) (see
[ D).

We will finally prove the claimed relation between the Rademacher complex-
ities and the growth function of a function class:

Corollary 1.18 (Growth function bound on Rademacher complexity). Let Y C
R be a finite set of real numbers of modulus at most ¢ > 0. The Rademacher
complezity of any function class G C V¥ can then be bounded in terms of its
growth function by

2InT'(n)

Ra() < ey ———. (1.73)

Proof. The statement follows directly from Massart’s Lemma (Lem. 1.11) to-
gether with the fact that ||z|]2 < ev/n if 2z := (g(z1),...,g(x,)) for some g € G
and x € A". Using r := c¢y/n in Massart’s Lemma then gives

Ra(9) = EzEosup— Zazg
g

2InT(n)
—

IN

2InT'(n) = ¢



CHAPTER 1. LEARNING THEORY 40

O

Notes and literature Rademacher averages are a frequently used tool for instance in
the field of Banach space geometry | R |- In the context of learning theory, they
were introduced and investigated around 2000 | s s ]. Instead of using
+1-valued random variables, one can alternatively use Gaussian random variables [ |
or so-called Steinhaus variables that are distributed uniformly over the complex unit cir-
cle. A refinement of the concept of the Rademacher complexity is the local Rademacher
complezity | |- This approach restricts the class of functions by considering only

those that perform sufficiently well on the empirical data set.

1.9 Covering numbers

Rademacher complexities, growth function and VC dimension all exploit some
form of discretization in order to quantify the complexity of a function class.
In this section, we will follow an approach that makes this more explicit: we
quantify the complexity of a function class directly in terms of the minimal
number of discretization points that is necessary to approximate any function in
the class to a given degree. The obtained covering and packing numbers will then
turn out to be a useful tool for deriving generalization bounds. For instance, in
generalizing the concept of the growth function or in enabling improved bounds
on Rademacher complexities.

Definition 1.19 (Coverings and packings). Let (M, d) be a pseudometric space®,
A, BC M ande > 0.

e A is called e-cover of B if Vb € B Ja € A : d(a,b) < €. It is called an
internal cover if in addition A C B. The e-covering number of B, denoted
by N (e, B), is the smallest cardinality of any e-cover of B. If only internal
covers are considered, we will write Ny, (e, B).

e A C B is called an e-packing of B if a,b € A = d(a,b) > €. The e-
packing number of B, denoted by M(e, B), is the largest cardinality of
any e-packing of B.

Note that by definition Ny, (e, B) > N (e, B). In fact, all those numbers are
closely related:

Lemma 1.20 (Packing vs. covering). For every pseudometric space (M, d) and
B C M:
N(e/2,B) > M(e, B) > N (e, B).

Proof. Assume that A C B is a maximal e-packing of B, i.e. such that no more
point can be added to A without violating the e-packing property. Then for

SA pseudometric space lacks only one property to a metric space: distinct points are not
required to have distance zero.
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every b € B there is an a € A s.t. d(a,b) < e. Hence, A is an internal e-cover of
B and therefore M (e, B) > Ny, (e, B).

Conversely, let C be a smallest ¢/2-cover of B, i.e. |C| = N(¢/2,B). If A
is an e-packing of B, then the ball {b € B | d(c,b) < €/2} around any ¢ € C
contains at most one element from A: if there were two elements a,a’ € A, then
d(a,a’) < d(a,c) + d(c,a’) < € would contradict the e-packing assumption. So
|C| > |A| and thus N(e/2, B) > M(e, B). O

One way of thinking about these numbers in terms of the number of bits
that are required to specify any point up to a given error:

Proposition 1.21 (Information encoding vs. covering numbers). Let A be a
subset of a metric space (M,d) and B(e, A) the smallest number of bits sufficient
to specify every a € A up to an error of at most € in the metric. That is, the
smallest n, such that there is a v : {0,1}™ — A so that Ya € A3b € {0,1}" :
d(v(b),a) < e. Then

10g2 N(E’ A) S ﬂ(ev A) S “OgQ M(ev A)-|

Proof. If n = B(e, A), then there is as assignment A 3 a — ~(b(a)) that is e-
close to a. Hence, the range of « is an e-cover of A, which implies N (e, A) < 2™
proving the lower bound.

For the upper bound, assume that {z1,...,z)} C A is a maximal e-packing
of A and set n := [logy, M']. Then we can choose b = b(a) to be the binary
representation of ¢ = argmin;d(a, z;) and define v(b) := ;. If there would be an
a with d(y(b),a) > €, by construction, d(z;,a) > € had to hold for all j, which
contradicts the assumption that we started with a maximal e-packing. O

Ezample 1.10 (Norm balls in R?).Let ||-|| be any norm on RY, B,.(z) := {2 €
RY ||z — z|| < r} and {z1,...,2p} C R? a maximal e-packing of B,.(0).
That is, w.r.t. the metric induced by the norm we have M = M (e, B,(0)).
Then the balls B./s(z;) are mutually disjoint and lie inside B, ./2(0). If
v := vol(B1(0)) is the volume (i.e., Lebesgue measure) of the unit ball, then
vol(Beja(xi)) = (€/2)% and vol(B,4¢/2(0)) = (r + ¢/2)%. So under the
assumption that ¢ < r we obtain the bound:

T € dU T d
M (e, B,(0)) < ((:/2/)33] < (i) . (1.74)

In a similar way, we can obtain a lower bound from the simple fact that
the volume of B,.(0) is upper bounded by the volume of an e-ball times the
e-covering number N (e, B,(0)). Hence,

N B0) > (1)

This example exhibits a typical behavior of covering and packing numbers:
the e-packing number of a bounded object B of algebraic dimension d typically
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Figure 1.3: Left: the set of blue points forms an e-packing of the gray disk—
the €/2-balls around them are non-intersecting. Right: an e-cover of the gray
square. The cover is not internal.

scales as” )
InM(e,B) ~dln— .
€

One of the central observations when using covering and packing numbers in
the context of statistical learning theory is that this relation still holds when
the algebraic dimension is replaced by a combinatorial dimension, such as the
VC-dimension. One bound of this type is the content of the subsequent Lemma.
In order to state it, we first need to introduce the metrics with respect to which
the covering and packing numbers will be considered. For any set Z, z € Z™
and any function class G C R® define the || - ||, ,-seminorm® on the linear span
of G for p € [1,00) as

n 1/p
1
gllp,= = (nZMV’) ;o and - [[g]fec,z 7= max[g(z)]. (1.75)
=1

The corresponding pseudometric is then given by (g1, 92) — ||g1 — 92||p,.- Note
that due to ||g||p.> < |lgllq,» for p < g there is a monotone behavior of pack-
ing/covering numbers when computed w.r.t. different values of p. For instance,

M(e, G || - llp.z) < M(&,G, [l - llq.2) ifp<gq.

If the ranges of functions in G are uniformly bounded, then all these pack-
ing/covering numbers are finite, which can be seen by simply discretizing the
range space. If no further constraint is imposed on the class of functions, the
covering and packing numbers will grow exponentially with n. However, if, for

"In fact, this can be used to define a dimension (which is then called Minkowski-dimension),
for fractal objects or metric spaces where no algebraic notion of dimension exists.

8This should not be confused with an Ip-norm, but rather be regarded as the Lp-norm of a
probability space whose measure is, in this case, given by a uniform distribution over the z;’s.
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instance, the VC-dimension of the considered function class is bounded, then
an n-independent bound on the packing number can be given:

Lemma 1.22 (Packing numbers for binary classifiers). For any F C {0,1}%,
x € X" e€ (0,1] and p € [1,00) the e-packing number w.r.t. || - ||p. can be
bounded in terms of VCdim(F) =: d via

2 d
9 In ﬁ) . (1.76)

€pP (24

M(e, F) < (

Proof. Tt suffices to prove the statement for p = 1. Due to the particular binary
target space, the general case follows from ||f1 — f2|[} . = [|f1 — fall1,., which
implies M (e, F, || - HP,I) = M(e", F, || - ||1751?)'

Let {f1,...,fm} C F be a maximal e-packing of F. That is, for all k # I:
[|fx — fill1,o > € and M = M (e, F). Note that || fx — fi|]1,» can be interpreted as
the probability that fi(x;) # fi(z;) when z; is drawn uniformly from = (when
the latter is regarded as an n-element set). So if A is a random m-tuple with
i.id. entries from z, then P4[fi|a = fila] < (1 —¢€)™ < e~ ™¢. Using the union
bound, this leads to

Pa[3k,l: k#LNA fula = fila] < M?e ™

If this probability is smaller than one, as it is the case when m > %ln M, then
there is an A on which all fi’s differ. This implies that F|4 contains at least
M different functions and therefore M < I'(m). Using that T'(m) < (em/d)?
(Thm.1.8) and inserting m = 2 In M this can be written as

2
MY < £y, (1.77)
€
Exploiting that a < blna = a < (1—1/e)~'bInb and applying it with a = M*/¢,
d
b =2e/e to Eq.(1.77) then leads to M < (% In 2—:) . O
The e-dependence of the bound in Eq.(1.76) can be improved to
2¢\*
M(e, F) < e(d+1) (p) . (1.78)
€

The non-trivial proof of this improvement can be found in [?].

Another particular function class for which we derive an upper bound on
covering numbers is the class of bounded linear functions. A useful tool in this
context is a beautiful application of the ‘probabilistic method’, which yields the
following approximate version of Caratheodory’s theorem:

Lemma 1.23 (Maurey’s empirical method). Let C' be a subset of a real inner
product space, ¢ € conv(C) and b := supgcc |[§]|. For any k € N there are
elements Y1, ...,Y € C so that

k
Hﬁb;;%

2 b2
<77
~ k

(1.79)
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where the norm is the one induced by the inner product.

Proof. As ¢ is in the convex hull of C, there is a finite subset = C C so that
¢ =3 ,c= Aoz, where A forms a probability distribution over Z. Let Zy, ..., Z}
bei.i.d. random variables with values in =, distributed according to A\. Hence, by
construction IE [Z;] = ¢. Using this and the i.i.d. property, it is straightforward
to show that

1 2 2
Hqs— . = Z(E[I1Z:]] - I161%)-

Here, the r.h.s. can be bounded from above by %. Since the resulting inequality
holds for the expectation value, there has to be at least one realization of the
random variables for which it is true as well. O

This Lemma enables the construction of sparse approximations and coverings
in convex frameworks. We use it to derive an upper bound on the covering
number of bounded linear functionals:

Theorem 1.17: Covering number for bounded linear functionals

Consider the set F := {X > z — (z, )| |[fI| < B} of bounded linear
functionals on a ball X := {x € H| ||z|| < r} of a real inner product space
H. For any € > 0, n € N and X € X" we have with m := min{n, dim H}:

2,.2

-
log N(e, F, | - [l2.x) < 5 log(2m). (1.80)

Proof. From X = (z1,...,x,) we construct a linear map X:H >R X
h— ({(z;, h))™ ;. A set G C RY of linear functionals is an e-covering of F w.r.t.
Il - if for all f € F thereisa g € G s.t.

ne >Z|xz, — (@i g)| = IX(f -9l

We construct such a covering by using the singular value decomposition of X,
which yields singular values s; and two orthonormal sets {¢;} in R™ and {¢;}

in H so that .
Z (@i [ bi- (1.81)

We want to interpret Eq.(1.81) as convex combination of elements from C'U{0}
where C' := {£c¢;}7*, with a suitably chosen constant c¢. To this end, the latter
is chosen as ¢ 1= sup ey .1y 85| (s, )|, which by Cauchy-Schwarz (applied in

R™) can be shown to be equal to 8[| X||o. In this way, X f € conv(C U {0}) =
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conv(C') so that we can exploit the previous Lemma. This guarantees that for
any k € N there are i1, ..., € C such that

HXf_ 721#1

Choosing k := [c¢?/(ne?)] this produces an e-cover when running over all |C|*
choices for the v;’s from C. The size of the constructed e-covering is thus
|C|* = (2m)*. To arrive at Eq.(1.80), it remains to relate || X||2 to r, which is

62

< —.
k

readily done by realizing that | X||3 = Y27, ||| < nr2.
Uniform covering numbers
In the case of a finite target space Y = {1,2,...,|)Y|} we saw in Sec.1.5 that

a sub-exponential growth-function I' leads to a non-trivial PAC bound. The
growth function, in turn, can be regarded as a specific covering number since
for e < 1 and g, f € Y* we have ||g — f||co,e < € iff g]lz = f|.. Consequently,
Nin(e, F, || |loo,z) = |}"|z\7 which gives rise to the growth-function when taking
the maximum over all x € X™. This motivates the definition of the wuniform
covering number

Ip(n, e, F) = max {Nin (6, F, || - ||p) | € X"}, (1.82)

for classes F C R¥ of real-valued functions. Note that this is non-decreasing
as a function of p and non-increasing in e. If the target space is finite, then
I'w(n, €, F) equals the growth function for small enough e. The following theo-
rem shows that the PAC-bound in Sec.1.5 can indeed be generalized to arbitrary
function classes when using uniform covering numbers in place of the growth
function:

Theorem 1.18: PAC-bound using uniform covering numbers

For any function class F C Y% and Loss function L : Y x Y — [0, ] define
G:={g: X xY—=[0,c|3h € F:g(x,y) = L(y.h(z))}. For any e >0
and any probability measure P on X x V:

Ps.pe[3h € F: |R(h) — R(h)| > ¢] < AT, (2n,¢/8,G)e” 5. (1.83)

Proof. We are copying the first steps of the proof of Thm.1.7, where an i.i.d.
copy S’ € (X x V)" of S was introduced. From Eq.(1.26) we know that

Pgs[3he F: [R(h) — R(h)| > €] <

Q]E&S/ E'g E

SM—‘

Zaz XzaYz (X{,YZ/))
1=1

> 5/2] , (1.84)

where o; € {£1} are i.i.d. uniformly distributed random variables. Next, let us
work inside the expectation values and consider S, S’ and o fixed. The aim of
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the next step is to approximate g by an element ¢’ of an €/8-covering G’ of G
w.r.t. ||-||1,sus’. To this end, note that the condition on g in Eq.(1.84) can be
read as |(0’, g)|/n > €/2, when using suggestive abuse of notation and regarding
g and ¢’ as vectors in IR?"—the latter +1-valued. Then

€ 1 ! 1 / / 1 / /
e — < = — _
o< L)l < e+ lehg - 9]

1 1 €
< o' o Mg — o L, < g d Z
< S+ 2g - glhsos < 1)+

Therefore, the r.h.s. of Eq.(1.84) can be further upper bounded when replacing
g by ¢’ and at the same time €/2 by €/4.

In the last step, we evaluate IP, by exploiting the union-bound together with
Hoeffding’s inequality. Interpreting Z; := o; (g’(Xi, Y:) — g (X[, YZ’)) as random
variable with zero mean (by varying over ¢;) and range in [—c,¢|, we finally
obtain

Zaz‘ (¢ (X5, Ys) — g/ (X[, YY)

> 6/4‘|

TL€2
> ne/4} < 2@ (2n,€/8,G)e” 322 .

O

If, in the context of the foregoing theorem, the functions in F are real-valued
and the Loss-function is Lipschitz-continuous, then the covering number of F
can be used directly and the detour via G is not necessary. More precisely:

Lemma 1.24. Let Y,y C R, FC VX and L:YxY — [0,c]. If there exists an
[ € R such that for all §1,52 € Y and ally € Y: |L(y,gj1)—L(y,gj2)‘ <I|g1 — G2/,
then for allp € [1,00],e > 0 and alln € N:

Fl)(na €, g) S Fp('fl, €/l, ]:)7
where G = L o F as in the foregoing theorem.

Proof. The Lipschitz assumption implies that every ¢/l-cover of F becomes an
e-cover of G since for any f, h € F:

(;DL(yi,f@cm—L(yi,hmw’)' SZ(iZﬂm)—hmw) .

=1

From covering numbers to Rademacher complexities

The following theorem exploits covering numbers to bound Rademacher com-
plexities.



CHAPTER 1. LEARNING THEORY 47

Theorem 1.19: Dudley’s theorem

For a fixed vector z € Z" let G be any subset of the pseudometric space
(RZ, || - |]2,-) and set 4o := supycg ||g[2,-- The empirical Rademacher
complexity of G w.r.t. z can be upper bounded in terms of the covering
numbers N (e, G) via

- . o /2,
R(G) < inf 4de+ f/ (InN(B,G)) "“dB. (1.85)

€€[0,70/2)

Remark: often Dudley’s theorem is stated without the additional infimum, by
choosing ¢ = 0. One advantage of the above form is that the expression remains
useful for function classes for which, for instance, In N(8,G) grows faster than
1//8% for 3 — 0. In this case, the integral would diverge, when starting at € = 0.

Proof. Define «; := 2777 for j € N and let G; C R® be a minimal ~;-cover of
G. That is, |G| = N(v;,G) and for every g € G there is a g; € G; such that
[lg — gjll2,> < v;. This inequality continues to hold for j = 0 if we set gg := 0.
For later use, we estimate

1/& N\ 1/2 1
n(;%(zz)gﬁ_l(m) = lles =il

IN

1

%(ng— =+1lg—g5-1ll2.2)
Yitvi-r 3

< LThEAL 2l 1.86

For some m € N to be chosen later, insert ¢ = g — g + E; 1(g; — gj—1) into
the definition of the empirical Rademacher complexity. In this way, we obtain

7@(9) {supZaz( — gm(zi +Zgj i) gj,l(zi))}

9€9 i
< ;Eg[iggiai(g(%) —gm(zi)ﬂ + (1.87)
,ZEU{sng)Zal 9 (%) gj,l(zi)).} (1.88)
9€Y ;1

We bound the two summands separately. For the term in Eq.(1.87) we can
use Cauchy-Schwarz for the inner product related to || - ||2,, to obtain the up-
per bound 7,,. For the term in Eq.(1.88) we can exploit Massart’s Lemma
(Lem.1.11) together with the estimate in Eq.(1.86). Hence, we can continue
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with

. 3 —
R(G) < 7m+\/ﬁ;7j\/21n(Gj|'Gj—1|)

12 &
< vm+ﬁ;<vjw+1> N (7,.0) (1.89)
< vm% " /IN,G) b, (1.90)

Ym+1

where we have used |G,_1| < |G| and v; = 2(y; — v;+1) in Eq.(1.89) and that
the integral in Eq.(1.90) is lower bounded by its lower Riemann sum appearing
in Eq.(1.89).

Finally, for any fixed € € [0,79/2) choose m so that € < Y11 < 2e
Then v, < 4¢ and Eq.(1.90) can be bounded from above by the expression
in Eq.(1.85). O

Now, let us apply Dudley’s theorem to the case of binary classification.
Recall that when bounding the estimation error (or Rademacher complexity) in
terms of the VC-dimension d directly via the growth function, an extra factor
In d appeared. Dudely’s theorem improves this situation:

Corollary 1.25 (Improved bound for binary classifiers). Let F € {0,1}* have
VCdim(F) =:d. Then its empirical Rademacher complexity w.r.t. an arbitrary
point in X™ can be bounded by

R(F) < 31\/5 : (1.91)

Proof. We use Eq.(1.85) from Dudely’s theorem with ¢ = 0 and 79 < 1. By
Lemma 1.20 we can upper bound the covering number by the corresponding
packing number for which we use the bound derived in Eq.(1.76). Using the
simple inequality Inx < z/e this leads to In N(8, F) < dln % so that Dudley’s
theorem and numerical integration lead to

R d ! 1 d
R(F) < 12 7/ In18+44In= d3 < 314/—.
n Jo I} n

Note: Since the r.h.s. of the bound does not depend on the empirical distri-
bution, it holds for the expectation value, i.e., for the Rademacher complexities
R, (F), as well. The appearing constant 31 can, without effort, be improved to
26 by using the improved upper bound from Eq.(1.78).

O
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1.10 Pseudo and fat-shattering dimension

In this section we discuss generalizations of the concept of VC-dimension to
classes of real-valued functions. As in the binary case, we restrict the function
class to a finite domain and quantify the richness of the class as this domain
grows. To make the real-valued case amenable to the VC-dimension, the idea
is to binarize the target space in a way that allows the binarization to depend
on the point of the restricted domain. This leads to the concept of the pseudo
and the fat-shattering dimension, where the former can be regarded as a limit
of the latter:

Definition 1.26 (Pseudo-dimension). The pseudo-dimension of F C R¥ is
defined as

Pdim(F) = VCdim{X xR > (z,y) —sgn[f(z) —y] | f € .7-'}. (1.92)

In other words, if Pdim(F) > d, then there are is a set of points { (4, y;)}&; C
X X R such that for all subsets C' C {1,...,d} there is a function f € F satis-
fying
fl) 2y & ieC.

The pseudo-dimension is then the largest such d (or oo if there is no maximum).
A scale-sensitive generalization of this notion is the following:

Definition 1.27 (a-fat-shattering dimension). Let a € (0,00) and F C R¥.
The a-fat-shattering dimension fat(o, F) is the largest d € N U {oo} for which
there exists {(z:,vi)}; € X x R such that for all subsets C C {1,...,d} there
s a function f € F satisfying

f(xi) yit+a ifi€C,
f(z) yi—a ifigC.

The following properties follow immediately from the definitions:

IN IV

Corollary 1.28 (Relations between pseudo and fat-shattering dimensions). Let
F' CFCR?Y, a>ad >0 and sgn[F| := {z — sgn[f(x)] |f € F}. Then

i) Pdim(F) > Pdim(sgn[F]) = VCdim(sgn[F]).
ii) Pdim(F) > Pdim(F') and fat(o,F) > fat(a, F').
iii) fat(a, F) < fat(a/,F) < Pdim(F).
w) limgy_o fat(a, F) = Pdim(F).
v) If F is closed under scalar multiplication, then fat(a, F) = Pdim(F).

For vector spaces of functions we obtain that the algebraic dimension coin-
cides with the pseudo and fat-shattering dimension:
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Corollary 1.29. If F C R? is a d-dimensional vector space of functions, then
Pdim(F) = fat(a,F) =d for all a > 0.

Proof. The fact that Pdim(F) = d follows from the definition of the pseudo
dimension and the corresponding property of the VC-dimension: inserting the

definition of the pseudo dimension into Thm.1.9 with ¢(z,y) := —y yields the
desired result. Since F is closed under scalar multiplication, the a-fat-shattering
dimension equals the pseudo dimension according to Cor.1.28v). O

Ezample 1.11 (Spaces of polynomials).Let F be the space of real polynomials
on R* of degree at most d. Since this is a vector space of dimension (kgd),
we have Pdim(F) = (k;d).
If additional constraints such as norm-bounds are imposed, then the dimen-
sion of the surrounding space no longer necessarily enters the a-fat-shattering
dimension. A good example is the set of bounded linear functionals:

Theorem 1.20: Fat-shattering dim. of bounded linear functionals

Consider the set F := {X > =z — (z, )] |[fll < B} of bounded linear
functionals on a ball X := {x € H| ||z|| < r} of a real inner product space
H with norm induced by the inner product. Then for any « > 0:

fat(o, F) = min {dim(’H), Kf)zJ } . (1.93)

Proof. We begin with proving “<”, which is the slightly more involved direction.
Clearly, fat(c, F) is bounded by the dimension of H. This follows from Cor.1.28
and Cor.1.29 by extending the function class to the vector space F' O F of all
linear functionals, which has dimension dim(H).

By definition, if fat(«, F) = d, then there are ((ml, yi))j=1 such that for all
be {—1,1}" there is an f = f(b) in F that satisfies

Exploiting this, we will show that there exists a o € {—1,1}¢ such that

d
g 0T
i=1

Eq.(1.95) then completes the upper bound in the theorem, since a comparison
of the right and left side of Eq.(1.95) yields v/d < 8r/a. We begin the proof of
Eq.(1.95) with the lower bound, which will be seen to hold for any o € {—1,1}4.
Define s := sgn Zle o;y; and set g := sf(so). Then, from Eq.(1.94), after
taking the sum over i, we obtain:

ad
— <

7 < < Vdr. (1.95)

d d

Zm(ﬂm,g) > ad+ Szoi%’ > ad.

=1 i=1
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Applying Cauchy-Schwarz to the Lh.s. together with the fact that ||g|| < S then
proves the lower bound in Eq.(1.95). For proving the upper bound, we exploit
the probabilistic method. To this end, regard the o;’s as i.i.d. Rademacher
variables. Exploiting their independence and the fact that E,[o;] = 0, it is
readily verified that

Es

d 2 d
o ] =3l < i
=1 =1

Since this holds on average, there has to be at least one realization of the o;’s
for which the upper bound in Eq.(1.95) is true. This completes the proof of
Eq.(1.95) and thus of the upper bound in the theorem.

For proving the ‘>’ direction, let d be the claimed expression for fat(a,F)
and let {e;}%_, be an orthonormal set in H. Set y; := 0, x; := re; and f =
f(b) = %2?21 bie;. By construction, b;({f,z;) —y;) = « for all i. So d
is indeed a lower bound on fat(a, F), if ||f|| < B. The latter is true, since

1]l = av/d/r. O

Finally, we summarize known bounds on uniform covering numbers of real-
valued function classes in terms of their pseudo and fat-shattering dimensions.
These results are all non-trivial and stated here without proofs.

Theorem 1.21: Covering numbers from combinatorial dimensions
Let € > 0,n € N and F C [0,1]" be a class of real valued functions.

1. With D := Pdim(F) it holds that:

Ty (n,e,F) < e(D + 1) (26>D (1.96)

€

2. With d := fat(e/4,F), it holds for all n > d that:

an, dlog,[4en/(de)]
Fo(n, e, F) <2 <62) (1.97)
3. For any p € [1,00) there are constants ¢, k > 0 such that
9 k fat(ce,F)
T, (n,eF) < () . (1.98)
€

1.11 Algorithmic stability

So far, the type of the learning algorithm merely played a role through its
range—the considered hypotheses class F. In this section, we shift the focus
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from the range of the learning algorithm to its stability. Here, stability refers to
the stability of the hypotheses at the output of the algorithm w.r.t small changes
of its input. In this context, a ‘small change of the input’ typically means the
change or omission of a single data point in the training data set. A common
(since convenient) way to quantify changes in the hypothesis is by means of the
loss function. This leads to the following definitions:

Definition 1.30 (Stability). Consider a loss function L : Y x Y — R. A
learning algorithm that maps S € (X x V)™ to a hypothesis hg is said to be

e uniformly stable w.r.t. L with rate ¢ : N — R if for all n € N and all
(z,y) € X x Y the following inequality holds for all S;S" € (X x Y)™ that
differ in only one element:

|L(y.hs(@) = Ly, hs ()| < ().

e on-average stable w.r.t. L with rate € : N — R if for all n € N and all
probability measures P on X x Y:

Es~prE(sy)~PE; [L(yi, hs(xi)) — L(yi, hsi (xi))} ’ <e(n), (1.99)

where S = ((wi,y;))"q, S* is obtained from S by replacing the i’th ele-
ment with (z,y) and IE; denotes the expectation with respect to a uniform
distribution of i € {1,...,n}.

Obviously, uniform stability implies on-average stability with the same rate.
The rate functions of interest will be those converging to zero when n — oco. In
this light, uniform stability will be less useful in classification contexts where L
has discrete values. In this case, it may, however, be applied to the loss function
before ‘binarizing’ (e.g. by applying sgn(-)) or to a surrogate loss function that
is used in the learning algorithm.

The presented definitions are often referred to as replace-one stability, as
opposed to leave-one-out stability, where instead of replacing one data point it
is omitted. Although the two ways of defining stability are conceptually very
similar, they are formally incomparable. We focus on replace-one stability, as
it is defined above. The following simple but crucial observation relates the
generalization error to on-average stability:

Theorem 1.22: on-average stability = on-average generalization

With the notation of the foregoing definition the following holds for any
learning algorithm S +— hg and any probability measure P:

Es[R(hs) — R(hs)] = EsE, ) E; [L(yi; hsi(zi)) = L(yi, hs(l’i))}
(1.100)
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Proof. On the one hand, since (z;,¥;) and (z,y) are i.i.d. we can interchange
them and write

Es[R(hs)] = ESE(z,y)[L(y,hs(x))]:ESEW)[L(yi,hsi(:ci))].

Since this holds equally for all ¢ we may, in addition, take the expectation value
[E; on the r.h.s.. On the other hand, we have

Es[R(hs)] = B |L (i, hs (1)) | = BBy B | L(yi, hs(@)) |,
so that the difference of the two identities gives Eq.(1.100). O

As a consequence, we obtain for any on-average stable learning algorithm
with rate e(n) that

[Es [R(hs) ~ R(hs)]| < e(n).

That is, the generalization error is, on average, bounded by the stability rate
function. This generalization bound is weaker than the PAC-type bounds that
we derived previously. In principle, closeness in expectation still leaves room for
significant fluctuations, while PAC-type bounds guarantee that the empirical
risk is close to the risk with high probability. However, such bounds can be
derived from stability as well:

Theorem 1.23: PAC bound from stability

Consider a loss function L with range in [—c¢, ¢] and any learning algorithm
S + hg that is uniformly stable w.r.t. L with rate ¢ : N — R. Then
the following holds w.r.t. repeated sampling of training data sets of size
n. For all € > 0 and all probability measures over X' x ):

’I’L€2

s |R(hs) - Rihs)| > e+ )] < 2exp [~ M

} . (1.101)

Proof. We consider ¢(S) := R(hs) — R(hs) as a function of n i.i.d. random
variables to which we want to apply McDiarmid’s inequality (Lemma 1.15).
To this end, observe that |E[p(S)]| < €1(n), which follows from stability and
Eq.(1.100), and note that [¢(S)] > e+|E[e(S)]| = |¢(S)—E[p(S)]| > €. Hence,

Ps||f(hs) - Rhs)| = e+ai(n)] < Ps[|o(S) —Elp(9)]] >

2¢2
2 exp -—— >
nv
where the second step is McDiarmid’s inequality with v an upper bound on

|o(S) —p(S?)| that is yet to be determined. This can be done by again applying
the assumed stability to the inequality

0(8) ~ @S < = 3 |E(ushsla)) — Ly, hs: (2)|
i

IN

2c
+— |R(hs) — R(hs:)|.
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We can bound the sum in the first line of the r.h.s. by €1(n) and, similarly,

|R(hs) — R(hs:)

_ ‘IE(X’Y) [L(YV,hs(X) = L(¥, s (X))’ < e (n).

The claim then follows with v := 2(e;(n) + ¢/n). O

In order to guarantee a generalization error that decreases as 1/4/n, the bound in
Eq.(1.101) requires a stability rate that decreases asymptotically as 1/n. With
more sophisticated arguments it can be shown that, up to logarithmic factors,
a stability rate of order 1/4/n is, in fact, sufficient | ) |.

Uniform stability from strong convexity We will now analyze the use of
Tikhonov regularization and convexity as a means to guarantee uniform stabil-
ity. To this end, we need the following notion from convex analysis:

Definition 1.31 (Strong convexity). Let F be a convex subset of a real inner
product space and o > 0 a real number. A function ® : F — R is called
a-strongly convex, if the map h — ®(h) — $(h,h) is convex on F.

Denoting by ||-|| the norm induced by the inner product, it is straightforward
to see that a-strong convexity is equivalent to requiring that

AB(R) + (1= \B(g) = @M+ (1= N)g) + SA1 = Nllh—gl®  (1102)

holds for all g,h € F and A € [0,1]. If the minimum of an a-strongly convex
function exists, it is unique and the value of any other point can be bounded in
terms of its distance to the minimizer:

Lemma 1.32. If ® : F — R is a-strongly convex and attains its minimum at
h, then for all g € F:

(g) > () + S lIh - gl (1.103)

Proof. When using minimality of h in Eq.(1.102) we obtain A®(h)+(1-X\)®(g) >
®(h) + aX(1 — N)||h — g||?/2, which can be simplified to ®(g) > ®(h) + a\||h —
g||?/2. Setting A = 1 then completes the proof. O

With this, we are equipped for the following relation between stability and
regularization:

Theorem 1.24: Uniform stability from regularization

Let A > 0 and F C Y% be a convex subset of an inner product space. If
for all (z,y) € X x Y the map h — L(y, h(x)) is convex and [ — Lipschitz
on F, then the learning algorithm that minimizes the functional fs(h) :=

7 . . . 12
R(Rh) + A(h, k) is uniformly stable w.r.t. L with rate 3&.
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Proof. With h := hg, h' := hg: and the norm being the one induced by the
inner product we can bound

fs(h) = fs(h) = Rs(h') = Rs(h) + A([I1]* — |[n]]?)
= Rei(W) = R () + (I~ |A?) (1.104)
¥ 1[@“ ) = Luis b)) + Ly, b)) — Ly, W'(@))]

< 2 ing — sl
n

where we have used that the term in Eq.(1.104) is negative, since h’ minimizes

fsi, together with the Lipschitz assumption. As fg is 2\-strongly convex with

minimizer h we can, on the other hand, exploit Lemma 1.32 to obtain A||h" —

h||? < fs(h')— fs(h). Combining these two bounds leads to ||h' —h|| < 21/(An).

Using the Lipschitz property once again, we finally arrive at uniform stability:
212

[L(y,h(@) = L(y, W' (@))| < Ulh—0)| < S

O

It is possible to derive a similar implication when replacing the Lipschitz as-
sumption for the loss function by a Lipschitz assumption for its gradient. In
either case, there is a trade-off between stability, and thus small generalization
error, on the one hand, and an effective restriction of the hypotheses class on the
other hand: if A is too small, there is no generalization guarantee. If X is too
large, hypotheses with small norm dominate, whether they describe the data
adequately, or not. The following corollary aims at formalizing this trade-off:

Corollary 1.33 (Regularization trade-off). Let A > 0 and F C V¥ be a convex
subset of an inner product space. Assume that for all (z,y) € X x Y the map
h — L(y, h(x)) is convex and | — Lipschitz on F and that h* = argmin, c zR(h).
Then the learning algorithm S +— hg that minimizes the functional fg(h) =
R(R) + A|h||? satisfies

Es[R(hs)] < R(h*) + A||R*||* + ﬁ (1.105)

Proof. Since hg minimizes fg, we have

Es[R(hs)] < Es[fs(hs)] < Bs[fs(h*)] = R(h*) + A||[n*[]*.

As uniform stability implies on-average stability, we can use Thm.1.24 together
with Thm.1.22 to obtain Eg[R(hs) — R(hs)| < 212/(An). Combining the two
bounds then leads to the claimed result:

Es[R(hs)] = Es[R(hs)] +Es[R(hs) — R(hs)]

22
R(A™) + A2 + 25

IN
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The optimal value for A that minimizes the r.h.s. of Eq.(1.105) is then

l 2 2
= 2 = Eg[R < R(R™) + 21 ||R" |4/ =
Aopt ||h*|| n S[ (hS)} = (h ) l||h ||\/;

Clearly, in practice the norm ||h*|| is not known, but one could try to estimate
it, for instance on the basis of a validation data set, and then work with the
estimate. It should also be noticed that, in principle, Tikhonov regularization
provides more freedom than the choice of A, namely the choice of the inner
product.

We have used Tikhonov regularization in order to make a convex function
2)\-strongly convex. However, if the loss function exhibits this stronger form of
convexity already, no regularization is required and the above reasoning holds
for empirical risk minimization (ERM) right away:

Theorem 1.25: ERM-convergence under strong convexity

Let F C V¥ be a convex subset of an inner product space. Assume that
for all (x,y) € X x Y the map h — L(y, h(z)) is a-strongly convex and
I — Lipschitz on F. Then

1. The ERM algorithm S +— h := argminhe]_-f%(h) is uniformly stable
w.r.t. L with rate g.

2. If h* = argmin,c »R(h), then for any 6 € (0,1) with probability at
least 1 — & w.r.t. repeated sampling of an i.i.d. sample of size n:

412

R(h) — R(h*) < —

(1.106)

Proof. The proof of part 1 follows the steps of the proof of Thm.1.24 with 2\
replaced by a. .
In order to prove part 2, we first use that Eg[R(h*)] = Eg[R(h*)] >

Egs [R(}Al)} This proves the first inequality of

Es [R(ﬁ) - R(h*)] < Eg [R(B) “ R <, (1.107)

while the second inequality is implied by part 1 together with the fact that
stability implies on-average generalization (Thm.1.22). Finally, since R(iz) —
R(h*) > 0 we can apply Markov’s inequality and derive the claimed result from
Eq.(1.107). O

Randomized algorithms and differential privacy Instead of choosing a
hypothesis h € F deterministically upon input of a training data set S € (X €
V)", the learning algorithms we deal with in the remaining part of this section
choose a distribution of hypotheses, characterized by a probability measure ug
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on F. A hypothesis h € F is then drawn according to pg. In this way, the
map from S to h becomes stochastic and the learning algorithm specifies the
assignment S — ug.

The definitions of uniform stability and on-average stability can be used
verbatim for stochastic algorithms if we replace the loss of a hypothesis that
the learning algorithm outputs upon input of a training data set by the aver-
age loss, averaged w.r.t. the stochastic component of the algorithm. That is,
L(y,hg(x)) for instance is replaced by Ep~,s[L(y, h(z))]. On-average stabil-
ity is then again equivalent to on-average generalization so that if e(n) is the
corresponding stability rate function, then

IEgEnps [R(h) — R(B)]| < e(n).

A concept that is closely related to stability of stochastic algorithms is dif-
ferential privacy. This has been introduced in the context of database analysis
w.r.t. privacy.

Definition 1.34 (Differential privacy). A stochastic algorithm that maps Z™ >
S+ ug, where pg is a probability measure over F, is called (e, d)-differentially
private if for any pair S,S’ € Z™ that differs in only a single element:

Phops [h S H] <ef Phoyy, [h S H] +4d  for any measurable H C F. (1.108)
Here, € and § are regarded as real-valued functions of n.

In the context that motivates this definition, S is a database and the map
S +— pg corresponds to a mechanism of querying that database. Differential
privacy (with €,6 small) then tries to guarantee that sensitive information of
individuals, which corresponds to a single entry in S, is protected in a sensible
way. Ideally, this is done without sacrificing too much accuracy in the database

query.
While explaining this in greater detail is a different story, which is told for
instance in | |, we can show that differential privacy implies stability:

Corollary 1.35 (Differential privacy implies stability). A stochastic learning
algorithm that is (e, 6)-differentially private is (2(ef — 1+ 6))-uniformly stable
w.r.t. any loss function whose range is in [0, 1].

Proof. We will make use of the total variation distance dpy, which is a metric
on the space of probability measures over a given Borel sigma-algebra. Two

equivalent characterizations (cf. | ]) of the total variation distance between
w and v are
dry(p,v) = stj}p ‘M(A) — I/(A)’ (1.109)
1
= o[BS~ Buf]. (1110

where the supremum is taken over all measurable sets in Eq.(1.109) and over
all measurable functions with range in [—1, 1] in Eq.(1.110).
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If we apply the definition in Eq.(1.109) to p := ug, v := pg and use the
definition of differential privacy (Def.1.34) with pg(H) = Pj~us[h € H]| and
similar for pg/ (H), then we obtain

dTV(MS,,“zS’) <e*—1+406. (1.111)

On the other hand, if we apply Eq.(1.110) to f(h) := L(y, h(x)), we obtain

v (s, 1) > [ B [, he))] — By, [L, b)) (1112)

Combining Egs.(1.111,1.112) then proves (2(ef — 1 + §))-uniform stability. [

1.12 Sample compression

Seen from a distance, the method introduced and discussed in this section follows
a similar idea as the one pursued by the stability bounds of the previous section.
Stability means that the hypothesis at the output of a learning algorithm does
not depend on any of the training examples too strongly. The possibility of
sample compression means that this hypothesis does not depend at all on a
considerable fraction of the examples.

The underlying idea is that there is a subset of the training data that al-
ready contains the relevant information and that the learning algorithm can be
represented by a two-step procedure: the selection of this subset followed by the
construction of the hypothesis from this subset.

Definition 1.36 (Selection schemes). Let S := |J,cn(X x Y)". A selection
scheme is a pair (v, p) consisting of a selection map v : § — S satisfying
VS € 8 :v(S) C S, in the sense of a subsequence’, and a reconstruction map
p: S — Y¥. The function r(n) := SUp|s|<y, [7(S)| is called the size of the
selection scheme and we will say that (7, p) has size k € N if lim,, o k(n) = k.

Note that although p is called ‘reconstruction map’, its definition does not
require an underlying ‘reconstruction’ of the original sample S.

There are many ways of obtaining generalization bounds for learning algo-
rithms that admit a selection-scheme representation. Their common tenor is
that the smaller the size of the selection scheme, the better the generalization:

Theorem 1.26: Compression bound in expectation

Let S +— hg = po~(S) be a learning algorithm represented in terms of
a selection scheme (v, p) of size kK = k(n). Then w.r.t. a loss function

9Here and in the following, we will for convenience abuse set-notation for finite
(sub)sequences, i.e. A C B should be understood as ‘A is a subsequence of B’ and |A]
will denote its length.
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L:Y xY —0,1] and i.i.d. samples S of size n:
. K 2K ne
Es [R(hs) - R(hs)] < Sy Zm (;) (1.113)

Proof. We divide an arbitrary sample S of size n into the selected subsample
and the rest as S = (S) U~(S) and define S’ := C U ~(S) where C is an
independent sample of size |C| = |y(5)|. By adding and subtracting terms we
can then express the empirical risk of a hypothesis h w.r.t. S as

astny = Re+ PN TR )~ e

> Re(h) - g (1.114)

where the inequality uses that the loss function has range in [0,1] and that
|[7(S)| < k. The key insight is now that when applied to h = po~(S), Eq.(1.114)
bounds the empirical risk in terms of a quantity that can be regarded an out-of-
sample error since S’ is independent of v(S)—it contains only those examples
from S that are ignored by the selection scheme.

Instead of using a specific selection function 7y, we will consider the worst
case over all selection functions of size k. Together with Eq.(1.114) this leads to

Es [R(hs) ~ Rlhs)] < = + Es | max R(o(s1) = Re ((50)| . (1115)

where the maximum is taken over all subsets I C {1,...,n} of size |I| < k and
St denotes the subsample ((z;, yi))iel of S. The r.h.s. of Eq.(1.115) contains an
expectation of a maximum of finitely many bounded, zero-mean random vari-
ables. Using Cor.1.14, which is a corollary of Massart’s Lemma, this expectation
can be bounded from above by 1/21n(m)/n, where m is the cardinality of the
set. The cardinality, in turn, can be bounded by

" /n en\~
= < |— .
m Z(z)-(,g)’ (1.116)
1=0
where the inequality is taken from Eq.(1.30). O

Theorem 1.27: High-probability compression bound

Let S — hg = po~(S) be a learning algorithm represented in terms of
a selection scheme (v, p) of size k = k(n) and L : ) x ¥ — [0,1] a loss
function. For any ¢ € (0,1), with probability at least 1 — ¢ w.r.t. repeated
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sampling of an i.i.d. samples S of size n:

R(hs) < ——R(hs) + \/”ln 22)_:1)“ ) (1.117)

Proof. Using the same notation and essentially the same ideas as in the proof
of Thm.1.26 we can write

P[R(hs) = rgyhs) = ¢| < 37 P[R(p(S1) - Rsrs, (p(SD) > €]
I:|I<k
< Z exp [ — 2(n — k)€’]
I:|I<k
< exp {Fo+/<;1n (%) *2(77,*#;)62], (1.118)

where the first inequality uses the union bound over a worst-case replacement of
the selection function, the second inequality follows from Hoeffding’s inequality
and the third is again an application of Eq.(1.116). To derive Eq.(1.117) from
here, we set the expression in Eq.(1.118) equal to ¢ and solve for e. Finally, we
use that positivity of the loss function implies that

A n—kK -~

R(h) 2 == Reg5(h).

O

Definition 1.37 (Compression schemes). Let S := (J, o (X xY)". For a given
function class F C Y% and loss function L : Y xY — [0,00), a selection scheme
(7, p) is called a compression scheme if for all S € S that are realizable!® by F:

R(povy(S)) =0, (1.119)
and it is called an agnostic compression scheme if

vSeS: R(por(9)) < higtfz(h). (1.120)

The size of the compression scheme is the size of the corresponding selection
scheme.

Note that the definition of an (agnostic) compression scheme for F does
not require that the range of the reconstruction map is contained in F. In the
context of a compression scheme, the ‘reconstruction map’ deserves its name as,
by Eq.(1.119), p has to be capable of ‘reconstructing’ all the labels of S from
the subsequence v(S) if S is realizable by F.

By definition, the existence of an agnostic compression scheme for F implies
the existence of a compression scheme for F of the same size if L(y,y) = 0 for
all y € Y. The following Lemma shows that in the case of classification with
the 0-1-loss the converse is true as well. For loss functions with more than two
values, however, this is no longer true in general.

19Here ‘realizable’ means that S is of the form ((z:, h(x;));_, for some h € F.

i
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Figure 1.4: A simple and at the same time efficient sample compression scheme
of size 4 for the set of axes-aligned rectangles in IR? consists out of first selecting
the top-, bottom-, right-, left-most blue point and then choosing the smallest
axes-aligned rectangle that contains these four points.

Lemma 1.38. Consider the 0-1-loss function L : Y xY — {0,1} and a function
class F C Y¥. If there evists a compression scheme of size r(n) for F, then
there exists an agnostic compression scheme of the same size.

Proof. Let (7, p) be a compression scheme of size x(n). We ‘compress’ an ar-
bitrary S € (X x Y)™ using the following scheme: first choose an f € F s.t
Rs(f) = minper Rg(h). Let C C S be the largest subsample of S for which
Re(f) = 0 and denote the resulting map by 4 : S — C. Then C is realizable
by construction and R¢ (p o *y(C’)) = 0 by definition of a compression scheme.
So pov(C) = po~yod(S) is a hypothesis that agrees with f on C and can-
not be worse than f outside of C (since the loss function has only two values).
Consequently, Rg (poyoq(S)) <infrer Rs(h) so that (y o7, p) is the desired
agnostic compression scheme. O

Whenever a class F of functions is considered and no loss function is speci-
fied, then a ‘compression scheme for F’ always refers to the 0-1-loss.

Ezample 1.12 (Axes-aligned rectangles).Let F be the set of all indicator
functions of axes-aligned rectangles in R? as in Exp.1.6. A compression
scheme of size k(n) = min{2d,n} is then obtained as follows: let ~ select
a minimal set of points that contains all extremal coordinates within the
label-1 subset S7 := {(x,y) € S|y =1} , i.e. ¥(5) C Uf-l:l argmin, g (2;) U
argmax,c g (7;). Since there are d coordinates and each has a minimum
and a maximum, we can ensure that |y(S)| < 2d. Then choose p so that
it returns the smallest axes-aligned rectangle that contains all points of its
argument. From the discussion in Exp.1.6 we know that the size of this
compression scheme for F coincides with the VC-dimension of F.
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Similar to the case of axes-aligned rectangles, many simple examples of bi-
nary function classes exhibit a close relation between the VC-dimension and the
minimal size of a compression scheme. In general, the following simple bound

holds:

Theorem 1.28: VC-dimension and bounded-size compression
If there exists a compression scheme of size k € N for F C {0,1}*, then

VCdim(F) < 5k. (1.121)

Proof. Let X = {x1,...,2q4} € X be a set of size d = VCdim(F) that is
shattered by F and Sx := {((xi,yi))j=1|yi € {0,1}} the set of all [Sx| = 2¢
samples over X. If (v, p) is a compression scheme for F, then |y(Sx)| = 2¢ since
X has to be shattered by p o y(Sx) as well, by the definition of a compression
scheme. However, if the size of the compression scheme is bounded by &, then

[v(Sx)| < é (ff) 2" < zki (f) < (2Zd>k (1.122)

where the last inequality uses Eq.(1.116). Inserting now k& = d/5 (or any smaller
value) leads to
Iv(Sx)| < (10e)¥° < (32)4/5 = 24,

contradicting |v(Sx)| = 2%. O

The question of whether there exists an inequality in the other direction
can be answered in the affirmative if one extends the concept of compression
schemes and allows for side information. This means that one considers maps
of the form

SLSxBL Y,
where B := J,,cn{0, 1}" is the set of all bit-strings. The size of the compression
scheme with side information is then the length of the subsequence plus the
length of the bit-string. It has been shown that for any binary function class F
such a generalized compression scheme of size exponential in VCdim(F) always
exists | |.

1.13 Relative entropy bounds

In this section, we will slightly extend the framework and allow for a stochastic
component in the learning algorithm. Instead of choosing a hypothesis h € F
deterministically upon input of a training data set S € (X € Y)", the learning
algorithms we deal with in this section choose a distribution of hypotheses,
characterized by a probability measure pug on F. A hypothesis h € F is then
drawn according to pg. In this way, the map from S to i becomes stochastic and
the learning algorithm specifies the assignment S — pg. In terms of probability
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theory, we may think of the learning algorithm as a Markov kernel. With slight
abuse of notation, we will denote the corresponding expected risk and empirical
risk by

R(ps) == Epuus [R(h)]  and  Rg(us) == Epus [Rs(h)]. (1.123)

A useful toolbox for such stochastic schemes is given by so-called PAC-Bayesian
bounds. These rely on a famous functional, which is ubiquitous in information
theory, thermodynamics and statistical inference:

For two probability measures 1 and v defined on the same space, the Kullback-
Leibler divergence (KL-divergence a.k.a. relative entropy) is defined as

KL(p|lv) == /log [Zﬁj] du (1.124)

if u is absolutely continuous w.r.t. v and K L(u||v) = oo otherwise.!! Its main
properties are that it is (i) non-negative and zero only if © = v (almost ev-
erywhere w.r.t. ), (ii) jointly convex and (iii) it satisfies a data-processing
inequality, i.e., it is non-increasing if the random variables corresponding to the
two arguments undergo the same stochastic map. The KL-divergence is not
a metric since it does neither satisfy the triangle inequality nor is it symmet-
ric. Nevertheless, it can be useful to think of it as a distance measure (in the
colloquial sense) between probability distributions. In the present context, the
KL-divergence enters the discussion via the following inequality:

Lemma 1.39 (Fenchel-Young inequality for KL-divergence). 2 Let p,v be
probability measures on F and ¢ : F — R a measurable function. Then

log/ edeZ/ wdp — KL(pl|v).
F F

Here, equality holds if du/dv = e“"/( Ik e‘Pdu),

Proof. We define a probability measure jo via dpg/dv := e /([ €?dv). Assum-
ing that K L(pu||v) < oo (as otherwise the statement is trivial) we known that u
is absolutely continuous w.r.t. v and thus also w.r.t. pg. Therefore

d
/ edp — KL(pllv) = / pdp —/ log [d“] dp
F F F v
F F dv F dpo
tog | [ evdv] - KL(uuo).
F

The Lemma then follows from non-negativity of the Kullback-Leibler divergence,
applied to K L(u||po)- O

UHere, du/dv is the Radon-Nikodym derivative (a.k.a. relative density). If the measures
are given by probability densities p,, and p,, then dp/dv is the ratio of the two densities so
that KL(ullv) = [ pu(z)[logpu(z) —logpy (z)]da.

12The fact that equality can be attained turns Lemma 1.39 into a useful variational principle
that runs under the name Gibbs variational principle in thermodynamics.
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This Lemma can now be used to derive a template for proving PAC-Bayesian
bounds:

Proposition 1.40 (Template for PAC-Bayesian bounds). Let v be a probability
measure on F, and ¢ : F X (X x V)™ — R. With probability at least 1 —§ w.r.t.
repeated sampling of S € (X x V)", distributed according to a probability measure
P,,, we have that for all probability measures p on F:

1 ,
Bnp[o(h, $)] < — (KL(ullu) +log(1/6) + log Epy Bgrwp, [""5 )]) :
Proof. Applying Lemma 1.39 to ¢(h) := no(h, S) gives

Enpu[¢(h, §)] < % (KL(ullv) +10g Eney [0S ). (1.125)

From Markov’s inequality we know that with probability at least 1 — § w.r.t.
repeated sampling of S according to P,, we have

1 ’
Eps [6n¢(h,5)] < SES/NPTLE}LNV [end)(h,s )]'

Using that v does not depend on the sample S’ we can interchange the expecta-
tion values and insert the inequality into Eq.(1.125) to complete the proof. [

It is essential that v is independent of S, whereas p is allowed to depend
on S. In fact, we will consider p = pg, the distribution that characterizes the
stochastic learning algorithm. Also note that at this point P, is not required to
be a product measure.

There are various reasonable choices for the function ¢. The most popular
one leads to the bounds in the following theorem in which kl : [0,1] x [0,1] —
[0, 00] denotes the binary relative entropy, i.e.,

1—p
1—q’

p
kl(p[q) := plog p + (1 —p)log

which is nothing but the relative entropy between the discrete probability dis-
tributions (p,1 — p) and (¢,1 — q).

Theorem 1.29: PAC-Bayesian bounds

Let v be a probability measure on F, ¢ € (0,1), and R a risk function with
values in [0,1]. With probability at least 1 — § w.r.t. repeated sampling
of S € (X x V)™, distributed according to a product probability measure
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P™, the following inequalities hold for all probability measures p on F:

KI(Rs(u)|R(w) < =, (1.126)
Res(0) = R(w)| -, (1.127)
Bs(n) - Riw)| < \/ 2R RSUE K g

where K := K L(u||v) + log(2y/n/4).

Proof. (sketch) In order to derive Eq.(1.126), we use Prop.1.40 with ¢(h, S) :=
kl(RS(h)HR(h)). The Lh.s. of the resulting inequality can be bounded by
Epp [kI(Rs(h)HR(h)ﬂ > kl(f%s(,u)HR(u)) using joint convexity of the relative
entropy. On the r.h.s. we have to estimate Eg/.pn[expn kl(Rs’ |R(h))] for
which the sharp'® upper bound 2y/n has been shown by Maurer. Eq.(1.127)
follows from Eq.(1.126) via Pinsker’s inequality, which states that kl(p,q) >
2|p — ¢q|?. Similarly, Eq.(1.128) follows from Eq.(1.126) via the estimate

Ip —ql < /2p(1 - p)kl(plq) + kl(p|q).

O

Since the theorem holds uniformly over all probability measures p, we may as
well allow the measure to depend on S and set u = pg with pg characterizing
a stochastic learning algorithm.

As it is clear from the proof, Eq.(1.126) is the strongest among the three
stated inequalities. The main purpose of Eq.(1.127) is to display a familiar form
and the main purpose of Eq.(1.128) is to show that the original inequality has a
better n-dependence in the regime of extremal empirical error. The additional
logarithmic dependence on n turns out to be unnecessary since it can be shown,
using generic chaining techniques, that for some constant C

R(p) — Rs(p) < C\/KL(NHV) +log(2/0)

n

The role of v is the one of a ‘free parameter’ in the bound, which has to
be chosen independent of S. It is often called a prior distribution although it
need not reflect our knowledge or believe about the distribution—any v will
lead to a valid bound. Consider the simple case of a countable set F and a
deterministic algorithm leading to a hypothesis h. If v assigns a probability
p(h) to the hypotheses, then KL(u|lv) = log (1/p(h)). Hence, we essentially
recover Thm.1.5.

So which prior v should we choose? A smaller relative entropy term means
a better bound. We cannot make K L(ug||v) vanish though since v must not

I3 Maurer also showed that /n is a lower bound.
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depend on S precluding v = pg. However, v is allowed to depend on n as
well as on the distribution P from which the training data is drawn. Although
P is unknown, we may obtain insightful bounds and/or be able to bound the
resulting term in a P-independent way. In light of this, it seems reasonable to
choose v so that K L(ug||v) is minimized in expectation:

Lemma 1.41 (Optimal prior distribution). For any (not necessarily product)
distribution of S we obtain

argmin, Es [K L(us||v)] = Es|us], (1.129)
if the minimum is taken over all probability measures v.

Proof. This follows from considering the difference
Es[KL(ps|lv)] — KL(Es[us]|lv) = H(BEsus]) — Bs[H(us)]-

Whatever the r.h.s. is', the crucial point is that this difference is independent
of v. Hence, the measure v that minimizes K L(Eg[us]||v) must also minimize
Eg [K L(u5||1/)} . From the properties of the relative entropy we know, however,
that the former is minimized (to zero) for v = Eg[us]. O

If we insert the optimal prior into the expected relative entropy, we obtain the
mutual information between the samples S and the hypotheses h. In general, if
two random variables X and Y are governed by a joint distribution Pxy whose
marginals are Py and Py, then their mutual information is defined as

I(X : Y) = KL(PXyHPX X Py)7 (1130)

i.e., the KL-divergence of Pxy from the product of its marginals. The mutual
information quantifies correlations between random variables, it is symmetric in
its arguments, non-negative and zero iff the random variables are independent.

Lemma 1.42. Eg[KL(us|[Es/[pns])] = I(h : S), where S" denotes an inde-
pendent copy of S.

Proof. The learning algorithm, described by ug, together with the distribution
of S defines a probability distribution on the product space F x (X x Y)™.
Let us denote by p(h,S) a corresponding probability density w.r.t. a suitable
reference measure, by p(h) and p(S) the marginals of p(h, S) and by p(h|S) :=
p(h,S)/p(S) the conditional probability density. Then

9 ([t S5 )

//p(h, S) log {m} dh dS = I(h:8S).

Es[KL(us||Es [us])]

O

141t is the difference of two differential entropies that are defined relative to a suitable
reference measure.
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Inserting this observation back into the PAC-Bayesian bound, we obtain the
following:

Theorem 1.30: Mutual Information PAC-bound

Let pg describe a stochastic learning algorithm, 6 € (0,1) and let R be a
risk function with values in [0,1]. With probability at least 1 — ¢ w.r.t.
repeated sampling of S € (X x V)", distributed according to a product
probability measure P, the following holds

Ki(Rs(us) Rlns) < - (0D a0 [N asy

Proof. We have to modify the proofs of Prop.1.40 and Thm.1.29 essentially
only at the step following Eq.(1.125). Using v = EEg[us]| as prior, we can exploit
Lem.1.42 together with Markov’s inequality and upper bound K L(ugl||v) in
Eq.(1.125) by I(h : S)/6. In order to take into account that this holds again
only with probability at least 1 — §, we have to divide § by two, invoking the
union bound. In this way, Eq.(1.131) is obtain analogous to Eq.(1.126). O

In the same way as in the proof of Thm.1.29, we could derive variants of this
bound, which we omit, though. Although Thm.1.30 is not directly applicable,
as the mutual information depends on the unknown distribution of S, it has a
remarkable interpretation: it guarantees good generalization if the correlation
between hypotheses and training data is small. In other words, if the learning
algorithm manages to achieve small empirical risk without having learned too
much about the actual sample S, it will also perform well on unseen data. A
similar mutual information bound can also be derived for the expected general-
ization error:

Theorem 1.31: Mutual Information vs. expected generalization

Consider a stochastic learning algorithm, described by ug, a risk function
with values in [0,1], and training data sets S drawn from a distribution
over n independent elements. Then

R I(h:S
)Es [Rs(ps) — R(ﬂs)]‘ < (2 )
n
Proof. By definition, we can express the mutual information I(h : S) in terms
of the KL-divergence of the joint distribution from the product of its marginals.

The KL-divergence, in turn, can be lower bounded using the Fenchel-Young
inequality from Lem.1.39. With (h, S) := ARg(h) for A € R we obtain

I(h:8) > AE[Rs(h)] — 1og1E[eWS<h>]

> ME[Rs(h)] - g% — AE[R(R)], (1.132)
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where E = EglE;, denotes the expectation w.r.t. the joint distribution of A and
S, while E denotes the expectation w.r.t. the product of their marginals. The
second step in Eq.(1.132) follows from an application of Hoeffding’s Lemma,
which together with the independence of the n elements in S implies

E[GA(RS(h)—E[R(h)])} < exp ;ﬁ .
n

The statement in the Lemma is then obtained by taking the maximum over A
in Eq.(1.132) and noting that E[R(h)] = E[R(h)]. O

An important property of the mutual information, which it inherits from
the relative entropy, is the data processing inequality: in general, if A, B,C are
random variables that form a Markov chain A — B — C (i.e., A depends on
C only via B), then I(A : C) < I(A : B). Applied to the present context, if
h— B — S is a Markov chain that describes for instance preprocessing of the data
or postprocessing of the hypotheses, then I(h:S) < min{I(h: B),I(B:S)}.

Let us return to the more general PAC-Bayesian framework. Lem.1.41 de-
rives the optimal prior v for a fixed stochastic learning algorithm (‘posterior’)
is. What about the converse? What is the optimal choice for pg if v is given?
One possibility to interpret and address this question is to consider the expected
weighted sum of empirical risk and relative entropy

Es [Ris(us) + 5KL(us|l)] (1.133)
and ask for a pug that minimizes this expression. Here, 8 > 0 is a parameter
that balances empirical risk minimization and generalization (where the latter is
estimated by the relative entropy with prior v, motivated by the PAC-Bayesian
bounds). The resulting pg is often called the Gibbs posterior and the approach
of sampling hypothesis according to the Gibbs posterior, the Gibbs algorithm.

Proposition 1.43 (Optimal posterior). For given 8 and v, Eq.(1.133) is min-
imized for all (not necessarily product) distributions of S if g is chosen as

%( B e—BRs(h)
dv "7 B, [ePRsON]

Proof. This is an immediate consequence of the Fenchel-Young inequality for the
relative entropy. Applying Lem.1.39 and setting p(h) = —8Rg(h) we obtain

1

Eg [RS(,US) + 3

KLusl)] > B |Brms [Ro(h) + o)) - glog [ v
= 7% ]Es[log/e*ﬂésdz/]

Since this lower bound does not longer depend on ug, we can exploit the con-
ditions for equality in Lem.1.39 and arrive at the stated result. O
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Note that the Gibbs algorithm can be regarded as a stochastic version of
empirical risk minimization, to which it converges in the limit § — oco.

Now it is tempting to combine the optimal posterior in Prop.1.43 with the
optimal prior from Lem.1.41 or even to see-saw these optimizations. Unfortu-
nately, the optimal prior turns out to be difficult to combine with the Gibbs
posterior. The analysis becomes feasible, however, for the following pair of pos-
terior and prior distribution, which is motivated by the above discussion. We
define ug and v in terms of probability densities pg and ¢ w.r.t. the same
suitable reference measure'® as

e—BRs(h) o—BR(h)

; q(h) == , (1.134)
Zp Zq

ps(h) =

where Z,, and Z, are normalization factors, defined by their purpose to let pg
and ¢ become probability densities.

Theorem 1.32: Generalization bounds for Gibbs algorithms

Let ps and v be given by Eq.(1.134) for some 8 > 0, and ¢ € (0,1). With
probability at least 1 — § w.r.t. repeated sampling of S € (X x V)" from
an i.i.d. distribution, the following two inequalities hold simultaneously

M(Rs(us))1R(us) < (KL(usly) +log[2vi/o]), (1135)

2 2 2
KL(ps|lv) < %jtm/ﬁbg%. (1.136)

Moreover, I(h: §) < min {8, 32/(2n)}, and
0 < Es[R(ns) — Rs(us)] < 2 (1.137)

Proof. The first inequality is just Eq.(1.126). In order to arrive at the second
inequality, observe that

Z, e—ﬁés(h)

KL(nsll) = Buvus 108 7 = 5ry
p

= B Bnep [R(H) — Rs(h)] — log 22
q

= B Ehvps [R(h) — Rs(h)] — 1Og/q(h) H(RM=Rs () gpy
< B (Bavps = Bnnw) [R(R) = Rs(h)], (1.138)

where we used Z;l = q(h)eBR(h) in the third line and concavity of the log in the
last line. Eq.(1.138) implies that an upper bound on KL (,us| \1/) can be derived

15Since we are interested in their relative entropy, the reference measure will drop out in
the end.
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by upper and lower bounding the expectation of R(h) — ]:Bg(h) w.r.t. pg and
v, respectively. Both bounds can be obtained from Eq.(1.127) when applied to
= ps and p = v, respectively. Inserting these bounds into Eq.(1.138) we get

KL(us|lv) < f% <\/KL(us||u) +log (2//6) + 1/l (wﬁ/a)> .

The largest value of KL (u5| |1/) that is consistent with this inequality is obtained
by assuming equality and solving the resulting quadratic equation. This leads
to Eq.(1.136).

In order to obtain the claimed bound on the mutual information, we use that
combining Lem.1.41 with Lem.1.42 leads to I(h : S) < Eg [KL(MSHV)]. This
holds for an arbitrary probability measure v and if we choose v as assumed in
the statement of the theorem, we can further bound K L(ug||v) via Eq.(1.138).
In this way, we obtain

I(h: S) < BEs[R(us) — Rs(us)]. (1.139)

Note that the expectation values w.r.t. v disappeared, due to [Eg. From
Eq.(1.139) we can obtain the stated bound on the mutual information by, on
the one hand, upper bounding the r.h.s. by 3, and on the other hand, upper
bounding it using Thm.1.31 and solving the resulting quadratic equation. The
latter then leads to I(h : S) < 82/(2n). Reinserting this into Thm.1.31 finally
leads to Eq.(1.137). O

1.14 Ensemble methods

Ensemble methods are meta-algorithms that combine several machine learning
algorithms or predictors to form a more powerful one. A famous example for
the success of ensemble methods is the winner of the $1M Netflix prize in 2009,
which substantially improved Netflix’ recommender system. All the top sub-
missions in that competition were combinations of combinations of ... hundreds
of predictors. The name of one of the two teams that performed best was “The
Ensemble”.

The common idea behind all ensemble methods is to train many learning
algorithms, so-called base learners on (parts of ) the training data and eventually
combine them, for instance by averaging the resulting hypotheses or, in the case
of classification, by combining them by means of a majority vote. The base
learners are often chosen to be relatively simple objects. Their training can
be done either in parallel or sequentially. This distinction can be seen as a
first coarse classification of ensemble methods. Parallel schemes usually use
different (possibly overlapping) subsets of the training data for the different
base learners. This reduces dependencies between the resulting hypotheses so
that averaging them has the tendency of reducing the variance and increasing
stability. Sequential schemes, on the other hand, usually use the entire training
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data set for every base learner and the training of each of them is adapted to
the performance of its precursors. This usually increases the expressivity of the
hypotheses class and decreases the bias but also the stability of the resulting
learning algorithm.

We will briefly discuss Bagging as a paradigm for a parallel ensemble scheme
and consider AdaBoost as well as the more general gradient boosting framework
as examples for sequential ensemble schemes.

Bagging

Bagging stands for Bootstrap AGGregatING, which already points out the two
main ingredients of the scheme: ‘bootstrapping’ of the training data for the
training of base learners that are eventually ‘aggregated’. Bootstrap sampling
is a simple resampling technique that produces a data set B by sampling with
replacement from the training data set S. Often B is chosen to be of the same
size as S. So if |S| = |B| = n and each element in S is chosen with probability
1/n, then the probability for a data point z € S to be not contained in B
is (1 -1/n)" ~ 1/e ~ 0.37. The idea is now to produce many such bootstrap
samples from .S and to run a learning algorithm that yields a hypothesis hg € F
upon input of any such B. In the end, the resulting hypotheses are combined.
In the case of regression, we may just take the average. To get an intuition
for the performance of the resulting hypothesis, which is then an element of
span[F] C Y%, define H := Eg[hp] the expected hypothesis obtained in this
way, where the expectation value is taken w.r.t. the bootstrap samples B.

Theorem 1.33: L,-risk for averaged hypotheses

Consider B as a random variable to which a hypothesis hg : X — )Y =R is
assigned. Define H := Eplhp] and Var[hp(z)] := Ep[(hp(x) — H(z))?].
The Ly-risk R (a.k.a. mean squared error) then satisfies

R(H) = Eg[R(hg)] — Ex[Var[hp(X)]]. (1.140)

Proof. We can express the difference between the average risk and the risk of
the average as

Es[R(hp)] - R(H) = EpEx[(hs(X)-r(X))"] - Ex[(H(X) - r(X))’]
— Ex [Es[(hs(X))’] - H(XY)?]
= EX [Var[hB(X)H s

where the first equality exploited the representation of the Lo-risk in terms of
the regression function r from Thm.1.1. O

Hence, if the base hypotheses hp vary significantly with B, i.e.Var[hp(z)] tends
to be large, for instance if the underlying learning algorithm is not very stable,
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then we can expect that averaging improves the performance—compared to
the average performance of the base learners. On the other hand, if (possibly
due to a large overlap in the chosen data samples and stability of the chosen
algorithm), the base hypotheses all perform very similarly, then Bagging is not
of much help. Consequently, in practice, Bagging is typically used for classes
of base learners that tend to be not very stable. Decision trees are a typical
example where Bagging, or variants thereof, improve results significantly.

AdaBoost

One of the most popular ensemble methods for binary classification is AdaBoost
(short for Adaptive Boosting). The basis of AdaBoost is a fixed hypotheses
class F C {—1,1}** whose elements we call base hypotheses. AdaBoost is a
sequential, iterative method that when stopped after the 7'th iteration returns
a hypothesis of the form

T
f:=sgn (Z wtht> , w eR, h eF. (1.141)

t=1

That is, f is constructed so that its prediction is a weighted majority vote of
the predictions of T' base hypotheses. Note that typically f ¢ F, unless F
is incidentally closed under such operations. In every iteration of AdaBoost
an ERM-type algorithm for F is called as a subroutine, which returns one
of the h;’s. The key idea is that the empirical risk that is minimized within
this subroutine assigns different weights to the training data instances. The
algorithm puts more weight on those instances that appear to be hard in the
sense that they were misclassified by the previous h;’s. Suppose the training data
S consists of n pairs (z;,y;) € X x {—1,1}. Let p¥ be a yet-to-be-constructed
probability distribution over .S that is used in the ¢’th iteration. Define by

€ = sz(‘t)]lht(mi)#yi (1.142)
i=1

the p(")-weighted empirical risk of ks, i.e., the error probability of h; on S when
the entries in S are weighted according to p®. Given p®, the hypothesis
h; is ideally chosen so that it minimizes this weighted empirical risk. We will,
however, treat the selection of h; as a black box and do not require that h; really
minimizes the weighted risk. e; is simply defined as in Eq.(1.142), whether this
is optimal or not. From here define

wy = ;m(l_et). (1.143)

€t

The details of this choice will become clear later. For now, observe that w;
increases with decreasing ¢; and that w; > 0 whenever ¢; < %, i.e., whenever
the hypothesis h; performs at least as good as random guessing. The update
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Figure 1.5: Schematic graphical depiction of four iterations of AdaBoost where
the base hypotheses correspond to half-spaces. (1): In the beginning all data
points are treated equally and obtain the same weight. A half space is chosen
that minimizes the standard empirical risk. (2)-(4): In the following iterations
the relative weight of the data points (depicted by their size) is changed depend-
ing on whether or not they were classified correctly by the previous hypothesis.

rule for the probability distribution then reads

(tJr]) p,ft) % {e_wt lf ht(xl) =Y

bi T OZ T Yem it h(a) £y
— pl(_t)e—wt,yiht(ﬂﬁi)/Zt7
where Z,; is a normalization factor chosen so that Z?:l pgtﬂ) = 1. Note that
the step from p® to p(**1) aims at increasing the weight that corresponds to
(x4,y;) if z; has been misclassified by h; (in case h; performs better than random
guessing).

Upon input of the training data .S, AdaBoost starts with a uniform distri-
bution p*) and iterates the above procedure, where in each iteration e, wy, h¢
and p(tt1) are computed. The number T of iterations is a free parameter that
essentially allows balancing between the estimation error and the approximation
error. If the class F of base hypotheses is simple, then small 7' may lead to a
large approximation error, whereas choosing 7' very large makes it more likely
that overly complex hypotheses are returned.
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The following theorem shows that the empirical risk can decrease rapidly
with increasing T

Theorem 1.34: Empirical risk bound for AdaBoost

Let f be the hypothesis that is returned after T iterations of AdaBoost
that led to intermediate weighted empirical risks € € [0,1]7. Then the
error probability of f on the training data set is bounded by

R(f) <[] 2Ve(d —e). (1.144)

With « := min{|1/2—¢,|}~_, this implies in particular R(f) < exp|[—2v3T].

Proof. Define F := 23:1 wihy and observe that with pl(-l) = 1/n we can write

—wiyihi(x;) —wryihT(T;)
p’ET+1) = pgl)xezix...xezi
1 T
e—yz‘F(Ii)
=141

If f(x;) # ys, then y; F(x;) < 0, which implies e=¥:¥(#:) > 1. Therefore,

n n T

R 1 1 e Pl

R(f) = ﬁZ]lf(mi#m <= el =TT z, (1.146)
i=1 i=1 t=1

n -

where the last step uses Eq.(1.145) together with the fact that the pET+1)’s sum

up to 1. Next, we write the normalization factors Z; in a more suitable form:

Zy = zn:pf-t)e*wtyiht(”“): Soopert s+ ST plem
=1

ithye (zi)Ayi ithe(zi)=y;
= e+ (1—e)e ™ =2v/e(1 — ), (1.147)

where we have inserted w; from Eq.(1.143). This completes the proof of Eq.(1.144).
In order to arrive at the second claim of the theorem, we use that 1 —xz <e™®
holds for all z € R, which allows us to bound

2v/e(1—€) = /1 —4(er — 1/2)2 < exp [ — 2(er — 1/2)?].

O

The proof reveals two more things about AdaBoost. First, we can under-
stand the particular choice of the w;’s. Looking at Eq.(1.147) one is tempted
to choose them so that they minimize the expression e;e®* + (1 — €;)e” ™t and,
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indeed, this is exactly what the choice in Eq.(1.143) does. Second, notice that
after inserting all expressions we obtain

(t) —wy

(t+1) _ Pi e”™r 1
> mi= ) pet=(-a) =3

ithe(zi)=y; ithe(2:)=y;

This means that in every iteration the new probability distribution ptt1) is
chosen so that the correctly classified instances all together get total weight one
half (and so do the misclassified ones). Hence, p(**1) can be computed from p(*)
by a simple rescaling of the probabilities of these two sets.

Thm.1.34 shows that if we manage to keep the error probabilities €; a con-
stant v away from 1/2 (the performance of flipping a coin), the empirical risk
will decrease exponentially in the number 7' of iterations. More precisely, it is
upper bounded by a decreasing exponential—it does in fact not have to decrease
monotonically itself.

Gradient boosting

At first glance, AdaBoost may seem somewhat mysterious. One way that might
shed some light on the mystery is to view AdaBoost as part of a larger family of
sequential ensemble methods that run under the name gradient boosting. The
basic idea behind those methods is to sequentially build up a linear combination
of base hypotheses by following gradient descent steps in function space. Here,
the function whose gradient is considered is the empirical risk (or a suitable
smooth and/or convex upper bound to it). In this way, the performance on the
training data is improved step-by-step.

In order to formalize this idea, let us fix a class F C RY of base hypotheses
and define a positive, symmetric bilinear form (f, g), = % Yoy f(xi)g(z;) for
f,g € span[F]. Here, i indicates the ‘empirical measure’ that is determined by
the points z1,...,z, appearing in the training data. When restricted to the
latter, we can now regard every element of span[F]| as an element of the inner
product space La(p), which in turn can be identified with R™ via f(z;) =: fi.
In this way, we can also regard the empirical risk as a function R: Lo(u) — R.
Starting from a base hypothesis h, it is in the light of empirical risk minimization
now tempting to continue with an improved hypothesis of the form

h—aVR(h), (1.148)

i.e., to move with a suitably chosen step-size o > 0 in the direction of steepest
descent w.r.t. R. This direction is given by the negative gradient of R. If the
step in Eq.(1.148) can be made to work, it can be iterated yielding a sequen-
tially growing linear combination of hypotheses with decreasing empirical risk.
Assuming that the loss function is differentiable in its second argument we can
express the i-th component of the gradient as

(VR(h))_ = 8y L (yi, h(x:)).- (1.149)

?
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Before continuing with the general discussion, let us look at an instructive
example and consider the quadratic loss L(y,y’) := (y — y')?/2 for which
VR(h); = h(z;) — y;. Inserting this with o = 1 into Eq.(1.148) exhibits some
closely related issues that have to be resolved before the underlying idea can
work: (i) already after the first step the resulting hypothesis h — VR(h) has
zero empirical risk, suggesting that the method is prone to overfitting; (ii) as
an element of La(u) the gradient is only defined for z € {z1,...,z,}; (iil) there
is no general reason for the gradient to be realizable within F.

For these reasons, instead of choosing the gradient itself, one uses an approx-
imation of the gradient within F. This can be done for instance by choosing a
g € F that maximizes the overlap with the negative gradient in the sense that
ideally

~(VR(h), )y
<fa f>#

From now on assume that 7 C {—1,1}*, which implies that (f, f), = 1 for
any f € F. Moreover, we restrict the discussion to loss functions of the form
L(y,y') := ¢(yy’') with ¢ : R — R decreasing and differentiable (or convex in
which case a subderivative can be used instead of the derivative). Common
examples are ¢(z) = e *, giving rise to the exponential loss, ¢(z) = max{l —
z,0}, leading to the hinge loss, or ¢(z) = log,(1 + e~ *) yielding the logit loss.
Note that these are all convex upper bounds on the 0-1-loss function in the sense
that ¢(y2z) > 1yseen[z) for all z € R and y € {—1,1}.

Expressing the overlap with the gradient, which appears in Eq.(1.150), in
terms of ¢ gives

g = argmax;cr (1.150)

n

(VARG = = D Fld (vin()
i=1

S s )

i=1

Therefore, the maximizers of Eq.(1.150) are the minimizers of a weighted em-
pirical risk function of the form

" . ¢ (yih(x,)
= Lo, th = .
‘ Ep Flrazve W PO S i ()

Once a function g € F that (ideally) minimizes this expression is chosen, it
remains to determine the step size a. A natural way to do this is via ‘line
search’, i.e., by minimizing R(h + ag) w.r.t. a. For the exponential loss this
minimization can be done analytically and, after few elementary steps, leads
precisely to the expression found in AdaBoost, namely

1. 1—c¢
a==In .
2 €
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Generalization bounds

In order to get a theoretical bound on the risk of ensemble methods like Ad-
aBoost, i.e., on the performance beyond the training data, we first look at the
VC-dimension:

Theorem 1.35: VC-dimension of linearly combined classifiers

Let d be the VC-dimension of F C {—1,1}* and for T' € N define Fr :=
{f = sgn Zthl wihy | we € R, hy € F}. Then the growth function I' of
Fr satisfies

en\T ren\Td
I(n) < (?) (7) and (1.151)
VCdim(Fr) < 2T(d+ 1)log, (2eT(d + 1)). (1.152)

Proof. In order to bound the growth function we regard Fr = G o H as a
composition of two function classes

g

{g ‘R — {~1,1} } g(z) = sgniwizi, w; € ]R},

i=1

{h X 5 RY | h(z) = (h(@),..., he(z)), he € ]-"}.

H

Following Lemma 1.4 we have I'(n) < I'g(n)I'4(n) where I'g and T'y; denote
the growth functions of G and H, respectively. Since the VC-dimension of G is
equal to T by Thm.1.9, we can apply Thm.1.8 and obtain I'g(n) < (en/T)T.
The product structure of H implies that 'y (n) = I'z(n)T where 'z denotes
the growth function of F. The latter can by Thm.1.8 be bounded in terms of
the VC-dimension so that T'z(n) < (en/d)?. Collecting the terms this finally
leads to Eq.(1.151).
In order to arrive at a bound for the VC-dimension, note that D > VCdim(Fr)

if 2P > I'(D). Inserting the upper bound on the growth function from Eq.(1.151)
this is implied by

D > T(d+1)logy(eD) — Tlogy, T — dT'log, d.

Straight forward calculation shows that this is satisfied if we choose D equal to
the r.h.s. of Eq.(1.152). O

Comparing the scaling of this bound for the VC-dimension with the one of the
empirical risk in Thm.1.34 is somewhat promising: while the VC-dimension
grows not much faster than linearly with 7', the empirical risk ideally decreases
exponentially. In practice, AdaBoost has been observed to be remarkably resis-
tant against overfitting as long as the data is not too noisy.

Finally, we discuss a different class of bounds, variants of which are often used
for over-parameterized or parameter-free methods — so-called margin bounds.
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These bounds involve an additional parameter that corresponds to a particular
confidence level of the classifier.

For a simple example of such a bound, consider a loss function of the form
L(y,y') = ¢(y - y'), where ¢ : R — R is defined as

0, z>0,
¢(Z> = 1- %7 KAS [O7p]a (1153)
1, z2<0,

for some margin p > 0. The function ¢ is an upper bound on the step-function
that corresponds to the 0-1-loss. More specifically, if y € {—1,1} and h(z) € R,
then

Logn(n(a)y < In@yy<o < ¢(M2)y) < Lnayy<p - (1.154)
If we denote by R,(h) the risk of a given hypothesis o w.r.t. this loss function
and by R(h) the risk w.r.t. the 0-1-loss of sgn o h, then the inequality from the
first to the third term in Eq.(1.154) implies that R(h) < R,(h). Combining this
with results about Rademacher complexities from Sec.1.8 we get:

Theorem 1.36: Margin-Rademacher bound for binary classifiers

Let F CRY,p € (0,00),8 € (0,1]. With probability at least (1 — &) w.r.t.
repeated sampling of an i.i.d. training data set from (X x {—1,1})", every
h € F satisfies

—

=

In

R(h) < R,(h) + %Rn(}‘) A\ (1.155)

Note: The rightmost inequality of Eq.(1.154) implies that ]%p(h) can be upper
bounded by the fraction of data points that have either been misclassified or
classified correctly with h(x;)y; < p.

Proof. Applying Eq.(1.66) to the case with loss function L(y,y’) := ¢(y - y') we
obtain that with probability at least (1 — §) any h € F satisfies

. In i
Ry(h) < R,(h) + 2R (G) + %

where G := {(z,y) = ¢(h(x)y) | h € F}. Since |y| = 1 and ¢ is 1/p-Lipschitz,
the properties of the Rademacher complexity stated in Thm.1.16 imply in ad-
dition that R, (G) < R, (F)/p. O

Notes and literature Ensemble methods entered the focus of machine learning around
1990 when Hansen and Salamon | | observed that ensembles of neural networks can
perform better than both, individual and average networks. At the same time, Schapire
[ | investigated the possibility of ‘boosting hypothesis’ from a purely theoretical per-
spective and thereby solved an open problem of Kearns and Vailant | | by showing
that two a priori different notions of learnability (‘weak’ and ‘strong’) coincide. Schapire
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showed that in the PAC-learning framework it is possible to boost hypotheses that perform
only slightly better than random guessing to hypotheses that perform well on almost all
data points. This is in particular achieved by the AdaBoost algorithm that was introduced
by Freund and Schapire [ 5 | who received the 2003 Gédel Prize in theoretical com-
puter science for their paper. One of the most widespread applications of a result of an
AdaBoost-type algorithm is the Viola-Jones face detection algorithm | |- Despite the
existence of better deep-learning algorithms, it is still used a lot due to its remarkable
efficiency.

The gradient descent perspective on boosting algorithms goes back to Friedman | | and
Mason, Baxter, Bartlett, and Frean | |. A related optimization perspective has
been taken in earlier work by Breiman | |. Margins were first used in the analysis of
kernelized support vector machines [ |. In the context of boosting algorithms margin
bounds were introduced in an effort | | of explaining the surprising effectiveness of

AdaBoost. In particular, the observation that the method tends to be unexpectedly robust
against overfitting and that the test error often decreases even after the training error has
reached zero.

Bagging was introduced by Breiman in [ |. One of its most frequently used variants
runs under the name random forests | |, which refers to the fact that the method
is based on random ensembles of decision trees. The latter are prone to overfitting and
unstable behavior—a problem that is to a large extent cured by using a variance-reducing
ensemble method such as Bagging. A real-world application of random forests is for in-
stance the human pose recognition algorithm that is used in Microsoft’s Kinect for the
Xbox | .

More details can be found in textbooks on ensemble methods in general | | or boosting
[ | in particular.



Chapter 2

Neural networks

2.1 Information processing in the brain

The human brain contains nearly 10" neurons, which can be regarded as its
basic information processing units. A typical neuron consist of a cell body, den-
drites, which receive incoming signals from other neurons, and an axzon, which
transmits signals to other neurons. While there are typically several dendrites
originating from the cell body and then branching out in the neighborhood of
the neuron, there is only one axon, which may have a local branching in the
neighborhood of the cell body and a second branching at a distance. This can
mean everything from 0.lmm to 2m.

On the macroscopic scale, if we regard the human brain as a whole, we see
it covered with a folded outer layer, which is about 3mm thick (when unfolded),
and called the cerebral corter. The largest part of the cerebral cortex is also
its evolutionary youngest part and for this reason called the neocortex. This
structure, which is also called the siz-layered corter, is present only in the brain
of mammals and makes up more than 3/4 of the human brain.

If we look at slices of the brain, we see the cerebral cortex as gray matter
clearly separated from the white matter, which it surrounds. White matter
almost exclusively consists of axons that connect more distant parts of the brain.
The axons originate from neurons (mainly so-called pyramidal neurons, named
after their shape), which are part of the gray matter, then leave the gray matter,
traverse parts of the brain in the white matter, which is formed by them, and
then reenter the gray matter and connect to other neurons. In this sense, white
matter is related to (long distance) communication, whereas information storage
and processing happens in the gray matter. The difference in color stems from
the myelin, a fatty white substance which covers the axons in the white matter.
The main purpose of the myelin sheaths is to increase the speed at which signals
travel down the axons. Therefore, only the long distance connections are covered
with myelin.

The gray matter exhibits horizontal as well as vertical substructures. In

80
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many regions, six horizontal layers can be identified that are distinguished de-
pending on the occurring neuronal cell types and/or the types of connections
with other regions.! There are also vertical units, called cortical (mini)columns,
which are sometimes regarded as the basic functional units (or elementary pat-
tern recognizers) in the brain. However, this viewpoint is subject of debate.

A typical pyramidal neuron in the neocortex forms a highly connected local
network in the gray matter where it is connected to about 10* of its neigh-
bors that are less then 1mm apart. In addition, via the axon traversing the
white matter, the neuron is connected to a similar number of distant neurons.
There is evidence that connections between different regions of the neocortex
are typically two-way connections in the sense of region-to-region, but usually
not point-to-point.

The neocortex is very homogeneous throughout the brain so that different
functions that are assigned to different areas are not obviously reflected physi-
ologically. The assignment of special functions to specific areas clearly depends
on which parts or sensory inputs the area is connected to.

The signals between neurons are electrical pulses that originate in a change
of the electrical potential of in total about 100mV—the action potential. Such
a pulse takes about 1ms and travels down the axon where it reaches so-called
synapses at the axon’s branches. A synapse connects the axon of one neu-
ron with the dendrite of another neuron. The signal transmission within most
synapses is of chemical nature. The arriving electrical pulse induces a chemical
process inside the synapse, which in turn leads to a change of electrical potential
in the postsynaptic neuron. The time it takes for a signal to pass a chemical
synapse is around lms.

In the dendritic part of the postsynaptic neuron all the incoming signals
are integrated. If they lead to a joint stimulus above a certain threshold, they
will cause an action potential and the neuron will fire. This is an all-or-nothing
process and all stimuli above threshold lead to the same pulse with standardized
amplitude and duration. While the outgoing signal in this way can be considered
digital, the integration/accumulation of the incoming signals appears to be more
of analog nature.

The effect of an incoming pulse on the postsynaptical neuron can vary
significantly—over time, in duration and in strength. It may change the po-
tential from milliseconds to minutes and during this period have an excitatory
or an inhibitory effect.? The variability of the strength of this effect is considered
crucial for purposes of learning and memorization.

A neuron can fire several hundred times per second (while the average firing
rate appears to be closer to 1Hz). A limiting factor to higher rates is the duration
of each pulse and a corresponding refractory period of about 1ms after initiation
of an action potential during which no stimulus can lead to firing. Within about
4ms after this strict refractory period stimuli still have to be stronger than usual

IThese layers, however, are very different from the layers we will encounter later on.
2However, connections between pyramidal neurons, which are believed to belong to the
majority of synapses in the cerebral cortex, are exclusively excitatory.
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to lead to an action potential. This period is called relative refractory period.

Everything said in this section merely describes (in a nutshell) the basic
structure and physiology that is thought to be relevant for information process-
ing in the brain. How memory and learning actually work on the basis of the
described pieces, is much less understood and has to be left aside here.

Let us finally make a rough comparison between the human brain and present
day computers in terms of the basic numbers. The power consumption of the
brain is around 20 Watts and thus about the same as the one of a present day
laptop. Also the estimated number of neurons (10*!) is not too far from the
number of transistors, e.g. 1.6-10'° on the Apple M1 chip. Significant differences
lie in the connectivity, the frequency and the related logical depth. A transistor
is only directly connected to a few others, it runs with a clock rate of several
GHz and can be involved in computations of enormous logical depth. A neuron
in comparison is connected to 10* or more others, but operates at frequencies
of only a few hundred Hz, which is a factor of 107 below the computers clock
rates. Since most ‘computations’ in the brain are nevertheless done within a
fraction of a second, they cannot have logical depth significantly beyond 100.

Other noticeable differences between computers and brains are that while
the former work deterministically, use universal clock cycles and are still essen-
tially 2D structures, the latter appear to be of stochastic nature, work without
universal clock cycles and make better use of the third dimension.

Notes and literature The neuron doctrine, i.e. the view that the brain is composed of
separate cellar units—the neurons—goes back to Santiago Ramén y Cajal. Ramoén y Cajal
beautifully visualized (see [ ) individual neurons including their dendrites and
axons using the silver staining technique developed by Camillo Golgi. Together, Ramén y
Cajal and Golgi received the Nobel Prize in Physiology in 1906. 75 years later, the Prize
went to David Hubel and Torsten Wiesel. In addition to deepening our understanding of
the functioning of the brain, their work on the information processing in the visual system
turned out to be a source of inspiration for the development of artificial neural networks.

For more details and insights into neural science see for instance | .

2.2  From artificial neurons to networks

Artifical neurons A simple artificial neuron model that incorporates some
of the properties of biological neurons described in the last section is the Per-
ceptron, introduced by Rosenblatt in 1957. More specifically, the Perceptron
model of a single artificial neuron incorporates (i) several inputs whose effects
are determined by variable weights, (ii) a single output (which may, however,
be copied/fanned out an arbitrary number of times), (iii) integration of input
signals and (iv) an all-or-nothing process with adjustable threshold.
Mathematically, each input is characterized by a real number z; where i =
1,...,d runs over the number of inputs. Each of the input lines gets assigned a
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Figure 2.1: Schematic depiction of a biological neuron and the corresponding
mathematical model given by a simple Perceptron.

weight w; € R. The mapping from the inputs to the output is then modeled by

d
T 0o (wo + szxl> , (2.1)

i=1

where wy € R plays the role of a threshold value and the activation function
o : R — R is, in the case of the Perceptron, given by the step-function o(z) =
1.>0. It is sometimes convenient to regard wy as the weight of a constant input
xo = 1. We will call the model in Eq.(2.1) a simple Perceptron.

Nowadays, one usually considers generalizations of this model that differ
from the original Perceptron in the choice of the activation function. The main
motivation for choosing a different activation function is to enable gradient de-
scent techniques for learning algorithms. Possible choices of activation functions
are:

e Hyperbolic tangent o(z) = tanh(z),

e Logistic sigmoid® o(z) = H%’ which is related to the hyperbolic tangent

via the affine transformation 20(2z) — 1 = tanh(z),

e Rectified linear o(z) = max{0,z}. An artificial neuron described by
Eq.(2.1) with such a rectified linear activation function is called a rec-
tified linear unit (ReLU).

e Modifications of the ReLLU that avoid constant pieces, such as the leaky
ReLU with o(z) = max{az, z} for some a € (0,1), the softplus o(z) =

3“Sigmoidal” just means S-shaped.
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Figure 2.2: Activation functions. Left: the logistic sigmoid (red) and the hy-
perbolic tangent (blue) can be regarded as smooth variations of step-functions.
Right: softplus (red) and exponential linear function (dashed violet) are mod-
ifications of the rectified linear activation function (blue).

In(1 4 €*), or the exponential linear unit (ELU) with o(z) = z- 1,50 +
(ez - 1) . ]]-z<0-

Note that the logistic sigmoid function and the hyperbolic tangent are smooth
versions of the step functions 1,>¢ and sgn(z), respectively. In practice, the lo-
gistic sigmoid and tanh, which were used over decades, were essentially replaced
in the 2010’s by rectified linear activation functions and their modifications.

A multivariate function of the form R? > x — o(w - z) with 0 : R — R
is often called a ridge function — especially in the context of approximation
theory. Note that every ridge function is constant on hyperplanes characterized
by w-x = c. In the case of a simple Perceptron with o(z) = 1,59 we have
that the set of points in R that are mapped to 1 forms a closed half space.
This relation between simple Perceptrons and half spaces is obviously bijective
and often provides a useful geometric depiction. However, the simplicity of
this geometry also suggests that a simple Perceptron will only be sufficiently
expressive in very few cases. Richer function classes can be obtain from the
model in Eq.(2.1) in at least three a priori different ways:

e By using the function class defined by Eq.(2.1) as base hypotheses for
boosting algorithms as discussed in Sec.1.14.

e By first embedding the data in a larger (typically infinite-dimensional)
space and applying the linear structure of Eq.(2.1) in this larger space.
This is the approach of kernel-based support vector machines, which will
be discussed in chapter 3.

e By combining and composing several artificial neurons to a neural network.

Neural networks Composing several artificial neurons of the type just in-
troduced by making use of the possibility to fan out their outputs we obtain a
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Figure 2.3: Graphs that correspond to a) a recurrent neural network (where
the cycles are indicated by loops), b) a feedforward neural network, c) a layered

feedforward neural network and d) a fully connected layered feedforward neural
network.

neural network. This is then described by a weighted directed graph G = (V, E)
where vertices correspond to single neurons or input/output nodes, directions
mark the flow of signals and the weights are the w;’s assigned to every individual
neuron’s inputs. For a weighted directed graph to represent a neural network in
the usual sense, there need to be input and output nodes, which are usually ver-
tices with only outgoing and only incoming edges, respectively. In addition, we
have to assign an individual threshold value wg to every neuron and choose an
activation function o. The latter is often chosen equally for all hidden neurons.
The activation function of the output neuron(s) is sometimes chosen differently
or simply omitted. A simple reason for a different choice at the output is to
match the desired range, e.g. R in case of regression or a particular discrete set
in case of classification.

The graph underlying a neural network is called the network’s architecture,
which then neglects the values of weights and thresholds. If the graph is an
acyclic directed graph, meaning it does not contain directed cycles, then the
network is called a feedforward network. Otherwise, it is called a recurrent
network. A particular class of feedforward neural networks are layered (a.k.a.
multilayered) feedforward neural networks. In this case the vertices V = J;", Vi
are arranged into disjoint layers {V;}]", so that connections only exist between
neighboring layers, i.e., £ C Uﬁgl{(u,vﬂu € Vi,v € Vig1}. m is then called
the depth of the network and m — 1 is the number of hidden layers (“hidden”
in the sense of in between input and output). The width of such a network
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denotes the maximum number of neurons in a single layer, i.e., max; |V;| . In
the following we will focus on layered feedforward networks. If there is no further
specification, we will always assume that neighboring layers are fully connected,
i.e., every element of Vj is connected to every element in V1.

Other models Before analyzing in greater detail layered feedforward neural
networks, let us make one step back and have a quick look at other models that
run (or might run) under the name ‘artificial neural network’ as well. What
all these models have in common is an underlying graph structure with the
vertices of the graph playing the role of ‘artificial neurons’. That is, they are
all graphical models. Probably the biggest distinction is between directed and
undirected graphs.

In models using directed graphs, the neurons can directly be seen as ‘in-
formation processing units’ for which the directions of the edges specify the
directions of the information flow. Mathematically speaking, in this case one
assigns to each neuron a function from a product space corresponding to the
incoming edges to the one of the outgoing edges. In principle, this could be
any function. In practice, however, the traditional structure of this function
is an affine mapping composed with a non-affine and component-wise acting
function ¢ : R — R composed with a fan-out. Here the ‘activation function’ o
is usually fixed so that all the free parameters of the model are contained in the
affine transformations. While in the case of recurrent networks one has to deal
with time series, in the case of feedforward networks the entire network then is
characterized by a single function from the input to the output space. In the
layered case this is thus of the form

IRdBxHamOAmoam,l0...0A20010A1x,

i.e., an alternation of affine maps Ay, ..., A,,, which carry all free parameters,
with fixed activation functions. The latter are often chosen all equal and from
R to R (then applied component-wise), but are not necessarily so. It seems that
this structure is relaxed more and more. Nevertheless, for the largest part of
the analysis, we will consider this ‘traditional’ structure. This also concerns the
use of deterministic functions A and o rather than the application of stochastic
mappings, which would probably be closer to the biological origin and fall into
the realm of Bayesian networks.

Models based on undirected graphs are of different nature and will not be
discussed beyond this paragraph. The idea in this case is to assign a random
variable to each vertex and to let them ‘interact’ according to the pattern spec-
ified by the graph. This leads to Markov random fields and models that are
well-studied in statistical physics under the names Ising-/Potts model or Spin
glasses. Used as neural networks, where the parameters of the interactions are
to be learned, these models are called Boltzmann machines.

Notes and literature An early simple mathematical model of a neuron was suggested
by McCulloch and Pitts in 1943 | |—following the work of Pitts’ advisor Rashevsky
[ |. The McCulloch-Pitts-cell can be viewed as a special case of a simple Perceptron
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where signals are restricted to {0,1} and weights only occur by grouping incoming sig-
nals into inhibitory and excitatory ones. The work of McCulloch and Pitts made clear
that every Boolean function can be computed by a network composed of such cells. The
Perceptron was introduced by Frank Rosenblatt | s |- In 1969, Rosenblatt’s
High school mate Minsky together with Papert published the book “Perceptrons” | I
which described capabilities as well as limitations of Perceptrons. Because Minsky was
an influential opponent of the neural network-focused direction of A.I. and advocated an
alternative symbolic approach, the critical discussion of the book is often credited with
contributing to the onset of the first ‘A.I. winter’. This term describes a period of signif-
icantly reduced interest in of A.I. research in general and neural networks in particular in
the 1970s and early 1980s. During this time, funding for A.I. research was substantially
cut.

As an information-theoretic model of a biological neuron, a simple perceptron seems to
over-idealize in at least two ways: while the assumption of a ‘digital’ output appears
to be well justified overall, the dendritic (input) side of biological neurons is less linear
(cf. [ |) and more dependent on temporal relations between incoming signals (cf.
[ |) than this simple mathematical model reflects.

2.3 Representation and approximation

A feedforward neural network with d inputs and d’ outputs represents a function
f:R*— R In this section we address the question, which functions can be
represented (exactly or approximately) by a layered feedforward neural network,
depending on the architecture and on the chosen activation function. We will
start with the discrete case.

Representation of Boolean functions As a warm-up, consider a single
Perceptron with two Boolean inputs. Can it represent basic Boolean functions
like AND, OR, NAND or XOR? The simple but crucial observation for answering
this question is that the function f, : R — R in Eq.(2.1) that describes a
Perceptron is, for every choice of the weights w € R%!, constant on hyperplanes
that are orthogonal to the vector (ws,...,wq). Moreover, due to the special
choice of ¢ as a step function f,, separates half-spaces and by choosing suitable
weights any half-space can be separated from its complement in this way.

If we regard the inputs of AND, OR or NAND as points in IR?, then in all
three cases the subsets that are mapped to 0 or 1 can be separated from each
other by a line. Consequently, AND, OR and NAND can be represented by a
single Perceptron. This is already somewhat promising since we know that every
Boolean function can be obtained as a composition of many of such building
blocks. XOR, on the other hand, cannot be represented by a single Perceptron
since in this case the inputs that are mapped to 0 cannot be linearly separated
from the ones mapped to 1. This implies that representing an arbitrary Boolean
function by a feedforward neural network requires at least one hidden layer. The
following theorem shows that a single hidden layer is already sufficient.

Theorem 2.1: Representation of Boolean functions
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Every Boolean function f : {0,1}? — {0,1} can be represented exactly
by a feedforward neural network with a single hidden layer containing at
most 2¢ neurons, if o(z) = 1,5 is used as activation function.

Proof. If a,b € {0,1} are Boolean variables, then 2ab — a — b < 0 with equality
iff @ =b. With this observation we can write 1,—, = o( Zle 2x;u; — T; — ui)
for z,u € {0,1}?. Denoting by A := f~'({1}) the set of all vectors u for which
f(u) =1, we can then represent f as

fz) = o—(— 1+ ngu) - a(— 1+ Za(i%@iui — —ui)), (2.2)
u€EA

ucA i=1

which is the sought representation using a single hidden layer with |A| < 29
neurons. 0

We will see in Sec.2.4 that the exponential increase of the number of neurons
cannot be avoided.

Binary classification in R%:

The representation of arbitrary Boolean functions on {0,1}¢ in Thm.2.1 can be
viewed as finding a neural network that implements a binary function on R?
whose values have been predetermined on 2% points. In the case of this theorem,
these points were the corners of a hypercube, i.e. the elements of {0,1}¢. The
following theorem generalizes this result and allows for an arbitrary set of points
with predetermined values.

Theorem 2.2: Binary classification of finite sets in R¢

Let A= {x1,...,7x} be a finite subset of R? and f : A — {—1,1} arbi-
trary. There is a feedforward neural network that implements a function
F :R% — {—1,1} with a single hidden layer containing m < N neurons
and using o = sgn as activation function so that F|4 = f. If the points in
A are in general position (i.e., no hyperplane in R? contains more than d
of them), then m < 2[N/(2d)] neurons suffice.

Proof. Denote by A, and A_ the subsets of A that are mapped to 1 and —1,
respectively. W.l.o.g. assume that |A;| < |A_| so that |[A,| < N/2. For every
x € A, we can find a hyperplane H := {2z € R%|a - z + b = 0} characterized by
a € R*and b € R so that AN H = {x}. Due to finiteness of A we can now
find two hyperplanes that are parallel to H, contain H, and thus x in between
them, but none of the other points from A. In other words, we can choose € # 0
appropriately, so that the map z — o(e+a-2+b) +o(e —a- 2z —b) takes on
the value 2 for z = x but is zero on A\ {z}. Repeating this for all points in A
we can finally construct

F(z)==0 -1+ Z J(em+a1-z+bm) +a(em—az-z—bm) , (2.3)
TEAL
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Figure 2.4: The subsets of R? that are classified by a neural network with a
single hidden layer containing m hidden neurons with o(z) = 1,>¢ are unions of
convex polyhedra that are obtained as intersections of subsets of m half-spaces.
Here m = 7, the hyperplanes that delimit the half spaces are gray lines and the
blue regions exemplify f~1({1}).

so that F|4 = f. Then F has the form of a neural network with a single hidden
layer that contains m = 2|A.| < N neurons.

Now assume the points in A are in general position. Then we can in every
(but the last) step of the construction choose the hyperplane H so that it con-
tains d points from A, and no other point from A. In this way, we reduce the
number of terms essentially by a factor d and we get m < 2[N/(2d)]. O

Let us consider binary classification of subsets of R via neural networks
from a more geometric point of view. Consider a network with a single hidden
layer with m neurons and o(z) = 1,>¢ as activation function. As mentioned
before, every individual Perceptron can be characterized by a half-space, say
Hj for the j’th hidden neuron, in such a way that the output of the Perceptron
upon input of z is given by the value of the indicator function 1,ecp;. In this
way, we can write the function f : R? — {0,1} that is implemented by the
network as

flz) = 0<w0 + iwj]lweHj>-
j=1

Defining by A := {A C {1,....m} | > ,cqw; > —wo} the set of all subsets
of hidden neurons that are capable of activating the output neuron by firing

together, we can write
) =U N (24)
AeAjeA
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Note that ﬂje 4 Hj is, as an intersection of at most m half spaces, a convex
polyhedron with at most m facets. Hence, the set of points that are mapped to
1 by the network is given by a union of convex polyhedra that are obtained as
intersections of some of m half spaces (see Fig.2.4).

It should be mentioned that this picture can change considerably if the
activation function is changed. As we have just seen, the geometry of binary
classification with m neurons with a step activation function in a single hidden
layer is determined by m hyperplanes. However, if we replace the step function
with a rectified linear function o(z) := max{0,z}, a much larger number of
hyperplanes can occur. As a consequence, some functions that have a simple
representation when using rectified linear units are difficult to represent using
step activation functions:

Proposition 2.1. A representation of the function f : R+ {—1,1}, f(z) :=
sgn[ — 1+ E?Zl max{0,z;}] in terms of a neural network with a single hidden
layer that contains m neurons and uses o = sgn exists only if m > 2% — 1.

Remark: clearly, the function can be represented using rectified linear acti-
vation functions in a single hidden layer with only m = d neurons.

Proof. The region f~1({1}) is the union of all half spaces of the form H, :=
{r € RY Y ,c42i > 1} where A is any non-empty subset of {1,...,d}. Since
there are 2% — 1 such sets, f~'({—1}) could have this number of facets, which
would indeed imply that m > 2¢—1 as for ¢ = sgn the number of hyperplanes is
at most the number of neurons in the hidden layer. So, it remains to show that
none of these half-spaces is redundant in the characterization of f~'({—1}).
This is done by constructing a point = for every nonempty A C {1,...,d} so
that x € Har = A’ = A. A possible choice for such a point is

.= IT}\ ,i€A
! -1 ,i¢A

O

Let us conclude the geometric discussion with a classical theorem that pro-
vides a tight bound on the number of regions into which IR? is cut by n hyper-
planes. For its proof we again use the relation between VC-dimension and ‘cell
counting’ that has led to Thm.1.10, but now in the opposite direction.

Theorem 2.3: Zaslavsky’s theorem

Let hy,...,h, C R? be hyperplanes. The number N of connected compo-
nents of R\ |J;_, hi then satisfies

N < zd: <T;) < (%)d. (2.5)
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Remark: the first inequality can be shown to be tight. A generic collection of n
hyperplanes turns out to cut R? into exactly Z?:o (?) regions.

Proof. (sketch) By translation, we can always ensure that none of the considered
hyperplanes goes through the origin. Under this assumption, every hyperplane
can be characterized by a vector w € R? via h = {z € R|(z,w) = 1}.
Denote by X the set of all these hyperplanes in R?, and define a set of functions
F C {-1,1}* via F := {h > sgn[g(h)] | g € G}, where G := {h > (z,w) —
1| z € R?} with w being the vector characterizing h. Every function in F then
corresponds to a single point in R¢ and assigns a value +1 to a hyperplane,
depending on whether the point lies on one side of the plane or on the other. As
G ~ R? forms a d-dimensional affine space Thm.1.9 implies that VCOdim(F) =
d.

Assume now that a collection A C X of n hyperplanes separate N regions
in R?. That is, there are N points in R? so that for any pair of them, there
is one separating hyperplane among the n considered ones. In other words,
F|a contains at least N different functions and since |A| = n this implies that
N < T'(n), where I' denotes the growth function of F. Using Thm.1.8 we
can bound the growth function in terms of the VC-dimension, and thus d, in
precisely the way stated in Eq.(2.5). O

Representing real-valued functions on finite sets

Now we move to real-valued functions and first consider the case of finite
domains. The following theorem provides an example of a feedforward neural
network in which the number of parameters required in order to exactly repre-
sent an arbitrary assignment of real numbers to N points in R? scales linearly
with N. The network that implements the function involves weight sharing—
here in the sense that the weights assigned to the edges between the d inputs and
the neurons of the hidden layer do not depend on the hidden neuron.

Theorem 2.4: Representation with few parameters

Let A = {z1,...,zn} be a finite subset of R? and f : A — R arbitrary.
There is a feedforward neural network that implements a function F' :
R? — R with a single hidden layer containing N neurons and 2N + d
parameters so that F|4 = f. The network can be chosen such that it uses
the ReLU activation function o(z) = max{0,2} in the hidden layer and
the identity as activation function at the output.

Proof. The function F : R — R,

N
F(z) = Zaj max{0,w - — v;}
j=1



CHAPTER 2. NEURAL NETWORKS 92

has 2N + d parameters given by w € R?, a,v € RN and it can be implemented
using a neural network of the specified type. We have to show that there is
always a choice of parameters that solves the set of equations F(x;) = f(x;),
i = 1,...,N. Such a solution exists, if the N x N matrix M with entries
M; ; := max{0,w - &; — v, } is invertible, since we can then simply choose a; :=
> M;il (7;). We choose w € R? so that all z; := w-; are distinct. Almost all
w will fulfill this requirement. Assuming in addition that the z;’s are arranged
in increasing order (and otherwise relabeling them accordingly) we can choose
v so that v; < z1 < v < z2 < .... In this way, M becomes a triangular matrix
with non-vanishing diagonal entries and is thus invertible. O

Note: In the construction used in the proof, the d parameters w depend only
weakly on A and f since a random choice will do the job with probability one.
In fact, the same is true for the IV parameters v since the matrix M will be
invertible (albeit not triangular) almost surely. Hence, after a random choice of
w, v only the N parameters in a, which are the weights of the output neuron,
have to be fine-tuned to A and f.

Bounded storage capacity Thm.2.4 shows, that the number of data points
that can be ‘memorized’ exactly by a ReLU-based neural network scales at least
linearly with the number of parameters. On the other hand, counting dimen-
sions, one would expect that the number of data points that can be memorized
cannot exceed the number of parameters, either, irrespective of the chosen acti-
vation function and the number of hidden layers. This intuition is made rigorous
by the following theorem. As in the previous theorem, the number of parame-
ters is given by the number of free weights (incl. biases), possibly reduced by
weight sharing.

Theorem 2.5: Maximal storage capacity

Consider a feedforward neural network that depends on M real parame-
ters (weights and biases) and for any given parameter-vector w € R is
described by a map R% 3 z — F(z,w) € RY. Assume that (i) all acti-
vation functions are piecewise continuously differentiable with derivatives
that are bounded on bounded domains and (ii) there is a set of inputs
z1,...,xx € R? such that for any yq,...,yn € R? thereis a w € RM for
which F(z;,w) =y; Vi € {1,...,N}. Then necessarily

M

(2.6)

Proof. Consider the activation function ¢ : R — R at an arbitrary node in the
network. Since it is, by assumption, piecewise C'! with bounded derivatives, we
can extend each ‘piece’ to a C'-function defined on the entire real line and in
this way obtain a countable set of functions {0, € C'(R)}4en such that for
any « € R there is an a so that o(z) = 04 (). In particular, |, oa(z) 2 o(x)
for any » € R?. Applying this idea to each of the (finitely many) activation
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functions in the network, we can lift the argument to the entire network: there
is a countable family of functions F,, € C'(R? x RM) with the property that
F(z,w) CU, Falz,w).

Assumption (ii) demands that the mapping ® : RM — RN, &(w) :=
(F(z1,w),...,F(zy,w)) satisfies ®(RM) = R¥ V. Defining similarly &, (w) :=
(Fa(z1,w),...,Fa(zy,w)) we can bound {J, ®o(RM) 2 ®(RM).

Now suppose Nd' > M and let u be the Nd'-dimensional Lebesgue-measure.
For the next step we use that C!-functions map sets of measure zero (like RM
as a subspace within RV dl) to sets of measure zero. Using in addition the fact
that a countable union of such sets still has measure zero we obtain

p(®(RM)) < p (U %(RM)) —0.
Since this contradicts assumption (ii), we have to have Nd' < M. O

Approximating real-valued functions We will begin with the one-dimen-
sional case f : R — IR and later lift the obtained results to the case of higher
dimensional input and output spaces. Let us denote by F, ,, the class of func-
tions representable by a feedforward network with a single hidden layer that
contains m neurons, which use ¢ as activation function. That is,

-/—"a,m = {f :R—=R ’ f(x) = f0+v§::1 ava(wvx_bv)7 avabv»wvafo S R} (27)

and define 7, := (J,,cn Fo,m- Note that there is no activation function (or,
equivalently, just the identity) at the output.

In the case of o(z) = 1,50 every element in F,,, is a staircase-function
with at most m steps. Conversely, every staircase function with m steps can be
represented by an element of F, ,,,. This is seen most easily when setting w, =1
for all v, as these parameters are anyhow redundant in this case. Then the b,
are the locations of the steps and the a,’s are their heights. Any function that
can be approximated well by a staircase function therefore can be approximated
well within F,. If f € Cl([mo, oo)), the approximation within F, is, in fact,
closely related to the fundamental theorem of calculus, which can be expressed
as

f(@) = f(zo) / F/(b)o(x —b) db. (2.8)

So, an approximation in terms of Eq.(2.7) can be regarded as a discretization
of the integral in Eq.(2.8). In the course of this discretization, the derivative f’,
which governs the local change of the function value, gets replaced by the a,’s
The following approximation theorem uses the insight from the case of the
step-function and generalizes the result to a larger class of ‘sigmoidal’ activation
functions. It is formulated in terms of the modulus of continuity of the function

f to be approximated. This is defined as
w(f,8):= sup |f(z)— f(y)| (2.9)

z,y:|z—y|<d



CHAPTER 2. NEURAL NETWORKS 94

Note that if f is uniformly continuous, then w(f,d) — 0 for § — 0. Moreover,
if f is L—Lipschitz, then w(f,d) < dL.

Theorem 2.6: Approximations using bounded sigmoids

Let 0 : R — R be any bounded function that satisfies lim,_, ., o(z) =0
and lim,_,, 0(z) = 1. There is a constant c so that for every f € C([0,1])
and every m € N we have

L f = full < cw(£1/m). (2.10)

Note: From the proof we get that ¢ = 2 + 2||0||« is a valid constant (where
[lo||oc = sup,er |o(2)]). A more careful analysis shows that ¢ = ||o||o suffices.
The assumption that o is asymptotically either 0 or 1 is convenient for the proof
but not really crucial. The same argument works if the limits lim, , . o(2)
exist in R and differ from each other. Similarly, the domain [0, 1] can be replaced
by any compact subset of R.

Proof. The idea is to first approximate f by a piecewise constant function h,,
and then h,, by an appropriate f,,. Define z; := ¢/m and h,,(z) so that it
takes the value f(z;) in the interval = € [xi,l,xi) where ¢ = 1,...,m. By
construction ||f — hm|loo < w(f,1/m). With j := |ma]| write

hm(z) = flz1)+ Z (f(zit1) — f(z;)) and define
i=1

fm(x) = f($1)0'(0¢) + Z (f(xl+1) - f(xt))a(a(ma: - Z))? (211)

=1

for some o € R to be chosen shortly. Note that f,, is of the desired form.
The claim is that f,, approximates h,, well for large . To bound the distance
between the two functions, fix any € > 0 and choose « such that |o(2z) — 1,>¢| <
e/m whenever |z| > «. This is possible since o is assumed to be a sigmoidal
function. Note that, by the choice of «, we get that if i & {j,j + 1} the term
a(a(mx — z)) is ¢/m-close to the step function 1;<|,,|. Consequently, we can
bound

@) = @) < [ 1 @)+ (m = 2(f, 1/m)]
+ (@) = Fa)] |1 = o(atma - )]

+ [F(@12) = S (@s40)] |o(a(ma —j - 1))

)

where the r.h.s. of the first line can be made arbitrarily small by the choice of €
and the sum of the last two lines can be bounded by w(f,1/m)(1+2||0]|ec). O
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As a consequence, an arbitrary L-Lipschitz function can be approximated
uniformly by a feedforward network with a single hidden layer of m neurons with
a “sigmoidal” activation function so that the approximation error is O(L/m).

What about non-sigmoidal activation functions? For the special case of the
rectified linear function o(z) = max{0, z}, there is again an integral equation
that could be discretized: if f € 02([x0, oo)), then Taylor approximation with
remainder (proven by partial integration) leads to

£(a) = o) + 1 (o) = w0) + [ T P ®)o(e—b) db

Expressing « as ¢ = o(z) — o(—z) and approximating the integral by a sum
then again leads to a function in F,.

Instead of going through potential activation functions one by one, the fol-
lowing proposition characterizes the class of all continuous activation functions
for which an approximation result similar to that in Thm.2.6 can be obtained.

Proposition 2.2 (Universality of all non-polynomial activation functions). Let
o € C(R). The set of functions F, representable by a neural network with
a single hidden layer and activation function o is dense in C(R) w.r.t. the
topology of uniform convergence on compacta iff o is not a polynomial.

Proof. (sketch) Suppose o is a polynomial of degree k. Since these form a closed
set under linear combinations, F, will still only contain polynomials of degree
at most k and thus cannot be dense in C(R).

For the converse direction we will first restrict ourselves to the case o €
C*(R). It is known (for instance as a non-trivial consequence of Baire’s cate-
gory theorem, cf. [ ]) that for any non-polynomial o € C*>°(R) there is a
point z such that o(®)(z) # 0 for all k € N. Since z — [o(Az + 2) — o (2)] /A
represents a function in F, for all A # 0, we get that

%U(Ax +2)|, == oM (2), (2.12)
as a function of z, is contained in the closure of F,. Similarly, by taking higher
derivatives, we can argue that z + 2%0(®)(2) is in the closure of F,. Since all
derivatives of ¢ are non-zero at z, all monomials and therefore all polynomials
are contained in the closure of F,,. As these are dense in C'(R), by Weierstrass’
theorem, so is F,.

The idea for reducing the case ¢ € C(R) to the smooth case is to consider
the convolution

oo(2) = /R o(z — v)d(y)dy, (2.13)

of a merely continuous activation function o € C(R) with a smooth and com-
pactly supported function ¢. Approximating the Riemann-integral in Eq.(2.13)
by a Riemann-sum shows that o4 can be approximated by a neural network
of the considered type. Moreover, o, is smooth by construction and non-
polynomial if ¢ is chosen appropriately. So o4 can effectively be used as ac-
tivation function to which the foregoing result for smooth functions applies. [
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Note that if ¢ is polynomial, then an increasing number of layers in the
network will lead to polynomials of increasing degree and thus enable better
and better approximations of an arbitrary continuous function. The foregoing
discussion shows that if ¢ is non-polynomial, then depth of the network can be
traded for width.

It is tempting to ask: which is the smallest width/number of neurons that
is required in order to achieve a given approximation accuracy when arbitrary
activation functions are allowed? The following shows that this question has a
simple but practically useless answer:

Proposition 2.3 (All-powerful activation function). There is a function o €
C*>®(R) for which F, 1 is dense in the set of continuous functions C(K) on any
compact domain K C R.

Proof. For simplicity, assume K = [0,1]. Let Q C C°([0,1]) be the set of
all polynomials with rational coefficients. Since @ is countable, we can write
Q = {@}bez. The function ¢ : R — R is now constructed by putting all
the polynomials in () next to each other and smoothly interpolating between
them. More precisely, for « € [2b,2b + 1] we define o(x) := gp(x — 2b) and for
x € (2b41,2b42) we interpolate smoothly between the neighboring polynomials
(e.g. via a convolution with a ‘mollifier’). Since @ is dense in C([0, 1]), for any
f€C([0,1]) and € > 0, we can find a g, € @ s.t. ||f — @||eo < €. Expressed in
terms of o, this means that there is a b € Z for which

sup |f(z) —o(z+b)| <e.
z€[0,1]

O

The proof of Prop.2.3 constructs a function whose translates constitute a
dense set of functions when restricted to a fixed compact domain. In fact, there
is a well-known /notorious function that exhibits such a property and that we
could have used instead: the Riemann (-function | |-

Approximating functions between Euclidean spaces In order to lift the
one-dimensional results to higher dimensions, we use the following Lemma:

Lemma 2.4 (Approximation by exponentials). Let K C R be compact. Then
E:=span{f: K - R | f(x) =exp Z?:l w;z;, w; € R} is dense in (C(K),|| -
lloo) -

Proof. This is an immediate consequence of the Stone-Weierstrass theorem,
which says that £ is dense if (i) £ forms an algebra (i.e., it is closed under mul-
tiplication and linear combination), (ii) £ contains a non-zero constant function
and (iii) for every distinct pair x,y € K there is an f € £ so that f(x) # f(y).
Here (i) holds by the property of the exponential and the construction of £ as
linear span, (ii) holds since 1 € £ and (iii) holds since for w := (x — y) we get
e £ Wy, O
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Theorem 2.7: Approximation of multivariate functions

Let d,d’ € N, K C R? be compact and ¢ : R — R any activation function
that is (i) continuous and non-polynomial or (ii) bounded and so that the
limits lim,_, 1o, 0(2) exist in R and differ from each other. Then the set
of functions representable by a feedforward neural network with a single
hidden layer of neurons with activation function o is dense in the space of
continuous functions f : K — R? in the topology of uniform convergence.

Note: A norm inducing the topology of uniform convergence would be ||f|| :=

!’
||(Hfi||oo)j:1||' where || - ||" is an arbitrary norm on R?".

Proof. First note that it suffices to show the result for d’ = 1 by considering the
d’ components in (f1(z),..., fo(z)) = f(z) separately. If each of the f;’s can
be approximated up to € using m neurons in the hidden layer, then the same
order of approximation is obtained for f with md’ neurons just by stacking the
d’ hidden layers on top of each other.

In order to prove the statement for the case f : K — R we first approximate
f by exponentials and then the exponentials by linear combinations of activation
functions. According to Lemma 2.4 for every € > 0 there is a k € N, a set of
vectors vy, ...,vx € R? and signs s € {—1,1}* so that g : RY — R, g(z) :=
Zle s;€¥" satisfies || f — g]]o < €/2.

Define K; := Ule{vi -z | « € K} and note that K3 C R is compact.
Following Thm.2.6 and Prop.2.2 there is an [ € IN and a set of real numbers
aj,wj,bj so that sup,cg, |ev — Zé’:l ajo(w;y — bj)| < €/(2k). Combining the
two approximations we obtain

Hf—iisiaja(wj vi~x—bj)H

=1 i=1 o
k k l
< Hf—ZSievi'm +ZHey—Zaja(wjy—bj)
i=1 R ) =1

where the sup-norms are understood as sup,¢; and sup, ¢, , respectively. [

<€

‘ oo

Let us finally make a remark, primarily of historical interest, concerning
the relation of the above discussion to Kolmogorov’s solution of Hilbert’s 13th
problem. Hilbert conjectured that a solution of the general equation of degree
seven cannot be expressed as a finite superposition of continuous functions of two
variables. In 1957 Kolmogorov and his student Arnold disproved this conjecture
by showing that every continuous multivariate function can even be represented
as a finite superposition of continuous functions of only one variable. This
eventually led to the following | |:

Proposition 2.5 (Kolmogorov’s superposition theorem). For every n € N
there exist functions ¢; € C([O7 1]), j =0,...,2n and constants Ay € Ry,
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k=1,...,n such that for every continuous function f : [0,1]™ — R there exists
RS C(]R) so that

2n n
fl@r, ) =Y 6 D gy | - (2.14)
=0 \k=1

This theorem can be extended in various directions. First, one can restrict to
increasing continuous functions ¢; and even show that the set of 2n + 1 tuples
of such functions that fulfill the proposition is ‘fat’, in the sense of being of
second Baire category. Moreover, one can show that there is a single continuous
function ¢ in terms of which the ¢;’s can be expressed as ¢;(z) = cp(aj+x)+bj
with constants a, b, c.

Kolmogorov’s superposition theorem is sometimes paraphrased by saying
that there is no genuine multi-variate function other then the sum. From the
point of view of neural networks, Eq.(2.14) can be interpreted as a feedforward
network with two hidden layers where the first hidden layer contains n(2n + 1)
neurons, which use the ¢;’s as activation functions, the second hidden layer con-
tains 2n 4+ 1 neurons with activation function ¢ and the output neuron uses a
linear activation function o(z) = z. Hence, Eq.(2.14) provides an exact represen-
tation using only finitely many neurons, but at the cost of having an activation
function, namely ¢, that depends on f.

Replacing ¢ with the ‘all-powerful activation function’ of Prop.2.3, which is
then used to approximate ¢ on any compact domain, one readily obtains the
following multivariate version of Prop.2.3:

Corollary 2.6 (Dense function space from fixed architecture). Let n € N and
K C R"™ compact. There is a feedforward neural network with two hidden layers,
width n(2n + 1), and fized continuous activation functions so that the space of
functions represented by the network is dense in the set of continuous functions
[+ K = R in the topology of uniform convergence.

Notes and literature The number of neurons that are required to represent arbitrary
Boolean functions by a neural network with threshold activations was analyzed in detail
in | ] and references therein. Results on binary classification of finite sets in R? such
as Thm.2.2 appeared in | |. The fact that ReLU-networks can be exponentially more
efficient in representing certain functions compared to threshold-networks, as exemplified
in Prop.2.1, was pointed out in [ |- Thm.2.4 appeared in | | and can be seen
as a special case of a more general interpolation result: Pinkus | | showed for any
non-polynomial continuous activation function, that a single hidden layer with N neurons
is capable of representing any function f: A — R on a set A of N points (when the iden-
tity function is used as activation at the output). Prop.2.3 and Cor.2.6 can be found (in
a slightly stronger form) in | |. Sets of activation functions that enable fixed-size ar-
chitectures that give rise to a dense set of functions are called ‘superezpressive’ in | |-
There it has been shown that {sin,arcsin} is such a superexpressive pair as well as the
floor function |-] in combination with any real analytic function that is non-polynomial in

some neighborhood. Bounds on the maximal storage capacity, as expressed in Thm.2.5,
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can be found in | , |- The assumption in Thm.2.5 can be relaxed to lo-
cally Lipschitz activation functions | |- The first proofs that networks with a single
hidden layer can approximate any continuous functions on a compact domain appeared
in 1989 in | s s |- The corresponding result for arbitrary continuous
non-polynomial activation functions stated in Prop.2.2 and Thm.2.7 is from | l. A
quantitative version of these results can be found in | |. For in-depth reviews of
the large variety of approximation results for neural networks see | , |. For
a discussion of the relation between neural networks and the Kolmogorov superposition
theorem see | |. The latter, in turn, is closely related to the possibility of over-the-air

computation [ .

2.4 VC dimension of neural networks

We will now look into bounds on the VC-dimension of feedforward neural net-
works. These will depend, among other things, on the chosen activation func-
tion. We will start with the simplest case where ¢ is a step function. For a
simple Perceptron Thm.1.9 and Cor.1.7 tell us that its VC-dimension is equal
to the number of its parameters. The following theorem shows that this rela-
tion still almost holds for layered feedforward networks of simple Perceptrons:

Theorem 2.8: VC-dimension—step-activation functions

For arbitrary ng,w € N fix an architecture of a multilayered feedforward
neural network with ng inputs, a single output and w parameters (i.e.,
weights and threshold values). Denote by F the set of all functions f :
R™ — {—1,1} that can be implemented by any feedforward network with
this architecture when using o(z) = sgn(z) as activation function. Then

VCdim(F) < 2wlog,(ew). (2.15)

Note: w equals the number of edges in the graph that represents the network
if we add to every neuron an additional edge that corresponds to the constant
input related to the threshold value. Not surprisingly, the bound in Eq.(2.15)
also holds (via the same argument) if o(z) = 1,>¢ and functions into {0, 1} are
considered.

Proof. Suppose the considered network has depth m and let n; be the number
of nodes (i.e., neurons or inputs) in the ¢’th layer with ¢ = 0,...,m. Then ng
is the number of inputs and n,, = 1. We can decompose every function f that
the considered architecture implements into functions f; : R™-t — {—1,1}™
that represent the mappings corresponding to the individual layers. Then f =
fmo---of1. Furthermore, we can breakdown every f;(z) = (fi,l @)y, fins (x))
into its m; components, each of which describes the action of a single neu-
ron. Denote by w;; the number of free parameters in f; ;, i.e., the number
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of weights (including the threshold value) of the corresponding neuron. Then
w=3 " 37 wi; and we can bound the growth function of F via

rm) < [[Tn0) < [ITITs, 0
i=1 i=1j=1
= HH <5nj> U< (e (2.16)

Here, the first inequality is an application of the composition property of the
growth function shown in Lemma 1.4. I'y, and I'y, ; denote the growth functions
of the function classes corresponding to the ¢’th layer and the j’th neuron in the
i’th layer, respectively. The step from the first to the second line in Eq.(2.16)
exploits that by Thm.1.9 the VC-dimension of a single neuron is equal to the
number of weights w; j, which then leads to an upper bound to the growth
function following Thm.1.8. Finally, the last inequality simply uses 1/w; ; < 1.

From Eq.(2.16) we obtain that VCdim(F) < D if 2P > (eD)~. This is
satisfied by D = 2w log,(ew) for all w > 1. For w = 1, however, Eq.(2.15) holds
as well since the VC-dimension in this case is at most 1. O

The bound on the VC-dimension given in Eq.(2.15) turns out to be asymp-
totically tight. That is, there are neural networks of the considered type for
which a lower bound of order Q(wlogw) can be proven. This implies that the
VC-dimension of those networks is strictly larger than the sum of their compo-
nents’ VC-dimension.

In Thm.2.1 we saw that an arbitrary Boolean function on d inputs can be
represented by a neural network with 2¢ neurons. As an implication of the above
theorem on the VC-dimension of feedforward neural networks we can now show
that an exponential number of neurons is indeed necessary:

Corollary 2.7. For any d € N consider feedforward neural networks with d
inputs, a single output and activation function o(z) = 1,>9. Within this setting
the number of neurons v(d) of the smallest architecture that is capable of repre-
senting all Boolean functions f :{0,1}% — {0,1} satisfies v(d) + d > 2(4=2)/3,

Proof. The VC-dimension corresponding to the smallest such architecture has
to be at least the VC-dimension of the class of Boolean functions, which is 2¢.
On the other hand, it is at most 2w log,(ew) by Thm.2.8. If we let G = (V, E) be
the underlying graph and use that |E| < |V|?/2 and thus w < |E| + |V] < |V]?,
we can estimate

2¢ < 2wlog, (ew) < 2|V|*log, (e]V|?) < 4|V .
With v(d) + d = |V| we arrive at the desired result. O

The same type of argument also applies to many other classes of activation
functions once a (non-exponential) upper bound on the VC-dimension is estab-
lished. Before we come to these bounds, we will have a look a small example
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that helps understanding the necessity of rather specific assumptions on the
activation function for obtaining finite VC-dimension.

In principle, the ‘all-powerful’ activation function from Prop.2.3 already tells
us that non-trivial bounds on the VC-dimension of a neural network that de-
pend only the number of parameters will require constraints on the activation
function. Unfortunately, very benign-looking activation functions can still give
rise to infinite VC-dimension. In order to see this, consider the following family
of activation functions:

oc(z) := +ede sin(z), ¢>0. (2.17)

1+e=
The members of this family have many of the properties of the standard logis-
tic sigmoid function, which is given by o(: the functions are analytic, satisfy
lim, o0 0c(2) = 1, lim,—,_ o, 0.(2) = 0 and for sufficiently small but not neces-
sarily vanishing ¢ we have that the second derivative o7/ (z) is strictly positive for
z < 0 and strictly negative for z > 0. That is, the function is convex/concave
in the respective regions.

Proposition 2.8 (Neural network with infinite VC-dimension). Consider feed-
forward networks with one input, a single output neuron whose activation func-
tion is z — sgn(z) and a single hidden layer with two neurons using o, with
¢ > 0 as actiation function. The class of functions f : R — {—1,1} repre-
sentable by such networks has infinite VC-dimension.

Proof. From Exp.1.8 we know that F := {f : Ry - R | Ja € Ry : f(x) =
sgnsin(ax)} has infinite VC-dimension. So the proposition follows by show-
ing that F is contained in the function class representable by the considered
networks. To this end, we choose the weights and threshold so that

f(z) = sgnlo.(az)+ o(—azx) — 1]

—a?z?

= sgn [2c(ax)’e sin(az)| = sgnsin(azx).

O

Of course, this example is only of academic interest and, not surprisingly,
the VC-dimensions for practically used activation functions is finite. In fact, in
all known cases, it is bounded by a low degree polynomial in the size-parameters
(such as number of neurons, parameters or layers, see Fig.2.5). The usual ap-
proach for obtaining upper bounds on the VC-dimension for networks with
non-trivial activation function is to exploit the ‘cell counting’ method that gave
rise to Thm.1.10 and Thm.1.11, either via those theorems or more directly. Here
is one example:

Theorem 2.9: VC-dimension—piecewise polynomial units

Consider an arbitrary architecture of a feedforward neural network with
N neurons, m inputs, a single output and w real parameters (i.e., weights
and threshold values). Let F be the set of functions from R™ to {0,1}
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2

Activation function VCdim Reference
sgn O(wlogw) [ |
Q(wlogw) [ I

piecewise polynomial O(wN) [ , ]
O(wé? + wélogw) [ |

O(wt) [GJ95]

piecewise linear O(wé log w) [ |
Q(wd log(w/0)) [ |

Pfaffian, incl. 1/(1 4 e~ %) O(w?N?) [ ]
|

lim o(x) #mEIElooa(x) AN3z:0'(z) #0

Tr— 00

(wd) [KS97,

Figure 2.5:  VC-dimension bounds for various classes of feedforward neural
networks depending on the activation function. N,w and ¢t denote the numbers
of neurons, parameters and computational steps, respectively. § is the depth,
often assuming a layered architecture. Lower bounds of the form Q(...) mean
that there exist networks with the stated asymptotic scaling.

that is representable within this architecture when every hidden neuron
uses a piecewise polynomial activation function of degree at most d and
with at most p pieces and the output neuron uses o(z) = 1,>0. Then

VOdim(F) < 2w [N log, p + log, (86 max {0 + 1, 2d‘s})}, (2.18)
where 6 € {0,..., N — 1} denotes the depth of the network.

Remark: Here, depth means the largest number of hidden neurons along any
path through the network. Hence, in a layered network ¢ is the number of
hidden layers. The number w only counts distinct parameters, i.e., if weight
sharing is used each weight is only counted once.

Proof. Considering the w parameters as additional variables, the network can be
regarded as a function ¥ : R™ xR“ — {0,1}. We interpret ¥ as a predicate and
aim at expressing it as a Boolean combination of polynomial (in-)equalities, so
that Thm.1.10 applies. To this end, we have to bound the number of polynomial
predicates and their degree.

We use ¢ € {1,..., N} to label the neurons, ordered so that the network
graph contains no path from i to j < i. Denote by 6(7) € {0, ..., ¢} the maximal
depth of the ¢’th neuron in the network graph and by a; € R the value of the
7’th neuron’s output before applying the activation function.

Define I : R — {1,...,p} so that I=1({j}) is the interval corresponding to
the j’th piece in the domain of the piecewise polynomial activation function.
Clearly, I(a) can be obtained from the truth values of p — 1 inequalities that
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are linear in a. Since a; is a quadratic function on R™ x IR the value of I(ay)
can be obtained from p — 1 polynomial predicates over R x IR¥ of degree 2.
Now consider I(a;). Conditioned on I(a1),...,I(a;—1), a; is a polynomial of
degree at most d°(®) + ng) &/ =: deg(i) over R™ x R¥. Consequently, I(a;)
can be determined from the truth values of p — 1 polynomial predicates over
R™ x R¥ of degree deg(i). However, there are p'~! different possibilities for
I(ay),...,I(a;_1) leading to up to p*~!(p — 1) different polynomial predicates
that, together with all previously obtained ones, determine I(a;).

So for determining I(ax—_1) we need at most Z;y:_llpj’l(p —1)=pN-1-1
polynomial predicates of degree at most deg(N —1). Finally, determining 1, >¢
requires, for each value of I(ay),...,I(an—1), one predicate that is linear in ay
and thus polynomial of degree deg(N — 1) < max{d + 1,2d°}. This is also the
maximal degree of all the, in total less than p, polynomial predicates. With
these numbers, we can now enter Thm.1.10, which completes the proof. L

To summarize, if d and p are fixed, then
VCdim(F) = O(wN).

The proof technique is quite flexible in some directions: weight sharing or max
pooling as used in convolutional neural networks, as well as product units or
small variations of the architecture are easily incorporated without changing
the picture. Under additional assumptions, such as a layered architecture or
piecewise linear activation functions, the above bound can even be improved
further, in the latter case down to O(wdlogw). However, if the basic units
are not piecewise algebraic, then ‘cell counting’ can become considerably more
difficult. For the logistic sigmoid o(z) = (14 e~%)~! this can, however, still be
done leading to a bound based on Eq.(1.41). Fig.2.5 summarizes some of the
known results and points to the corresponding references.

Approximation bounds via VC-dimension
Upper bounds on the VC-dimension, like the ones discussed in the previous
paragraph, can in some cases be used to derive lower bounds on the achievable
approximation accuracy of a function class. For later use, we will look into the
following example:

Let W1 ([O, l]d) be the space of Lipschitz-functions on [0, 1]¢ equipped with
the norm || fl|1 00 := max{|| f||oo, ||8jf|\oo}?:1 and B} its unit ball.

Theorem 2.10: VC-dimension and approximation accuracy

Let 7 C RO’ and € > 0 be such that for any f € BL> thereisa h € F

4Here || - ||oo is the L>°-norm and the Sobolev space W1>° is a subspace of L™ so that
its elements are, strictly speaking, equivalence classes of functions. 9;f denotes the weak j’th
partial derivative of f, which coincides with the ordinary partial derivative if the latter exists.
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Figure 2.6: Top: the dashed line displays the triangular function that the smooth
function ¢ (solid line) approximates. In order to not increase the support of
the function and still have ¢(0) = 1, ¢ has to have maximal slope C' > 2.
Bottom: the function f takes on predefined values at the lattice points z.,
and is constructed by gluing together rescaled and shifted versions of ¢ with
mutually disjoint supports.

for which ||f — h||ec < €. Then

VOdim(F) e > (2.19)

1
47
where F is the class of all functions in F composed with a fixed step
function of the form z — 1.>; for a suitable constant b.

Proof. For N € N to be chosen later, let 1,..., 23 € [0,1]¢ be M := (N + 1)¢
points on a cubic lattice such that ||z; — x;|| > 1/N for all i # j. We will
now construct a smooth function f € C>([0,1]¢) that takes on predetermined
values on those lattice points. Specifically, for any y € RM define

M
F@) =" ymd(N(z —zm)), (2.20)

where ¢(z) = H;l:l ©(z;) and ¢ € C*(R) is a smooth approximation of a
triangular function as shown in Fig.2.6. In this way, we can achieve that ¢(0) =
1, ¢(z) = 0if [|z|| > 1/2 and |0;¢(z)| < C for any C' > 2. This implies, in
particular, that f(x,,) = ym, for all m € {1,..., M}.

For any a € {0, 1} we set y,, := a;,, /(CN). The fact that |y,,,| < 1/(CN)
then implies that the corresponding function f from Eq.(2.20) is an element of
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B1>°. So by assumption there is an h € F for which |h(z,,) — ym| < € since
Ym = f(xm) -

If we choose N such that € < 1/(2CN), e.g. N := [(C%¢)~!], then h(z) :=
Ly(a)>p With b:= 1/(2CN) satisfies h(z,,) = ypm for all m € {1,...,M}. Con-
sequently, the function class F that is built by all these h’s has

d
VCdim(F) > M = (N +1)* > (0126> , (2.21)

which proves the theorem when considering the limit C' — 2. O

Thm.2.10 is clearly not restricted to neural networks but applies to arbitrary
function classes. However, if we plug in upper bounds on the VC-dimension
of neural networks in terms of numbers of parameters, layers or neurons, then
Thm.2.10 translates these bounds into corresponding bounds on the approxi-
mation capability of neural networks.

2.5 Deep neural networks

For about half a century the majority of feedforward neural networks that were
used in practice were shallow in the sense that they did not contain more than
one hidden layer. This limitation was partly caused by difficulties in training
multi-layered networks (which we will discuss in later sections). Moreover, the
universality results of Sec.2.3 that were proven for one-hidden-layer networks
around 1990 may not have motivated the investigation of deeper networks, ei-
ther. The situation began to change in the mid 2000’s and then seemingly
underwent a phase transition around 2012. Thereafter “deeper is better” be-
came a dominant mantra. Confronted with the question “Why should deeper be
better?” one is tempted to tell a story about hierarchical structures. The fact
that the world surrounding us as well as our understanding of it is organized
hierarchically, resonates well with the idea that such hierarchical structures are
expressed more easily if the different layers of the hierarchy have a counterpart
in the chosen model. As plausible as this may seem, it is difficult to formal-
ize mathematically. This section summarizes some first steps in this direction.
They all aim at proving that in order to approximate certain functions to a
given accuracy, deep neural networks can be vastly more efficient in the sense
of requiring drastically fewer parameters and neurons.

One of the first results in this direction was obtained in | | for radial
functions, i.e. functions of the form R? > z + f(||z|[*). The underlying idea is,
that for a suitable choice of f it could be difficult to approximate this map with
only a single hidden layer, whereas a network with two hidden layers can simply
first approximate z + ||z||? in the first hidden layer and then f in the second
hidden layer. In fact, for f being a particular Bessel function, it was shown in
[ | that the corresponding radial function can be approximated by a two-
hidden-layer network of width polynomial in d, but requires a single-hidden-layer
network of width exponential in d to achieve the same approximation accuracy.



CHAPTER 2. NEURAL NETWORKS 106

a) c)

A

\J
o

A LY

\J
o

Figure 2.7: Fig. a) - ¢) show the graphs of A, A% and A3. d) shows the set S for
k = 3. By construction, it is part of the graph of A3.

The proof of this result is relatively involved so that we will not dive into the
details but rather follow a different line of results.

The idea that will be worked out in detail in the following two paragraphs is
the following: the number of oscillations of functions R — R tends to be multi-
plicative under composition but additive under linear combination. Increasing
the depth of a neural network corresponds to composing with further functions
whereas increasing the width corresponds to adding further functions. There-
fore, highly oscillatory functions should be represented/approximated more ef-
ficiently using deep networks than with shallow ones.

Representation benefits of deep classifiers Define F(m,l) C RF as the
set of functions that can be represented by a feedforward neural network with
[ layers, m neurons within every hidden layer, a single neuron at the output
and the rectified linear unit ogr(z) := max{0, z} as activation function. In
order to make an f € F(m,l) into a classifier, define f(z) := 1f(z)>1/2 and
let R(f) := ﬁ > (e.y)es Lfz)y be the corresponding empirical risk w.r.t. a
training data set S.

Theorem 2.11: Exponential benefit of deep classifiers

Let ke N, k>2 n=2"and S := ((mi,yi))n_l

i—o With @; == i/n and
y; =1 mod 2.

1. There is an h € F(2,k + 1) for which R(h) = 0.
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2. If m,l € N and m < 272, then R(f) > % holds for all f € F(m,1).

Proof. 1. Define a function A : [0,1] — [0,1] as

| 2z, 0<z<1/2,

Aw) := { 210 —x), 1/2<z<1. (2.22)

Since this can be written as A(z) = or(20r(x) — 205(22 — 1)) we have A €
F(2,2). If we compose the function k-times with itself, the graph of h(z) :=
AF(z) is a saw-tooth with 281 ‘teeth’ (see Fig.2.7). By construction, h(z;) =
y; for all i« = 1,...n and thus R(h) = 0. Moreover, by simply iterating the
network we see that h € F(2,2k). However, since the activation function at
the outputs of all intermediate networks has no effect due to positivity, i.e.
A(x) = 20r(x) — 20r(22 — 1), we can drop all the corresponding layers so that,
in fact, h € F(2,k+1).

2. Every f € F(m,l) is piecewise affine with at most 2!m!~! pieces. This
is a consequence of the following simple fact: suppose f; and fy are piecewise
affine with ¢; and ¢, pieces, respectively. Then f; + fo and fi o fo are again
piecewise affine with at most t; + t2 and tty pieces.

With at most ¢ = 2!m!~! affine and thus monotone pieces, the graph of a
function f € F(m,l) crosses 1/2 at most ¢ times—mnot more than once inside
every interval. Therefore, f is piecewise constant with at most ¢ + 1 intervals
with values 0 or 1. Let us now consider how the n points, whose values alternate
between zero and one, can be distributed over these ¢ + 1 intervals. Clearly, at
most ¢t + 1 points can be in intervals that contain no more than one point. The
other n —t — 1 points have to be in intervals that contain more than one point.
At least one third of these points are thus misclassified so that the empirical
risk can be bounded from below as

n—t—1_1 t+1

Inserting ¢ and using the assumption that m < 2%/!=2 this can be shown to be at
least 1/6 for all m,k > 2. The case m = 1 can easily be treated separately. O

Approximation benefits of deep networks The idea of the previous para-
graph also leads to an inapproximability result for R-valued functions. Instead
of using the L.-norm like for the positive results of Sec.2.3, the following the-
orem uses the Li-norm. In this way, the negative result becomes stronger since
distance in L;-norm means that the considered functions differ on a large set.

Theorem 2.12: [ -approximation benefits of deep networks
For any k € N,k > 4 there exists a function f : [0,1] — [0, 1] that

1. can be represented exactly by a ReLU-network of k2 hidden layers
and width 2,

2. is such that every function g that is implemented by a ReLU-network
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Figure 2.8: The Li-norm distance between the saw-tooth function f (violet) and
the function g (orange) is estimated by counting elementary triangles with base
b and area A that are on the ‘opposite side’ of the constant line 1/2 (dashed).
If the graph of g does not cross this line within an interval [¢;, ¢;+1] of length at
least 2b, then the Li-norm distance between f and g within this interval is at
least A.

with at most & hidden layers, which contain at most 2¥ neurons in
total, satisfies

[ o= as > 3. 223)

Proof. 1. We use the saw-tooth function f(x) := AR (z) with A as defined in
Eq.(2.22). For later use let us consider one of the 2k 1 equal triangles that
appear when we draw the constant line 1/2 on top of the graph of f (see Fig.2.8).
The length of the base of each of these triangle is b := 2% and their height is
1/2. Consequently, each triangle has an area A := 9~k /4.

2. Suppose the ReLU-network representing g has ¢ hidden layers and de-
note by m; the number of neurons in the ¢’th hidden layer. An elementary
argument as in the proof of the previous theorem then shows that g has at most
2 Hf:1(2mi) affine pieces. This expression can be simplified by the arithmetic-
geometric-mean inequality

0 226 m; ’
2H(2mi)§2<i51 ) ;

i=1

so that plugging in the assumptions leads to an upper bound of ¢ := 2k2+k+1/kk
affine pieces for g.

Denote by 0 < ¢; < ¢2 < ¢3... < 1 the points where the graph of g crosses
the constant line 1/2.> There are at most ¢ such points since every affine piece
can cross this line at most once. We add two more points to the list, namely
the two boundary points 0 and 1 so that there are at most ¢ 4+ 2 points now.
If an interval [¢;, ¢;11] has length at least 2b, then within this interval the L;-

5If an affine piece is constant 1/2, then we will only take the left-most point into account.
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norm distance between f and g is at least the area A of one of the elementary
triangles. Using this observation, we can thus bound

Ci+1 — C;
[ @ gl > > [
Cit1 — G
(e
1 71 1 2ktl 1_k2
o P Y )

The last expression is an increasing function in k that can be bounded from
below by 1/11 for k = 4. O

Note that in the proof of part 2. of Thm.2.12 the specific form of the activation
function is only used in order to bound the number ¢ of times that g crosses
the constant line 1/2. Via Warren’s inequality for polynomial arrangements in
Prop.1.9 such a bound can also be derived in the case where piecewise poly-
nomial activation functions are used, as long as the number of pieces and the
degree of the polynomials is bounded. In this way, the result can be generalized
to a larger class of networks | |.

Converting shallow into deep networks The results of the previous para-
graphs show that some functions can be represented or approximated more
efficiently by deep networks. For these functions shallow networks require expo-
nentially more parameters in order to achieve the same approximation accuracy.
This raises the question whether the opposite can occur as well? That is, are
there functions for which wide & shallow networks are significantly more efficient
than narrow & deep ones? The following simple argument shows that there is
not much room for shallow networks to be more efficient than deep networks.

Proposition 2.9 (Conversion from wide & shallow to narrow & deep). Con-
sider the class of layered feed-forward neural networks with d input and [ output
nodes and activation functions that are taken from a fized set that includes the
identity o(z) = z. Within this class, every function representable with a single
hidden layer of m neurons admits a representation by a network with m hidden
layers each of which contains at most d + 1+ 1 neurons.

This is easily seen by rotating the hidden layer and adding two parallel
busses whose sizes equal the ones of the input and output layer, as depicted
in Fig.2.9. There, matching colors of the arrows indicate matching types of
activation functions, where gray arrows mean that the identity function is used,
so that the information is passed along from one layer to the next. If the
ReLU activation function o is to be used everywhere, then one could emulate
the identity function at the cost of doubling the number of neurons in the
input/output busses by exploiting that

x =og(x) — or(—x).
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Figure 2.9: a) Schematic representation of a neural network with a single hidden
layer containing m neurons. Green an red box depict the input and output
layer, respectively. The links/arrows are only drawn pars pro toto. b) The
same functions can be represented using a layered network of constant width
and depth m + 1. The construction ’rotates’ the hidden layer by 90° and adds
an ’input bus’ and an ’output bus’ whose purposes are to keep a copy of the
input and to sequentially collect the output, respectively.

However, if the input of the network is restricted to a compact domain, then
doubling the number of neurons in this way is unnecessary:

Theorem 2.13: Representation via deep, narrow networks

Let K C R? be compact. Every continuous function f : K — R! can
be approximated arbitrary well in || - || by a layered feed-forward neural
network of width at most d + [ + 1 using a continuous activation function
o, if the latter is not affine but contains a non-constant affine piece. Here,
the output layer is assumed to use the identity as activation function.

Proof. From Thm.2.7 we know that continuous functions on compact domains
can be arbitrary well approximated by a shallow network using arbitrary non-
polynomial activation functions and a single hidden layer. Using Prop.2.9 we
can convert this into a deep network of width at most d + 1 + 1 when allowing
for identity activation functions. The latter can, however, be effectively im-
plemented using the given activation function o and resorting to compactness.
This is seen by observing that for any bounded domain there are affine maps
A, B so that Aoo o B becomes the identity on that domain. The required affine
maps can be implemented by adjusting weights (for the linear part) and biases
(for the offset) in the network. O

Optimal approximation of Lipschitz functions

The results discussed on the preceding pages that separate deep networks from
shallow ones w.r.t. their capability of approximating certain functions effi-
ciently, are far from dealing with practically relevant functions. A questionable
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property of the considered sequence of functions is that in
the limit their derivatives diverge everywhere. This is in con-

flict with the intuition that functions that appear in practice

should not oscillate too wildly and be mostly Lipschitz. Before 6
we will consider functions with bounded Lipschitz constant

in the light of the approximation-efficiency-depth tradeoff, we D . E
make a small excursion and review a more general result from

approximation theory. The underlying question is: what can R™

be said in general about the number of parameters that is
required by any model in order to achieve a certain approxi-
mation accuracy?

More specifically, let K be a subset of some normed space  Figure 2.10:

X and suppose we want to approximated all elements in K
to a given accuracy using a model with as few real parameters as possible.
What can be said about the number m of parameters? Mathematically, we
assign to every element f € K a point in R™ via a map F : K — R™ that in
turn parametrizes an element in X via a map D : R™ — X (see Fig.2.10). A
reasonable quantity to consider then is the worst-case error

inf [If = Do B(P)| (2.24)

However, if X is separable, then the infimum of this worst-case error taken over
all possible maps F, D turns out to be zero, even for m = 1, due to existence of
space-filling curves. Hence, in order to get a non-trivial relation between m and
the approximation accuracy, one has to restrict at least one of the maps E, D.
The approach taken in | |, from where the following result is taken, is to
assume continuity of the encoding map F.

Theorem 2.14: Optimal nonlinear approximation

Let X be a normed space, K C X, F € C(K,R™) and D : R™ — K.
Then:
sup ||f — Do E(f)|| > supsup{ A [A\By C K}, (2.25)
feK \%

where the supremum is taken over all subspaces V' C X with dim(V) =
m+ 1 and By := {z € V| ||z < 1}.

Note: the expression on the r.h.s. of Eq.(2.25) is called Bernstein width of K.

Proof. Suppose A > 0 and V is an m + 1 dimensional subspace of X s.t.
ABy C K. If we denote by OABy the boundary of ABy within V, then
E = E’aABV is a continuous map from a unit-sphere (w.r.t. some norm) of
an m + 1 dimensional space into R™. For such maps the Borsuk-Ulam theo-
rem guarantees the existence of a f € OABy for which E(f) = E(—f). Then
2f = (ffDoE(f)) - (ff—DoE(ff)) implies that

2x=|2f[| < [|[f =D E(f)|| + || - f = Do E(-f)]|-
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Hence, f or —f is approximated with error at least A. O

We will now apply this to the specific class of Lipschitz functions for which
Thm.2.10 relates the approximation accuracy to the VC-dimension. Let B>
be the closed unit ball of the Sobolev space W1>°([0, 1]) of Lipschitz functions,
equipped with the norm ||f]|1,00 := max{||f|cc, ||f'||oc }-

Corollary 2.10 (Optimal approximation of Lipschitz functions). Let X :=
L*>=([0,1]), K := BY*, E € C(K,R™) and D : R™ — K. Then

sup ||f — Do B(f)]| 1

> 2.26
sup 2 2m+1) (2.26)

Proof. For i € {0,m} let ¢; € WH>([0,1]) be a ‘saw-tooth function’ that is
supported in the interval [i/(m+1), (i+1)/(m+1)], has norm ||¢;||oc = 1 and
is 2(m + 1)-Lipschitz and thus ||¢i||1,00 = 2(m + 1). In order to obtain a lower
bound for the r.h.s. of Eq.(2.25) we define V' := span{¢; }[".,. Then ¢ € O\By
means that ¢ = > ¢;¢; with ||¢||cc = max{|¢;|} = A\. On the other hand,
since the ¢;’s have disjoint supports

1,00 = max {|c;] ||¢s]|1,00 } = 2A(m +1).

This implies that ABy C K iff A < m and the result follows by choosing A

maximal. O

... to be completed ...

2.6 Rademacher complexity of neural networks

Rademacher complexities of feedforward neural networks are most easily esti-
mated, if the network obeys a layered structure. Then, with the help of the
properties of the (empirical) Rademacher complexities, which were summarized
in Thm.1.16, we can express the Rademacher complexities at the outputs of one
layer in terms of the ones corresponding to the foregoing layer:

Theorem 2.15: Rademacher complexity progression

Let a,b € R, & : R — R [-Lipschitz and 7y, € R¥. The empiri-
cal Rademacher complexity of F := {z ~ &(v + > w; fi(x))] Jv] <
a,|[wlly < b, f; € Fo)} CRY wor.t. any point € X™ can be bounded in
terms of the one of Fy (w.r.t. the same point) by

R(F) <1 (\jﬁ +2b fz(fo)> . (2.27)

The factor 2 can be dropped if Fy = —Fp.
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Note: the number m of neurons in the layer enters the bound only indirectly
via the || - ||;-constraint on the weights.

Proof. First, we exploit the Lipschitz-property of & together with the corre-
sponding property of the Rademacher complexity (point 5. in Thm.1.16) and
obtain

R(F) < — IE sup ZUZ v+ ijfj . (2.28)

Uwffz 1

Next, note that 3, w; f; € b conv{Fo—Fo} =: Ql. With Gy :={z — v | |v| < a}
we can regard the function class that appears in Eq.(2.28) as a sum of function
classes so that (following property 3. in Thm.1.16) we can write

R(F) < UR(G1+0G2) = L(R(G1) +R(G2))
< l(\;%+2b7@(]-'0)). (2.29)

In the second line, we used separate bounds for the two appearing empirical
Rademacher complexities. On the hand, we used that (again by Thm.1.16)

R(G1) = bR(conv{Fy — Fo}) = bR(Fo — Fo) = b(R(Fo) + R(~Fo)) = 2bR(Fo),

where the factor 2 is unnecessary if Fy = —Fq as in this case G; = bconv{Fy}.
On the other hand, we have used that R(g2) < aE(|Z])/n with Z := """, 04,
which in turn can be bounded via Jensen’s inequality leading to

E(Z]] < E[Z%]"/2 = v/n,
when exploiting the independence of the Rademacher variables. O

In order to arrive at an upper bound for the empirical Rademacher complex-
ity of en entire network, we can now apply the previous theorem recursively.
Only the first layer requires a different treatment. One possibility is to use the
following ingredient:

Lemma 2.11. Forb,c > 0, consider X := {x € R?| ||z||oo < ¢} and G := {X >
x — (z,w)| ||w||1 < b}. The empirical Rademacher complexity of G w.r.t. any
z € X" can be bounded by

be
R(G) < 7n

Proof. The proof is an application of Holder’s and Massart’s inequality:

2n(2d). (2.30)

n
RG) = B 33 rwyes| < 0 x| 3 o |
j=1i=1 i=1
n
= bE, I;leaj(;(?’iai]
=

< be+/2n1n(2d),
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where we used Holder’s inequality in the first line, we set A := {+x;,...,+x4} C
R™ with (z;); := z;; in the second line and we exploited Massart’s inequality
from Eq.(1.50) with |A| < 2d and ||z}]]2 < v/n||z}||cc < +/ncin the last line. O

Combining Lemma 2.11 and Thm.2.15 then leads to the following:

Corollary 2.12 (Rademacher complexity of layered network). Let a,b > 0 and
X = {z € RY ||z]|l« £ 1}. Fiz a neural network architecture with § hidden
layers that implements F C RY s.t.

1. the activation function o : R — R is 1—Lipschitz,

2. for every neuron the vector w that collects all weights of incoming edges
satisfies ||w||1 < b,

3. the moduli of the threshold values are bounded by a.

Then the empirical Rademacher complexity of F w.r.t. any z € X™ satisfies

5
R(F) < % <b5+1\/21n(2d) + aZbl) : (2.31)

=0

Proof. The result follows by replacing the function class G; in the proof of
Thm.2.15 with the class G of Lemma 2.11. Moreover, we use [ = 1 as well
as Fo = —JF for every single layer. The (§ — 1)-fold recursive application of
Thm.2.15 then gives rise to the partial sum of the geometric series. O

The appearance of b°, which bounds the product of the maximum norms of
the weight vectors of all layers, motivates the use of expressions of this type for
regularization (as opposed to the sum of the squares of all weights in Tikhonov
regularization).

2.7 'Training neural networks

In this section, we will sketch the framework for training a neural network.
Particular aspects and issues will then be discussed in greater detail in the
following sections. Training means to optimize the parameters of the model so
that that the model describes the training data well. Hence, we will have to
choose a loss function and an optimization algorithm. The architecture of the
network is supposed to be fixed.

Loss function. In case of regression, the most common choices for the loss
function are the quadratic loss and the [;-distance. The latter is less sensitive
to ‘outliers’ than the former.

In case of classification, a common practice is the following: If ) is the set of
possible classes, then instead of choosing one output node with values ranging
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in ), one uses |)| output nodes with real values, say z € RY. To those the
so-called softmaz activation

eﬁzy

Omax(2)y = m, B € [0,00) (2.32)
is applied. Note that the softmax function is, in contrast to other activation
functions, not a scalar function that can be applied to each coordinate sepa-
rately, but maps RY into (0,00)Y. More precisely, it turns a vector with real
entries into a probability distribution that indicates the maximum entry in the
limit 5 — oo and is a ‘soft’ version thereof otherwise. Usually, 5 = 1 is chosen.
Using such an output layer, the network maps every input € X' to a prob-
ability distribution, which can be interpreted as a quantification of the levels
of confidence. Let us denote the components of the distribution by p(y|z,w),
where w is the collection of parameters the network depends on. The training
data set ((1’1, Y1)y ooy (Tny yn)), on the other hand, defines an empirical distri-
bution p(y|z;) := dy,,,. For every data point z; the deviation between the two

distributions can be quantified using the Kullback-Leibler divergence

Dicr (p(ai)l[p(ai, w) = g;ﬂmﬂﬂ%pgﬂﬁb

= —logp(yi|zi, w). (2.33)

To cast this into a loss fu{lction of the form defined in Sec.1.1 we can use the
modified space of labels Y := RY with §; := (0y,,)ycy. The loss function
L:Y xY —[0,00] giving rise to Eq.(2.33) then takes on the form

L(§,h(x)) = — (7, log h(x)),

which is sometimes simply called the log-loss. It is also known as cross entropy
(when viewed as arising from the Kullback-Leibler divergence) or the negative
log-likelihood (when w — p(y|x,w) is viewed as likelihood function for the pa-
rameters w). Irrespective of these motivations the main reason for choosing
this type of loss-function is, however, that it appears to work well, on heuristic
grounds.

Algorithm The risk-function that has to be optimized as a function of the
parameters, which we denote by w € RY, is always an average of the loss-
function over the n training data points. That is, formally we have to minimize
a function of the form

fw) = 23 fitw)

Gradient descent is a greedy (and probably the conceptually simplest) algorithm
for dealing with such an optimization problem: choose an initial point wo € RN
and a (possibly time-dependent) step size > 0 and then move along the
sequence given by

W1 = wy — aV fwy),
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where V f(w;) denotes the gradient of f at w;. In other words, follow the
negative gradient. Leaving aside issues of convergence, non-global minima and
saddle-points for the moment, there are (at least) two obstacles to overcome if
both n and N are very large. Consider a naive numerical way of computing
the gradient: due to linearity, the gradient is the sum of n gradients V f;(w;)
each of which requires of the order of N function evaluations to be estimated
numerically since N is the dimension of the underlying space. Hence, before even
a single step can be made downhill, n - N function evaluations are required. In
our case, this means n - N evaluations (a.k.a. ‘forward passes’) of the neural
network, which can easily be around 10'* — not very encouraging.

Two crucial ingredients reduce these nN evaluations, loosely speaking, to 2:

1. Backpropagation: For each f; the gradient can be computed analytically.
Using the chain rule combined with some bookkeeping this requires only
one forward and one ‘backward’ pass (and in this sense 2 evaluations).
This routine is called ‘backpropagation’.

2. Stochastic gradient descent: Instead of computing the gradient of f ex-
actly, one uses the gradients of the f;’s as stochastic approximation. After
all, on average the gradients of the latter are equal to the gradient of the
former.

With these two ingredients, which will be discussed in detail in Sec. 2.8 and Sec.
2.9, one possible way of proceeding is then as follows: start at a random initial
point wy, choose a data point (x;,y;) at random (in practice, usually without
replacement), compute the gradient of the corresponding f; using backpropa-
gation, update w by moving opposite to that gradient, and then iterate this
procedure.

One complete run over the set of n training data points is called an epoch.
Instead of making n steps in parameter space during an epoch, it is often ad-
vantageous to form disjoint groups, so-called mini-batches, of k data points each
and to average the corresponding k gradients before making one step. In this
way, the stochastic gradient becomes less ‘noisy’, the step size can be increased
and, since the gradients within one mini-batch are computed using the same
parameters but different data points, it opens a door for parallelization.

2.8 Backpropagation

The backpropagation algorithm exploits the network structure of the function
for computing its gradient. A central ingredient of the algorithm is the chain
rule, which governs the derivative of composed functions. However, the back-
propagation algorithm differs significantly from symbolic differentiation. First,
it carefully exploits computationally efficient bookkeeping and second, every
building block of the function is evaluated (and not kept symbolically) as soon
as possible.

We will first look at what has become the standard derivation of the algo-
rithm when applied to feedforward layered neural networks. After that, we will
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revisit the algorithm from a more general perspective and thereby find connec-
tions to the method of Lagrange multipliers. The second part supersedes the
first, but requires slightly more mathematical and computational background.

Standard derivation of the algorithm Consider a layered feedforward
neural network whose layers will be labeled by an upper or lower index [ €
{0,...,m}. Here, the 0’th layer corresponds to the input and the m’th to the
output. NV; will be the number of neurons in the I’th layer. By wék we will de-
note the weight that corresponds to the connection from the k’th neuron in layer
[ —1 to the j’th neuron in layer [. Similarly, bé- will be the threshold value of the
4’th neuron in layer I. The vector z!, whose components xé are the outputs of
the neurons of the {’th layer, can then be expressed in matrix/vector notation as
2! = o(w'x'~! +b'), where the activation function o is applied component-wise.
We introduce a separate variable z' := w'z!~1 + t' to denote the output before
application of the activation function.

Consider a function f : RV~ — R that maps the output z™ to a real
number—such as the loss function, which acts as L(y,2™) =: f(a™) for a fixed
pair (2°,y) of the training data. By expanding 2™ in terms of previous layers
and the corresponding weights and threshold values, we may interpret f as
a function of different kinds of variables. In particular, we will consider the
mappings (w,b) — f(z™), ' — f(z™) and 2™ ~ f(z™). Abusing notation all
these mappings will be denoted by f.

Our aim is to compute the partial derivatives of f w.r.t. all weights and
threshold values. To this end, we introduce intermediate quantities 5; = % in
terms of which all the sought derivatives will be expressed by use of the chain
rule. The latter is also central in computing the 5§-7s themselves. Beginning

with the output layer, we obtain

=3 OF 00 _ ey 2 (2.34)
k

m m J m’
oxy, 8zj axj

where the summation runs over all neurons in the considered layer. Next, we
show that &' can be expressed in terms of §'*', so that all §’s can be computed
by going layerwise backwards from the output layer:

s Of 3 of ozt

’ 87’27; T ot 07
= > &t witt ol (). (2.35)
k
Finally, we can express the sought derivatives in terms of the §’s:
of of 0z .
I A 2Lk st (2.36)
1 Z T apl J
ob; - 0z, Ob; J
!
OF 5O O i (2.37)

1 19,1 J
(”)'wj,c - 0zt 8wjk,

3
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As a result we obtain that in order to compute the partial derivatives of f w.r.t.
all weights and threshold values it suffices to run the network once forward (to
obtain all z’s and z’s) and once 'backwards’ (to obtain the ¢’s). This has to be
contrasted with the naive approach, where for every individual partial derivative
the network had to be evaluated at least once already.

Algorithmic differentiation and Lagrange multipliers The backpropa-
gation algorithm for layered feedforward neural networks can be embedded into
a larger picture, which we want to discuss in this section.

We will first recall and reformulate some facts from Analysis that enable us
to compute derivatives under constraints. We will denote the total derivative
(i.e., Fréchet derivative) of a function f at a point « by Df(x). That is, D f(z)
is the best linear approximation to f at x. If f has two arguments, we will write
D1 f(xo,yo) for the total derivative of the map x — f(x,y0) at xg and likewise
D5 f(xg,yo) for the total derivative of the map y — f(zo,y) at yo.

Proposition 2.13 (Partial derivations with Lagrange multipliers). Let F' €
CHRE xRN, R) and H € C*(RE x RN, R¥) be such that at (vy,wg) € RE x
RN H(vg,wg) =0 and Dy H (vg,wq) is invertible.

1. There is an open neighborhood W of wg and a unique ¢ € C*(W,RK)
such that o(wg) = vy and Yw € W : H(p(w),w) = 0 while D1 H (p(w), w)
remains invertible.

2. Defining f(w) = F(p(w),w) and L(v,w,\) = F(v,w) + \TH(v,w) we
have for all w e W:

Df(w) = DL (p(w), w, \) (2.38)

if A € RX satisfies
M DiH(p(w), w) + D1 F(p(w), w) = 0. (2.39)
Note: L is a Lagrange functional, which combines the function F under

consideration with the constraints given by H via the Lagrange multipliers A.

Proof. 1. is nothing but the implicit function theorem. In order to arrive at 2.
we begin with differentiating the equation 0 = DH (p(w), w). This leads to

0 = DiH(p(w),w)Dp(w)+ DaH(p(w),w) and thus
De(w) = —[DiH(p(w), )] DoH(p(w),w). (2.40)
Inserting this into
Df(w) = DyF(p(w),w) + DiF(p(w), w)Do(w)
= DyF(p(w),w) = D1 F(p(w), w)[DiH(p(w), w)] " DyH(p(w), w)

=:\T

proves the claim. O
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Figure 2.11: Left: A computational graph for the example function f(w) =
sin [e¥1T%2 4 wows). The v;’s are intermediate/output variables and the arrows
indicate the dependencies among the variables. Right: Since every v; is con-
strained by its relation to the ‘incoming’ variables, there is a Lagrange multiplier
A; associated to each of them. The graph displays the dependencies among the
Ai’s and is a reversed version of the initial computational graph (without input
variables).

Eq.(2.38) relates the derivative (i.e., the gradient, which is the vector repre-
sentation of the derivative) of the function f to the one of the Lagrange func-
tional £ and Eq.(2.39) provides an implicit specification of the corresponding
Lagrange multipliers. The latter will now be made explicit for functions with a
particular computational structure.

Assume f € C1(RY) is given in a way so that we can break down its com-
putation into elementary steps that are assembled according to a computational
graph. This graph is supposed to

(i) have vertices assigned to input and output variables as well as to interme-
diate variables that correspond to elementary computational steps,

(ii) be acyclic directed,

(iii) have directed edges that specify the dependencies among variables. That
is, there is an edge ¢ — j iff the variable assigned to vertex i enters directly
the computation of the variable at vertex j.

Note that different computational graphs can be associated to one function and
that there might also be different reasonable meanings of ‘elementary computa-
tional step’.

Ezample 2.1 (Computational graph).A computational graph for the function
f (w1, wa, w3) = sin [e¥1T%2 4 wyws] is shown in Fig.2.11.
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Consider a computational graph for f € C'(RY) with K + N vertices and
associated variables z := (v,w) € RX x RY enumerated such that z; only
depends on z; with j > i. More specifically, for vertex i € V :={1,..., K + N}
we separate the adjacent vertices into

a(i) = {jeV]i+ j} incoming edges at i,

BGE) = {jeV/|i—j} outgoing edge at 1.
Then j € a(i) only if j > i. To any i < K we assign a function f; € C'(R¥ x
R”Y) that depends only on z; if j € a(i) and governs the relation z; = f(z). In

the example in Fig.2.11 the f;’s are written in gray right of the v;’s. Setting
F(2) := 2 and H(z) := (fi(2) — z;)EK, we see that

f(w) = F(v,w) subject to H(v,w)=0. (2.41)

For computing the derivative of f this form is now amenable to Prop.2.13, which
leads to:

Theorem 2.16: Algorithmic differentiation

Consider a function f € C'(RY) with an associated computational graph
as described above. The j’th component of the gradient of f at w is given
by

K
9;f(w) = Z NiOjt ke fi(2), (2.42)

i=1
where z is determined by a forward-pass of w through the computational
graph and A can be determined recursively through a backward-pass via

A= > N0ifi(z), with A = 1. (2.43)
1€B(J)

Proof. In order to be able to apply Prop.2.13, we need to check that D1 H (v, w)
is invertible. To this end, the chosen convention for the order of the variables
turns out to be useful since for 4,5 = 1,..., K we have that 0;H;(z) equals —1 if
i =jand it is 0 if ¢ > j. Hence, D1 H (v, w) is represented by a triagonal matrix
with non-zero diagonals. It is thus invertible and Prop.2.13 can be applied.
F(v,w) = vy implies that Do F(v,w) = 0 so that Eq.(2.38) becomes

Df(w) = AT DyH (v, w),

which is Eq.(2.42). In the this context, the implicit equation Eq.(2.39) for the
Lagrange multipliers reads

K
0=0;21+ YN0 (fil2) — z).
i=1
Exploiting that 0jz; = d;, and that 9;fi(z) # 0 only if i € 3(j) then gives
Eq.(2.43). O
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Let us now analyze Thm.2.16 w.r.t. the computational effort that is required
for computing the gradient V f(w). We will do this in a rather vague manner by
only considering the scaling w.r.t. N. There are two major computational parts:
the forward-pass, in which the components of z are computed and stored, and
the backward-pass, which yields the components of A\. Both follow essentially
the same graph, albeit in different directions.

For the analysis we make three assumptions: (i) we regard the computation
of the partial derivatives of the f;’s as elementary steps, on the same level
as the evaluation of the f;’s, (ii) we assume that the maximal degree of the
computational graph is a constant that does not increase with N and (iii) the
number of intermediate variables should be O(N). Under these assumptions
both forward and backward pass require O(N) elementary steps and so does
the computation of the gradient.

An interesting consequence of this observation is the following. If g €
C?(RY) has a computational graph of size O(N), then for any w’ € RY the
function f(w) := (w’, Vg(w)) has a computational graph of size O(N) as well.
Applying the above reasoning again to f, we see that V f(w) with components

N
0;f(w) =" w;,0;9(w) (2.44)
i=1

can be computed in O(N) steps. Eq.(2.44), however, is nothing but the product
of the Hessian of g at w with an arbitrary vector w’. Clearly, this argument can
iteratively be applied to higher derivatives as long as we only consider products
with fixed vectors. Needless to say, the full Hessian for instance already requires
N? elements to be specified.

2.9 Gradient descent and descendants

This section is a first excursion into optimization theory. Motivated by but not
restricted to the training of neural networks, we will have a look at iterative
optimization methods that can be regarded as descendants of the gradient de-
scent method. The common strategy of these methods for minimization of a
function f : R? — R is as follows. Start at a randomly/cleverly chosen point
o € R? and then step-by-step move along a path given by z;,1 = zy + A
that is iteratively constructed and ideally ‘descending’ regarding the value of
the function. Here, the increment A; depends on (stochastic approximations
of) local properties of the function at z; and, in some cases, on the history of
the path up to that point. The central ‘local property’ is the gradient of the
function at x;. Using higher order derivatives is in principle beneficial, but the
computational costs per step often exceed the feasibility limit if the problem at
hand is very high-dimensional (especially, if d > 10°)°.

Gradient descent and its descendants are ideally suited for the realm of high
dimensions. The main reason for this is that its oracle complexity is essentially

SNeural networks are trained with currently up to d ~ 101! parameters.
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dimension-free. That is, the number of times the gradient (or function value)
has to be computed before convergence is achieved up to some accuracy e, is
essentially independent of the dimension. In fact, all bounds that are derived
in this section are independent of d. They do involve constants characterizing
continuity or convexity properties of the function and, of course, those may
implicitly depend on the dimension. Also the cost of each evaluation of the
function or of its gradient depends on d. In contrast to other methods (such
as interior point or ellipsoid methods, which when applicable would have much
faster convergence) gradient descent techniques, however, do not add additional
dimension factors.

Steepest descent Before going into details, let us consider different choices
for the increment A; from a more distant perspective. Assuming differentia-
bility, we can approximate the function in a neighborhood around a point x
as

fle=A) = f(z) + (A, Vf(z)).

Aiming at a descending path, a reasonable choice for the increment A is thus
one that minimizes the inner product with the gradient. This will determine the
direction of steepest descent. Bounding the step size by a > 0, which is ideally
chosen so that the linear approximation is still reasonably good, this means

A = argmin{(A, Vf(2))| [|A]| < a}. (2.45)

At this point, we have to choose the norm (or even a more general normalizing
functional) that constrains A. Suppose we choose ||z|| := (x, Px)'/? for some
positive definite matrix P. Then

aP~ IV f(z)
A= I (2.46)
1P~V f ()]
solves the minimization problem. If P = 1, which means that ||-]| = || || is the

Euclidean norm, then A equals the step size times the negative gradient. This
is the choice made in the gradient descent method. However, the Euclidean
norm may not be the most natural or most relevant choice. For instance, if
we regard the constraint due to « as a guarantee for the quality of the linear
approximation, then the norm where P equals the Hessian of f at x seems
to be more appropriate. In fact, this is the choice made in Newton’s method.
Other choices can be well-motivated as well. Having in mind generalization,
regularization or sparsity, one may for instance want to have preferred directions,
which are then reflected in the chosen normalizing functional. We will, however,
now close this door again and have a closer look at the relatives of gradient
descent, where the Euclidean norm lies beneath the update rule z;41 = z; —

aV f(xt).

Gradient descent For gradient descent to become a meaningful algorithm,
the gradient should not be too wild. One way to formalize this is to demand
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the gradient to be Lipschitz continuous. The following Lemma summarizes two
central implications of this assumption.

Lemma 2.14. Let 2,y € R? and f € C*(R?) be such that Vf is L-Lipschitz.
Then the following holds with the norm induced by the inner product:

1| f(@) = fly) — (V)2 — )| < Llle —y|2
2. If f is convea: f(x) — f(y) — (VF(@), 2 —y) < — 2= ||V F(y) - VI@)|%

Note: The first inequality shows how the function can be bounded by a
quadratic function. The second inequality can be regarded as a strengthening
of the convexity condition. In fact, if we set the r.h.s. of the second inequality
to zero (L = o00), then validity of the inequality for all z,y is equivalent to
convexity of f. Geometrically, this is the tangent plane lying below the graph.

Proof. 1. By the fundamental theorem of calculus, we can write f(z) — f(y) =

f01<Vf(y + t(x — y)),x — y)dt. With the help of Cauchy-Schwarz and the
Lipschitz-property of the gradient, this leads to

1@ = 1) = Tf@e =] < [ |95+ ta =) = VH)a

IN

/0 IV (y + bl —9)) — Vi@ 1o — ylldt

IN

' 2 L 2
[ el = ylPar = Slo =yl
0

2. To prove the second inequality, we introduce the auxiliary variable z :=
y+ (Vf(x) = V#(y))/L. Then

F(&) ~ F0) = f(&) ~ £2) + £(2) ~ 1)
< (Vi(@)w = 2) + (VI ), 2 —9) + 2l — oIl

= (Vf(z),x —y) - iHVf(x)—Vf(y)HQ, (2.47)

where the step to the second line used convexity of f for the first two terms and
exploited the just proven inequality 1. to bound f(z) — f(y). O

If we insert « = z; and y = x441 = x; —aV f(2) into inequality 1. of Lemma
2.14, we obtain, after collecting terms

o) = S 2 o (1= 5 ) 197G (2.48)

Assuming that the gradient is not vanishing, the r.h.s. of Eq.(2.48) is posi-
tive, which means that gradient descent is indeed descending, if o € (0,2/L).
Furthermore, it is maximal when o = 1/L. If the update rule would be
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i1 = x¢ — PV f(x;) for some positive matrix P, then the operator norm
[|P||sc would play the role of & and ||P|| € (0,2/L) would imply monotonic-
ity. We will, however, not pursue this direction further and stick to the standard
update. The following theorem collects the implications of Eq.(2.48). It shows,
in particular, that under reasonable assumptions gradient descent converges to
a stationary point.

Theorem 2.17: Gradient descent - convergence to stationarity

Let f € CY(R?) have L-Lipschitz gradient and consider the sequence
Ty11 = x4 — aV f(z;) for some a € (0,2/L) and 29 € R?. Then

1. f(xey1) < f(xy) unless Vf(xy) = 0.
2. If f is bounded from below, then V f(x;) — 0 for ¢t — oco.

3. If f attains a minimum at z* and we choose o = 1/L, then for all

T eN:
2L(f(x0) — f(z¥))
T .

min |97 (z0)| | < (2.49)

Proof. 1. follows immediately from Eq.(2.48). In order to arrive at 2. and 3.
we take the sum Zthfol over Eq.(2.48). Then

o (1-2) S sl

t=0

f(zo) = f(z7)

Y

Y

alL ) 9
o (1 - 2) T win ||V £ ()%

By assumption, the Lh.s. in the first line is uniformly bounded for all T'. So we
can take the limit T"— oo and observe that the r.h.s. can only remain bounded
if Vf(z,) — 0. 3. follows from f(xr) > f(2*) when inserting o = 1/L. O

In order to obtain results that are stronger than mere (and rather slow)
convergence towards a stationary point, we need stronger assumptions. An
often made assumption is strong convexity (see Def.1.31). An alternative and
slightly more general condition is the Polyak-Lojasiewicz inequality for some
w > 0:

vreR!: LIVS@)IP > u(f(e) - FG), (250)

where f : R? — R is supposed to attain a global minimum at z*. Note that
the validity of this inequality for p > 0 implies that every stationary point is a
global minimum. The condition is independent of convexity’, but it is implied
by p-strong convexity:

"For instance, x + z2 + 3(sinz)? is not convex but satisfies Eq.(2.50) with p = 1/32 and,
on the other side, x — |z| is convex but does not satisfy Eq.(2.50) for any p > 0.
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Lemma 2.15 (Polyak-Lojasiewicz from strong convexity). If there is a p > 0
for which f : R® — R is u—strongly convex, then Eq.(2.50) holds for every
subgradient.

Note: recall that v € R? is a subgradient of f at x iff
VyeR?:  f(y) > f(x)+ (v,y — ). (2.51)

If f is convex and continuous, then at every point x the set of subgradients is
non-empty. If it is in addition differentiable at x, then the subgradient at = is
unique and given by the gradient V f(z). Where convenient, we will use the
notation V f(z) also for subgradients in the non-differentiable case.

Proof. By definition f is u-strongly convex iff the map = — f(z) — u||2?||/2 is
convex. Applied to this map, Eq.(2.51) reads

1) 2 F(@) + Glle = yl? + (VF(@),y o). (2.52)

Minimizing both sides w.r.t. y then gives f(z*) > f(z)—||Vf(2)||?/(2u), which
is the Polyak-f.ojasiewicz inequality. O

Theorem 2.18: Gradient descent - exponential convergence

Let f € C1(R?) satisfy the Polyak-FLojasiewicz inequality in Eq.(2.50) for
some p > 0, have L—Lipschitz gradient and a global minimum attained
at z*. For a € [0,2/L] and xg € RY the sequence x;11 = z; — aV f(z;)
satisfies for all 7' € IN:

fler) @) < (LtapaL-2) (fo) - 1) (259
(1 - %)T (f(xo) — f(z*)), for a=1/L.

Note: Depending on the community this type of convergence is called linear,

exponential or geometric convergence.

Proof. We begin with applying inequality 1. from Lemma 2.14 and inserting
the update rule. Then

flwep) <0 f(me) +(Vf (), 01 — m) + §||xt+1 — x|
= f(z) —a(l—aL/2) ||V f(z)l
< fla) 4+ aplal — 2)(f(z) — f(¥)), (2.54)

where the last step used the Polyak-FLojasiewicz condition. Subtracting f(z*)
from both sides of the inequality and applying it recursively then leads to the
claimed result. O
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Note that the speed of convergence in this bound is governed by L/u. If
f € C?, then locally L/u corresponds to the condition number of the Hes-
sian. So, loosely speaking, the better the Hessian is conditioned, the faster the
convergence. Note that also Newtons methods appears well-motivated in this
light, since it aims at minimizing the condition number of the Hessian by locally
transforming it to the identity matrix. In fact, in this way, Newton’s method
achieves super-exponential convergence.

Stochastic gradient descent We will now consider variants of the stochastic
gradient descent method, where the gradient is replaced by a stochastic approx-
imation. This is no longer a strict ‘descent’, since the direction of the increment
now becomes a random variable, which is only proportional to the gradient on
average.

Theorem 2.19: Stochastic gradient descent - fixed step size

Let f € C'(R?) satisfy the Polyak-Fojasiewicz inequality in Eq.(2.50) for
some g > 0, have L—Lipschitz gradient and a global minimum attained at
z*. For any T € N, 2 € R let g1 (), ..., gr(z) be i.i.d. random variables
with values in R? such that E[g;(z)] = Vf(z). With 29 € R consider
the sequence ;1 := xt — age(zt).

L If Vo, t : E[||g:(@)][?] <~* and a € [0,1/(2u)], then

E[f ()] - £(*) < (1 — 210)” (f (w0) — F(a™)) + L‘j;] (2.55)

2. If Vo, t : B[||gi(2)||*] < BV f(2)||* and a = 1/(LB?), then

E[f(zr)] — f(z*) < (1 — LMW) (f(zo) — f(z™)). (2.56)

Proof. We begin as in the proof of Thm.2.18 and insert the update rule into
inequality 1. from Lemma 2.14. In this way, we obtain

Flwesn) < @) = alV f(xe), ge(we)) + a®Lllg ()] /2.

Next, we take the expectation value w.r.t. g; conditioned on fixed ¢g1,...,g¢—_1:

Eq, [f(zer1)] < far) = al[VE(@)l|* + o” LB, [llge(x0)[7] /2- (2.57)

In order to prove Eq.(2.55) we proceed with bounding the last term in Eq.(2.57)
in terms of 42 and the second term using the Polyak-Ff.ojasiewicz inequality.
Subtracting f(x*) from both sides of the inequality and taking the expectation
value also w.r.t. ¢1,...,¢g:_1 then leads to

E[f(vi1) — f(z*)] < B[f(z:) — f(2*)](1 = 2u0) + a?Ly?/2.
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Figure 2.12: Whereas gradient descent (left) with step size 1/L always converges
to a stationary point (see Thm.2.17), stochastic gradient descent (right) with
constant step size can only be expected to converge towards a region, depicted
by the yellow ellipsoid, around a critical point (see Eq.(2.55)).

Now we can apply the resulting inequality recursively, so that with 7' =t + 1:

27,2 T-1
B[f(er) — F@)] < (F(ro) — £(a) (1~ 2p0)" + 2251~ 2w,
k=0

which, after upper bounding the sum by the geometric series, becomes Eq.(2.55).

To obtain Eq.(2.56) we proceed similarly from Eq.(2.57), but now bound
the last term in terms of 32||V f(z¢)||? and then apply the Polyak-Lojasiewicz
inequality. Again, we subtract f(z*) from both sides of the resulting inequality
and take the expectation value w.r.t. the remaining random variables. This
leads to

E[f(zi11) — f(2")] <E[f(z:) — f(2")] (1 — pe(2 — Lap?)),

which can be iterated and then leads to Eq.(2.56) after inserting o = 1/(L[?).
O

Eq.(2.55) exhibits a central aspect of stochastic gradient descent: a fragile
relation between the speed of convergence on large scales and the prevention of
convergence by stochastic noise. One the one hand, the first term on the r.h.s. in
Eq.(2.55) motivates a large steps size that guarantees fast convergence. The sec-
ond term, on the other hand, shows that beyond a certain value, which grows
with the step size, there is no convergence anymore. This is where stochas-
tic noise dominates (cf. Fig.2.12). In the second statement of the theorem,
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Eq.(2.56), by assumption, the stochastic noise gets suppressed more and more
when coming closer to the minimum. This implies that all stochastic gradients
have to vanish simultaneously at the minimum. As this is an extremely strong
(and typically unjustified) assumption, we will not pursue it further after having
mentioning that the two cases can easily be combined into one assuming that
Va,t 2 E[|go(@)||2] < B2V £()][2 + 2.

Eq.(2.55) is consistent with a heuristic strategy that is often used in practice:
use constant step size for a long time (until stochastic noise prevents progress),
then halve the step size and iterate this procedure.

The next theorem shows that appropriately decreasing the step size can
indeed guarantee convergence when the function is convex. For this, neither
differentiability nor the Polyak-f.ojasiewicz condition are necessary. The state-
ment is proven under the additional constraint, that the path remains inside a
given compact convex set.

Theorem 2.20: Stochastic subgradient descent

Let Pc : R? — C be the projection onto a compact convex set C C R?
with diameter 0 (i.e., x,y € C = ||z —y|]o < ) and let f : C — R be
convex with global minimum at 2* € C. For any T € N and x € R?
let g1(z),...,g9r(x) be iid. random variables so that E[g;(x)] is any
subgradient Vf(z) of f at = and E[||g:(x)|]?] < 7% Let a« € R be
s.t. 0 < oy < ay—1 and consider a sequence starting at xy € R? and
defined by z; := P¢ (It—1 — Gt (SCt—1))- Then 7 := % Zz:ol x; satisfies

IN

_ IR B O I
E[f(@)] f(x)+2T<aT+’y Z%) and

< f(z")+ \/257 for «;:= \/;it’y . (2.58)

Proof. We first use that Pg, being a projection, is norm non increasing, i.e.,
in particular ||x; — 2*||? < ||xs_1 — 2" — g4 (w_1)||?>. Taking the expectation
w.r.t. g; we obtain for fixed g1,...,g¢_1:

Eg, [llze — 2*|’] < |z — 2*))? = 20(V f(21), 201 — 27) 4+ ofy?

< lweer = 271 = 200 (f(we1) = f(27)) + o,

where we used E[||g;(z)||?] < +? and the last inequality exploited the subgradi-
ent inequality, Eq.(2.51). Taking the expectation also w.r.t. to g1,...,g1—1 we
can rewrite the resulting inequality as

2
E[f(@1)] - /(") < Lar+ %%E[me — P = e -2t (259)
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As an intermediate step, consider the sum

N
> —(llwey = 2*|* = ||z — 27|

=1 Yt
T
1 . 1 ) 11 .
= Yoo = Ler — P+ 3 ( - ) (A
aq ar o \1 1
52 T /1 1 52
<O 5 <_ ):, 2.60
O g (677 [T} ar ( )

where the inequality uses that the a;’s are positive and non-increasing together
with the finite diameter of the set C' that contains all considered points. Using
convexity of f in combination with Eq.(2.59) and Eq.(2.60) we obtain

E[f@)] < -

el

T
S E[f ()]

S )
< fle 2T \ « 7;%'

T

Finally, after inserting a; = §/(v/2ty), we can simplify the expression by using
that S ¢71/2 < fOT t=1/2dt = 2y/T, which then leads to Eq.(2.58). O

Theorem 2.21: Gradient descent - strongly convex case

Assume that f € C*(R?) is p-strongly convex, attains a minimum at z*
and is such that Vf is L—Lipschitz. With zo € R¢ and a € (0,2/(L + )]
consider the sequence given by ;11 = 2y — aV f(x;). Then for all ¢t € N:

* (12 2O[Lp’ ! * (12
||z — || < 1_L+M [|xo — x*||*. (2.61)

Moreover, with x := L/ and the choice o = 2/(L + p):

L (r—1\"
fa) - 1@ <5 (7)) lleo = oI (2:62)

Proof. Consider the auxiliary function g(z) := f(x) — pl|z||?/2. g is convex and
its gradient Vg(z) = Vf(z) — pz is (L — p)—Lipschitz. Hence, we can apply
inequality 2. from Lemma 2.14. Applying this also with the roles of = < y
interchanged and adding the two resulting inequalities leads to

(Vg(e) = Vol =) = T—[IV9(2) — Vo).
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which, when inserting the definition of g and after rearranging terms, becomes

1
> —
L+p

I195(e) = VFIP + 7 llo = ol

(Vf(x) =V fy),z—y)
This is now utilized together with V f(z*) = 0 to bound

llze — aV f(z) — 2*|?
llze — %[> + ?(|V f (@)]]* = 20(V f (w¢), w4 — x)

< <1 _ M“) les — 2| + a (a - 2) IV (@)l

l[e41 — 33*||2

L+p L+p

As o € (0,2/(L + p)], the second term in the last line is negative or zero and
can thus be dropped from the inequality. Iterating the resulting inequality then
leads to Eq.(2.61). In order to arrive at the second statement, note first that
we can use inequality 1. in Lemma 2.14 together with V f(2*) = 0 to conclude
that

L
Fla) = £ < 5l - 27|

Inserting Eq.(2.61) and the choice o = 2/(L + 1) then completes the proof. [

2.10 (Un)reasonable effectiveness—optimization

We begin with two examples that show how hard problems can arise—even in
the absence of a complex architecture and without a large number of non-global
minima or saddle points.

NP-hardness of empirical risk minimization Consider an arbitrary graph
G = (V, E) whose vertices are numbered so that V' = {1,...,d}. Assign a set
Se € {{0,1}VI % {o, 1}}“ with n := |V| 4 |E| + 1 to the graph in the following
way: denoting by e; € {0, 1}‘V| the unit vector whose i’th component is equal
to one, we set Sg = {(e;,0), (e; +¢€5,1),(0,1) }iev i, j)eE-

Recall that G is called 3-colorable iff there exists a map x : V — {1,2,3}
with the property that (¢,5) € E = x(i) # x(j). That is, there is an assignment
of ’colors’ to vertices such that no pair connected by an edge has the same color.

Proposition 2.16. Consider feedforward neural networks with d inputs, a sin-
gle hidden layer with three meurons and a single output neuron. Assume all
activation functions are 0(z) = 1,>¢ and that the output neuron has all weights
and the threshold fized so that it acts as © — 0(Z§:1(xi—1)). Let F4 C {0, 1}]Rd
be the function class that can be represented by such networks. Then for any
graph G with d vertices there is an f € Fq that correctly classifies S iff G is
3-colorable.

Proof. Note first that the output neuron is set up so that it ‘fires’ iff all three
hidden neurons do so. Assume G is 3-colorable via x : V — {1,2,3}. Choose
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the weight w; ; that connects the ¢’th input and the I’th hidden neuron so that
wy; = —1if x(¢) = 1 and w;; = 1 otherwise. The threshold values of the
three hidden neurons are all set to 1/2, which leads to an f € F4 that can be
characterized by

1

fx)=1 & Ve {1,2,3}: zk:wl,kxk > -5

Now we have to verify that f correctly classifies Sg. Clearly, f(0) = 1. It also

holds that f(e;) = 0 since if x(i) = [, then w;; = —1 so that Y, wyr(e;)r =

wy; 7 —1/2. In order to verify f(e; +e;) = 1 for all (4,j) € E, note that for

any | € {1,2,3} we have x(i) # [V x(j) # [ since x is a coloring. Therefore
Yo Wik(€i +ej)r = wy; + wy; is non-negative for all /.

Let us now show the converse implication and assume that there is an f € Fy
that correctly classifies Sg. Associating a half space H; to each of the hidden
Perceptrons we can express this assumption as f~1({1}) = H; N Hy N H3 =: H
where 0 € H, V(i,j) € E: e;+e; € Hand Vi € V : e; ¢ H. We define
x(i) := min{l|e; ¢ H;} and claim that this is a 3-coloring. First note that due
to convexity of H and the fact that H contains the origin, we have (e;+e;)/2 € H
for every edge (i,7) € E. Suppose, aiming at a contradiction, that there would
be an edge for which x (i) = x(j) = {. Then since e;,e; ¢ H; this would, again
by convexity, imply that (e; +e;)/2 ¢ H; — a contradiction. O

Via reduction from 3-SAT, the 3-coloring problem is known to be NP-
complete. Hence, the above Proposition shows that (NP-)hard problems can
already be found in instances of empirical risk minimization for neural net-
works with very simple architecture. However, admittedly, the example is of
combinatorial nature and uses an activation function that has been practically
abandoned—essentially for this reason. So let us consider a ‘smoother’ problem

NP-hardness of classifying stationary points An instructive example for
understanding, when and which problems can be hard, is given by homogeneous
quartic polynomials. For a symmetric matrix Q € Z%*?, define f : R* - R as

d
f(z) = Z Q”aﬁ?x? (2.63)

ij=1

At z = 0 both the gradient and the Hessian of f are zero. Hence, z = 0 is
a stationary point, but the Hessian does not provide any information about
whether it is a minimum, maximum or merely a saddle point. We do know,
however, that there is a global minimum at x = 0 if there is a local minimum:
suppose it not global, i.e., there is an z with f(z) < 0, then R 3 A — f(A\z) =
A*f(z) shows that it cannot be a local minimum, either. Moreover, it shows
that f is unbounded from below iff 0 is not a local minimum. Consequently, the
two following problems are equivalent:
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P1 Does f have a saddle point at 0 that is not a local minimum?
P2 Is f unbounded from below?

A negative answer to both these questions is a property of the matrix @ that
is called copositivity. That is, @ is copositive by definition if (z,Qz) > 0 for all
entrywise non-negative z. By relating the problem to one (e.g. the subset-sum
problem) that is known to be NP complete, one can prove that showing that @ is
not copositive is NP complete as well [?]. Hence, despite the apparent simplicity
of f, both P1 and P2 are NP-complete problems. Note that the hardness in this
case does not come from a large number of non-global minima or saddle points.
It is simply the growing dimension that makes the problem hard.

Saddle points

Lemma 2.17 (Center-stable manifold theorem [?, ?]). Let g : RY — R? be a
local C-diffeomorphism with fived point z = g(z). Let the Jacobian Dg(z) have
k eigenvalues (counting algebraic multiplicities) of modulus less than or equal to
one. Then there is a k—dimensional manifold W, C R and an open ball B,
around z s.t. g(W,) N B, C W, and if g'(x) € B, holds for all t € Ny, then
zeW,.

W, is called center-stable manifold.

Lemma 2.18 (Gradient descent update is a diffeomorphism). Let f € C?(IR%)
be such that V f is L-Lipschitz w.r.t. the Euclidean norm. If a € (0,1/L), then
g(z) =2 —aVf(z) defines a Ct-diffeomorphism on RY.

Proof. We first prove injectivity. Suppose g(z) = ¢g(y), which is equivalent to
(x —y)/a=Vf(z)— Vf(y). Taking norms and using the Lipschitz property of
the gradient, this implies || — y||/o < L||x — y||. Since 1/a > L this can only
hold if x = y. So g is injective.

It remains to show that g, which is C! by construction, is a local C*-
diffeomorphism. To this end, note first that V f being L-Lipschitz is equivalent
toVz : V2f(z) < L1, i.e., the eigenvalues of the Hessian being not larger than L.
This implies that the Jacobian of g, which is Dg(z) = 1 —aV?f(z) is invertible.
By the inverse function theorem, g is thus a local C''-diffeomorphism. O

Theorem 2.22: Almost no convergence to strict saddle points

Let f € C?*(R?) be such that Vf is L-Lipschitz w.r.t. the Euclidean norm
and define g(x) := x — aVf(z) for some a € (0,1/L). Let S C R? be
the set of stationary points of f for which the Hessian has at least one
negative eigenvalue. Then Sy = {z € R¥|3z € S : limy_,0 ¢*(z) = 2}
has Lebesgue measure zero.
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Proof. First note that if z € S is such a stationary point, then the Jacobian
Dy(z) has strictly less than d eigenvalues of modulus at most one. Consequently,
the manifold W, that corresponds to z in the center-stable manifold theorem
(Lemma 2.17) has reduced dimension. Define B := |, ¢ B. with the balls from
Lemma 2.17. By the Lindel6f covering theorem, there is a countable subcover.
That is, there exist z; € S so that S € B = (J,cn Bz, If ¢'(x) converges to
z € S, then z € B,, for some z; € S and there is a 7 € N so that for all
t > 7 we have that ¢g'(x) € B,,. Therefore, by Lemma 2.17, ¢"(z) € W,,,
which means that € ¢~7(W,,). Arguing like this for all x € S, we obtain
Seo € Ujen Uren 977 (W2,). This is a countable union of sets of measure zero
(as the differentiable map g~ maps nullsets to nullsets), so it has measure zero
as well. O

Non-global minima ... to be written ...



Chapter 3

Kernel methods

3.1 Linear maximal margin separators

Separable case. Consider a real Hilbert space H and a training data set .S =
(i, yi)1y) € (Hx{-1, 1})n Suppose the two subsets of points corresponding
to the labels +1 can be separated by a hyperplane H. That is, there are w € ‘H
and b € R that characterize the hyperplane via H = {z € H | (w,z) + b = 0}
so that Vi : sgn((w, z;) + b) = y;. If there is no point exactly on the hyperplane
this is equivalent to

yi((w,z;) +b) >0 Vi (3.1)

The separating hyperplane is not unique and the question arises, which separat-
ing hyperplane to choose. The standard approach in the support vector machine
(SVM) framework is to choose the one that maximizes the distance to the closest
points on both sides. In order to formalize this, we need the following Lemma.

Lemma 3.1 (Distance to a hyperplane). Let H be a Hilbert space and H :=

{z € H | (z,w)+b =0} a hyperplane defined by w € H and b € R. The distance
of a point x € H to H is given by

H) := inf —z|| = 2

(e, H) = inf [la 2] (32)

Proof. Let us first determine the distance of an arbitrary hyperplane to the ori-

gin: since inf,epy ||2|| is attained for z = —bw/||w||* we get that d(0,H) =

[bl/||w||. Using that translations are isometries, we can rewrite d(z,H) =

d(0, H — z) and apply the previous observation to the hyperplane H — x =
{z|{z,w) + b = 0} with V/ := (z,w) + b. O

Using Lemma 3.1 and Eq.(3.1) we can write the distance between a separat-
ing hyperplane and the closest point in S as

min; y; ((w, ;) + b)
|[wl|

p:=mind(z;, H) = (3.3)

134
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(w,z) +b==+1

(w,z) +b=0

Figure 3.1: a) Red and blue points are separated by both hyperplanes. b) The
black hyperplane is the one that maximizes the margin p. If the two margin
hyperplanes are characterized by (w,x) + b = %1, then p = 1/||w]|.

p is called the margin of the hyperplane w.r.t. S and the aim is now to deter-
mine the hyperplane that maximizes the margin. To this end, note that there is
a scalar freedom in the characterization of the hyperplane: if we multiply both
w and b by a positive scalar, then the hyperplane is still the same and also the
margin does not change. We can now use this freedom to fix either the denom-
inator in Eq.(3.3) or the enumerator and in this way obtain two different albeit
equivalent constrained optimization problems. Constraining the denominator
for instance leads to

Assuming that the sets of points that correspond to the two labels are not empty,
a maximum is attained since the closed unit ball in a Hilbert space is weakly
compact. So writing max instead of sup is indeed justified.

Alternatively, in order to obtain the hyperplane that maximizes the mar-
gin, we may use the mentioned scalar freedom to impose a constraint on the
enumerator in Eq.(3.3) and minimize the denominator ||w|| or, for later con-
venience, ||w||?/2, which leads to the same minimizer. That is, the maximal
margin hyperplane is the one that achieves the minimum in

o1
min —

min 2||w||2 st Vi oy ((w,z) +b) > 1. (3.4)

This is an optimization problem with strictly convex target function and affine
inequality constraints. Due to strict convexity the minimum is unique. We
further apply a standard tool from convex optimization:

Proposition 3.2 (Convex KKT). Let ‘H be a real Hilbert space, {f; : H —
R}, a set of continuously differentiable convex functions and assume that
there is a z € H for which f;(z) < 0 holds for alli =1,...,n. Then for every
Z that satisfies f;(2) <0 for alli =1,...,n the following are equivalent:
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1. fo(2) = minzen{fo(2) | fi(2) <OVi=1,...,n}.
2. There exist \; < 0 so that

Vio(Z) = Z AV fi(Z) and (3.5)

Applying this to the optimization problem in Eq.(3.4) leads to the follow-
ing crucial insight: if @ corresponds to the maximal margin hyperplane, then
Eq.(3.5) implies @ = >, y;\;z;. That is, the minimizing w is a linear combi-
nation of the training data points z;. In addition, Eq.(3.6), which in our case
reads \;[1 — y; ((@,x;) + b)] = 0, implies that only those z;’s contribute for
which the #’th constraint is active. This means y; ((@,x;) + b) = 1 so that the
corresponding x; is sitting on one of the two margin hyperplanes. These x;’s
are called support vectors.

Non-separable case Now we drop the assumption that the data is exactly
linearly separable. However, we still seek a predictor that is given in terms of
a hyperplane and that in some sense still has maximal margin. The difference
to the foregoing discussion is that we now allow for outliers that may either be
on the wrong side of the hyperplane or inside the margin. In order to formalize
this, one introduces slack variables & > 0 that measure the extent to which
the 7’th constraint is violated. In addition, one penalizes these violations in the
object function. This leads to the optimization problem

24 Z
min 7
(,,5)2 el + &

s.t. yi(<w,xi>+b)21—fi AN &E>0Vi=1,...n

(3.7)

where A > 0 is a free parameter that can be used to adjust the strength of the
penalty. There is some arbitrariness in how one penalizes large . In Eq.(3.7)
we have essentially chosen the [y-norm of £&. Another common choice would be
the ls-norm.

The optimization problem in Eq.(3.7) can be written as ERM problem w.r.t.
the so-called hinge l0ss Lpinge : R X R — IRy that is defined as

Lhinge(ya y/) = max{(), 1-— yy/}

The hinge loss provides an upper bound on the usually taken loss function
for binary classification in the sense that if y € {—1,1}, then 1, sennmx)) <
Lhpinge(y, h(x)). Other noticeable properties are that y' +— Lpinge(y,y’) is convex
and w — Lpinge(y, (w, x) + b) is ||x||-Lipschitz.
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a) b)
R Y
b/ Lhinge (y7 y/)
°
® °
&

Figure 3.2: a) Outliers (points that are either inside the margin corridor, or on
the wrong side) are penalized using slack variables &;. b) The hinge loss (blue),
plotted for the case y = 1, is a convex upper bound for the 0-1-loss (red) that
is usually used for binary classification.

The optimization problem in Eq.(3.7) can now be written as

A 1 ¢
min 5||w||2+ﬁ;maX{O,lfyi«w,fﬁer)}

LA .
= min 5 1wl + Rninge(h), (3.8)

where h(z) := (w,z) + b. Note that Eq.(3.8) is a regularized ERM problem
without additional constraints.

Separation after embedding Rather than applying the optimization over
hyperplanes in Egs.(3.4,3.8) directly to the data, the following pages aim at
developing tools for applying them after an embedding into a different, pos-
sibly infinite dimensional space. One of the motivations for doing this is to
obtain richer function classes: the separation by linear means after a non-linear
embedding is effectively a non-linear separation. In order to see that embed-
dings (into higher-dimensional spaces) can be beneficial, consider the example
in Fig.3.3. Here the interior of the Euclidean unit disc in IR? is to be separated
from the exterior. This becomes feasible by a hyperplane after the embedding
¢:R? = R3, (z,y) — (z,y,2% + 42).

The embeddings ¢ that we discuss in the next sections often map into an
infinite dimensional space. In principle, this could severely complicate the op-
timizations over hyperplanes in Eqgs.(3.4,3.8). Fortunately, however, the opti-
mization can be restricted to the subspace that is spanned by the images of the
data points under ¢. This is the content of the following theorem:
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&

Figure 3.3: a) Inside and outside of the unit disc in R? can clearly not be
separated by linear means, i.e., via a hyperplane. b) After an embedding
¢ : (z,y) = (z,y,2% + y?) the sets can be separated from each other by the
hyperplane that is characterized by the third coordinate z = 1.

Theorem 3.1: Representer theorem

Let H be a Hilbert space, ¢ : R — R non-decreasing, f : R" — R,
{z1,...,2n} CH, Hy :=span{z;}!, and F : H = R, F(w) := g(||wl||) +
fw,z1),...,(w,2,)). Then

u{relg{ F(w) = wlen?fu F(w) (3.9)

and if g is strictly increasing, then every minimizer of the L.h.s. of Eq.(3.9)
is an element of H,.

Proof. We use that H = H, ®H; and that every w € H admits a corresponding
decomposition of the form w = w, + v where w, € H, and v € Hj Then
(w, ;) = (wy, x;) holds for all ¢ and from Pythagoras we obtain

g(llll) = g (v/Tewa P+ TTR) > gl l).

Here, strict inequality holds if ¢ is strictly increasing and w # w,. Hence, the
claims follow by replacing w by w, in the argument of F'. O

3.2 Positive semidefinite kernels

Definition 3.3 (PSD kernel). Let K € {R,C} and X be an arbitrary set. A
map K : X x X — K is called positive semidefinite kernel (PSD kernel) iff for
alln € N and all x € X™ the n x n matriz G with entries G;; := K(x;,x;) is
positive semidefinite.

The terminology varies considerably throughout the literature. PSD kernels
also run under the names positive definite kernels, positive definite symmetric
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kernels, kernel functions or just kernels. Recall that a matrix G is positive

semidefinite iff G' is hermitian, i.e., G;; = (_;ji, and G has only non-negative

eigenvalues. The latter condition can be replaced with
Vao € K" : Z EyiajGij > 0. (310)
i,j=1

If K = C, then Eq.(3.10) is necessary and sufficient for G to be positive semidef-
inite. The matrix G is sometimes called Gram matriz. This name is used for
matrices that are constructed from inner products — a relation that becomes
clearer in the following theorem:

Theorem 3.2: PSD kernels and feature maps
Let X be any set, K € {R,C} and K : X x X — K.

1. K is a PSD kernel, if there is an inner product space H and a map
¢ : X — H so that

K(z,y) = (¢(2),0(y))  Ve,ye X (3.11)

2. Conversely, if K is a PSD kernel, then there exists a Hilbert space
‘H and a map ¢ : X — H so that Eq.(3.11) holds.

Note: the map ¢ is often called feature map and the inner product space H the

feature space.

Proof. 1. If K is of the form in Eq.(3.11), then for all « € K™ and z € X™ we

have Y77, i (p(x;), ¢(2i)) = (®,®) > 0 where @ := 371" | a;¢(x;). Her-

miticity of the respective matrix follows from hermiticity of the inner product.
2. Assume K to be a PSD kernel and define

Ho:=span {ky : X = K | Iz € X : ky(y) = K(z,9)} (3.12)

the space of all finite IK-linear combination of functions of the form y — K(z,vy).
We aim at equipping this space with an inner product. For two arbitrary ele-

ments of Ho given by f(y) := >, a; K(z;,y) and g(y) = 3_; 8K (z;,y) define

(f,9) = ZaiBjK(l"i, xj)

— Zaig(xi) = Y Bif(xy),

J

where the second line shows that the definition is independent of the particular
decomposition of f or g. So (-,-) is a well defined hermitian sesquilinear form
on Hy. Moreover, since K is a PSD kernel, we have (g,g) > 0 for all g € H,.
Hence, the Cauchy Schwarz inequality holds. Applying it to

fly) = ZaiK(xhy) = (f, ky), (3.13)
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we obtain | f(y)[? = |(f, ky)|? < (ky, ky)(f, f). This shows that (f, f) = 0 implies
f =0 and thus (-, -) is indeed an inner product. Note that if we apply Eq.(3.13)
to f = k;, we obtain

ka(y) = K(z,y) = (ko) ky). (3.14)
So if we denote by H the completion of the inner product space Hy and define
¢ : X — H so that ¢(z) is the isometric embedding of k, into H, then Eq.(3.14)
implies K (z,y) = (¢(x), ¢(y))- n

Proposition 3.4 (Building new PSD kernels). Let K € {R,C}, K, Ko, ...
PSD kernels on a set X and f € IKX. Then

1. K(z,y) := f(x)f(y) is a PSD kernel.

2. K(z,y) := AK1(z,y) is a PSD kernel for all A > 0.

3. K(z,y) := K1(z,y) + Ka2(z,y) is a PSD kernel.

4. K(z,y) :=limy, 00 Kn(z,y) is a PSD kernel, if the limits exist in K.
5. K(z,y) := K1(z,y)Ka(z,y) is a PSD kernel.

Proof. In all cases hermiticity is rather obvious, so we only have a look at posi-
tive semidefiniteness. 1. K is PSD since Y1 | oy f () f(z;) = | S0, czif(gci)f2
is always positive. 2. and 3. are elementary consequences of the definition. 4. is
implied by the closedness of the set of PSD matrices, or more explicitly by pos-
itivity of Y 1" | ;@ K (z,y) = limy, o0 D1y 0 Ky (2, y) as a limit of positive
numbers. 5. follows from the fact the set of PSD matrices is closed under taking
element wise products (called Schur products or Hadamard products). O

With these tools at hand, many kernels can easily be shown to be PSD.
Some of the most common examples are:

Example 3.1 (Polynomial kernels).On X = R¢ any polynomial in (z, y) with
non-negative coefficients is a PSD kernel as a consequence of 2., 3. and 5.
in Prop. 3.4 together with the fact that (z,y) — (z,y) is (the paradigm
of) a PSD kernel. In particular, K(z,y) := (1 + (x,y))? is a PSD kernel.
On R? this can be obtained from the feature map ¢(x) : R? — R®, ¢(x) :=
(22,22, V22129, V221, V229, 1). Like in this example, all polynomial kernels
have corresponding finite dimensional feature spaces.

Ezample 3.2 (Exponential kernels).For any v > 0, K (z,y) := exp[y(z,y)] is
a PSD kernel on X = R? since it is a limit of polynomial kernels so that 4.
in Prop. 3.4 applies.

Example 3.3 (Gaussian kernels).The Gaussian kernel, a.k.a. RBF-kernel® or
squared-exponential kernel, K (x,y) := exp [f 7| |$7y||2] with the Euclidean
norm is a PSD kernel on X = R¢ for all v > 0. To see this write

0
exp [ — Sl = Y] = exp[—z][*/2] exp[—7llyl|*/2] exp[y{z,y)]
@) ()

IRBF=radial basis function



CHAPTER 3. KERNEL METHODS 141

and apply 1. and 5. of Prop. 3.4.

Ezample 3.4 (Binomial kernels).On X := {x € R? | ||z]|2 < 1} K(x,y) :=

(1 — (x,y))_p is a PSD kernel for any p > 0. This follows again from

the previous proposition by noting that for ¢ € (—1,1) the binomial se-

ries (1 —¢)77 = Y (=1)"(7F)t" has positive coefficients (—1)"(7F) =

(D" L=, (L —p—1i)/i.

We will see in Sec.3.4 that, whereas polynomial kernels have finite dimen-
sional feature spaces, exponential, Gaussian and binomial kernels require infinite
dimensional feature space.

For later use, we will introduce a simplifying notation that makes it easier
to refer to Gram matrices of PSD kernels: if a € X", b € X™, then we define
K(a,b) € K™*™ the matrix with entries

(K(a,b))m. = K(a;,bj). (3.15)

The combination of Eq.(3.11) with the representer theorem Thm.3.1 leads
to a powerful procedure called the kernel trick. This encapsulates the idea of
embedding the data into a larger, possibly infinite dimensional feature space
‘H, and expressing everything in terms of the kernel rather than using ¢ or
elements of H. If the functional to optimize has the right form, the representer
theorem then guarantees that all computation can be done within a space whose
dimension is equal to the number of data points.

3.3 Reproducing kernel Hilbert spaces

For a given PSD kernel, the corresponding feature map and feature space are not
unique. However, there is a canonical choice for the feature space, a so-called
reproducing kernel Hilbert space.

Definition 3.5 (Reproducing kernel Hilbert space). Let X be a set, K € {R, C}
and H C KX a K-Hilbert space of functions on X with addition (f + g)(z) :=
f(x) + g(z) and multiplication (Af)(z) := Af(x). H is called a reproducing
kernel Hilbert space (RKHS) on X iff for all x € H the linear functional §, :
H — K, 0,(f) = f(x) is bounded (i.e., supseqp qoy | f(@)|/I[f]] < o0).

Note: Since 4, is linear, boundedness is equivalent to continuity. That is,
the defining property of a RKHS is that evaluation of its functions at arbitrary
points is continuous w.r.t. varying the function.

Ezample 3.5.If X is countable, then l(X) := {f € K¥ | 3 [f(2)]* <

oo} equipped with (f,g) := >, .y f(z)g(x) is a RKHS since for all z € X
we have |f(z)] < (ZyeX |f(y)\2)1/2 = ||f]|- Hence, d, is bounded.

Ezample 3.6.L3([0,1]) is not a RKHS. Since its elements are equivalence
classes of functions that differ on sets of measure zero, f(z) is not defined.
Even if we restrict to the subspace of continuous functions, where f(z) is
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defined, its magnitude is not bounded by imposing ||f|| < 1. So ¢, is not
bounded.

Since I3(IN) and L3([0,1]) are isomorphic, these two examples show that
Hilbert space isomorphisms do not necessarily preserve the RKHS property.

A crucial consequence of the continuity of §, in any RKHS is that one can
invoke the Riesz representation theorem. This states that every continuous
linear functional on a Hilbert space can be represented as inner product with a
unique vector. In particular, if H is a RKHS, then for every x € X there is a
k. € H so that f(x) = (f, k) for all f € H. Since inner products are always
continuous, this can be regarded as equivalent characterization of a RKHS. As k,
is an element of ‘H and therefore a function on X, we can define K : X x X — K,
K(z,y) := ki(y). K is called the reproducing kernel of the RKHS H. By
construction, this satisfies for every f € ‘H and x € X that

f(x) = {f, K(z,")), (3.16)

which is called the reproducing property of K. Using that k,(y) can itself be
expressed in terms of an inner product with some element k,, we obtain

K(z,y) = (ke ky). (3.17)

Before we relate reproducing kernel Hilbert spaces to PSD kernels, let us mention
some elementary properties:

Proposition 3.6. Let H C KX be a RKHS with reproducing kernel K and
k.(y) = K(z,y). Let f, f,, € H and 6,(f) := f(x) forx € X, f € H. Then

1. For all z € H we have ||6,||* = K(z, ).
2. limy oo [|[fn = fIl=0 = Vo e X :lim, o fn(z) = f(2).
3. span{k, | x € X'} is dense in H.

Proof. 1. follows with f(z) = (f, k) from

2
162 = sup W=||kx||2=<km,kx>=f<<x,x>, (3.18)

rernior  IfII?

where the second equality is the one of the Cauchy Schwarz inequality. Similarly,
also 2. is obtained from Cauchy Schwarz by noting that

For 3. it suffices to show that there is no non-zero element that is orthogonal
to the considered span. Indeed, suppose f € H is orthogonal to all k,, then for
all z € X we have that 0 = (f, k,) = f(z), which means f = 0. O
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Theorem 3.3: RKHS and PSD kernels

1. If H is a RKHS on X, then its reproducing kernel K : X x X — K
is a PSD kernel.

2. Conversely, if K : X x X — K is a PSD kernel, then there is a unique
RKHS H C KX so that K is its reproducing kernel.

Proof. 1. If K is the reproducing kernel of a RKHS #, then by Eq.(3.17) and
the properties of the inner product:

Ve,ye X K(z,y) = (kg ky) = (ky, ks) = K(y,z) and
n n n 9
Z OéZ'O_le(SCi,SCj) = Z OliO_éj <kx7, kr7> = H ZalkL Z 0.
i,j=1 i,j=1 i=1

2. (sketch) The construction of the sought RKHS is the one in the proof of
Thm.3.2. Egs.(3.13,3.14) show that K fulfills the requirement of a reproducing
kernel on Hy. A more careful consideration shows that the relevant properties
are indeed preserved when going from # to its completion .

To address uniqueness suppose H; and Hs are two RKHS with reproducing
kernel K. Following 3. in Prop.3.6 the space Hy = span{k,|x € X} is dense
in both H; and Ha. Moreover, if f € Ho with f(z) = Y, aiks,, then ||f||} =
>i; Qi K (2, 25) for [ = 1,2. Hence, the norms [ - [|; and [ - [|2 coincide on
Ho.

Suppose f € H;. Then there are f,, € Hg so that ||f,— f||1 = 0. As (fn)nen
is Cauchy in H; it is also Cauchy in H, and therefore there exist a g € Hs so that
[|fn — gll2 = 0. According to 2. in Prop.3.6 we have f(x) = lim, o0 fn(z) =
g(z) for all x € X. Hence, f = g € Ho and consequently H; = Hs. Since
the norms, and by polarization also the inner products, coincide on a dense
subspace, the do so on its completion. O

3.4 Universal and strictly positive kernels

Definition 3.7 (Universal kernels). A PSD kernel K : X x X — K on a metric
space X is called universal iff for all € > 0, all compact subsets X C X and
every continuous function f: X — K there exists g € span{k, : X - K | Iz €
X : k:(y) = K(z,y)} so that

lg(z) — f(z)| <e VeeX. (3.19)

Note that if ¢ : X — H is a feature map corresponding to K, then Eq.(3.19)
means that there exists a w € H so that

[(w,p(x)) — f(z)| <€ VaeX. (3.20)
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Corollary 3.8 (Universal kernels separate all compact subsets). Let ¢ : X — H
be a feature map of a universal PSD kernel on a metric space X. For any pair
of disjoint compact subsets Ay, A_ C X there erists a w € H so that for all
re AL UA_:

sntw. o) = { T 5 (320

Proof. As the distance between A, and A_ is non-zero, we can extend the
function Ay UA_ >z lzca, — lzca_ to a continuous function f on X. By
universality there exists a w € H for each € € (0,1) so that [{(w, ¢(z)) — f(x)] <€
for all x € AL U A_. Hence,

> 1—¢ ze€Al
(w, ¢(x)) { <1 zcA (3.22)
Note that in this case the sets are separated with margin (1 — €)/||w]||. O

Theorem 3.4: Taylor criterion for universality

Let f(z) :== Y., anz" be a power series with radius of convergence r €
(0,00] and X := {x € R? | ||z|]]2 < v7}. If a, > O for all n, then
K:XxX >R, K(z,y) := f({z,y)) is a universal PSD kernel.

Proof. First note that K is well defined since |(z,y)| < ||z||2]|ly|l2 < r. Using
multinomial expansion we can write

0o d n 0o ! d
K(z,y) = Z Qn (Z ﬂfkyk) = Z an Z ﬁ H(fﬂz‘yi)k
n=0 k=1 ) Ti=1

n=0 kit dhg=n
ki,...,kq >0

d
= Z by oobba ™37 7 (kl + + kd H H yfj (3.23)
i=1 j=1

k1,...,ka=0

=Ck

This enables us to introduce a feature map ¢ : X — lo(Ng) as ¢p(z) =
@H?:l z¥ for k € N¢ so that K(z,y) = (¢(z),¢(y)). Since all a,’s are
strictly positive, the same holds true for all ¢;’s. Consequently, span{qbk}kelNg
is the space of all polynomials and by the Stone-Weierstrass theorem dense in
the set of continuous functions on compact domains. The claim then follows
from the observation that every finite linear combination of functions of the
form x — ¢ (x) can be regarded as an inner product (w, ¢(x)) for some vector
w. Since the latter has only finitely many non-zero components, it is indeed an
element of I5(INg). O

Corollary 3.9. On X = R¢ the following are universal PSD kernels:
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1. Ezponential kernel: K(x,y) := exp (’y(x, y)), v > 0.
2. Gaussian kernel: K(x,y) :=exp ( — 3|z —y[[3), v > 0.

Proof. Universality of the exponential kernel follows directly from Thm.3.4 with
an, = 7"/n!. This in turn can be used to prove universality of the Gaussian
kernel: if ¢ : X — H is a feature map of the exponential kernel, then ¢ :
x = ¢(x)/]|¢(x)]] is a feature map of the Gaussian kernel. Now take any
compact subset X C X and define ¢ := sup,¢ ¢ ||¢(x)||7*. By universality of
the exponential kernel, for every continuous function f : X — R there is a
w € H so that

F@llé(@)]| - w, o) < S vae X,

ol

Dividing by ||¢(z)|| and taking the supremum over x € X on the resulting r.h.s.
leads to | f(z) — (w, ¢(x))| < € for all z € X. O

Proposition 3.10 (Strict positivity of universal kernels). Let K : X x X — K
be a universal PSD kernel on a metric space X. Then K is strictly positive
definite, i.e., for all n € N, every set of n distinct points x1,...,z, € X and
all @ € K"\{0} we have 377, a;a; K (w4, 25) > 0.

Proof. Assume K is not strictly positive definite, i.e., szzl ;0 K (z5,25) =0
for some a € K™\{0} and z € X™. Expressing this in terms of the canon-
ical feature map ¢ : X — H, where H is the corresponding RKHS, we ob-
tain that ) . , a;¢(z;) = 0 since it has vanishing norm. Now for an arbi-
trary function induced by the kernel via g(x) := Z;nzl Bi{p(x), ¢(y;)) we obtain
Yoy ig(wi) =32, 5 aiBi(o(xi), ¢(y;)) = 0. Hence, the set of functions induced
by the kernel cannot be dense in the set of continuous functions on the compact
set X := I, {a;} since any continuous function f for which 37 | a; f(z;) #0
cannot be approximated to arbitrary accuracy. So K cannot be universal. [J

Proposition 3.11 (Properties of strictly positive definite kernels). Let K :
X x X = K be a strictly positive definite kernel on a set X. That is, for all
n € N, every set of n distinct points x1,...,2, € X and all o € K™"\{0} we
have szzl ;0 K (z;,25) >0 and K(x;,2;) = K(xj, ;). Then:

1. Every corresponding feature space is infinite dimensional.
2. FEvery corresponding feature map is injective.

3. If AL, A_ are disjoint finite subsets of X and ¢ : X — H is any feature
map corresponding to K, then there is a w € H and b € R so that

foeA
Re(w,qﬁ(x)){ ilb’ Zﬁig o (3.24)
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Proof. 1. If ¢ : X — H is any feature map for K and d := dim(H) < oo, then
any set of n > d vectors {¢(x;)}}, is linearly dependent. Therefore, there is
an a € K™\{0} so that 0= 377" ) aya;(p(:), ¢(xy)) = 227 oy qia; K (w4, 25),
which implies that K is not strictly positive definite.

2. As argued in the proof of 1., if  # y, then ¢(x) and ¢(y) have to be
linearly independent. So in particular ¢ is injective.

3. The central observation is again linear independence of the set of vectors
{0(x)}eea,ua_. If we define Cy := conv{p(x)},ca, as the convex hulls of the
images of the sets A and A_ under ¢, then linear independence implies that Cy
and C_ are disjoint sets. Moreover, they are closed and bounded convex subsets
contained in finite dimensional subspace so that we can invoke the geometric

Hahn-Banach separation theorem for compact convex sets to arrive at Eq.(3.24).
O

Theorem 3.5: Translation invariant kernels

Let u be a finite non-negative Borel measure on X := R? and denote by
X € C(X) its Fourier transform

x(x) ::/Xefm'zd,u(z). (3.25)

Then K(z,y) := x(z —y) is a PSD kernel on X. Moreover, K is strictly
positive definite, if the complement of the largest open set U C X that
satisfies p4(U) = 0 has non-zero Lebesgue measure.

Proof. Consider distinct points z1,...,2, € X and o € C"\{0}. Then

Z Oék@jK(xmxj) = Z ak@j/ e—i(zk—mj)-zdu(z)
X

k,j=1 k,j=1

/X Z ape R
=1)(2)

k=1
So K is a PSD kernel. Moreover, strict inequality holds in Eq.(3.26) unless the
support of y is contained in the zero set v»~1({0}). However, ¢~ 1({0}) always
has zero Lebesgue measure so that every p whose support has non-zero Lebesgue
measure leads to a strictly positive definite kernel. O

du(z) >0. (3.26)

3.5 Rademacher bounds

Theorem 3.6: Rademacher bound for bounded inner products

Let p,r > 0 be positive constants, x1, ..., x, points in a real Hilbert space
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H so that ||z;|| < rforalliand G := {g: H — R | g(2) = (z,w), ||w]|~! >
p}. With G := (z;,z;) the empirical Rademacher complexity of G w.r.t.
{z1,...2,} satisfies

A tr[G]UQ r

R(G) < <
(9) p p

(3.27)

B

Proof. The first inequality follows from

n

- 1
R(G) = -E,| sup O3, W
n ||w\\s1/p<; )
n n 1/2
< i]E Zg-x- < i E ZJ-:E- ’
— np (e — 2k 2 — np o P Ak

1/2

n n 1/2
1 1
= nip ]Eg E O'iO'j<JJi,JJj> = — [ E <$z;$z>] .

n
ij=1 P i3

Here the first inequality is implied by Cauchy-Schwarz and the second by Jensen’s
inequality (applied to the concave square root function). The last step in the
chain follows from the fact that if ¢ # j, then E,[o;0,] = E,[0;] Es[oj] = 0
since the Rademacher variables are independent and uniform.

The second inequality in Eq.(3.27) uses in addition that Y ;| (z;, 2;) <
nr2. O

3.6 Kernel ridge regression

In this section we return to the least squares linear regression problem discussed
in example 1.1. In order to be able to exploit the “kernel trick”, we will, however,
modify the problem in two ways: (i) we will first embed the data points into a
feature space in a way that will eventually enable us to express everything in
terms of a PSD kernel and (ii) we will make use of Tikhonov regularization to
counteract overfitting (and also to circumvent degenerate scenarios). That is,
given n pairs of data points (z;,y;) € X x R and a map ¢ : X — H into a real
Hilbert space H, we aim at minimizing

n

Mol + 3 (G, 620~ ) (3.25)

=1

over all w € H for some regularization parameter A > 0. Note that A may also be
interpreted as Lagrange multiplier of a constraint of the form ||w|? = const.. If
K is the kernel defined by ¢ via Eq.(3.11), the problem of minimizing Eq.(3.28),
which runs under the name kernel ridge regression, has the following solution:
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Theorem 3.7: Kernel ridge regression

For any A\ > 0, there exists a minimizer w € H of Eq.(3.28). This is
w = Zaj¢(wj) with a:= (Al + K(J;,J;))_ly. (3.29)
j=1

If we use this to define a hypothesis h : X — R, h(z) := (w, ¢(z)), then
h(z) = K(z,2)(nA\1 + K (2,2)) " 'y. (3.30)

Furthermore, if K(z,x) is invertible, then the minimizing « in Eq.(3.29)
is unique.

Note: Here, we have used the notation introduced in Eq.(3.15) for the ker-
nel/Gram matrix.

Proof. The representer theorem Thm.3.1 guarantees that in determining the
infimum of Eq.(3.28) we can restrict to w = >7_; a;¢(x;) so that we are left
with an optimization over a € R™. Due to the quadratic term resulting from
the Tikhonov regularization we can further restrict to a compact subset, which
together with continuity of the objective function implies that a minimum is
attained. Inserting the ansatz for w and expressing everything in terms of the
kernel K, Eq.(3.28) becomes

Aol K (z, a:)a—I—% (aTK(m,x)K(x,w)oz+||y||2—2aTK(x,x)y> =: R(). (3.31)

Due to the quadratic nature of ]A%(a) the set of minimizers coincides with the
set of a for which VR(«) = 0. This, in turn, is equivalent to

K(z,z)(nA\l + K (z,z))a = K(z, z)y, (3.32)

which is solved by the « stated in Eq.(3.29) and has only that solution if K (x, x)
is invertible. O

A remarkable point about Eq.(3.30) is that there is no need to ever use the
map ¢ or elements of H. Everything can be computed from the kernel matrices
by means of linear algebra in R"™. That is, the relevant dimension is equal to
the number of data points. However, this also means that the feasibility of the
method depends on the size of the data set—with the inverse n x n matrix being
the computational bottleneck.

If the kernel that is used in kernel ridge regression is universal, such as e.g.
the Gaussian kernel, then Eq.(3.20) tells us that the regression becomes perfect
in the limit A — 0 (see Fig.3.4).
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Figure 3.4: Toy example that exemplifies kernel ridge regression using a Gaus-
sian kernel for different values of the regularization parameter \. R refers to
the resulting empirical risk (w.r.t. the quadratic loss) without the regularizing
term.



Appendix A

Probability theory

This appendix will rather quickly recall some of the concepts and notions of
probability theory. More details and proofs can be found in almost any textbook
on probability theory, e.g. in | |, which is available online.

Probability spaces For an arbitrary set (2, a collection F of subsets of € is
called a o-algebra on Qif (i) Q € F, (i) Ae F= A°:=Q\ A e Fand (iii) F
is closed under countable unions. This implies that @ € F and that F is closed
under countable intersections. The pair (2, F) is then called a measurable space
and it becomes a probability space (2, F, P) when adding a probability measure
P. That is, a function P : F — [0, 1] that satisfies P(2) =1 and

P (U AZ-) => P4, (A1)

for any countable family of disjoint sets A; € F. This implies that for not
necessarily disjoint 4; € F, the r.h.s of Eq.(A.1) is always at least the Lh.s..
The resulting inequality is called the union bound.

In the context of probability theory, €2 is often called the sample space and
the elements of F events. In general measurable spaces, the subsets of ) that
are elements of F are called measurable.

If the probability measure is clear from the context and/or we want to em-
phasize the probabilistic interpretation of an expression, then we will often write
P [A] for the probability of the event A € F instead of P(A).

Ezample A.1 (Discrete probability spaces).If  is countable, i.e., finite or
countably infinite, then the notion of a o-algebra is practically superfluous
since in this case one can always choose F to contain every subset of 2. The
most general probability measure is then of the form

P(A) = Zp(a), where p(a) >0, Zp(a) =1.

a€A a€e)
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Ezample A.2 (Probability measures on R%).If = R?, a standard choice
for F is the Borel o-algebra B. This is the smallest’ o-algebra that contains
all open (and thus all closed) subsets of RY. The elements of B are called
Borel sets. Loosely speaking, any subset of R? that can be constructed
explicitly (without e.g. invoking the axiom of choice) is a Borel set. A special
class of probability measures on (R?, B) is the one of absolutely continuous
probability measures. For those, there exists a Lebesgue-intergrable function
p: Q — Ry, called probability density, s.t.

P(A) = /Ap(a:) dx, VA e B. (A.2)

Unlike a probability, a probability density function can take on values larger
than one. Since Eq.(A.2) implies that no single point can be assigned a
non-zero probability, it should be clear that not every probability measure
on (R%, B) admits a probability density function.

Functions and random variables A function between measurable spaces is
called a measurable function if all preimages of measurable sets are measurable.
This turns out to be the right notion of ‘well-behavedness’ for such functions. In
fact, if the target space is (R, B), then measurability is a prerequisite for being
able to define the Lebesgue integral of that function.

A measurable function on a probability space (2, F, P) is called a random
variable. Often the target space is (IR,B) so that the random variable is of
the form X : @ — R. In this case, sums and products of random variables,
compositions with measurable functions as well as inf, sup, lim inf, lim sup again
lead to random variables.

FEzample A.3 (Indicator functions).A simple class of random variables on a
probability space (2, F, P) is the set of indicator functions. For any A € F,
the corresponding indicator function is defined as

1, z€A

Aoz lzecq: {O, ng

Any random variable X induces a probability measure y := P o X! on
the target space®. u is called the distribution of X and it is common to write
X ~ p meaning that X has distribution p. Another notational tradition is to
use capital letters for random variables and lower case letters for their specific
values. We will at least occasionally follow this convention.

Using the distribution of X, we can write the probability for X to lie in a
measurable set B as

P[X € B]:= P({a € Q|X(a) € B}) = u(B). (A.3)

I Talking about the smallest o-algebra with a given property makes sense because if {F;}
is a (possibly uncountable) family of o-algebras, then (1, F; is one too.

2Here, X ~! should be understood as set-valued inverse. That is, for any A € F, X~ 1(A)
means the preimage of A under X.
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Similarly, for a real-valued random variable, we can express its expectation value
as

E[X]:= /QX(a) dP(a) = /]Rx du(x), (A.4)

assuming the integrals are well-defined in Lebesgue’s sense. As we already see
on the right hand sides of Eqgs.(A.3,A.4), when dealing with random variables,
the initial probability space (2, F, P) often disappears from the stage.

If f is a measurable function and X ~ p a random variable, then Y := fo X
is again a random variable and its distribution is given by PoY ! = o f~1.
Moreover, in the real-valued case,

EU@N=Ajwmmn

Elementary inequalities If X is a real-valued random variable, and f : R —
[0,00) and A C R both measurable, then rather obviously

E[f(X)] > P[X € A] - inf{f(a)|x € A} . (A.5)

By specifying the function in Eq.(A.5) to be either f(z) = |z| or f(x) = 22 and
choosing A = R\ (—a,a) for any a > 0 this leads to
E[|X
P(x|za < SN (A.6)
E[(X - B[X])’]
o2

P(X -E[X]|>d , (A7)
which are referred to as Markov’s inequality and Chebyshev’s inequality, re-
spectively. The enumerator on the r.h.s. of Eq.(A.7) is called the variance of
X.

For any convex function g : R — R, Jensen’s inequality states that

E[g(X)] > g(E[X]) (A.8)

if both expectation values exist, i.e., if E[|X]|],E[|g(X)|] < oco. If g is concave,
the inequality in Eq.(A.8) is reversed.

Conditional probabilities If A,B € F are events in a probability space
(Q, F, P), then the conditional probability of A given B is defined as

P(ANB)

PAIB) = =5

(A.9)
if P(B) > 0. This can be interpreted as the probability that A occurs when
only taking into account those cases in which B occurs. This implies, in par-
ticular, that for fixed B the map A — P(A|B) defines a probability measure
on (Q,F). This is not true if we instead fix A and regard B as a variable. In
particular, P(A|B) # P(B|A) in general. However, if we apply the definition of
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the conditional probability twice, we obtain Bayes’ theorem, which relates the
two via
B|A) P(A)

paB) = 2 P (5] (A.10)

Independence Two events A, B defined on the same probability space are
said to be independent if P(ANB) = P(A)P(B) and therefore P(A|B) = P(A).

If (4, Fi, Py), i € {1,2} are two probability spaces,  := Q1 x s and F
is the smallest o-algebra on ) that contains all sets of the form A; x Ay with
A; € F;, then there exists a unique probability measure P on (€, F) for which

P(Al X AQ) = Pl(Al)PQ(AQ) VAz € Fz (All)

P is called the product measure and one writes P = P; x P,. W.r.t. this product
measure, the events A; X {25 and 7 X As, which one may dare to identify with
Ay, Ay, are independent.

Two real-valued random variables X; ~ p;, i € {1,2} defined on the same
probability space are called independent if

P [Xl eEBINXyE Bg] =P [X1 S Bl]]P [X2 S Bg] VB; € B. (Al?)

This holds iff the probability measure induced by the random variable (X7, X5)
on (IR2, B) is equal to the product measure u; X us. Moreover, two events are
independent iff their indicator functions are independent random variables.

If two (or more) random variables are independent and have the same dis-
tribution, they are said to be i.i.d., meaning independent and identically dis-
tributed.

Law of large numbers The law of large numbers formalizes that in a sta-
tistical experiment the average of a large number of trials converges to the ex-
pectation value. More formally, if X1, X5,... is a sequence of i.i.d. real-valued
random variables that satisfy E [|X;|] < oo, then the average X, := 13" X;
satisfies that for any § > 0

lim P [|X, —E[X;]| > 4] =0. (A.13)
n— oo
Eq.(A.13) is known as the weak law of large numbers. The type of convergence
of X,, that is expressed in the weak law is called convergence in probability. A
stronger notion of convergence of a sequence of random variables is almost sure
convergence. That this still holds under the same assumptions is the content of
the strong law of large numbers. According to the strong law

P | lim Xn:IE[Xi]} :zP(aeQ

n—oo

lim Yn(a)zlE[Xi]) =1 (A14)

n— oo

if (Q, F, P) is the underlying probability space.
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Gaussian distributions A real-valued random variable X is Gaussian, or
synonymously normally distributed, and we write X ~ AN(u,0?), with mean
1 € R and variance o2 if it is governed by a probability density of the form

1 (z —p)?
p(.%‘) - 0‘\/% 20_2

or concentrated at the point p in the case o = 0.

An R%valued random vector X is called Gaussian if there is a vector u € R?,
a linear map L : R — R? and a random vector Y € R? with i.i.d. components
Y; ~ N(0,1) such that X = y+ LY. In this case, we write X ~ A (u,T"), where
again p is the mean and I’ := LL” is the covariance matriz. As their names
suggest, these satisfy p; = E [X;] and

for o > 0, (A.15)

Iy = B[(X; - BIX)(X; - BX,])]. (A.16)

For i # j, the quantity p;; := I';;/\/I'u;l'j; is called the correlation between
X; and Xj;. It is well-defined whenever the variances I';;,I';; are non-zero.
Moreover, it is contained in the interval [—1, 1], which follows from the fact that
I' is necessarily positive semidefinite. If L is invertible and thus I' > 0, the
distribution is non-degenerate and there is again a probability density

1

p(z) = (det(F)(Qw)d)ff exp —%(:1: — )T Yz — p). (A.17)

That X depends on L only through I' reflects the fact that Y is invariant
under orthogonal transformations. Other useful properties of the set of Gaussian
distributions are that the set is closed under affine transformations as well as
under taking sums, cartesian products and marginals. Moreover, the conditional
distribution of a Gaussian remains Gaussian. More precisely, if (X,Y) € R% x

R% is Gaussian with
X Lo A C
)~ (C) (er 5) (19
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and A is invertible, then the conditional distribution of Y given that X takes
on the value x is of the form
Y[X ~ N(uT) where
poi= py+CTAT (@ — ), (A.19)
I .= B-cTatc.
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