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Abstract

Providing quantification measures for geohazardous events is of utmost importance not only for
saving lives, but also for sustainable urban or industrial development in potentially vulnerable
environments and many other fields in which geohazards play a role. This work implements an
uncertainty quantification (UQ) workflow within the ExaHyPE 2 engine for the shallow-water
equations (SWE). The SWE are a set of strictly hyperbolic partial differential equations, which
are most commonly used in tsunami modeling. Therefore, an SWE application has been developed
within ExaHyPE 2, and been verified for correctness. UQ has then been provided in the form of an
UM-Bridge model server, which allows for running an SWE simulation with a displaced origin of
the earthquake. The validity of this model server has also been verified. Additionally, an approach
to guided adaptive mesh refinement (guided AMR) using the adjoint SWE developed by Davis
and LeVeque has been implemented. The F-Wave solver mainly used in the SWE application is
found to approximate the solution of the SWE reasonably well. But tsunami events failed to be
solved correctly for reasons shown to be unrelated to the SWE application. The guided AMR has
also been found to work to a certain degree, but here as well, the error is shown to not lie with
the SWE application.
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1. Introduction

Partial differential equations (PDEs) are at the core of modern scientific computing. They model
relativity, sound, and fluids amongst many other natural phenomena. Solving those equations
efficiently, meaning the results should be precise enough to be physically viable whilst keeping
computation time under some constraint, is thus of utmost importance for not only advancing
the related scientific fields, but also applying those results to real-world applications, which
can change the lives of countless people. One such system of equations is the system of the
shallow-water equations (SWE), which are used to model the flow of water for scenarios where
the water depth is much smaller than the width of the wave. These most notably arise over
the open ocean when undersea earthquakes displace hundreds of thousands of cubic meters of
seawater, such as the Great Chilean Earthquake in 1960, or the 2011 Great East Japan Earthquake
(Tōhoku earthquake). The resulting tsunami can devastate entire countries and have long-lasting
consequences, both domestically and internationally. The 2011 Tōhoku tsunami not only led to
the nuclear meltdown of three reactors at the Fukushima Daiichi Nuclear Power Plant, causing
one of the worst nuclear disasters in the history of nuclear power, but also killed over 15,000
people [1].

While the Tōhoku tsunami caused a nuclear meltdown, it is far from being the deadliest, even
when only looking at the young 21st century. The 2004 Sumatra earthquake and tsunami led to
over 200,000 victims, directly affecting multiple countries in the Indian Ocean [2]. Advancements
in understanding tsunami generation and spread can drastically improve early warning systems
and protective measures. As a consequence of the 2004 Sumatra event, the German state initiated
a cooperation with Indonesia to develop a tsunami early warning system (GITEWS) [3].

In 2018, the European Union has launched the Center of Excellence for Exascale in Solid Earth
(ChEESE) to develop codes capable of using cutting-edge exascale computer capabilities to aid in
understanding geohazardous events. And they also provide, among other things, probabilistic
hazard assessment, and urgent computing capabilities for faster than real-time simulations of
geophysical events. The first phase of ChEESE was concluded in 2022, and the second phase now
began in 2023 [4]. Part of both phases of ChEESE is the development of an Exascale Hyperbolic
PDE Engine (ExaHyPE, cf. [5]), which is being completely re-written for ChEESE-2P (ExaHyPE
2), as the first iteration was unable to improve its scalability during ChEESE-1P [4].

The object of this work is to establish an uncertainty quantification (UQ) workflow using the
SWE in ExaHyPE 2. To achieve this, an SWE application capable of reliably and correctly
solving the SWE will be implemented within the re-written ExaHyPE 2 engine. An application in
ExaHyPE 2 encompassing a suitable implementation of the PDE as well as AMR code. Coupling
to UQ codes will be provided by using the UQ and Model Bridge (UM-Bridge, cf. [6]) interface.
Chapter 2 deals with ExaHyPE 2 and the SWE. The implementation of the SWE in ExaHyPE
2 is then explained in Chapter 3. Chapter 4 explores different approaches to adaptive mesh
refinement (AMR). Chapter 5 addresses coupling with UQ codes using the UM-Bridge interface.
In Chapter 6, qualitative and quantitative assessments of the delivered implementations are made.
Chapter 7 provides a conclusion and an outlook on further work.
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2. Related Work

2.1. ExaHyPE 2

ExaHyPE 2 (Exascale Hyperbolic PDE Engine) is an engine providing numerical methods for
solving strictly hyperbolic PDEs for extreme-scale simulations [5]. To achieve extreme-scale
capabilities, it utilizes both MPI and OpenMP [7] parallelization, as well as support for GPU
offloading [8, 9, 10]. The mesh construction and dynamic AMR are handled by the Peano
framework [11], which decomposes a given Cartesian grid into spacetrees based on the Peano
curve. Peano is closely coupled with ExaHyPE 2 to ensure that ExaHyPE 2 can scale as best as
possible for future exascale systems, such as the Frontier supercomputer at Oak Ridge National
Laboratory1.

Taken from [5], ExaHyPE 2 works on first-order hyperbolic PDEs:

∂

∂t
Q+∇ · F (Q,∇Q) +B(Q) · ∇Q = S(Q) +

nps∑
i=1

δi. (2.1)

This system of equations is then discretized in space and time. ExaHyPE 2 provides general
procedures for solving these equations at a given discrete time step on a discrete spatial mesh.
The user then only has to specify the flux function F (Q,∇Q), the source term S(Q), and any
non-conservative products B(Q) · ∇Q, as well as point sources δi. For any special treatment, a
user-defined solving procedure can also be supplied as an alternative. Of course, boundary and
initial conditions have to be supplied as well as. Eigenvalues have to be supplied for all methods
that use adaptive time stepping.

One of the simplest ways of solving these PDEs is via a finite volume (FV) scheme with volumes
Qn

i , where n is the discrete time step, and i the volume index in one dimension. The discrete
updates to the volumes can be applied by, for example, using a first-order Godunov scheme:

Qn+1
i = Qn

i −
∆t

∆x
(Fn

i+ 1
2

− Fn
i− 1

2

). (2.2)

The fluxes Fn
j+ 1

2

of the Riemann problem at the volume interfaces are then given by the chosen

solver. For example, a local Lax-Friedrichs (Rusanov) solver:

Fn
j+ 1

2

=
F (Qn

j ) + F (Qn
j+1)

2
+

S(Qn
j ) + S(Qn

j+1)

2
−max (|λmax

j |, |λmax
j+1 |)

Qn
j+1 −Qn

j

2
. (2.3)

The correct choice of solvers and schemes is vital for computation time and result. Higher-order
time integration schemes such as a Runge-Kutta scheme improve error bounds and thus time
integration accuracy. But they also take multiple evaluations of the SWE for different intermediate

1https://www.ornl.gov/news/frontier-supercomputer-debuts-worlds-fastest-breaking-exascale-

barrier, accessed August 1st, 2023
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2. Related Work

results to calculate the (n+ 1)th time step. The choice of the solver on the other hand impacts
the spatial accuracy, as the different solvers take varying degrees of information into account to
calculate the interface fluxes. The given Rusanov solver only uses the interface-local maximum
wave speed, hence the name local Lax-Friedrichs. Other approximate solvers, such as a Roe solver,
also calculate using other wave speeds. Exact Riemann solvers even solve the Riemann problem
posed at the interfaces using, for example, the Newton-Raphson method to calculate the middle
state values Q∗.

Figure 2.1.: Riemann problem in x-t plane at the state interface, the states are divided by the
characteristic wave speeds. Figure modeled after [12].

In order to demonstrate the capabilities of the re-written ExaHyPE 2 engine, various applications
have been implemented, such as astrophysical applications of modified gravity [13]. But the
previous ExaHyPE iteration had many more applications, such as a whole plethora of UQ
applications [14, 15], or cloud simulation [16]. As the general idea behind the ExaHyPE project
has not changed with the iterations, the project aims to provide the same capabilities in the second
iteration of ExaHyPE, that it had in its first iteration. To that end, this work aims to establish
a new UQ workflow using the SWE within the re-written ExaHyPE 2 engine. Additionally, a
guided AMR technique will also be implemented, which was available in the previous ExaHyPE
iteration only for seismic simulations [17].

2.2. The Shallow-Water Equations

The SWE arise from a special case of depth-integrating the Navier-Stokes equations, wherein the
horizontal scale of the domain is much greater than its vertical scale. This is the case for a great
many bodies of water such as lakes, rivers, and oceans. In this work, the SWE are used to model
various artificial test scenarios, with possible real-world applications being the simulation of the
2011 Tōhoku tsunami or the 2010 Chile tsunami.

The SWE used in this work can be written as:

∂

∂t

 h
hu
hv

+
∂

∂x

 hu
hu2 + 1

2gh
2

huv

+
∂

∂y

 hv
huv

hv2 + 1
2gh

2

+

 0
ghbx
ghby

 =

0
0
0

 . (2.4)

Here, b(x, y) is the time-independent bathymetry measured in meters from a reference D, normally
set at sea level with negative values lying below sea level, and positive values lying above sea level.
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2. Related Work

h(x, y, t) is the total positive water depth measured in meters, and g is the earth’s gravitational
acceleration, which is set to 9.81m/s2. The two velocities u(x, y, t) and v(x, y, t) are the velocities
in m/s in the x- and y-dimensions respectively. Multiplied with h(x, y, t), they form the momenta
in the x- and y-dimensions hu(x, y, t) and hv(x, y, t). The variables bx and by stand for the partial
derivative of b(x, y) in the given annotated dimension.

Following E. Toro [18], for the vector containing the conserved variables

Q =

 h
hu
hv

 , (2.5)

the following two flux functions can be immediately derived:

F (Q) =

 hu
hu2 + 1

2gh
2

huv

 , G(Q) =

 hv
huv

hv2 + 1
2gh

2

 . (2.6)

To account for the bottom topography in the form of the bathymetry, the source term is given as

S(Q) =

 0
ghbx
ghby

 . (2.7)

The eigenvalues in the x- and y-dimensions are given by:

λx1 = u, λx2,3 = u±
√
gh, (2.8)

λy1 = v, λy2,3 = v ±
√
gh. (2.9)

A detailed derivation of the SWE and their properties based on the laws of conversation of mass
and momentum can also be found in [18]. A proof that the one-dimensional SWE are a set of
strictly hyperbolic equations can be done in the following way:

1. Write the one-dimensional SWE in their primitive variable form:

∂

∂t

(
h
u

)
+

∂

∂x

(
hu

1
2u

2 + gh

)
︸ ︷︷ ︸

=:f

(2.10)

2. Formulate the Jacobian matrix Jf :

Jf (
(
h u

)T
) =

(
u h
g u

)
(2.11)

3. The eigenvalues of Jf are found in Equation 2.8 as λx2,3 .

4. The system of a Jacobian J ∈ Rn × Rn is considered strictly hyperbolic if ∀α ∈ R : αJ has
n distinct real eigenvalues. For α = 1, the eigenvalues are λx2,3 . With h > 0, g = 9.81, it
holds that they are both distinct and real. For α ̸= 1, the eigenvalues scale with α. As
α ∈ R, they always remain real. ■

A proof for the two-dimensional SWE can be found in [19]. It has to be noted that the SWE are
only strictly hyperbolic as long as no wetting and drying is involved, as also noted in [19].
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3. Implementation of the Shallow-Water
Equations in ExaHyPE 2

First, the source term S(Q) is not actually modeled as a source term in ExaHyPE 2. As S(Q)
requires bx and by, it is better modeled as a non-conservative product B(Q) · ∇Q. The different
components of the SWE are modeled as follows:

Algorithm 1: Flux Function

Input: q: state vector with elements h, hu, hv, b
n ∈ {x, y}: normal direction

Output: F : array containing flux in normal direction

1 Function flux(q,n):
2 if n = x then

3 F ←
(
hu h(huh )2 + 1

2gh
2 huhv

h

)T
4 else

5 F ←
(
hv hv hu

h h(hvh )2 + 1
2gh

2
)T

6 return F

Algorithm 2: Non-Conservative Product

Input: q: state vector with elements h, hu, hv, b
∇q: gradient vector with elements hgrad, hugrad, hvgrad, bgrad
n ∈ {x, y}: normal direction

Output: NCP : array containing non-conservative product in normal direction

1 Function ncp(q, ∇q, n):
2 if n = x then

3 NCP ←
(
0.0 ghbgrad 0.0

)T
4 else

5 NCP ←
(
0.0 0.0 ghbgrad

)T
6 return NCP

5



3. Implementation of the Shallow-Water Equations in ExaHyPE 2

Algorithm 3: Eigenvalues

Input: q: state vector with elements h, hu, hv, b
n ∈ {x, y}: normal direction

Output: Eigenvalues: array containing eigenvalues in normal direction

1 Function eigenvalues(q,n):
2 if n = x then

3 u← hu
h

4 Eigenvalues←
(
u u+

√
gh u−

√
gh

)T
5 else

6 v ← hv
h

7 Eigenvalues←
(
v v +

√
gh v −

√
gh

)T
8 return Eigenvalues

Another problem immediately arising from the SWE is the question on how to model wet-dry
interfaces. As there is no water on dry land, the flux, the non-conservative product, and eigenvalues
equate to 0. This is problematic for the Rusanov solver of Equation 2.3, as it still creates a
flux onto dry land. As established before, the SWE lose their strictly hyperbolic properties
when wetting and drying is involved. Thus, the physicality of this flux can not be guaranteed.
Additionally, as the Lax-Friedrichs and Rusanov solvers are generally not well-balanced [20], they
can create fluxes over a flat surface with varying water depth. Thus, an adaptation is required.
For this purpose, the previously available feature of providing user-defined (FV) Riemann solvers
has been re-introduced to ExaHyPE 2.
The FV solver interface of ExaHyPE 2 in general takes definitions for the flux, eigenvalues,

source terms, non-conservative product, boundary conditions, and initial conditions as parameters.
In the SWE application, the initial and boundary conditions are usually provided by the respective
scenario. The application by default also uses a provided implementation of the flux function,
the non-conservative product, and the eigenvalues (cf. Algorithms 1, 2, and 3). The user-defined
FV Riemann solver implements the same interface as the predefined FV Rusanov solver, with
the difference being that no implementations for the non-conservative product or the source
term are given. As the user has direct control over the solution of the Riemann problem at a
given cell interface, source terms and non-conservative products can directly be implemented.
However, a flux function and a definition of the eigenvalues can still be provided so that they can
be pre-computed. A time step computation of both, the user-defined solver, and the predefined
Rusanov solver, is depicted as a UML activity diagram in Figure 3.1. An activity diagram of the
whole SWE application can be found in Figure 3.2.

With control over the interface fluxes, a simple fix for dealing with wet-dry interfaces is
introducing wall boundary conditions at these interfaces. The resulting fluxes are then used
within an F-Wave solver [21], which provides the necessary well-balancedness. This solver was
chosen as it is widely used in the “Clawpack” open source software package [22]. More elaborate
solutions, such as exact Riemann solvers, should also be possible. An approximate wetting and
drying solver from the previous iteration of ExaHyPE [23, 24] has been tried with the user-defined
interface. However, it was found to not work as intended when confronted with wet-dry interfaces
and real-world tsunami events. Therefore, it was discarded in favor of the aforementioned F-Wave
solver.
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copy input 
into output

compute eigenvalues

compute flux functions

compute Riemann solution
and maximum eigenvalue

update output with 
eigenvalue damping

compute 
maximum eigenvalues

update output
with fluxes

compute 
non-conservative

product

update output
with non-conservative

product

update output
with Riemann solution

and eigenvalue damping

reduce maximum
eigenvalue

update
time step width

[user-defined solver] [predefined solver]

[user-defined solver] [predefined solver]

Figure 3.1.: UML activity diagram of an FV time step calculation.
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parse arguments

create scenario

inject topology reader
 into application

inject adjoint solver
into application

inject adjoint solution reader
into application

insert probes
into domain

generate code

create predefined 
solver

create user-defined
solver

[tsunami scenario]

[use guided adaptive mesh refinement]

[run adjoint problem]

[solution provided]

[no guided adaptive mesh refinement]

[other scenario]

[use probes]
[no probes]

[use predefined solver]

[use user-defined solver]

Figure 3.2.: UML activity diagram of the main SWE application.
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4. Adaptive Mesh Refinement

To utilize the AMR capabilities of Peano as best as possible, two different refinement strategies
have been taken into consideration for refining the volumes in a given simulation of the SWE.

4.1. Surface-Flagging

The first and most general strategy is the so-called “surface-flagging”, wherein the free surface
η(x, y, t) = h(x, y, t) + b(x, y) is the sole criterion for refinement (cf. Algorithm 4). Together with
a given tolerance, every volume in the simulation, whose free surface η is equal or larger than the
tolerance, is to be refined. If the volume’s free surface is below the tolerance, the volume is to be
coarsened.

Algorithm 4: Surface-Flagging

Input: q: state vector with elements h, hu, hv, b
Output: refinement command
Data: refinement tolerance

1 Function refinement criterion(q):
2 if h > 0 and abs(h+ b) ≥ refinement tolerance then
3 return refine
4 else
5 return coarsen

4.2. Guided Adaptive Mesh Refinement

The second strategy taken into consideration is guiding AMR in such a way, that only waves
reaching a particular area of interest (AoI) are refined. In their paper [25], Davis and LeVeque
showed that accuracy can be increased, and computational time can be decreased when using
guided AMR for the SWE1. This guiding mechanism is realized by first solving the adjoint problem
of the SWE over a given bathymetry. The simulation begins at a final time tf , and solves the
adjoint problem backwards in time. Then, the forward problem is solved on the same bathymetry,
refining the mesh based on the inner product of the adjoint solution and the forward problem at
certain timestamps (cf. Algorithms 5, 8).

1A more general approach can be found in [26]

9



4. Adaptive Mesh Refinement

Algorithm 5: Adjoint-Flagging

Input: t: time
x, y: volume center coordinates
q: state vector with elements h, hu, hv, b

Output: refinement command
Data: refinement tolerance

1 Function refinement criterion(t, x, y, q):
2 if h > 0 and max inner product(t, x, y, q) ≥ refinement tolerance then
3 return refine
4 else
5 return coarsen

The adjoint problem for the SWE is given in its primitive variable form as:

∂

∂t

η̃
µ̃
γ̃

+
∂

∂x

 µ̃
gh̄η̃
0

+
∂

∂y

 γ̃
0

gh̄η̃

 =

0
0
0

 . (4.1)

Here, η̃ is the linearized free surface, µ̃ and γ̃ the linearized wave speeds in the x- and y-dimension.
The given variables are linearized about a sea at rest scenario with η̄ = h̄(x, y, 0) + b(x, y) = 0m
and velocities ū, v̄ = 0m/s. The equations are solved in their conserved-variable form by a
one-dimensional solver. Algorithm 6 is translated from the FORTRAN code provided in [25].

10



4. Adaptive Mesh Refinement

Algorithm 6: 1D Adjoint Solver

Input: ql, qr: 1D left and right state vectors with elements h, hu, b
Output: left and right going waves and maximum wave speed

1 Function compute net updates(ql, qr):

2 ĥl ← −bl, ĥr ← −br
// linearized wave speeds

3 cl ← sqrt(9.81 · ĥl), cr ← sqrt(9.81 · ĥr)
// f-wave splitting

4 δ ←
(
−hur · c2r + hul · c2l (hl + bl)− (hr + br)

)T
5 β ←

(
1 cr
−1 cl

)
· δ

6 if cr + cl ̸= 0 then
7 β ← 1

cl+cr
· β

// left going wave

8 A−∆Q←
(
cl 0
1 0

)
· β

// right going wave

9 A+∆Q←
(
0 −cr
0 1

)
· β

// maximum wave speed

10 λmax ← max(abs(cr), abs(cl))
11 return A−∆Q, A+∆Q, and λmax

The solver is deployed in a simple first-order dimensional splitting scheme (cf. Algorithm 7)
[18, 27] on a static mesh:

Q∗
i,j = Qn

i,j −
∆tx
∆x

(A−∆Qn
i+ 1

2
,j
+A+∆Qn

i− 1
2
,j
), (4.2)

Qn+1
i,j = Q∗

i,j −
∆t

∆y
(B−∆Q∗

i,j+ 1
2

+B+∆Q∗
i,j− 1

2

). (4.3)

Here, ∆tx is the maximum time step width resulting from the flux in the x-dimension. ∆t is then
max (∆tx,∆ty).
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4. Adaptive Mesh Refinement

Algorithm 7: Dimensional-Splitting

Input: Q: 2D array of state vectors q
Output: maximum time step width
Data: sizex, sizey: number of volumes without boundary in x- and y-dimension

A−∆Q, A+∆Q, B−∆Q, B+∆Q: 2D arrays of update vectors
∆x, ∆y: volume sizes, which are assumed to be identical

1 Function compute numerical fluxes(Q):
// x-sweep

2 λmax
x ← 0

3 for i← 1 to sizex + 1 do
4 for j ← 0 to sizey + 1 do
5 A−∆Qi−1,j , A

+∆Qi−1,j , λ
max
edge ← compute net updates(Qi−1,j, Qi,j)

6 λmax
x ← max(λmax

x , λmax
edge)

7 ∆t← 0.4 ·∆x/λmax
x

8 for i← 1 to sizex do
9 for j ← 0 to sizey do

10 Qi,j ← Qi,j − ∆t
∆x(A

+∆Qi−1,j +A−∆Qi,j)

// y-sweep

11 λmax
y ← 0

12 for j ← 1 to sizey + 1 do
13 for i ← 1 to sizey + 1 do
14 B−∆Qi,j−1, B

+∆Qi,j−1, λ
max
edge ← compute net updates(Qi,j−1, Qi,j)

15 λmax
y ← max(λmax

edge, λ
max
y )

16 λmax ← max(λmax
x , λmax

y )

17 ∆t← 0.4 ·∆x/λmax

18 for j ← 1 to sizey do
19 for i← 1 to sizex do

20 Qi,j ← Qi,j − ∆t
∆x(B

+∆Qi,j−1 +B−∆Qi,j)

21 return ∆tmax

According to equation 12.23 found in [28], the CFL condition in Algorithm 7 is set to

∆t

∆x
λmax <

1

2
. (4.4)

The initial conditions of the adjoint problem are:

η̃(x, y, 0) =

{
1.0m (x, y) ∈ AoI and h̄(x, y, 0) > 0.0m

0.0m otherwise
, (4.5)

µ̃ = γ̃ = 0.0m/s. (4.6)

It is then solved over the same bathymetry as the forward problem. The initial perturbation
thereby does not stem from a displacement of the ocean floor, but rather from the AoI. More

12



4. Adaptive Mesh Refinement

specifically, only the already wet volumes within the AoI, as the adjoint solver is not capable of
inundation. Thus, only the waves, which reach the AoI over water, will be refined in the forward
problem.
Once the adjoint problem has been solved for the final time tf , one commences with solving

the forward problem. The mesh of the forward problem can be refined based on the maximum
inner product

max
t̄∈{tn,tn+1}

qTadjoint(x̄, ȳ, tf − t̄)qforward(x, y, t), (4.7)

where tn, tn+1 are the timestamps of the adjoint solution, which frame the current time step t.
x̄ and ȳ are coordinates of a volume of the adjoint solution. They are interpolated from the
coordinates of the volume to be refined. The interpolation function of a coordinate z is given as

p1(z, zmax, z
min
adjoint, z

max
adjoint) =

zmax
adjoint − zmin

adjoint

zmax
· z + zmin

adjoint. (4.8)

This function is defined for z ∈ [0, zmax], zmax ∈ {xmax, ymax}. The adjoint solution is limited
in dimension z by zmin

adjoint, z
max
adjoint. Additional to the spatial AoI, a temporal AoI can also be

specified with ts. This leads to the maximum inner product to be calculated as

max
tn≤t̄≤tn+i

qTadjoint(x̄, ȳ, tf − t̄)qforward(x, y, t), (4.9)

where tn+i is the smallest timestamp of the adjoint greater than t+(tf − ts). The adjoint solution
is accessed in a time-reversed manner, as the adjoint problem is not actually solved backwards in
time. It is rather solved forwards in time, and the solution is accessed backwards. Algorithm 8 has
also been largely translated from the FORTRAN code provided in [25]. The exact algorithm used
in ExaHyPE 2 is slightly altered, however. It does not compute the previous timestamp’s inner
product again, as it already has been compared to the maximum value. The previous inner product
is therefore only necessary for the first index i, for which holds timestampsi−1 ≤ t < timestampsi.
This index can be precomputed, as it is only dependent on t and not on the volume. And since the
first adjoint timestamp is always at t = 0.0s, this index i will always be larger than 0. Therefore,
the variables tprevious and inner productmax can be initialized with tprevious ← timestampsi−1,
and inner productmax ← calculate inner product(i− 1, x, y, q).

13



4. Adaptive Mesh Refinement

Algorithm 8: Calculation of Maximum Inner Product

Input: t: time
x, y: volume center coordinates
q: state vector with elements h, hu, hv, b

Output: inner productmax

Data: timestamps: 1D array of the timestamps of the adjoint solution
Qadjoint: 3D array holding the time-dependent adjoint solution
ts, tf : temporal area of interest

1 Function max inner product(t, x, y, q):
2 tprevious ← 0
3 inner productmax ← 0
4 for i← 0 to |timestamps| − 1 do
5 if tprevious ≤ t+ (tf − ts) and t < timestampsi then
6 if i = 0 then
7 inner productmax ← calculate inner product(i, x, y, q)
8 else
9 inner productmax ← max(calculate inner product(i, x, y, q),

calculate inner product(i− 1, x, y, q), inner productmax)

10 tprevious ← timestampsi

11 return inner productmax

12 Function calculate inner product(i, x, y, q):
13 if h = 0 then
14 return 0

15 p← interpolate values(i, x, y)
16 if hp = 0 then
17 return 0

18 return (h+ b) · (hp + bp) + hu · hup + hv · hvp
19 Function interpolate values(i, x, y):
20 xa, ya ← interpolate coordinates x and y onto Qadjoint indices

// access Qadjoint in time-reversed manner

21 return Qadjoint
|timestamps|−i−1,ya,xa

In their paper [25], LeVeque and Davis demonstrated for the hypothetical earthquake scenario
AASZe04 of [29] the capabilities of their guided AMR approach. They found it to be slightly
slower compared to a surface-flagging approach, which only refines the first wave hitting Crescent
City, the AoI in this scenario. But when compared to a surface-flagging algorithm, which also
refines the secondary wave until Crescent City, the guided AMR is found to be vastly faster. This
work aims to replicate similar results using Peano’s AMR capabilities as best as possible together
with the guided AMR strategy.
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5. Uncertainty Quantification Workflow with
UM-Bridge

UM-Bridge (UQ and Model Bridge) is a software package designed to enable coupling of UQ
codes with model codes [6]. Experiments conducted in the realm of UQ for the SWE usually are
focused on tsunami simulations. There, the most common application is quantifying the tsunami
source location [15] or inundation of specific areas [30]. Other parameters, whose uncertainty can
be quantified, are for example the manning friction coefficient [31]. But UQ can also be used in
the search for promising tidal stream energy systems [32]. As these simulations are computational
intensive, they are best run on high performance systems.
UM-Bridge is specifically targeted for high performance computing environments [33], and

has been in use with the previous iteration of ExaHyPE [14, 15]. Based on HTTP, it utilizes a
client-server pattern. The client has to be provided for the UQ code. The server on the other
hand has to be provided for the model code. The client then simply connects to the model server,
requests a model evaluation for a specific input vector θ, and performs its operations on the
returned output vector. A UML sequence diagram of this can be found in Figure 5.1.

The UM-Bridge model server developed as part of this work implements a very straight forward
implementation of the forward model used to create the UQ for tsunami in [15]. The Python
version of UM-Bridge requires the user to specify the input and output vector sizes, a __call__()

method that evaluates the model, and, in this case, the supports_evaluate() method to return
True. As the forward model is set up in the same fashion as the one used by Seelinger et al. in [15],
the input vector is expected to contain two elements, the x and y coordinate of the displacement’s
center. The output on the other hand is variable in size, being double the number of probes to be
inserted into the domain, as each probe returns a maximum water height and the corresponding
time of the measurement. The server could also easily be adjusted to return other parameters.

When a model evaluation is requested by the client and an appropriate config dictionary sup-
plied, the SWE application is compiled using the options provided in config. The displacement’s
origin does not have to be stated in config, but rather be passed as the input vector θ, which
is automatically added to the compile options. After a successful compile, the application is
automatically run. If guided AMR is used and no precomputed solution file supplied, then a
simulation of the adjoint problem will be run first, before running the forward problem’s simulation.
The server then returns the maximum water height and the corresponding time measurement for
each probe as a vector. This behavior could be changed to accommodate for quantities of interest
different from the maximum water height.
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5. Uncertainty Quantification Workflow with UM-Bridge

:UM-Bridge Client :UM-Bridge Server

:SWE Application

query input size

connect to server

accept connection

send input size

query output size with config

send computed output size

request model evaluation on 
theta and config

compile SWE application with 
arguments theta and config

solve problem

problem solved

read probe output
and compute 
output vector

send output vector

serve UM-Bridge
model

send true

query whether model supports
evaluation

Figure 5.1.: UQ workflow using UM-Bridge.
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6. Results

To validate the SWE implemented in ExaHyPE 2, a number of artificial scenarios are used. By
default, ExaHyPE 2 supports a Rusanov FV solver, which is taken to deliver correct approximate
results, to which the F-Wave solver is compared to. Real world applications are tested using
the 2011 Tōhoku tsunami. In general, scenarios are run on a [0, 10]m× [0, 10]m domain with a
configured volume size of 0.1m using a time step relaxation (TSR) factor of 0.4 and no AMR.
For quantitative comparisons, the values are plotted along a line from (5, 0)m to (5, 10)m. For
scenarios involving wet-dry interfaces, boundary conditions are applied to those volumes where
h(x, y, t) ≤ 10−2m1.

6.1. Radial Dam Break

The radial dam break scenario is ideal to test the flux implementation for its correctness. In
this scenario, the non-conservative product equates to zero, and all initial flux stems from the
hydrostatic pressure 1

2gh
2. The initial conditions are given for (x, y) ∈ [0, N ]m× [0, N ]m as:

h(x, y, 0) =

{
1.1m if

√
(N2 − x)2 + (N2 − y)2 ≤ N

10

1.0m otherwise
, (6.1)

hu(x, y, 0) = hv(x, y, 0) = 0.0m2/s, (6.2)

b(x, y) = 0.0m. (6.3)

Figure 6.1.: Initial water height of radial dam break scenario. Red = 1.1m, blue = 1.0m.

1A detailed artifact description can be found under https://doi.org/10.5281/zenodo.8305725.
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6. Results

Rusanov F-Wave
t
=

0.
1s

t
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0.
3s

t
=

1.
5s

Figure 6.2.: Qualitative comparison of h in the radial dam break scenario between Rusanov and
F-Wave solver. Colors range from red = 1.1m to blue = 1.0m.
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6. Results

When looking at the qualitative comparison between the F-Wave solver and the Rusanov solver
in Figure 6.2, the results look similar. The quantitative comparison in Figure 6.3 also supports
this finding. However, the F-Wave solver and Rusanov solver disagree over the limit for the water
height. The F-Wave solver almost reaches the expected limit of h = 1.0m whilst maintaining
a noticeable dip where the initial conditions were set to h = 1.1m. This dip is consequentially
present within the wave speeds, as the wave speeds reduce to

√
gh. As the F-Wave solver is just a

more elaborate approximate Riemann solver, some artifacts are to be expected. The Rusanov
solver on the other hand reaches a constant limit, albeit that this limit is lower than the expected
limit, and also lower than the limit of the F-Wave solver. This is also reflected in the wave speeds,
as the Rusanov solver’s |λy| reaches a constant limit less than the expected

√
gh ≈ 3.132m/s. It

can be concluded that both the F-Wave solver and the Rusanov solver deliver reasonable results in
terms of flux and eigenvalues. However, the F-Wave solver delivers quantitatively and qualitatively
better results than the Rusanov solver.

6.2. Radial Bathymetry Dam Break

After verifying that the flux and eigenvalue functions works correctly, the non-conservative product
can be verified next. For this, a new radial dam break scenario is devised:

h(x, y, 0) = 1.0m, (6.4)

hu(x, y, 0) = hv(x, y, 0) = 0.0m2/s, (6.5)

b(x, y) =

{
−0.9m if

√
(N2 − x)2 + (N2 − y)2 ≤ N

10

−1.0m otherwise
. (6.6)

Once again, (x, y) ∈ [0, N ]× [0, N ] in meters. As the flux function results in the same values over
the whole domain, this scenario’s initial flux is only derived from the non-conservative product
ghbx, ghby. Since the difference in the free surface η is the same as in the prior radial dam break
scenario (cf. Figures 6.4, 6.1), the scenario is also expected to behave similarly.

Figure 6.4.: Initial free surface η of the radial bathymetry dam break scenario. Red corresponds
to 0.1m whilst blue corresponds to 0.0m.
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6. Results

Rusanov F-Wave
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Figure 6.5.: Qualitative comparison of η in the radial bathymetry dam break scenario between
Rusanov and F-Wave solver. Colors range from red = 0.1m to blue = 0.0m.
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6. Results

As can be seen in Figure 6.5, the F-Wave solver produces a highly similar solution to the radial
dam break scenario. The Rusanov solver on the other hand shows a noticeable artifact at the
discontinuity between b = −1.0m and b = −0.9m. This artifact persists for the whole duration of
the simulation. The quantitative comparison shows that for the F-Wave solver, the free surface η
behaves as the water height in Figure 6.3 did. The wave speeds |λy| also show good agreement
with the wave speeds in Figure 6.3. However, they are shifted downwards for the area where
b = −0.9m. This is because η equals 0.0m for h = 0.9m. Thus, the wave speeds in this area
reduce to

√
gh ≈ 2.971m/s, instead of 3.132m/s. The Rusanov solver shows similar results as the

F-Wave solver except for the artifacts at the bathymetry discontinuity. The Rusanov solver once
again undershoots the expected limit for η, as it did for h in the radial dam break scenario. It
can be concluded that the non-conservative product works as expected. Also, the F-Wave solver
produces qualitatively superior results over bathymetry discontinuities when compared to the
Rusanov solver.

6.3. Radial Obstacle Dam Break

A radial dam break with a dry ring around it, which reflects water. The initial conditions are:

r =

√
(
N

2
− x)2 + (

N

2
− y)2, (6.7)

h(x, y, 0) =


1.1m if r ≤ N

10

0.0m if 2N
10 ≤ r ≤ 3N

10

1.0m otherwise

, (6.8)

hu(x, y, 0) = hv(x, y, 0) = 0.0m2/s, (6.9)

b(x, y) =

{
2.0m if 2N

10 ≤ r ≤ 3N
10

−1.0m otherwise
, (6.10)

as given in Figure 6.7. As before, x, y are given in meters on a square domain [0, N ]× [0, N ].

Figure 6.7.: Initial free surface η of the radial obstacle dam break. The logarithmic color scale
ranges from blue = 2.0 · 10−4m to red = 2.0m.
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Rusanov F-Wave
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Figure 6.8.: Qualitative comparison of η in the radial obstacle dam break scenario between Rusanov
and F-Wave solver. The logarithmic color scale ranges from blue = 2.0 · 10−4m to
red = 2.0m.
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6. Results

Both solvers are found to properly handle the wet-dry interface on both the qualitative
comparison in Figure 6.8, and on the quantitative comparison in Figure 6.9. However, there are
some differences. Mainly, the F-Wave solver maintaining the momentum for longer than the
Rusanov solver. This can be seen for t = 4.6s for example. But both solvers converge on to the
same solution, where the water inside the ring is evenly distributed. As this scenario was designed
around the wet-dry interface, it can be concluded that both solvers effectively implement the
reflective boundary conditions at the wet-dry boundary.

6.4. Artificial Tsunami

This artificial test scenario deals with more complex bathymetry. The initial flux in this scenario
is given by an artificial displacement, thus mimicking a real seismogenic tsunami event. The
initial conditions (cf. Figure 6.10) are:

h(x, y, 0) = 100m, (6.11)

hu(x, y, 0) = hv(x, y, 0) = 0.0m2/s, (6.12)

d(x, y) = 5m · sin (( x

500m
+ 1)π) · (−( y

500m
)2 + 1), (6.13)

b(x, y) =

{
−100m + d(x, y) if |x| ≤ 500m and |y| ≤ 500m

−100m otherwise
. (6.14)

(6.15)

For this scenario, (x, y) ∈ [−5000, 5000]m× [−5000, 5000]m. The scenario is run on a configured
volume size of 100m. The problem is solved over a domain [0, 10000]m × [0, 10000]m and all
coordinates then shifted down by −5000m. This is done to avoid having to use an offset for the
domain.

Figure 6.10.: Initial free surface η of the artificial tsunami scenario. Colors range from white =
4.9m to black = −4.9m. Blue corresponds to 0.0m.
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Figure 6.11.: Qualitative comparison of η in the artificial tsunami scenario between Rusanov and
F-Wave solver using a logarithmic color scale from red = 4.9m to blue = 4.9 · 10−4m.
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6. Results

Figure 6.11 shows a similarly pronounced disagreement between the Rusanov and F-Wave
solvers over bathymetry discontinuities as the radial bathymetry dam break scenario showed.
However, both the Rusanov solver and the F-Wave solver produce artifacts. The F-Wave solver’s
artifacts are less pronounced than the Rusanov solver’s, but they still cause a slight dip in η when
looking at the limit in Figure 6.12. This has also been noted for the radial dam break scenario.
The wave speeds of the F-Wave solver reach a limit close to

√
9.81m/s2 · 100m ≈ 31.32m/s

throughout the domain, excluding the displaced area. For x < 0, the Rusanov solver produced
reasonably similar |λy| to the F-Wave solver. However, the Rusanov solver fails to achieve point
symmetric wave speeds over the displacement. As the displacement along the line plot reduces to
5m · sin (( x

500m + 1)π), point symmetry is to be expected. The F-Wave solver is found to produce
better approximate solutions over more complex bathymetry than the Rusanov solver.

6.5. Adjoint Solver

The solver for the adjoint problem has first been translated from the FORTRAN code in [25] to
Python code. The correctness of this translation has then been verified by plotting the graphs for
the one-dimensional continental shelf example.

Figure 6.13.: Adjoint solution contours for the one-dimensional continental shelf problem. The
problem has been solved until t = 4200s and shifted in time for [3800, 4200]s.
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6. Results

Figure 6.14.: Adjoint solution for the one-dimensional continental shelf problem for t ∈ [0, 4200]s.
The dashed line is the discontinuity in the bathymetry. The x-axis is given in
kilometers from shore.

The Figures 6.13 and 6.14 show good agreement with the figures given in [25]. The solver used
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6. Results

in ExaHyPE 2 is written in C++ for performance reasons, but virtually a line-by-line equivalent
of the solver written in Python. The same is also true for the dimensional splitting scheme (cf.
Algorithm 7), which is used in its one-dimensional form in the Python code.

6.6. Artificial Tsunami with Adaptive Mesh Refinement

Using the artificial tsunami scenario from Section 6.4, the two AMR algorithms from Section 4 can
be verified. The two algorithms are tested with a refinement tolerance of 10−3m (guided AMR, cf.
Algorithms 5, 8) and 10−2m (surface-flagging, cf. Algorithm 4). The configured maximum volume
size for both AMR approaches is 1000m (cf. Figure 6.15). The adjoint simulation is run on a grid
with a maximum volume size of 100m and without AMR. A circular AoI at (−4900, 0)m with a
radius of 100m was chosen. The inner product of the guided AMR is calculated for a time range
size of 430s. The two tests are run with 4 levels of AMR using the F-Wave solver.

Figure 6.15.: Initial conditions for AMR with the artificial tsunami scenario.
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6. Results

(a) Surface-Flagging at t = 46s.

(b) Surface-Flagging at t = 50s.
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6. Results

(c) Surface-Flagging at t = 52s.

(d) Surface-Flagging at t = 85.5s.
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6. Results

(e) Surface-Flagging at t = 515s. Colors represent distinct value categories.

Figure 6.16.: Artificial tsunami using the surface-flagging approach. If not stated otherwise, the
figures depict the water height h in the artificial tsunami scenario on a linear color
scale ranging from red = 100.016m to blue = 100m.

Figure 6.16 depicts that the AMR does refine volumes. However, we can hardly make any
statements about which volume is refined. At this point, we assume a flawed AMR in ExaHyPE 2.
In general, all volumes are refined by two levels at first, as can be seen for t = 46s. It seemingly
does not matter, whether the wave has actually reached these volumes or not. For t = 50s, more
refinement can be seen in volumes that have not seen a change in η. For t = 52s, the refinement
has reached the finest level, now somewhat matching the wave front on the left side of the domain,
but still greatly overrefining the right side of the domain. During the simulation, the wave front
moves faster than the AMR, for example at t = 85.5s. This is due to Peano needing at least 3
sweeps over the grid to realize refinement for FV solvers. Thus, the wave outpaces the refinement.
For greater t, the AMR does not converge towards any coherent structure. As can be seen for
t = 515s, the AMR keeps strips of different values refined, while coarsening neighboring cells with
the same values.
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6. Results

(a) Guided AMR at t = 32s.

(b) Guided AMR at t = 46s.
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6. Results

(c) Guided AMR at t = 50s.

(d) Guided AMR at t = 52.7s.
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6. Results

(e) Guided AMR at t = 327s.

Figure 6.17.: Artificial tsunami using the guided AMR approach. The figures depict the water
height h in the artificial tsunami scenario on a linear color scale ranging from
red = 100.016m to blue = 100m.

The guided AMR in Figure 6.17 looks similar to the surface-flagging approach of Figure 6.16.
The only noticeable difference arising is that the wave front in the guided AMR does not outpace
the refinement. For t = 327s, the guided AMR has not reached a state resembling any expected
AMR outcome. As the surface-flagging also failed to achieve this after even more time, no further
conclusions can be made about the guided AMR approach implemented in ExaHyPE 2. But with
the results from Section 6.5, there is good reason to believe that the implementation works as
intended, provided that the AMR also would be working correctly.

6.7. UM-Bridge Model Evaluation Using the Artificial Tsunami

The UM-Bridge model server provided as part of this work, which has been discussed in Chapter
5, is tested and verified by requesting different evaluations of the artificial tsunami scenario.
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6. Results

Figure 6.18.: Displacement of the artificial tsunami scenario, with the origin moved from (0, 0)m
to (2500, 2500)m.
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Figure 6.19.: Water height of the artificial tsunami with origin moved to (2500, 2500)m for t ∈
[0, 202]s. Values taken from probe at (5000, 5000)m, y-axis showing the difference to
100m.

For the scenario depicted in Figure 6.18, the server reported a maximum water height of
100.0681m for t = 92.00676s for a probe in the center of the domain at (5000, 5000)m. This
measurement can be confirmed when comparing with Figure 6.19.
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6. Results

Figure 6.20.: Displacement of the artificial tsunami scenario, with the origin moved from (0, 0)m
to (−2500,−2500)m.
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Figure 6.21.: Water height of the artificial tsunami with origin moved to (−2500,−2500)m for
t ∈ [0, 202]s. Values taken from probe at (5000, 5000)m, y-axis showing the difference
to 100m.

When moving the displacement to (−2500,−2500)m (cf. Figure 6.20), the model server reports
a maximum water height for the probe at (5000, 5000)m of 100.0648m for t = 123.1139s. This
measurement is in agreement with the complete data recorded by the probe (cf. Figure 6.21). It
can thus be concluded that the displacement can be correctly moved within the domain and that
the model server functions as expected.
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6. Results

6.8. Tōhoku Tsunami

To test the F-Wave solver in a real world application, the 2011 Tōhoku tsunami was chosen. The
solver is tested on a grid of size (7 · 106, 4 · 106)m and a configured volume size of 104m. No AMR
was used. The initial conditions resulting from the earthquake can be seen in Figure 6.22.

Figure 6.22.: Initial conditions of the Tōhoku tsunami. Displaying the free surface η on a
logarithmic scale.

When approximating the wave speed for the deepest bathymetry of −9843.52m and a flat
surface, a maximum wave speed of

√
gh ≈ 310.75m/s is reached. As tsunami reach an estimated

maximum speed of 800km/h = 222.2m/s, the waves within the simulation should reach the shore
faster than in reality. Taking the city of Sōma in Fukushima Prefecture as an example, the real
tsunami reached it within 9min coming from its origin about 134km away2. However, in the
simulation, Sōma is only reached after about 36min (cf. Figure 6.23). This does neither match
the fastest approximation using 310.75m/s, which would imply a travel time of 429s, nor the real
time of about 9min. Instead, the results lead to an average wave speed of only 62.04m/s for the
wave front moving towards the shore.

2https://www.ngdc.noaa.gov/hazel/view/hazards/tsunami/runup-more-info/19241, accessed August 22nd,
2023
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6. Results

Figure 6.23.: Tōhoku tsunami approaching Sōma at t = 2160s with a TSR factor of 0.4.

The simulation qualitatively looks promising until artifacts start forming from around t = 2940s,
as can be seen in Figure 6.25. These artifacts move in space and time when changing the TSR
factor (cf. Figures 6.24, 6.26). When the factor is raised to 0.5, the artifacts appear much earlier
and develop much more violently, as can be seen in when comparing Figures 6.25 and 6.26. For
a TSR factor of 0.3, no artifacts can be observed for a maximum simulation time of 36000s.
However, it can not be ruled out that artifacts appear later on in the simulation. In general, the
simulation does not match the actual event, regardless of the chosen TSR factor.

TSR Factor 0.3 0.4 0.5 0.6 0.7 0.8 0.9

artifacts start
appearing at

? > 36000s 3000s 186s 83s 65s 56s 42s

Figure 6.24.: Influence of varying TSR factors on artifacts of the Tōhoku tsunami.
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6. Results

(a) Artifacts for t = 3000s with a TSR factor of 0.4.

(b) Artifacts for t = 4200s with a TSR factor of 0.4.

Figure 6.25.: Artifacts of the Tōhoku tsunami south-east of Chiba Prefecture with a TSR factor
of 0.4. The figure shows the free surface η on a logarithmic scale.
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6. Results

(a) Artifacts for t = 186s with a TSR factor of 0.5.

(b) Artifacts for t = 407s with a TSR factor of 0.5.
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6. Results

(c) Artifacts for t = 640s with a TSR factor of 0.5.

(d) Artifacts for t = 822s with a TSR factor of 0.5.
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6. Results

(e) Artifacts for t = 2162s with a TSR factor of 0.5.

Figure 6.26.: Artifacts of the Tōhoku tsunami for a TSR factor of 0.5. The figure shows the free
surface η on a logarithmic scale.

As the wave speeds in previous scenarios were found to match the expected speeds, this bug is
also expected to have its root course outside the SWE application. This bug can also occur in
artificial test scenarios like the artificial tsunami scenario when choosing higher TSR factors than
0.4, independent of the chosen solver, which most notably also includes ExaHyPE 2’s Rusanov
solver.
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7. Conclusion and Outlook

This work set out to provide an UQ workflow within the re-written ExaHyPE 2 engine using the
SWE. An SWE application has been implemented in ExaHyPE 2. We verified the implementation
using multiple different artificial scenarios, which test individual characteristics of the SWE and
their implementation. As the predefined Rusanov solver within ExaHyPE 2 is not sufficient
for real world applications, user-defined solvers have been re-introduced to ExaHyPE 2. The
user-defined F-Wave solver implementation has been verified together with the SWE application.
Additionally, the guided AMR approach of Davis and LeVeque has also been implemented in the
SWE application. The algorithms have been verified outside ExaHyPE 2. Within ExaHyPE 2,
it was shown that the AMR of ExaHyPE 2 is still erroneous. ExaHyPE 2 tends to overrefine
most of the domain in the tested scenario. Additionally, no meaningful coarsening of volumes
could be observed. This was also confirmed for the much simpler surface-flagging, proving that
the fault does not lie with the SWE application. Finally, based on the SWE application, an
UM-Bridge model server has been implemented. Using an artificial test scenario, its functionality
has been confirmed. As UQ for the SWE typically includes tsunami simulations, such capabilities
were tested as well. It was shown that while matching expected limits for various quantities in
the artificial test scenarios, real world applications such as the Tōhoku tsunami could not be
simulated. In our experiments, we observed the formation of artifacts, which move in time and
space depending on the relaxation factor used for the CFL condition. This points toward a more
general problem within the ExaHyPE 2 engine, which is most definitely deserving of further
attention. Future work should therefore be focused on resolving the issues around the AMR and
tsunami simulation. Based on these improvements, real UQ can be conducted using ExaHyPE
2 and the guided AMR. As the Runge-Kutta Discontinuous Galerkin (RKDG) and Arbitrary
Derivative Discontinuous Galerkin (ADER-DG) solvers are implemented in ExaHyPE 2, these
schemes could be put together with the guided AMR approach and be coupled with an UQ code
for even larger, high-resolution UQ.
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A. Python Implementation

The SWE implementation itself is defined by a main script - swe.py - that deals with different
configuration options and partially also with the parsing of input files.

The script accepts arguments for:

• The type of solver to be used. Currently, ExaHyPE 2’s working solvers are a provided
FV Rusanov solver and user-defined FV solvers, but arguments for the Runge-Kutta
Discontinuous Galerkin solver are also already provided.

• Various configurable parameters of the simulation, such as the end time, patch size, maximum
cell size, and the interval at which output is to be saved to files, for both the simulation as
a whole and possible probes within the domain.

• AMR: refinement levels and refinement tolerance.

• The scenario to be simulated. For non-standardized scenarios, the dimensions of the domain
can be specified as well.

• A plethora of netCDF related arguments, such as file paths and keys. There are also two
arguments related to the maximum cell size when using netCDF and AMR. When switched
on, swe.py will either attempt to import the netCDF4 package to read in the resolution of
the input data and adjust the maximum cell size to fit the finest input resolution, or a data
resolution according to which to set the maximum cell size can be supplied.

• Various options related to guided AMR. These include providing a pre-computed solution,
or setting a spatial and temporal area of interest, as well as different other aspects of the
adjoint problem’s simulation. One notable option is to only solve the adjoint problem and
run no follow-up simulation in ExaHyPE 2.

• Two options related to UQ, which move the origin of the earthquake to given coordinates,
or add probes to the domain.

The solver is a part of the whole Peano project generated in swe.py. The code, which describes
how the solver is supposed to solve the SWE, is detailed in various classes with clear delegation
of functionality to different classes (cf. Figure A.1)1.

1Again, a detailed artifact description can be found under https://doi.org/10.5281/zenodo.8305725.
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A. Python Implementation

«Interface»
Scenario

+ implementation_of_flux(self)
+ implementation_of_boundary_conditions(self)
+ implementation_of_initial_conditions(self)
+ implementation_of_sources(self)
+ implementation_of_ncp(self)
+ implementation_of_refinement_criterion(self)

PDE
+ definition_of_flux(self)
+ definition_of_eigenvalues(self)
+ outflow_boundary_conditions(self)
+ reflective_boundary_conditions(self)

Template_Scenario
+ amr_tol: float
+ definition_of_ncp(self)
+ implementation_of_refinement_criterion(self)
+ implementation_of_sources(self)

FirstOrderConservativePDEFormulation
+ F: symarray
+ ncp: symarray
+ eigenvalues: symarray
+ sources: symarray
+ implementation_of_flux(self)
+ implementation_of_ncp(self)
+ implementation_of_eigenvalues(self)
+ implementation_of_sources(self)
+ ...

PDE
+ Q: symarray
+ delta_Q: symarray
+ initial_values: symarray
+ boundary_values: symarray
+ x: symarray
+ grad(self, Q)
+ implementation_of_boundary_conditions(self, invoke_evalf_before_output)
+ implementation_of_initial_conditions(self, invoke_evalf_before_output)
+ ...

exahype2::symhype

swe

scenarios

Figure A.1.: UML class diagram of Template_Scenario’s inheritance hierarchy.

The interface Scenario defines the possible overridable methods of each scenario, thus explicitly
stating the customization options of the shallow-water application usable when defining a scenario.
The class PDE in the swe module of the SWE application contains the definitions of both the flux
and the eigenvalues (cf. Code Listing A.1).
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1 def definiton_of_flux(self):

2 # Flux [unknowns , dimensions]

3 self.F[0, 0] = self.hu

4 self.F[1, 0] = self.hu * self.u + (self.g * self.h **2)/2

5 self.F[2, 0] = self.h * self.u * self.v

6

7 self.F[0, 1] = self.hv

8 self.F[1, 1] = self.h * self.u * self.v

9 self.F[2, 1] = self.hv * self.v + (self.g * self.h **2)/2

10

11 def definition_of_eigenvalues(self):

12 # Eigenvalues [unknowns , dimensions]

13 self.eigenvalues[0, 0] = self.u

14 self.eigenvalues[0, 1] = self.v

15

16 self.eigenvalues[1, 0] = self.u + sympy.sqrt(self.g * self.h)

17 self.eigenvalues[1, 1] = self.v + sympy.sqrt(self.g * self.h)

18

19 self.eigenvalues[2, 0] = self.u - sympy.sqrt(self.g * self.h)

20 self.eigenvalues[2, 1] = self.v - sympy.sqrt(self.g * self.h)

Code Listing A.1: Flux and eigenvalues in class PDE.

These definitions closely follow the definition of the SWE as they are given in Section 2.2 and
demonstrate quite well exactly how easy setting up ExaHyPE 2 is.
For convenience purposes, PDE also provides outflow and reflective boundary conditions (cf.

Code Listing A.2), as PDE is extended by Template_Scenario, which is itself extended by every
scenario provided in the SWE application.

1 def outflow_boundary_conditions(self):

2 # outflow boundary conditions

3 self.boundary_values[0] = self.h

4 self.boundary_values[1] = self.hu

5 self.boundary_values[2] = self.hv

6 self.boundary_values[3] = self.b

7

8 def reflective_boundary_conditions(self):

9 # reflective boundary conditions

10 self.boundary_values[0] = self.h

11 self.boundary_values[1] = -self.hu

12 self.boundary_values[2] = -self.hv

13 self.boundary_values[3] = self.b

Code Listing A.2: Outflow and reflective boundary conditions in class PDE.

As each scenario should extend both PDE and Scenario, most implementations remain the same
for the different scenarios. That is why Template_Scenario bundles together various calls to and
definitions of methods, so that subsequent scenarios only have to define the initial values if they do
not have special requirements. Template_Scenario uses outflow boundary conditions provided
in PDE by default and sets implementation_of_sources() to return None_Implementation,
as Template_Scenario provides an implementation of the source terms given in Section 2.2 via
a non-conservative product. In the case that the user wishes to change this behavior, both
implementation_of_sources() and implementation_of_ncp() can be simply overridden. This
might be done in order to include more sophisticated source terms, such as a friction term.
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The implementation of the source term via the non-conservative product is given in Code
Listing A.3.

1 def definition_of_ncp(self):

2 grad_b = self.grad(self.b)

3

4 # NCP [unknowns , dimensions]

5 self.ncp[0, 0] = 0.0

6 self.ncp[1, 0] = self.g * self.h * grad_b

7 self.ncp[2, 0] = 0.0

8

9 self.ncp[0, 1] = 0.0

10 self.ncp[1, 1] = 0.0

11 self.ncp[2, 1] = self.g * self.h * grad_b

Code Listing A.3: Non-conservative product in class Template_Scenario.

With grad_b being equivalent to bx or by in the source term for x- and y-dimension respectively.
implementation_of_refinement_criterion() is one important exception to code generation,

as this is most practically defined in C++ directly. Template_Scenario also provides a default
implementation for this method in the form of the in Section 4.1 already discussed surface-flagging
approach. All given implemented scenarios extend only Template_Scenario as it extends both
PDE and Scenario and provides useful default implementations that only have to be changed by
a few scenarios.
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The SWE applications consists of mainly three C++ classes, that are injected into the solver under
various circumstances, as seen in Figure 3.2. These classes are:

• TopologyParser: Configurable input file parser for different use-cases. This class does most
of the work for the Tsunami scenario.

• SWEAdjoint: Solves the adjoint problem using the one-dimensional solver detailed in Algo-
rithm 6 and the two-dimensional scheme in Algorithm 7. It uses a configured TopologyParser
to read in the bathymetry.

• AdjointParser: Reads in the solution file of an adjoint problem. Further, it provides the
maximum inner product for guided AMR as detailed in Algorithm 8.

Both SWEAdjoint and AdjointParser are more explained in detail in Section 4.2. This section
will only focus on TopologyParser and some supporting code.

Topology Parser The TopologyParser class offers two constructors. One is used only by the
adjoint problem in the SWEAdjoint class. This constructor takes only a file path for the bathymetry
file and three optional keys for the x- and y-dimensions and the bathymetry in the netCDF input
file. The second constructor offered takes both a bathymetry and a displacement input file, as
well as optional keys for both files. It also takes optional coordinates, which point to a new origin
of the displacement within the bathymetry.
When instantiated, the TopologyParser object immediately reads in the files provided using

the parse_bathymetry_file() and parse_displacement_file() functions. In the event of an
error occurring during file I/O, the TopologyParser returns from its constructor and prints an
error message on the standard output. The information required by the TopologyParser consists
only of the x-coordinates, y-coordinates, and the values of the variable stored within the file, which
are indexed by the x- and y-coordinates. Next to storing the x-y-indexed values, it stores the
extreme values of the coordinates of both bathymetry and, if applicable, displacement file. The
displacement file’s absolute extreme values have to be strictly less or equal to the bathymetry’s
absolute extreme values, so that the displacement is entirely contained within the bathymetry.
Otherwise, a correct functioning of TopologyParser can not be guaranteed.
The functions sample_bathymetry(x,y) and sample_displacement(x,y) use two interpola-

tion functions to map the simulation domain to the target netCDF values. The first interpolation
maps the simulation domain to the coordinate space of the respective netCDF file. The behavior
of this function is described by

p1(z, zmax, z
min
bath, z

max
bath ) =

zmax
bath − zmin

bath

zmax
· z + zmin

bath, (B.1)

where z is a coordinate in the x- or y-dimension within the simulation domain, zmax the maximum
value of z, as the minimum value for z is assumed to be 0, and zmin

bath and zmax
bath the minimum and
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maximum coordinates in the dimension of z within the bathymetry file. p1 is applied to both x and
y, and the resulting coordinates can then be compared to various criteria. In TopologyParser,
the coordinates are only checked for validity. Coordinates are considered valid if they are within
their respective extreme values. If they are not valid, either a bathymetry of 20 or a displacement
of 0 is returned. If the coordinates are valid, then a second interpolation maps the netCDF
coordinates onto the underlying one-dimensional array. The second interpolation function is given
by:

pz(z, z
min
cdf , zmax

cdf , dimz
cdf ) =

⌊
dimz

cdf − 1

zmax
cdf − zmin

cdf

· z +
zmin
cdf · dimz

cdf

zmin
cdf − zmax

cdf

⌋
, (B.2)

p2(x̄, ȳ, x
min
cdf , ymin

cdf , xmax
cdf , ymax

cdf , dimx
cdf , dim

y
cdf ) = pz(ȳ, y

min
cdf , ymax

cdf , dimy
cdf ) · dim

x
cdf (B.3)

+ pz(x̄, x
min
cdf , xmax

cdf , dimx
cdf ). (B.4)

The function pz is used to individually interpolate coordinates onto array indices. The new variables
introduced for p2 are dimx

cdf and dimy
cdf , the array length of the corresponding dimension. The

subscript cdf indicate that both bathymetry or displacement limits can be used here, depending
on what function the interpolation is called in. The interpolated netCDF coordinates from p1 are
inserted into p2 as x̄ and ȳ.

If the displacement is to be moved for UQ, then the netCDF coordinates resulting from p1 are
transformed as z̄trans = z̄ − zorigin − 0.5(zmax

displ + zmin
displ), with the displ subscript denoting that

these values belong to the displacement file’s coordinate system. The transformed coordinates are
then checked for validity and used in p2.

NetCDF Reader and Helper The TopologyParser class uses the functions provided within the
parser::NetCDFReader and parser::NetCDFHelper namespaces extensively. The functions in
parser::NetCDFReader provide convenient wrappers for the standard netCDF library functions,
such as opening/closing netCDF files, retrieving global attributes of various types, and reading
variable values into 1D, 2D, or 3D arrays.

The functions in parser:NetCDFHelper implement the p1 and p2 interpolation functions as
transformIndexSimulationToCDFRange() and transformIndexCDFRangeToArray().

NetCDF Writer This class is a wrapper for netCDF library functions as well. Realized as a
class, the NetCDFWriter saves the netCDF IDs of the variables it has to write, as well as the
dimensions of the variables. It is only used in the SWEAdjoint class, as Peano does not support
netCDF output yet, but the solution to the adjoint problem is easiest to read in the netCDF
format.

In its constructor, NetCDFWriter takes an output file path, the bathymetry file path, the sizes
of the x- and y-dimensions, a pointer to the bathymetry array read in by TopologyParser earlier,
the coordinates of the area of interest, and the start and end time for the guided AMR. Most of
these parameters are simply written into the resulting netCDF file as attributes, so that later
users can reconstruct the parameters used to run the simulation. The only parameter written to
the file as a variable is the bathymetry array, as it is time-independent and thus only needs to be
written once before the simulation starts.

The time-dependent variables are written using the writeTimeStep() function. As SWEAdjoint
has all the simulation data in one-dimensional, column wise arrays, writeTimeStep() simply
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iterates through the columns and writes them to the output file. Concerning the time variable, it
writes the parameterized t value at the current checkpoint position, which is also parameterized.
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