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Continued cost- and power-efficient capacity scaling in optical networks is imperative to keep pace with
ever-increasing traffic demands. In this paper, we investigate multi-wavelength transponders as a potential
way forward. Suitable system architectures and realistic specifications of multi-wavelength transponders
are identified and analyzed in terms of transmit OSNR penalties and spectral constraints. We investigate
the performance for different specifications as compared to single-wavelength transponders in a network
planning study on two network topologies, developing guidelines for multi-wavelength transponders
specifications and their potential benefits. The studies show a reduction in the number of required lasers
of up to 83 % at the expense of a slight increase in number of lightpaths, demonstrating the potential for
significant cost savings and efficiency improvements. © 2024 Optica Publishing Group
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1. INTRODUCTION

Optical networks build the backbone of today’s telecommunica-
tion networks enabling bandwidth-hungry applications. New
innovations such as high-resolution video streaming, 5G and au-
tonomous driving lead to constantly increasing traffic demands
in optical networks. Therefore, cost- and power-efficient solu-
tions to capacity scaling are imperative in order to support the
traffic growth. The increase of symbol rate per wavelength has
been the main driver of decreasing cost per bit as well as power
consumption, building up to recently announced coherent opti-
cal transceivers that support symbol rates of up to 140 GBd [1].
These large bandwidths come with highly challenging require-
ments, in particular on the electronics. Therefore, it is uncertain
for how much longer such a scaling of the symbol rate remains
technically feasible and economically sensible.

A potential solution for continued cost-efficient capacity scal-
ing is to deploy optical carrier multiplexing, i.e., to use several
optical tributary signals on different wavelengths per transpon-
der unit [2]. Integrated multi-wavelength sources (MWSs) are
using a single optical power supply, i.e., laser, such as an optical
frequency comb to provide several lines in a single integrated
component, thereby potentially offering significant efficiency

improvements. Notable progress has been made in the MWS
subsystem used to generate the lines [3–8]. MWSs have also been
studied on a system [9–11] and architecture [12] level. MWSs
have also been analyzed from a network perspective. Previous
work covers novel routing, spectrum and transponder alloca-
tion algorithms [13] and an analysis of the impact of MWSs on
the provisioning as well as the restoration of traffic [14]. Fur-
thermore, different optical power supply options have been
investigated with respect to techno-economic aspects [15] and
a network throughput study has been performed [16]. Future
high-baud rate transponders have also been investigated in a
network planning context, identifying a trade-off between min-
imizing the number of transponders and spectral blockage in
mesh networks [17]. Additionally, a design framework for the
maximizing the spectral efficiency of flexible-grid optical net-
works has been proposed. A trade-off between unused reserved
spectrum when planning for maximum spectral efficiency and
a lower spectral efficiency when planning for just enough ca-
pacity is discussed [18]. These trade-offs are also observed in
network planning for MWSs. The impact of MWS specifications
in a physical-layer aware network study has not yet been ad-
dressed. Quantifying the MWSs impact in different network
scenarios will help to focus the development on specifications
that are most beneficial as well as support network operators in
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choosing the most efficient solution for their network. Therefore,
we have analyzed the impact of MWS-based transponders on
a network level as to provide guidelines to their specifications
and required cost savings [19].

In this work, we extend our previous comparison of single-
wavelength source (SWS) and MWS transponders [19]. For this
study, the comparison is extended to 4-line and 8-line MWSs
with fixed free spectral range (FSR), i.e., spacing of lines, as well
as with flexible-FSR, in the following called fixed-FSR MWSs
and flexible-FSR MWSs. We describe suitable forward-looking
architectures for MWS transmitters and identify realistic trans-
mit optical signal-to-noise ratio (OSNRTX) values, depending
on practical parameters. Using these values along with further
constraints of MWSs, a network planning study is conducted on
two topologies of different characteristics. We show that in opti-
cal mesh core networks, fixed-FSR MWSs can be beneficial only
when deployed alongside SWSs. We analyze hybrid deployment
strategies using the number of required lightpaths for a traffic
demand as indicator on whether to use an MWS. We study the
impact of different numbers of required lightpaths as threshold
for the selection of an MWS over multiple SWSs. We observe that
higher thresholds for the deployment of MWSs lead to increased
capacity as deploying less MWSs increases the flexibility in spec-
trum allocation. On the other hand, choosing higher thresholds
decreases the potential cost-benefit of the deployment strategy.
For flexible-FSR MWSs, we observe a significant reduction in the
number of required wavelength sources of about 70 % for 4-line
MWSs and about 83 % for 8-line MWSs at the cost of only a mod-
erate increase in the number of required lightpaths compared to
SWS deployment. This is due to the OSNRTX penalty of MWSs.
These results promise the potential of significant cost savings
and efficiency improvements over SWSs. We show that the cost
of the MWS block can reach up to 610 % of the cost of an SWS to
be economically viable. The presented study gives guidelines on
the required MWS specifications and required savings in order
for MWSs to become a viable alternative to SWS transponders
in future efficient optical networks.

2. TRANSMITTER ARCHITECTURES AND PROPERTIES

In current transmitter architectures, an array of SWSs is used
and each is used for a wavelength-division multiplexed (WDM)
channel. Typically, a laser characterized by an optical carrier-to-
noise ratio (OCNR) and output power Pout is used as an SWS.
The optical signal is modulated by an I/Q modulator and it is
combined with the other channels by a multiplexer (MUX) to
form a WDM signal. The combined signal is amplified by a
booster amplifier (BA) to achieve a launch power per channel of
0 dBm as a common value for a typical scenario of a 32 GBaud
channel in a standard single-mode fiber network. In this work,
we consider an SWS with OCNR=55 dB and Pout=16 dBm. The
modulator insertion loss and other sources of signal attenuation
in the transmitter, such as laser power splitter, polarization beam
splitter and polarization beam combiner, add up to 23 dB [20].
Additionally, a MUX with a loss of 5 dB [20] is assumed, as well
as a 5 dB modulation loss independent of the QAM format [11].
An erbium-doped fiber amplifier (EDFA) with a noise figure of
5 dB is used as the BA, resulting in the generation of amplified
spontaneous emission (ASE) noise with power [11]:

Pn = ph fcBre f
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2
, (1)

MWS

Comb
amp

Booster
amp

D
EM

U
X M

U
X

I/Q

I/Q

MWS

Booster
amp

D
EM

U
X M

U
X

I/Q

I/Q

Comb
amp

OCNR, Pline OSNRTx

SWS
Booster

ampM
U

X

I/Q

I/QSWS OSNRTx

a)

b)

c)

OCNR, Pline

Fig. 1. Transmitter architectures using SWSs a) and MWS with
b) joint amplification of all lines and c) per line amplification.

where p is the number of polarization states considered, h
is Planck’s constant, fc is the carrier frequency and Bre f =
12.5 GHz is the reference bandwidth corresponding to 0.1 nm.
The gain G of the BA is calculated to obtain the desired launch
power per channel. For Pout=16 dBm and combined losses of
33 dB, a gain of 17 dB is required to achieve a launch power
of 0 dBm per channel, resulting in a OSNRTX of 36 dB for this
architecture.

A potential way to improve the cost-efficiency of transmit-
ters based on arrays of SWSs is to replace them with integrated
terminals exploiting a reduced number of MWSs. An MWS
is an optical frequency comb that provides multiple equally
spaced optical carriers from a single laser. Typically, an MWS
is described on a system level by its free spectral range (FSR),
number of lines, power per line (Pline), and OCNR. The working
principle of this device is to modulate an SWS to generate mul-
tiple coherent lines. However, this process comes at the cost of
lower optical power and degraded OCNR per line. Transmitters
require a sufficiently high power per line to perform I/Q mod-
ulation while satisfying the output signal power requirements,
therefore amplification of the MWS may be mandatory for most
practical applications. In Fig. 1, the reference architecture using
SWSs ((referred to as a)) as well as two potential architectures
for MWSs are considered: amplification of all the lines with a
single amplifier (referred to as b)) and individual amplification
of each line (referred to as c)). The former is reported in Fig. 1 b),
where a comb amplifier (CA) follows the MWS to amplify all
the lines jointly. The amplifed lines are then separated by a de-
multiplexer (DEMUX) to modulate each of them separately with
an I/Q modulator and independent data streams. Afterward, a
MUX combines the modulated lines into a single optical signal
which is amplified by a BA to achieve the targeted launch power
per channel. The advantage of this architecture is that it requires
only a single additional amplifier compared to an SWS array,
however, the CA has a limited output power which is typically
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up to 26 dBm [21]. This bottleneck is overcome in the architec-
ture shown in Fig. 1 c) by using a CA for each line. Here, the
lines are first separated by a DEMUX and then individually am-
plified by a CA before the modulation. In this way the amplifier
output power is not a limiting factor, however, the number of
required amplifiers increases linearly with the number of lines.
We consider that the DEMUX has a loss of LDEMUX = 5 dB [20]
and that the CA is an EDFA with a noise figure of 5 dB.

Due to the additional amplifiers and lower OCNR, both con-
sidered MWS architectures have a degraded OSNRTX compared
to the standard SWS, which is used as the reference in this work.
The OSNRTX of the MWS for Nlines = 4 and Nlines = 8 lines will
be calculated for the two architectures. In both cases, the gain of
a CA is calculated as

GCA = Pout − (Pline − LDEMUX), (2)

where the desired power per line that goes into the I/Q modula-
tor is the same as for the SWS, i.e. Pout = 16 dBm. However, as
aforementioned, the output power of the amplifier is typically
limited. Therefore, when considering architecture a), the gain
of the amplifier needs to be adjusted to avoid exceeding this
physical limit. Assuming that all lines have the same Pline, the
output power of the amplifier can be calculated as

PCA,out = (Pline + GCA) + 10 log10(Nlines). (3)

If this power exceeds the limit, the gain is decreased to pre-
serve the constraint PCA,out ≤ 26 dBm. For architecture b), the
power per line after the amplifier is always 16 dBm. Finally, the
OSNRTX is calculated as

OSNR−1
TX = (OCNR−1 + OSNR−1

CA + OSNR−1
BA). (4)

In [11], it was considered that the modulator acts as a polarizer
and that only the noise co-polarized with the carrier is con-
sidered (Eq. 1). Therefore, we have considered that the noise
contribution of CA is for a single polarization p = 1, whereas
the noise contribution of BA is for dual polarization p = 2. It
should be noted that the OCNR is also considered with respect
to the co-polarized noise. While we assume fixed parameters
for the SWS transponder and therefore a fixed OSNRTX of 36 dB,
a decreased SWS OSNRTX would lead to a lower influence of
the additional CAs of MWS transponders while a higher SWS
OSNRTX would increase the influence. In a common window of
36 to 40 dB no notable difference would be observed in OSNRTX
penalty of MWS compared to SWS transponders.

We now present the results concerning the OSNRTX for the
two MWS architectures of Fig. 1. The OSNRTX values obtained
are shown in Fig. 2 versus the power per line (a)) and OCNR (b))
for typical values of OCNR=45 dB and Pline=−10 dBm, respec-
tively [22]. We observe that to preserve less than 3 dB penalty
in OSNRTX compared to an SWS, the power (OCNR) per MWS
line must be at least −14 dBm (40 dB), which is achievable by
state-of-the-art MWSs [10, 11, 22] when considering architecture
b) with Nlines = 4. However, if Nlines = 8 is considered, a
penalty of around 8 dB is observed. Due to this large penalty, we
discard the choice of the b) architecture for 8 lines. In the case of
architecture c), the OSNRTX is independent of Nlines, however,
at the expense of additional amplifiers, thus increasing the total
cost of the terminal.

3. NETWORK PLANNING STUDY

In this section, the implications of the use of MWSs in optical
networks are investigated in an extensive network planning
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with four lines. The MWS curves relate to Fig. 1.

Topology # Nodes # Links # Demands
Avg.
Node
Degree

Avg.
Path
Length

Germany [23] 17 26 136 3.05 420 km

EU [23] 28 41 378 2.92 1100 km

Table 1. Core network topologies considered.

study. We compare in multiple planning scenarios the use of
MWSs with different specifications to a baseline case in which
SWSs are used exclusively. Two types of MWSs are considered,
as illustrated in Fig. 3: an MWS with fixed-FSR (Fig. 3 1)) limited
to equal spacing between all lines and one with flexible-FSR
(Fig. 3 2)) capable of abitrary spacing between lines. For the
flexible-FSR MWS, we assume no limitations in terms of cen-
ter frequency, configuration and routing of the different lines
compared to SWSs. In contrast, the fixed-FSR MWS is restricted
to equal spacing between the lines. Additionally, all lines are
required to co-propagate on the same route. However, the fixed-
FSR is assumed to be adjustable to the channel spacing of any
configuration considered for this study.

Our technical analysis aims at quantifying the aforemen-
tioned drawbacks imposed by MWSs regarding performance
and flexibility, the latter being particularly critical for fixed-FSR
MWSs. The results are then used to weigh these drawbacks
against the cost savings enabled by the reduction in the number
of wavelength sources. Since we investigate MWSs as a poten-
tial solution for capacity scaling in the future, forward-looking
lightpath configurations of up to 140 GBd are considered in our
study.
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Modulation

SR [GBd]
35 70 105 140

QPSK 6.2 6.7 7.2 7.7

16QAM 13 13.5 14 14.5

64QAM 19.1 19.6 20.1 20.6

Table 2. Required SNR in dB for the considered lightpath con-
figurations.

A. Setup

Two publicly available network topologies of different charac-
teristics, representing a national (Nobel-Germany) and a con-
tinental (Nobel-EU) backbone network [23], were chosen for
this study. The main characteristics of these topologies are sum-
marized in Table 1. For the planning scenarios, the links are
assumed to be standard single-mode fiber (SSMF) links, consist-
ing of 80 km spans with perfect attenuation compensation at
the end of each span by an EDFA with 5 dB noise figure. We
consider flexible WDM grid networks in the C-Band, with 400
frequency slots of 12.5 GHz each. The considered symbol rates
(SRs) and modulation formats are listed in Table 2, together
with the required SNR for each configuration. These values
are obtained by adding modulations format and symbol rate
dependent implementation penalties to the theoretical SNR that
achieves the FEC threshold at a bit error ratio of 3.5% for each
QAM format. The transmit power spectral density is considered
constant for all SRs. A pulse rolloff of 5% is considered, leading
to channel spacings of 37.5, 75, 112.5 and 150 GHz. In the MWS
studies we consider the same channel spacing for comparison.
For the fixed-FSR MWS study, it is assumed that the FSR can be
chosen from the different channel spacings.

In this study, we consider a traffic demand to be the aggre-
gated traffic requests between a source-destination node pair.
The demands are weighted according to a traffic model based on
the number of data centers and internet exchange points in each
ROADM location [24]. To vary the network traffic demands,
the individual demands are scaled by the same factor in order
to reach different levels of aggregate requested network traffic

(ART). The routing, configuration, and spectrum assignment
(RCSA) algorithm considers k = 3 shortest-path routing and
uses the first-fit algorithm for spectrum assignment. The config-
urations are chosen in order to minimize the number of required
lightpaths (LPs), with candidate configurations being chosen
based on the linear SNR. In a second step, nonlinear interference
is computed using the closed-form GN model [25]. The SNR
takes into account OSNRTX, ASE noise from the amplifiers, and
interference due to the fiber nonlinearities. Only configurations
with a required SNR threshold lower than the computed SNR
are considered. LPs that violate this condition are downgraded.
When an LP is downgraded, the algorithm will try to activate
additional lines available from a MWS or place additional LPs
to fulfill the demand.

B. Scenarios

Different scenarios are investigated using the described network
planning setup. First, planning using fixed-FSR MWSs is inves-
tigated. The goal of this study is to evaluate the feasibility of
different deployment strategies of fixed-FSR MWSs in mesh core
networks. We consider 4-line as well as 8-line MWSs and look
at planning scenarios in which both fixed-FSR MWSs and SWSs
coexist. A trade-off between traffic that can be provisioned with-
out underprovisioning and cost benefits has to be considered
when selecting a hybrid deployment strategy. In this case, we
consider simple strategies, where we define ncutoff as the mini-
mum number of LPs used to fulfill a demand between a source
and destination pair when planning with transponders based
on SWSs, to trigger the use of an MWS instead. This number
is varied between 1 (equivalent to deploying only MWSs) and
Nlines (equivalent to deploying an MWS only if all lines are uti-
lized). We will see in the following that this choice has a critical
impact on the planning results. In a second study, planning
with conventional SWS transponders is compared to planning
using flexible MWSs, assuming that the latter solution provides
a OSNRTX penalty of 1 dB, 3 dB, or 5 dB. The goal is to trans-
late this OSNRTX penalty of MWSs to the network planning to
derive requirements on the devices.

4. RESULTS AND DISCUSSIONS

The network planning results are compared in terms of pro-
visioned traffic, the number of deployed LPs and wavelength
sources (WSs) for the different scenarios, and underprovisioning
ratio (UP). UP is defined as the ratio of demanded traffic that
cannot be provisioned over the overall demanded traffic [26]

UP =
∑d̃∈D̃

(
DRd̃ − ∑lp∈LPd̃

DRlp

)
∑d∈D DRd

. (5)

In Eq. (5), DRd is the requested traffic of demand d, and DRlp
is the data rate of the lightpath lp ∈ LPd provisioned to carry
traffic for demand d. D̃ is the subset of demands where the
lightpaths lp ∈ LPd̃ cannot satisfy the requested traffic and it is
formally defined as:

D̃ =

d̃ ∈ D | DRd̃ − ∑
lp∈LPd̃

DRlp > 0

 . (6)

As the setup allows for partially provisioned demands, UP is
the preferred metric over blocking probability.
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A. Fixed-FSR MWS

The use of fixed-FSR MWSs in mesh core networks with multiple
ROADM nodes presents additional difficulties to the network
planning compared to SWSs. Frequency slots have to be reserved
for all lines when placing an MWS to guarantee that they can
be activated later, even if not all lines are needed at the time of
deployment. Furthermore, as co-propagation is required, each
MWS can only serve a single demand. Due to these restrictions,
it is not feasible to place exclusively MWSs in a network. There-
fore, strategies based on the coexistence of SWSs and MWSs
should be considered. In the related network planning studies
we therefore considered different values for ncutoff for both 4-
line as well as 8-line fixed-FSR MWSs. Fig. 4 shows the results
for 4-line MWSs on the Germany topology. It can be seen that
for ncutoff = 1, meaning that only MWSs are deployed, the traf-
fic falls below the ART even for low values (ART > 20 Tbit/s)
(Fig. 4 a)). Moreover, due to the OSNRTX penalty, more LPs are
deployed for low ART values to serve the same amount of traffic
when compared to the SWS scenario, as visible from the results
in Fig. 4. As the spectrum fills up quickly, due to reserved slots
for all MWS lines, the increase of the number of LPs with traffic
is lower for SWS while UP increases with higher ART (Fig. 4
c)). We observe that when only deploying MWSs (ncutoff = 1)
the number of wavelength sources deployed during planning
decreases with higher ART, as shown in Fig. 4 d). The reason
for this somewhat unexpected behavior is that with increased

demands, higher-bandwidth configurations are chosen for the
MWS and the spectrum of bottleneck links fills up with a lower
number of MWSs. Higher values of ncutoff lead to better perfor-
mance in terms of provisioned traffic (Fig. 4 a)) and higher ART
that can be served without UP (Fig. 4 c)), but also an increased
number of deployed wavelength sources (Fig. 4 d)).

The results for 8-line MWSs on the Germany topology are
consistent with the results obtained for the 4-line scenario. The
strategy of only deploying MWSs leads to a low amount of
provisioned traffic (Fig. 5 a)), while the number of deployed LPs
increases with the ART (Fig. 5 b)). This is due to the sub-optimal
nature of RCSAs. With higher demands, higher configurations
are considered for the MWS lines. However, these configurations
have to be downgraded in some cases due to the influence of
nonlinear interference and OSNRTX, leading to additional MWS
lines that are activated to fulfill the demands. Therefore, while
traffic and UP ((Fig. 5 c)) stay at similar levels, the number of
LPs increases and the number of wavelength sources decreases
(Fig. 5 d)) with higher ART. In this scenario, it can be seen that
due to the limited bandwidth a UP of over 40 % is observed
even at the lowest considered ART. Therefore, the strategy of
only deploying 8-line MWSs is not viable. As seen for the 4-
line MWSs, the performance increases with higher ncutoff, in
parallel with a reduction in the savings concerning the number
of wavelength sources required. For example, a solution that
can fulfill 120 Tbit/s without underprovisioning (ncutoff ≥ 3 for



Research Article Journal of Optical Communications and Networking 6

20 40 60 80 100 120 140
Aggregate Requested Traffic [Tbit/s]

50

100

150

Tr
af

fic
 [T

bi
t/s

]
a)

20 40 60 80 100 120 140
Aggregate Requested Traffic [Tbit/s]

150

200

250

# 
LP

s

b)

20 40 60 80 100 120 140
Aggregate Requested Traffic [Tbit/s]

0

1

2

3

UP
 [%

]

c)

1 dB 3 dB 5 dB
OSNRTX penalty

0

5

10

Ad
di

tio
na

l L
Ps

 in
 [%

]

d)

ART
SWS
1 dB OSNRTX penalty
3 dB OSNRTX penalty
5 dB OSNRTX penalty

Fig. 6. Provisioned traffic a), number of lightpaths b), UP c) and distributions of additional wavelength sources d) on Germany
topology using flexible-FSR MWSs with 1 dB / 3 dB / 5 dB transmit OSNR penalty compared to SWS baseline.

10 20 30 40 50 60 70 80 90
Aggregate Requested Traffic [Tbit/s]

20

40

60

80

100

Tr
af

fic
 [T

bi
t/s

]

a)

10 20 30 40 50 60 70 80 90
Aggregate Requested Traffic [Tbit/s]

160

180

200

220

240
# 

LP
s

b)

10 20 30 40 50 60 70 80 90
Aggregate Requested Traffic [Tbit/s]

0.0

0.5

1.0

1.5

UP
 [%

]

c)

1 dB 3 dB 5 dB
OSNRTX penalty

0

2

4

6

Ad
di

tio
na

l L
Ps

 in
 [%

]

d)

ART
SWS
1 dB OSNRTX penalty
3 dB OSNRTX penalty
5 dB OSNRTX penalty

Fig. 7. Provisioned traffic a), number of lightpaths b), UP c) and distributions of additional wavelength sources d) on EU topology
using flexible-FSR MWSs with 1 dB / 3 dB / 5 dB OSNRTX penalty compared to SWS baseline.

4 lines or ncutoff ≥ 5 for 8 lines) deploys around 90 % of the
wavelength sources that would be needed using only standard
SWSs.

We can conclude that fixed FSR MWSs should not be con-
sidered for general deployment in networks but can be useful
and cost-effective tools when deployed for large demands that
require multiple LPs. A trade-off between capacity and savings
in the number of wavelength sources has to be found and a
deployment strategy as well as the number of lines for the MWS
should be chosen on a case-by-case basis depending on the net-
work topology, traffic demands, and capacity requirements. The
results for fixed-FSR MWSs on the EU topology are consistent
with the results on Germany, showing only small differences
for higher ncutoff and small benefits in terms of savings of the
number of wavelength sources. This behavior is motivated by
the higher number of comparably smaller traffic demands of
this topology compared to Germany with the used traffic model.

B. Flexible-FSR MWS

The planning results for different ART values on the Germany
topology are shown in Fig. 6. The provisioned traffic for the con-
sidered OSNRTX penalties varies slightly while remaining above

the ART (Fig. 6 a)). Since the demanded data rates are on a con-
tinuous scale, the next higher feasible data rate configuration is
chosen to fulfill the demand, leading to the variations observed.
The number of deployed LPs increases with the OSNRTX penalty,
as visible from the results in Fig. 6 b), because low-rate configu-
rations have to be chosen. As shown in Fig. 6 c), UP is observed
for high ART > 130 Tbit/s. As expected, the UP is lowest for
penalty-free SWSs, and it is highest for the 5 dB penalty MWS
scenario. The UP of the 1 dB and the 3 dB OSNRTX penalty sce-
narios are instead comparable in the investigated ART range. At
130 Tbit/s the UP of the 1 dB scenario is marginally higher than
the UP of the 3 dB scenario, with less than 0.5 % variation. This
small discrepancy originates from the imperfect RCSA. In this
case, as demands are fulfilled sequentially, in the 1 dB scenario
initially, more demands can be met than in the 3 dB scenario
leading to the spectrum being blocked for a later demand and
thereby an overall lower UP. Finally, in Fig. 6 d), the distribution
of additional percentage of LPs over all ART values are shown.
While the 1 dB OSNRTX penalty leads to a worst case of 2.2 %
increase, for 3 dB penalty up to 6.8 % increase is observed and for
5 dB up to 13.6 %. Furthermore, the variance of the distributions
increases with the OSNRTX penalty as the effect of the penalty
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varies with path length.
Fig. 7 shows the planning results on the EU topology. It can be

observed that the differences with varying OSNRTXpenalty are
lower than for the Germany topology. This behavior is due to by
the lower impact of the OSNRTX on the overall SNR for longer
paths. From Table 1 it can be observed that the average path
length on the continental EU topology is 1100 km, representing
a ≈ 2.6-fold increase over the average path length of 420 km
in the Germany topology. As a result, the UP is the same for
the SWS, the 1 dB and the 3 dB scenario in the considered ART
range and the worst case increase in the deployed number of
lightpaths lies at 2.2 %, 3.3 % and 6.3% for 1 dB, 3 dB and 5 dB
OSNRTX penalty, respectively.

For flexible-FSR MWSs, the planning does not depend on the
number of lines as we assume no limitations in terms of center
frequency, configuration and routing of the MWSs lines. How-
ever, in practice it may be more difficult to manufacture MWSs
with higher number of lines resulting in higher OSNRTX penal-
ties. We analyze the potential cost benefits of flexible-FSR MWSs
considering the range of 1 dB to 5 dB OSNRTX penalty and 4-line
as well as 8-line MWSs. For this analysis, we assume that the
architecture displayed in Fig. 1 c) is required. Therefore, when
compared to the SWS architecture (Fig. 1 a)) an additional De-
mux as well as one CA per line are required. In the following,
we derive the maximum feasible cost of this MWS block in re-
lation to the cost of an SWS for 4-line and 8-line flexible-FSR
MWSs. As explained above, additional LPs have to be deployed
and in some cases an increase in UP is observed. On the other
hand, while the number of wavelength sources equals the num-
ber of lightpaths in the SWS scenario, significant savings can
be achieved in case of 4-line or 8-line flexible-FSR MWSs. As a
remark, in addition to the results shown, we computed that the
number of required 4-line (8-line) MWSs equals at most 29 %
(17 %) of the number of LPs in the considered scenarios. Ac-
counting for these numbers and the additionally placed LPs in
each scenario, we estimate the maximum viable cost of a flexi-
ble MWS block depending on the share of the transponder cost
attributed to the laser. The results of this analysis are shown
in Fig. 8. On the Germany topology, the variance of the values
over OSNRTX penalty is higher than on the EU topology as the
OSNRTX penalty has a higher impact on the network planning.
Assuming that the laser has a 33 % share of the overall transpon-
der cost, depending on the OSNRTX penalty, for the Germany
topology a 4-line flexible-FSR MWS can cost up to 2.3 to 3.4 times
the price of a SWS to enable cost savings. When considering the
EU topology, the values lie instead between 2.8 times and 3.2
times. For the 8-line flexible-FSR MWS block these numbers lie
between 4.2 to 6.1 times for Germany and 5 to 5.6 times for EU.
Therefore, our analysis shows, that cost benefits are achieved if
the flexible-FSR MWSs block can be manufactured at less than 6
times the cost of an SWS.

C. Discussions
The planning results show that flexible-FSR MWSs should be
the preferred solution for mesh core network operators. These
MWSs offer the same flexibility as SWSs for the planning of a
network. Additional LPs have to be placed to fulfill all demands.
Depending on the incurred OSNRTX penalty compared to SWSs,
the traffic load and the specifics of a network topology, the
percentage of additional LPs varies between 2 to 14 % in our
studies. In return, for the 4-line (8-line) flexible-FSR MWS the
number of required wavelength sources equals only 29 % (17 %)
of the number of SWSs that would be needed for the same LPs.
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Fig. 8. Maximum MWS block cost (including Demux and
comb amplifiers) for flexible-FSR MWSs relative to SWS to
achieve transponder cost savings versus the share of the laser
on the overall transponder cost for Germany a) and EU b)
topologies.

Thereby, the cost of the MWS can be up to 6 times the cost of an
SWS to be economically advantageous.

While the flexible-FSR MWSs show only minor drawbacks
in the network planning results, with standard planning strate-
gies the widespread deployment of fixed-FSR MWSs causes a
severe decrease in requested traffic that can be handled without
underprovisioning. In this context, fixed-FSR MWSs are only
sensible as a supplementary solution to SWSs, to be deployed
only for large demands that need multiple LPs. On the other
hand, this reduces the benefits concerning the savings in the
required number of wavelength sources, thus limiting the cost
benefits as discussed above for the example of 120 Tbit/s on
the Germany topology. Notably, these numbers could be im-
proved through the exploitation of joint DSP benefits that are
unique to co-propagating superchannels based on MWSs [27–
29] and through the development of MWS-aware RSAs [14]. The
presented SWS + fixed-FSR MWS hybrid deployment strategy
serves to prove that straightforward applicability of fixed-FSR
MWSs in current network configurations is challenging. Addi-
tionally, a hybrid strategy leads to more equipment types de-
ployed in the network, further complicating its operation. The
development of optimal planning solutions and the assessment
of the ultimate capacity of multi-wavelength transponders in a
networking context are instead regarded as future research.

5. CONCLUSIONS

In this work, specifications of state-of-the-art MWSs for high-
bandwidth transponder configurations are developed (Sec. 2).
We compare 4-line and 8-line fixed-FSR MWSs and flexible-FSR
MWSs with the SWS baseline in network planning studies. We
show that for fixed-FSR MWSs only hybrid deployment strate-
gies employing both SWS and fixed-FSR MWS are sensible in
mesh core network topologies. The potential cost reduction
benefits are limited in the fixed-FSR scenario as more complex
network planning algorithms and lightpath re-configuration
strategies are required to overcome the restrictions that fixed-
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FSR MWSs impose on the planning. For flexible MWSs, we show
that significant savings in the number of wavelength sources
of around 71 % for 4-line MWSs and 83 % for 8-line MWSs are
achievable. We observe that this large reduction comes at the
cost of only a moderate increase in the required number of light-
paths, up to 14% depending on the OSNRTX penalty and the
network topology considered. As a result, flexible-FSR MWS
show the potential for significant cost- and power-efficiency
improvements as we observe that they can be economically fea-
sible at up to 6 times the cost of an SWS. Therefore, it is our
assessment that for mesh core network applications the focus
in MWS development should lie in flexible-FSR MWSs offering
high OSNRTX.
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